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Preface

This volume presents the contributions of the 21st edition of the annual International
Conference on Web-based Learning (ICWL). The first edition of ICWL was held in
Hong Kong in 2002. Since then, it has been held 20 more times, on three conti-
nents: Melbourne, Australia (2003); Beijing, China (2004); Hong Kong, China (2005,
2011); Penang, Malaysia (2006); Edinburgh, UK (2007); Jinhua, China (2008); Aachen,
Germany (2009); Shanghai, China (2010); Sinaia, Romania (2012); Kenting, Taiwan
(2013); Tallinn, Estonia (2014); Guangzhou, China (2015); Rome, Italy (2016); Cape
Town, SouthAfrica (2017); ChiangMai, Thailand (2018);Magdeburg, Germany (2019);
Ningbo, China (2020); Macao, China (2021). This year, ICWL 2022 was held on 21–23
November in San Cristobal de La Laguna, Tenerife, Spain, organized by University of
La Laguna, Spain.

Furthermore, the conference continued the traditional initiative, started by ICWL
2016, of holding the 7th International Symposium on Emerging Technologies for Edu-
cation (SETE) at the same location. SETE collected the traditional workshop activities
managed by ICWL in the past years and additionally was organized in tracks. Work-
shops and tracks added new and hot topics on technology-enhanced learning, providing
a better overall conference experience to the ICWL and SETE attendees.

The topics proposed in the ICWL&SETE Call for Papers included several relevant
issues, ranging from Semantic Web for E-Learning, through Learning Analytics,
Computer-Supported Collaborative Learning, Assessment, Pedagogical Issues, E-
learning Platforms, and Tools, to Mobile Learning. Due to the impact of the COVID-19
pandemic, we decided to combine papers from ICWL 2022 and SETE 2022 into one
proceedings volume this year.

We received 82 submitted contributions for ICWL&SETE 2022. All of the submitted
papers were assigned to three members of the Program Committee (PC) for peer review.
All reviews were checked and discussed by the PC chairs, and additional reviews or
meta-reviews were elicited if necessary. Finally, we accepted 50 full and short papers
for ICWL&SETE 2022 with an acceptance rate of 62.50%.

In addition to regular papers, ICWL&SETE 2022 also featured a set of special
workshops and tracks:

• The 5th International Workshop on Educational Technology for Language Learning
(ETLL 2022).

• The 6th International Symposium on UserModeling and Language Learning (UMLL
2022).

• Digitalization in Language and Cross-Cultural Education.
• 1st Workshop on Hardware and Software Systems as Enablers for Lifelong Learning

(HASSELL).
• Immersive Web-Learning Experience Development in the Metaverse Era.

We would like to sincerely thank our keynote and invited speakers:
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• Davinia Hernández Leo is a Full Professor and Serra Húnter Fellow at the Depart-
ment of Information and Communication Technologies, Universitat Pompeu Fabra.
She was born in Plasencia, and obtained a degree and a Ph.D. in Telecommunication
Engineering atUniversity ofValladolid, Spain. She is former associate editor for IEEE
Transactions onLearning Technologies, formerVice-President of the EuropeanAsso-
ciation on Technology-Enhanced Learning, and is currently a member of the CSCL
Committeewithin the International Society of the Learning Sciences, amember of the
ijCSCL editorial board and of the steering committee of the European Conference on
Technology-Enhanced Learning. Title: “Effective web-based collaborative teaching
and learning”.

• Alicia García-Holgado obtained a degree in Computer Sciences and a Ph.D. from
the University of Salamanca, Spain. She is an Associate Professor in the Computer
Science Department and member of the GRIAL Research Group of the University
of Salamanca. She is also a member of the Women in Computing Committee of
the Spanish Computing Scientific Society and sub-coordinator of the CLEI (Latin
American Centre for Computer Science Studies) Community for Latin American
women in computing. Title: “Gender, diversity and engineering education”.

• Manuel Castro received an Industrial Engineering degree and Ph.D. in engineering
from ETSII/Madrid Polytechnic University, Spain. He is currently a Professor of
electronics technology and the Director of the Electrical and Computer Engineering
Department at UNED. He is a member of the Board of Directors (BoD) of the IEEE,
as the Division VI Director from 2019 to 2020, a member of the Administration Com-
mittee and Board of Governors (AdCOM/BoG) from 2005 to 2021. Title: “Educating
online/remote Future Engineering Leaders with Practical Competences”.

• Ruth Cobos is an Associate Professor in the Department of Computer Science at
Universidad Autónoma deMadrid (UAM). She received herM.Sc. and Ph.D. degrees
in Computer Engineering from UAM. She is the Principal Investigator from UAM of
the eMadrid Research Network and of the Spanish Network of Learning Analytics –
SNOLA. Title: “Learning Analytics Applications in e-Learning”.

Many contributions made the conference possible and successful. First of all, we
would like to thank all the authors who considered ICWL&SETE for their submission.
We thank the PC members, and the additional reviewers, for their evaluations, which
made the selection of the accepted papers possible.

We thank the sponsor Springer, for the enlightened andmuch appreciated support that
helpedus to dedicate theBest PaperAwards. Furthermore,we also thank theWomen@Inf
project (Ref. 21/1ACT/21), funded by the Institute ofWomen from the SpanishMinistry
of Equality.

We expect that the ideas that have emerged in ICWL&SETE 2022 will result in the
development of further innovations for the benefit of scientific, industrial, and social
communities. We hope that the reader of this volume will be pleased by the relevance
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of the topics and contents of the papers, and thus be enticed to contribute to the next
editions of ICWL&SETE.

Carina S. González-González
Baltasar Fernández-Manjón

Frederick Li
Francisco José García-Peñalvo

Filippo Sciarrone
Marc Spaniol

Alicia García-Holgado
Manuel Area Moreira

Matthias Hemmje
Tianyong Hao
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Designing a Game-Based Learning Environment
for College Students’ Campus Learning (Keynote)

Yi Hsuan Wang

Department of Educational Technology, Tamkang University, Taipei Taiwan
annywang12345@hotmail.com

Abstract. The study adopted the game-based learning strategy into
designing an online educational game to help college students famil-
iarize themselves with school campus. The paper introduced the game
design and discussed the game elements and principles considered dur-
ing the game development. A group of students were invited to use the
game and the learning performance and feedback from interview were
collected for game evaluation. Overall, the findings showed that students
had improved their performance after the gameplay and gave positive
feedback on the game design. Future work of the study was discussed in
the end of the paper.

Keywords: Game-based learning · Game design · Higher education

1 Introduction

Studies revealed that using learning technology sustains learners’ motivation and learn-
ing engagement [2, 3]. The game-based way offers rich resources for situation learning
[7] and thus it is also one way that attracting attention from researchers. The uses of
game could be viewed as scaffolding [8] since it allows learners to do try-and-error and
to achieve self-regulated learning during play. The learners set the goal and monitor
the goal achievement through self-directed learning during gameplay. In a game-based
learning scenario, learners can experience a wide range of ways to solve the learning
tasks, and which help students to achieve better learning motivation, engagement, and
adaptivity [6] as well. What make the game interesting is the processes that gamers
to struggle toward the goal. Overly simple or difficult game task design will reduce
gameplay experience and learning effectiveness [4, 5].

The game design is an important issue since it will affect learning results [1]. Schell
[9] proposed four elements in game design which are authentic, story, mechanics, and
technologies. Aesthetic is how the game looks or feels like, story is the sequence of
events that support the game, mechanics is the goal of the game and what and how
the learners can do and happen, and technology refers to the tools and systems used to
implement or deliver the gameplay. These elements determine the goal of the game, the
sequence of events that support the game, how a learner feel and experience the game,

https://orcid.org/0000-0003-0983-846X
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and what medium that make the game possible. Each element is important and influence
each other powerfully.

Research Purpose

Hence, considering the benefits and potential of integrating a game-based environment
for learning and the game design elements proposed by Schell (2014), this preliminary
study aims to firstly explore how to design the game following the four game elements
and secondly to understand college students’ learning performance and perceptions of
using the developed game for campus learning.

2 Game Design

The purpose of the game was to help college students become familiar with the campus,
learn the policies and service that fresh students have to know. The game design based
on Schell’s four elements were described as followed and the print screen of the game
was presented in Table 1.

Story: The game started with an animation which described a story about a mon-
ument of a university was stolen, and learners had to find out who were the possible
criminals.

Authenticity: The game characters were created in cartoon style. The game back-
ground was designed following to the real world set up. The game map and locations of
the buildings of the school were created according to the real campus environment as
well.

Technologies:ThegamewasdevelopedbasedonHtml5website to let learners access
to the game more easily. The learners can login to the game with Internet connection
with their personal computers for game interaction.

Mechanism: The game missions and story branch were designed in the games.
The learners’ answers will be recorded in the game, they will experience various game
scenario and get various game results according to their game scores and choose.

3 Game Evaluation

The game evaluation was conducted in a computer-based classroom environment. A
total of 17 students in the first year of college were invited to test the game, and they
had to finish the pre-test and post-test before and after the game evaluation. The items in
the tests were related to the problems that students met on the campus in the game. The
contents of the pre-test and post-test were the same, but the sequence was changed. The
learner’s interview was conducted after the post-test for collecting learners’ feedback of
the game.
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Table 1. The print screen of the game with description.

The pictures of the game

Story:
The game began with a story in which avatar was 

describing the game task to the learners.

Authenticity:
The scenarios of the game were created 

according to the real campus environment.

Technology:
The game was developed based on Html5, and the 

game contents was presented on webpage.

Mechanism:
The learners have to complete the learning 

missions to get various game endings

The results of the paired samples t-tests (Table 2) indicated that the learners showed a
significant difference between the pre-test and post-test, and they improved their learn-
ing performance after the gameplay (p=0.00 < 0.05). Some valuable suggestions for
revising the game were also collected from the interview section. In general, the stu-
dents gave positive feedback on the game experience, but some students mentioned that
the operational design could be improved. For example, the learners revealed that it is
not so user-friendly to use “O” ,”Q” or “Shift” keys in the keyboard to control the game.
They suggested to use “Enter” or “Space” keys for main game interaction. Besides, they
also suggested to add a game menu so that they can choice different chapters of game
to achieve more flexible game interaction.

Table 2. Paired Samples t-tests

Mean S.D t p

Pre-test 69.41 11.710 -6.452 . 000

Pos-test 87.35 7.729

4 Discussion and Results

The study aims to create a game-based learning scenario to help college students explor-
ing their school through gameplay and furthermore to become familiar with the school
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environment. This study referred to the four game elements, authentic, story, mechan-
ics, and technologies, and developed a game-based learning environment. The game
evaluation was also conducted, and the preliminary findings indicated that the learners
improved their scores after participating in the game, however, there are still improve-
ments could be done of the game design. The next steps of the study will improve the
operational design through changing the control keys of the game and including a short
guideline to help learners know how to interact with gamemore easily. Besides, a chapter
menu of game will be added to create more flexible learning interaction for learners. In
the future, the researcher will evaluate the revised game through inviting more college
students to participate in the experiment and to explore how the game with various learn-
ing strategy could be integrated to facilitate learning. It is our hope that integrating the
advantages of games to create a well-designed game-based learning environment will
improve target learners’ learning effectiveness and learning motivation. More results
yielded from this series of studies will be reported in the near future.
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Abstract. Augmented Reality (AR) has the potential to enhance students’ learn-
ing experiences. To deploy AR as educational tool, access to the requisite infras-
tructure and readiness of teachers are basic conditions to bemet. The lack thereof is
the digital divide that can undermine the opportunity and ability to use AR educa-
tional applications (AREAs) for students and teachers. Such issues were identified
in a survey with a sample of European teachers on their educational usage of AR.
We aimed to study the digital divide more globally by running the same survey
with teachers in South America. We collected 123 valid responses from ten South
American countries. Comparing the results of the two datasets showed that the
teachers sampled from both continents were facing the challenges of the digital
divide to utilise AREAs. We discussed how these challenges could be addressed
to allow both, teachers and students, to benefit from AR as educational tool.

Keywords: Augmented Reality · Educational Technology · Digital Divide

1 Introduction

The three basic characteristics of Augmented Reality (AR) technology - combining real
and virtual content, being interactive in real-time, and registering objects in 3D [1] -
make it a potentially powerful educational tool. AR is typically utilized to visualize
scientific concepts, which are difficult to explain in 2D (e.g., geometric shapes [2]), in
an interactive 3D environment. Deploying AR educational applications (AREAs) can
enrich the learning experience, given the immersive and engaging feeling they support
(e.g., [3]). Thanks to advances in mobile technology, the number of AREAs has notably
increased in a range of contexts and their benefits for students and their learning have
been evaluated quite extensively (e.g., [4, 5]).

Nevertheless, there exist only a handful of studies focusing on teachers’ views on
deploying AREAs (e.g., [6, 7]). One salient concern identified in those studies was that
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the teacher participants involved had limited experience in using AR applications. To
understand this phenomenon better, we designed and conducted a survey to analyse the
usage of AREAs from the teacher perspective. Based on the survey responses from a
sample of European teachers [8, 9], we argued that one reason for the observed scale
of inexperienced AR users among teachers was the lack of the requisite infrastructure,
including availability ofmobile devices (e.g., smartphones, tablets) and broad bandwidth
for accessing web-based AR contents. This resonates with the recurrent theme of the
digital divide, which has been exacerbated during the pandemic [10].

Indeed, the digital divide is a worldwide phenomenon [11] in the Global North
(e.g., Europe) and in the Global South (e.g., South America). As the target group of our
previous survey was teachers from the former [9], we were motivated to replicate the
same survey with their counterparts in the latter to find out to what extent the results
would be similar or different and if we could find indications for the digital divide.

Overall, the research goals of our work presented in this paper are twofold: (1) To
draw comparisons between the sample of teachers from Europe with their counterparts
from South America regarding their usage and experience with AREAs; (2) To identify
whether the digital divide has been a significant barrier for the adoption of AREAs in
the European and South American countries where the data were gathered.

2 Related Work

AR in Education. AR has evolved from its early cumbersome frameworks in the 1960s
to today’s lightweight models [12]. Nevertheless, scientific publications on AREAs only
emerged in the year 2000, as shown by a search in the database Scopus. Research efforts
in AREAs have been stimulated by the facts that AR tools enable learners to perceive and
manipulate abstract concepts in 3D (e.g., anatomical objects), which are less intuitive to
understand in 2D (e.g., [13, 14]). In addition, AREAs support multisensory interactions,
eliciting positive emotional experience such as fun in learners and thus contributing to
positive learning effects (e.g., [3, 15]).

Despite its relative short history, several systematic literature reviews (SLRs) on
AREAs have been published since 2000 (e.g., [4, 16, 17]). These SLRs drew a con-
sistent conclusion regarding the educational efficacy of AREAs - the use of AR could
result in learning gain to a moderate extent with enhanced motivation being the signif-
icant mediating variable. Nonetheless, only a few SLRs address the usability and user
experience [18], despite the relevance of these qualities for the acceptance and adoption
of AREAs. We were then motivated to perform an SLR with this specific focus [19].
Through the critical analysis of 48 papers, we identified common usability problems
across differentAREAs, including cognitive and sensory overload, frustrations caused by
poor usability and other technical glitches (e.g., unstable GPS signals for location-based
AREAs). Above all, considerable costs for equipment (e.g., head-mounted devices) and
content development were consistently reported as barriers for the uptake of AREAs,
highlighting the severity of the impact of the digital divide in this area.

Digital Divide. The term was first officially used in 1999 in a governmental document
in the US [20]. Accordingly, the digital divide is defined as those who have access to
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information and communication technologies (ICTs) as opposed to those who have not.
It has been broadened to consider patterns of usage and levels of skills that enable users to
enhance the quality of life through ICT [21]. Other definitions and synonyms have been
put forward in the last two decades. For instance, solutions on closing the divide (e.g.,
by building infrastructure or improving interaction design) [22], or discipline-specific
frameworks (e.g., sociological on social capitals; psychological on attitudes towards
digital media) were variably used to justify how the digital divide can be defined [21].
In an increasingly digital age, those who are not engaging effectively with the digital
world are at risk of being left behind. The digital divide can be examined at different
levels, within and across communities, countries, or regions. The term global digital
divide typically refers to studying how the extent of the divide differs between Global
North and South (or variously known as Majority and Minority World Countries) in
quantifiable measures [11]. Negative impacts of the digital divide were exacerbated
during the pandemic, given the heavy reliance on online education [23]. In fact, the
lack of access to equipment for utilising AR-based tools, while not yet the mainstream
educational tools, might have further deprived disadvantaged learners of the learning
opportunities to master complex concepts.

3 Methodology

Surveys are a very powerful and widely used research method for collecting a relatively
large volume of data within a short period of time [24]. Based on the lessons learned
from the data collection with European teachers [8, 9], e.g., missing out on data from
teachers who had never used AR for teaching, we slightly adjusted the original survey
by adding items for non-experienced AR teachers while leaving the core items intact
to enable comparisons. All items were translated into Spanish. No time constraint was
imposed on completing the survey. All participants were fully anonymous and voluntary
without any compensation. Ethics approvals were obtained.

Teacher Survey. The survey is composed of three sections. After the Introduction page
that provides the background information about the purpose of the survey and requests
the participant’s consent for data collection and analysis, the first section asks 6 questions
on demographic and general information.

The second section asks the teachers about their general use of AR. If the participant
has experience in teaching with AR, there are 10 questions asking about this experience.
If the teacher has no prior experience teaching with AR, there are 7 questions about their
expectations for AR.

In section three, teachers with past AR teaching experience are asked 12 questions
about the most recent AR application they used for teaching to collect contextualised
data about the setting and experience with reference to that particular AR application.

The survey ran from February to June 2022 with pauses in between (e.g., school
holidays). Altogether 663 visits to the website were registered, 516 of which ended
immediately (visit duration less than a second) while 21 browsed the survey a bit longer
but for some unknown reasons they did not proceed further. Three records from Spain
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had to be discarded. There were 123 valid responses; 77 of which were full responses.
The number of full responses from the European sample was 65.

The Spanish responses were translated into English for analysis. Details about the
European results with which the South American results were compared in the following
sections can be found in our previous publications covering the European survey [8, 9].
Due to the space limit, we cannot present the results of all questions or go into detail about
the responses. We therefore focus on the responses that allow us to draw comparisons
between the two datasets and that provide insights for addressing our research goals
(Sect. 1). Specifically, we do not report on the analysis results of the additional questions
about non-experienced AR participants’ expectations for using AR in teaching. For the
same reason we also do not present the detailed analysis of responses from participants
who did not use AR for teaching before. However, we refer to them, where possible, to
further support our findings.

4 Results

4.1 Quantitative Data Analysis

Section 1: Demographics

Role. Of the 107 responses nearly half were secondary school teachers (n= 52), about
16.8% were primary school teachers (n = 18), and nearly 7.5% were teachers at an
infant/junior school (n= 8). From the 29 remaining participants who selected the answer
option “other” and specified their role, the majority were a “College/University/HE
professor” (n = 19, about 17.3% of all respondents).

In comparison with our European dataset, where we only had two teachers with
“other” roles, which both worked in education colleges, the participants were more
diverse in the South American dataset. The percentage of primary school teachers com-
pared to secondary and infant/junior school teachers was higher within the European
teacher sample. Nonetheless, as both datasets involved a range of roles, they provided
representative data about the needs, expectations, and opinions of teachers.

Gender. The gender ratio of this sample was 69 female to 38 male. This ratio of 1.8 was
slightly more balanced as compared with 2.1 of the European sample with 44 female
and 21 male.

Age. Regarding the age distribution of our South American sample, it was similar to the
European one; a difference was that the former involved teachers younger than 31 years:
21–30 (n = 8), 31–40 (n = 25), 41–50 (n = 40), 51–60 (n = 27), >60 (n = 7).

Country of Residence. The responses were from ten South American countries. The
highest number was from Peru (n = 72) where the main contact (the fourth author) was
located. Others included Colombia (n= 10), Mexico (n= 5), Ecuador (n= 4) and Brazil
(n= 3). The remaining countries were represented by a single participant (n= 1): Chile,
Costa Rica, Nicaragua, Tawantinsuyo, and Venezuela. One did not specify it.

This pattern matches what we already saw in the responses to our European survey:
Some countries had several participants whereas some had only one (see Sect. 5.3).
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Main Teaching Subject. Languages (n = 21), Mathematics (n = 18), and Arts &
Humanities (n = 17) were the three most reported teaching subjects, followed by Com-
puting (n = 10), Natural Sciences (n = 9), Primary levels (multiple) (n = 8), Commu-
nication (n = 8), Physical Education (n = 5), Music (n = 2), and Accounting (n = 1).
Ten comments could not be classified because the subject specification was unclear.

Similar to what was reported by the European teachers, the majority of the subjects
taught by their counterparts in South America were STEM.

Teaching Experience. The teaching experience of our participants ranges from 0 to
44 years, with an average of 17.67 (SD = 10.32). This is very similar to the experience
reported by the European teachers (Mean = 17.2, SD = 7.02, Range = 4–45).

Section 2: General Experience with AR for Teaching

AR for Teaching. Of the 101 respondents 39 have used AR in general whereas 62 have
not used AR before at all. 56.4% of the teachers who have used AR in general did so
for teaching (n= 22), the remaining 17 used it for the following non-learning activities:
Entertainment (n= 6; e.g., “For entertainment, but I love the idea of using it for teaching”
(T124)), Exploring AR (n = 5; e.g., “To view and review some educational material”
(T77)), Research&Development (n= 3; e.g., “Software test in demonstrations” (T113)),
Training (n= 2), and Shopping (n= 1). All the teachers who had not used AR for their
teaching before and replied to the question of why not (n = 71), indicated that they
would be interested to do so and 95.8% (n = 68) of them thought their students would
benefit from learning with AR.

These questions were added for the South American survey, so we cannot compare
the results with those of the European sample.

Reason. When asked why they had used AR in their teaching, 13 of the 20 participants
chose “out of curiosity”, three chose “colleagues recommending it” and another three
“students recommending it”. Only one chose “following the guidelines given by our
Ministry of Education”. Six participants had other reasons such as keeping up to date
with technology (T589) and innovate learning (T478).

When comparing those answers with the responses from the European sample we
found some commonalities in curiosity being the main driving force for all responding
teachers, followed by recommendations by colleagues and students. However, in the
European dataset, the recommendation by other teachers played a slightly bigger role
(n = 12) than by students (n = 8). Whereas only one South American teacher followed
official guidelines to use AR in their teaching, six did so in the European sample.

Usage Statistics. Regarding how long they had used AR in their teaching, six of the
20 participants said they had used it for more than 4 years (n = 6, 30%), followed by
1–2 years (n = 5, 25%) and less than a year (n = 3, 15%) as well as 3–4 years (n = 3,
15%).

These responses were in stark contrast with those of the European teachers, where
most had used AR only for a short duration and the least number of participants had
used it for more than four years.
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Asked about how often the teachers used AR in their teaching, the majority (n =
8, 40%) was moderately active using it monthly (n = 4) or every three month (n = 4).
More active were 30% who used AR weekly (n = 3) or every two weeks (n = 3). The
remaining 30% were less active and only used AR every six months (n = 3), yearly (n
= 2) or sporadically “in projects” (T499) (n= 1). The usage duration in one continuous
period ranged from 8 min to 120 min and was on average 55.4 min (SD = 38.78).

Although most of the European teachers were also moderately active (45%), a lot
less (only 17%) were considered active AR users, using AR weekly or fortnightly.
More (38%) were considered less active users. Hence, our datasets suggest that South
American teachers who use AR do so more actively than their European counterparts.

(Increased) Usage. Asked if they would like to use AR more often for their teaching
all 20 respondents answered yes, whereas in the European dataset 6% each did not want
to do so or were unsure.

Regarding the question what they would need to increase their usage of AR for
teaching, most teachers picked that they would need to “know which AR apps are
suitable” (n = 13, 65%), followed by “better access to AR hardware” (n = 10, 50%),
and “more help to use AR apps” (n = 9, 45%). Only a few teachers need to “find the
time” (n = 3, 15%) or expressed other needs (n = 3) such as “adaptation of curricula”
(T131).

Two major differences can be seen when comparing these responses with the ones
from the European teachers sampled. On the one hand, finding the time seemed not to be
an issue for the South American teachers sampled, whereas it was a major problem for
the European teachers. On the other hand, having better access to hardware, which was
the biggest concern for the European teachers, was not the biggest problem for the South
American teachers. For the latter it would be more important to learn about suitable apps
(the second biggest issue for the European teachers).

Hardware. For the hardware used when teaching with AR, most teachers used smart-
phones (n= 17, 85%), followed by desktop or laptop computers with webcams (n= 11,
55%), and Tablets (n = 6, 30%). When comparing these responses it became apparent
that the European teachers had more tablets to be used for AR teaching and in some
cases even game consoles or VR (virtual reality) glasses to which the South American
teachers did not have access for their teaching.

School Setting. Responses to the question on how many devices schools provided to
support teaching with AR indicated that laptops with webcam were most commonly
provided (mean = 31.35, SD = 91.75, range = 0–408). The other devices included
tablets (mean = 12.75, SD = 24.93, range = 0–100), smartphones (mean = 10.5, SD
= 29.32, range = 0–130), and desktops with cameras (mean = 7.6, SD = 12.31, range
= 0–40). Two teachers reported that students used their own devices. When comparing
those values with the European ones the differences were quite substantial. Desktop was
the only device type where the South American schools provided more (mean= 3.0, SD
= 6.7, range= 0–30, for the European sample). For all other device types the European
schools provided more on average (44 laptops, 38 tablets, and 22 smartphones).

On average the South American teachers reported 26.8 students per class in their
school (SD = 11.16, range = 10–60), which was slightly higher than the 23 students
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per class reported by the European teachers. However, that would mean that they would
need even more devices if they wanted to provide one for each student in their class.

Confidence in Using AR for Teaching. Nine respondents reported a medium level of
confidence (45%) and seven high (35%). Only a few (n = 2, 10%) teachers reported a
low level of confidence, and only one respondent each (5%) was at each end of the scale
with a very low or very high level of confidence.

In comparison, the European teachers showed similar confidence levels but with a
slight shift towards the positive end of the scale, with fewer “medium” (36.92%), a few
more “high” (36.92%), and a lot more “very high” (10.77%) responses.

Section 3: Most Recent AR Usage for Teaching
In response to the question, “When did you last use this app?”, 87.5% of the South
American teachers reported they had used an AR application to teach at least once in
the last year. This ratio was comparable to that of their European counterparts (81.5%).

Informatics, mathematics, biology, and physics were the most prevalent subjects
covered by AR apps. It was comparable to the European results that the AR apps were
predominantly on STEM. Some domains, including foreign language learning, history,
art, music, physical education, and PBIS (positive behaviour intervention and support),
were covered in the apps used by the European teachers sampled, but not their South
American counterparts.

The participants reported that they had used AR applications with students of various
ages, ranging from 17+ years old (37.5%), followed by 11–13 years old (31.3%) and
14–16 years old (25%). In contrast, for the European sample.11–13 years old (43%) was
the dominant group whereas 17+ was the least (9.2%).

With regard to the usage methods, the most common one was the teacher presenting
the AR app to the class (n = 9, 37.5%). The other options were students working
individually with a device each (n = 7, 29.2%), students working in groups sharing a
device (n= 6, 25%), and students working in groups with each of them having a device
(n = 2, 8.3%). Similar patterns were observed in the European sample. These results
lent further evidence to the issue of the inadequate infrastructural support provided by
schools.

4.2 Qualitative Data Analysis

For the qualitative results collected with the South American survey, we performed
thematic analysis, using the coding scheme for the European data [8, 9] as the basic
framework and modifying it in the analysis process when new codes emerged.

Needs to Increase AR Usage. When asked about their needs to increase the usage of
AR in their teaching, 19 participants elaborated. Most of them (n = 12) expressed a
need of training. Some teachers requested to learn which apps are available and how to
use them, e.g., “Training and information related to AR linked to secondary education.”
(T131). Others wanted to go even further and learn, how to create content themselves,
e.g., “I would not only like to use AR content, but also be a content creator. Know
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what other platforms to use to create experiences” (T367). This corroborates the most
selected quantitative answer option “know which AR apps are suitable”. Some teachers
(n = 4) reported financial constraints leading to issues, like “Lack of ICT equipment
and Internet connectivity” (T374). The same number of teachers (n = 4) described the
need for quality materials, e.g., “The applications must be adjusted to the objective of
the class and the thematic field.” (T327). Teachers (n= 2) also reiterated the restrictions
as the need to “find the time”, e.g., “More time to prepare classes” (T262). Surprisingly,
unlike the European teachers, who sometimes asked for technical improvements, none
of the South American teachers did so.

Compared to the European teachers, the South American teachers focused much
more on expressing their need for training, which they mentioned about three times as
often as financial constraints and quality materials, whereas those three issues weremen-
tioned at similar levels by the European teachers. In contrast to the European teachers,
who expressed some unique restrictions, the South American teachers only repeated and
thus emphasised the time issues.

Improvement Suggestions. When it comes to the question of how AR applications
could be changed to further improve the teachers’ confidence in using AR in their
teaching, the comments were coded based on the categories access, training, content,
and technical enhancement. As for the question about their needs to use more AR
in their teaching, again most of the teachers (n = 7) articulated a need for training,
e.g., “Learn about more tools to create AR elements” (T478). The other responses were
related to access (n= 4; e.g., “Enabling access frombasic devices” (T495)) and technical
enhancement (n = 4; e.g., “Looking for those that can work offline” (T374)). The
least number of teachers made comments related to content (n = 2; e.g., “With content
structured to use this technology.” (T80)). Two teachers commented that no changes
would be necessary.

In comparison to their European counterparts, the South American teachers empha-
sized training more than content (which was commented on the most in the European
survey but the least in the South American one). This is in line with the pattern noticed in
the quantitative responses regarding the teachers’ needs to increase AR usage in teach-
ing. While the number of comments on technical enhancement was more than double
that on access in the European results (14 to 6 respectively), they are on the same level
in the South American results. This again is in line with the results to the earlier ques-
tions about increasing AR usage in teaching, where no technical improvements were
mentioned by the South American teachers at all.

Rating of most Recently used AR App. Regarding the question how the app could be
improved to better support their teaching,most teachers expressed their need for training
or instructions (n = 6; e.g., “Receive training and/or advice.” (T166)). The category
with the second most comments was technical improvements (n = 5; e.g., “updates”
(T495)). This category was missing from previous similar questions but was present
in the responses to this question. The difference might be explained by the fact that
teachers referred to a specific application here while previous similar questions were
asked in a more general way. Flexibility to adapt apps and content (n= 2; e.g., “Make
it more adaptable” (T478)) and scope of the apps and materials (n = 1; “More ICT
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elements”), were only mentioned by very few participants. Apps free of charge and
more devices and hardware were not requested in the responses to this question by the
South American teachers, as opposed to the European teachers, who did so.

5 Discussion

5.1 Comparison Between Two Datasets (First Research Goal)

Support by Educational Authorities. One interesting difference that can be derived
from our data is that in Europe, compared to South America, nearly twice as many
teachers followed guidelines given by educational authorities (Ministry of Education or
school board of governors) for using AR in their teaching. This shows that although
using AR for teaching is pretty much a bottom-up rather than a top-down approach in
both regions (as can be seen by the low number of teachers who did follow guidelines
overall), European teachers seem to have more support from educational authorities.
Although we did not present the results in detail here, we also noticed this as an issue
expressed in the responses of teachers who have not used AR for teaching, e.g., “There
is no policy of technological modernization of education in my country [Peru]” (T4).

Increase AR Usage. Our surveys revealed that all of the South American teachers who
voiced their opinion on the topic (n= 91) would be interested to use AR (more often) in
their teaching, whereas some of the European teachers (12%) had expressed reservations
to do so.

Available Hardware. The question about available hardware for AR teaching reveals
the digital divide between South America and Europe with respect to hardware access.
For example, with the exception of desktop computers, which are least flexible or suit-
able for learning with AR, on average European schools seem providing more devices.
Although not directly comparable, because this data was not collected in the European
survey, the responses from teachers who have not used AR for their teaching before (n
= 66) paint the same picture that on average less hardware for supporting teaching was
provided by South American schools than their European counterparts.

Confidence Levels. The European teachers showed slightly higher confidence levels
with regard to using AR in their teaching than the South American teachers. It can be
argued that this difference is caused by the digital divide.

Need for Training. The lack of training seems to be the major barrier for using AR
applications in South America, as the teachers (who used AR before as well as those
who did not) identified it as themain obstacle acrossmultiple quantitative aswell as qual-
itative question responses. The lack of requisite skills for deploying digital technology
effectively is the concern of the digital divide (Sect. 2.2).
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5.2 Impact of the Digital Divide (Second Research Goal)

Support by Educational Authorities. It can be argued that teachers having to use AR
out of their own curiosity or based on recommendations from colleagues and students
is a barrier for the adoption of AREAs in Europe as well as South America. Ministries
of Education and school boards of governors should issue guidelines and encourage
teachers to use AR for teaching. This approach, together with providing teachers with
necessary equipment and quality material, can address the local digital divide and lead
to a stronger uptake of AR for teaching in the European and South American countries
where our data were gathered. A stronger effort from the South American authorities
seemsneeded to also address the global digital divide betweenEurope andSouthAmerica
and make sure that the South American teachers are adequately equipped to benefit from
AR educational technologies as their European counterparts do.

Increase AR Usage. The South American teachers did not show any reservations about
using AR more often for their teaching. In contrast, the European teachers had reserva-
tions, given their concerns of keeping their students’ attention, their query if AR apps
would be a pedagogical advancement, and their worry about low-quality AR apps. This
difference in attitude between the two groups can be another sign for the digital divide.
The South American teachers did not identify the potential issues as their European
counterparts did (cf. “quality material” is less of a concern for South American teachers
than for European ones). This suggests that the former may need to be trained on skills
and knowledge to enable them to analyse the impact of AR on their teaching. The related
training should not only be about benefits and use cases for AR in teaching, but also about
possible issues as well as conditions under which the use of AR is not recommended.
This additional support for teachers can help bridge the digital divide between South
America and Europe.

Available Hardware. The digital divide regarding access to hardware exists between
European and South American teachers. It can pose a barrier for the adoption of AREAs
in South America, because inadequate hardware hinders the effective use of AR apps.
For example, due to technical constraints for processing power and screen size, some
apps onlywork on tablets and not on smartphones. Having less access to tablets (let alone
even more advanced hardware like game consoles and VR glasses) can prevent South
American teachers from using more advanced apps. If financial limitations could be
removed, this digital divide could be addressed to a certain extent by buying better
hardware for the South American teachers as well as for European teachers. This would
allow for a better adoption of AREAs in teaching. Nonetheless, as the earlier initiative
“one laptop per child” proved unsuccessful [25], access to hardware cannot enhance or
may even harm educational opportunities unless it is supported by sound pedagogical
frameworks and well-trained professionals.

Confidence Levels. Although the reasons for the higher confidence of the European
teachers in using AR for their teaching compared to the South American teachers cannot
be derived from our data, this is the digital divide that needs addressing, as teachers’
confidence in their ability to deploy AR leads to their intention to use it.
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Need for Training. The South American teachers’ strong focus on training over the
other possible needs such as equipment and material leads us to conclude that they may
lack the related technical expertise and experience in AR to request additional changes.
The European teachers expressing those needs, on the other hand, seem to have received
the relevant training and gathered practical experience that allow them to do so. This
shows the digital divide being caused by different training opportunities in Europe and
South America. To empower South American teachers to use AR in their teaching,
they need to know what is available and suitable for them. Applying this knowledge in
their teaching practice will enable them to identify shortcomings in the technology and
material they have access to, to get those issues addressed and resolved. Overall, more
on technology training should be provided to the South America teachers to decrease
the digital divide while increasing the technology adoption.

5.3 Limitations and Implications

Our work employed survey as the research method. We are aware of its inherent limita-
tions such as the lack of opportunity to clarify questions or probe intriguing responses
[24]. For instance, several incomprehensible responses could have been clarified if par-
ticipants were interviewed. Furthermore, the generalizability of our findings is limited,
given the rather low number of participants and unequal distribution over the different
South American and European countries. In both cases, we relied on a central contact
point to disseminate the surveys. This explained why one country had a much higher
response rate. The implication is that it is necessary to recruit contact persons of individ-
ual countries to support data collection. A global research network on AR educational
uses will not only address the issue of the “data divide” (i.e. the uneven distribution of
data collected from different regions) but also the digital divide.

6 Conclusion

When comparing the experiences and needs of teachers in Europe and South America
when it comes to using Augmented Reality educational applications for their teaching
we found some similarities (e.g., positive attitude, low level of AR usage, desire to use it
more). Regarding the digital divide, we found common issues caused by different aspects
of the digital divide faced by teachers on both continents (e.g., need for training), but
also some differences where issues are more concerning for the European (e.g., need for
financial support for more and better equipment) or South American (e.g., support from
educational authorities) teachers. These issues and thus the digital divide need to be
addressed locally as well as globally, thereby enabling teachers and students to benefit
from AR educational technologies and applications, which are becoming increasingly
usable, pleasurable, and useful for learning and teaching.

References

1. Azuma, R.T.: A survey of augmented reality. Presence: Teleoper. Virtual Environ. 6(4), 355–
385 (1997)



14 M. Heintz et al.

2. Thamrongrat, P., Law, E.L.-C.: Design and evaluation of an augmented reality app for learn-
ing geometric shapes in 3D. In: Lamas, D., Loizides, F., Nacke, L., Petrie, H., Winckler, M.,
Zaphiris, P. (eds.) Human-Computer Interaction? INTERACT 2019: 17th IFIP TC 13 Interna-
tional Conference, Paphos, Cyprus, September 2–6, 2019, Proceedings, Part IV, pp. 364–385.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-29390-1_20

3. Huang, T.C., Chen, C.C., Chou, Y.W.: Animating eco-education: to see, feel, and discover
in an augmented reality-based experiential learning environment. Comput. Educ. 96, 72–82
(2016)

4. Ibáñez,M.B., Delgado-Kloos, C.: Augmented reality for STEM learning: a systematic review.
Comput. Educ. 123, 109–123 (2018)

5. Research report: UK The road to digital learning. https://www.birmingham.ac.uk/?Docume
nts/HEFI/FUJ-Education-Report-UK.pdf. Accessed 01 July 2022

6. Tzima, S., Styliaras, G., Bassounas, A.: Augmented reality applications in education: teachers
point of view. Educ. Sci. 9(2), 99 (2019)

7. Alkhattabi, M.: Augmented reality as E-learning tool in primary schools’ education: barriers
to teachers’ adoption. Int. J. Emerg. Technol. Learn. 12(02), 91–100 (2017)

8. ARETE. Deliverable 4.2: Analysis of User Requirements, Needs and Visionary User Cases
for ARETE. Zenodo (2021). https://doi.org/10.5281/zenodo.4724874

9. Heintz, M., Law, E.L.-C., Andrade, P.: Augmented reality as educational tool: perceptions,
challenges, and requirements from teachers. In: De Laet, T., Klemke, R., Alario-Hoyos, C.,
Hilliger, I., Ortega-Arranz,A. (eds.) EC-TEL2021. LNCS, vol. 12884, pp. 315–319. Springer,
Cham (2021). https://doi.org/10.1007/978-3-030-86436-1_27

10. Burgess, G.: Beyond the pandemic: Tackle the digital divide (2020). https://www.cchpr.lan
decon.cam.ac.uk/Research/Start-Year/2017/building_better_opportunities_new_horizons/
beyond_the_pandemic. Accessed 01 July 2022

11. Pérez-Castro, M.Á., Mohamed-Maslouhi, M., Montero-Alonso, M.Á.: The digital divide and
its impact on the development of Mediterranean countries. Technol. Soc. 64, 101452 (2021)

12. Billinghurst, M., Clark, A., Lee, G.: A survey of augmented reality. Found. Trends Human-
Comput. Interact. 8(2–3), 73–272 (2015)

13. Fleck, S., Hachet,M., Christian Bastien, J.M.:Marker-based augmented reality: instructional-
design to improve children interactions with astronomical concepts. In: Proceedings of the
14th International Conference on Interaction Design and Children, pp. 21–28 (2015)

14. Layona, R., Yulianto, B., Tunardi, Y.: Web based augmented reality for human body anatomy
learning. Procedia Comput. Sci. 135, 457–464 (2018)

15. Juan, C.M., Llop, E., Abad, F., Lluch, J.: Learning words using augmented reality. In: 10th
IEEE International Conference on Advanced Learning Technologies, pp. 422–426 (2010)

16. Garzón, J., Baldiris, S., Gutiérrez, J., Pavón, J.: How do pedagogical approaches affect the
impact of augmented reality on education? A meta-analysis and research synthesis. Educ.
Res. Rev. 100334 (2020)

17. Pellas, N., Fotaris, P., Kazanidis, I.,Wells, D.: Augmenting the learning experience in primary
and secondary school education: a systematic review of recent trends in augmented reality
game-based learning. Virtual Reality 23(4), 329–346 (2019)

18. ISO 9241-210: 2019 Ergonomics of human-system interaction—Part 210: Human-centred
design for interactive systems

19. Law, E.L.C., Heintz, M.: Augmented reality applications for K-12 education: A systematic
review from the usability and user experience perspective. Int. J. Child-Comput. Interact. 30,
100321 (2021)

20. National Information and Telecommunications Agency: Falling Through the Net: Defining
the Digital Divide (1999)

21. Van Dijk, J.A.G.M.: Digital divide: impact of access. In: The International Encyclopedia of
Media Effects, pp. 1–11 (2017)

https://doi.org/10.1007/978-3-030-29390-1_20
https://www.birmingham.ac.uk/%3fDocuments/HEFI/FUJ-Education-Report-UK.pdf
https://doi.org/10.5281/zenodo.4724874
https://doi.org/10.1007/978-3-030-86436-1_27
https://www.cchpr.landecon.cam.ac.uk/Research/Start-Year/2017/building_better_opportunities_new_horizons/beyond_the_pandemic


Digital Divide, Local and Global? 15

22. Hilbert, M.: The end justifies the definition: the manifold outlooks on the digital divide and
their practical usefulness for policy-making. Telecommun. Policy 35(8), 715–736 (2011)

23. UNESCO, UNICEF, The World Bank, OECD: WHAT’S NEXT? Lessons on Education
Recovery. http://covid19.uis.unesco.org/wp-content/uploads/sites/11/2021/07/National-Edu
cation-Responses-to-COVID-19-Report2_v3.pdf. Accessed 01 July 2022

24. Lazar, J., Feng, J.H., Hochheiser, H.: Research Methods in Human-Computer Interaction.
Morgan Kaufmann, Burlington (2017)

25. Ames, M.G.: The Charisma Machine: The Life, Death, and Legacy of One Laptop per Child.
MIT Press, Canbridge (2019)

http://covid19.uis.unesco.org/wp-content/uploads/sites/11/2021/07/National-Education-Responses-to-COVID-19-Report2_v3.pdf


Gamifying Experiential Learning Theory

Amani Alsaqqaf1,2(B) and Frederick W. B. Li2(B)

1 Jamoum University College, Umm Al-Qura University, Mecca, Saudi Arabia
2 University of Durham, Durham, UK

{amani.z.alsaqqaf,frederick.li}@durham.ac.uk

Abstract. Motivating student learning and enhancing student learning perfor-
mance can be done by gamifying existing learning systems via adding gaming
elements to the systems, or by developing dedicated games for learning pur-
poses. However, it is both costly and challenging to develop such systems, since
it requires to fill the gap in cognition and knowledge between educators and game
designers before they can properly transfer learning theories to game mechanics
and elements for gamification or serious game implementation. This paper pro-
poses to gamify experiential learning theory by mapping it to the positive and
negative feedback mechanisms of the internal economy of game machinations.
Hence, developing serious games becomes easier, since the effort of gettingmutual
understanding between educators and game designers can be effectively reduced.
Our study assesses the proposed model by obtaining the experts’ (game design-
ers/educators) perceptions of the model mapping, and its usefulness and usability,
via an online questionnaire. A total of 23 participants answered the questionnaire
by stating that ourmodel was useful and could suitablymapped the learning theory
to game design. We also present a field-based learning game as an application of
our proposed model.

Keywords: Game-based learning · Experiential learning theory · Gamification

1 Introduction

Gamification is defined as using or applying game elements to a context unrelated to
playing [8]. It can be applied to encourage collaboration [18], involve employees in tasks
[27], or even increase customers’ loyalty via stamp cards [17]. However, gamification in
teaching and learning defines a systematic process rather than one task, such as collecting
badges, and aims to solve a particular learning problem through increased engagement
and motivation [24].

Game-based learning (GBL) is more comprehensive with regard to the game ele-
ments applied (points, badges, narrative, etc.) in addition to utilising game mechanics
(physics, internal economy, progression, etc.). GBL can be seen as teaching and learning
real-world knowledge and skills within a game environment, with the aim of transfer-
ring learning to real-world situations, while gamification in learning creates a gamified
real-world environment for solving real-world problems. The concept of gamification is
applied to learning via gamifying lessons or field trips, while it can also be utilised to
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C. S. González-González et al. (Eds.): ICWL 2022/SETE 2022, LNCS 13869, pp. 16–28, 2023.
https://doi.org/10.1007/978-3-031-33023-0_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-33023-0_2&domain=pdf
http://orcid.org/0000-0002-6068-0613
http://orcid.org/0000-0002-4283-4228
https://doi.org/10.1007/978-3-031-33023-0_2


Gamifying Experiential Learning Theory 17

gamify learning theories to design and instruct the learning process. Kolb’s Experiential
Learning Theory (ELT) [20] is a well-known theory considers experience to be the cen-
tral source of learning and development. It consists of four stages: concrete experience
(CE) involves perceiving new knowledge by experiencing the concrete through sensing
real situations; reflective observation (RO) focuses on watching and reflecting on the
learner’s own experiences or those of others; abstract conceptualisation (AC) is about
analysing, synthesising, or planning via a representative presentation; and active exper-
iment (AE) involves doing things. These four stages have to be completed in a cycle
starting from any stage, with the possibility of repeating stages as needed. The theory
emphasises the importance of experience in the learning process, such as in laboratory
sessions and fieldwork.

Our main contribution is gamifying ELT by mapping it to the internal economy
of game machinations [3]. The main components of the internal economy mechanic
(resources, internalmechanic, feedback loops) are defined for each stage of ELT, forming
building blocks of experiential learning that can facilitate GBL systems development.

The remainder of the paper is structured as follows. Firstly, a review of related work
regardingGBL, andmodellingELT, is presented. Thenext section discusses two essential
concepts of modelling ELT (internal economy mechanic and game machinations). This
is followed by describing the ELT model and presenting an implementation of a FBL
game. Thereafter, our initial study is depicted, and the final section provides a conclusion
and discusses future work.

2 Related Work

GBL is the procedure and practice of learning utilising games. GBL can utilise digital
or non-digital games. GBL prompts learning, facilitates evaluation [29], and develops
skills [7]. In games, players are actively motivated to overcome their losses and to pursue
more tasks and challenges. The drive and elevated levels ofmotivation arewhat educators
desire for their students to progress in the learning achievement. Any learning process
that uses GBL as a tool of education benefits from engagement andmotivation. However,
reducing the GBL design to few game elements would limit the learning effect [21]. The
limitation of GBL can be caused by a lack of theoretical foundations. Nevertheless, the
literature shows the utilisation of many learning theories [12, 30] in designing GBL,
such as ELT [16]. Designing GBL to provide experiential learning would produce a
more effective learning experience [19]. Broadly speaking, GBL can be achieved in two
ways: educators/game designers either collaborate to build games or use commercial
off-the-shelf games; each way has its advantages and disadvantages. It is important to
designGBL carefully to providemore than just motivation, by applying learning theories
and creating a balance between learning theories on the one hand, and game elements
and mechanics on the other. We propose a model to gamify ELT, in order to help game
designers/educators to create a balanced GBL that increases student motivation and
improves their learning performance.

Various academic disciplines employ ELT, such as chemical engineering [1], tourism
[14], computer science [32], and FBL [5]. There is a tendency to apply ELT for instruct-
ing or designing GBL without following specific guidance or models [10, 11, 13, 22,
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26, 28, 31]. Conceptual and theoretical models are needed to guide the process of oper-
ating and designing GBL [4]. However, there have been a few attempts to model ELT to
design GBL [16, 25]. For example, the experiential gaming model [16] aims to integrate
ELT with game design and flow theory. The model highlights the significance of clear
goals, balancing the player’s ability and the challenges provided, and delivering imme-
diate feedback. It consists of experience and ideation loops in addition to a challenge
depository. The metaphor of the heart is presented to supply challenges based on learn-
ing objectives. The model connects ELT to game design, yet it ignores two important
elements of both GBL and ELT: interaction and assessment. In addition, the model does
not focus on concrete guidance, but provides abstract principles. [25] presents another
example of a framework for using ELT to develop GBL. The framework links each stage
of the ELT cycle to one game element, such as linking Gameplay to CE, to provide
engagement and linking feedback to RO and create an opportunity for reflection. The
framework ignores the importance of game mechanics and is limited to a few game
elements in addition to skipping guidance.

Some studies applied general models to design experiential learning in GBL [15,
23]. A final thought on gamifying ELT is presented in the literature by utilising one or
two game design concepts, such as role-playing/narrative [14], and engagement [6].

3 Game Mechanics

Games in general build on rules of play, and digital games consider rules as mechanics
that govern the relationships betweengameplay components. There arefive types of game
mechanics: progression, physics, internal economy, tactical manoeuvring, and social
interaction [2]. Usually, several game mechanics are combined with one core mechanic
which has the most impact on the game’s aspects. However, the internal economy is the
basic mechanic and the most involved in designing digital games.

The strength of the internal economy comes from handling the flow and transac-
tion of game elements that are considered resources (coins and lives) in quantifiable
amounts. A general definition of an economy is a system that produces, consumes, and
trades resources in measurable amounts; it is similar to a real-life economy. The internal
economy manipulates many kinds of resources which can differ from what people are
used to in real life, such as health and stars. Three components structure the internal
economy, namely resources, internal mechanics, and feedback loops.

Any object that can be quantified numerically in a game is a resource, such as ene-
mies and ammunition. Players can control things by gathering, destroying, or producing
different objects which formulate resources. Some resources need to be stored in a con-
tainer called an entity, such as storing collected gold in an entity (gold box). Resources
flow from one entity to another according to four internal mechanics: source, drain, con-
verter, and trader. The source mechanic produces new resources, such as creating new
dots in the PacMan game. The production of the source could be based on a condition,
triggered by an event or automatically based on a time interval. Also, sources have a
production rate, which can be fixed or variable depending on the time or amount of
another resource. The condition, automation, and changing rate are concepts that apply
to all internal mechanics. The drainmechanic consumes resources, and they are removed
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permanently. On the other hand, the converter changes one type of resource to another,
such as converting flour to bread. The trader mechanic exchanges two different resources
between two different entities according to a specific rate. For example, a player can
trade a shield to get a more powerful gun.

When a resource that results from a mechanic feeds back and affects the same
mechanic at a later time in the game, this is called a feedback loop. For example, taking
one piece of the opponent in a chess game will make it easier to take the next piece. A
positive feedback loop applies when the effect of the loop becomes stronger in each loop.
However, the positive feedback loop can cause deadlock when the production of two
resources is mutually dependent on each. For example, when building a stonecutter’s
hut in Settlers III, the stonecutter’s hut produces stone and at the same time the player
needs the stone to build the stonecutter’s hut. The game starts with some stones, but if
a player uses them for other tasks before building the stonecutter’s hut, then they could
end up without enough stones to build the hut. A positive feedback loop helps the player
to win quickly when an important difference is achieved in skill or effort. On the other
hand, a negative feedback loop stabilises the production mechanism, such as in a car
racing game, where the positions of players’ cars appear to be attached to each other by
a rubber band. No car will get too far ahead of the others or too far behind the rest. This
can be balanced by powering up the slowest car with random power or increasing the
difficulty of the leader car with blocks. It will increase excitement by creating chances
for other players to take the lead.

The game machinations framework [3] is a tool to envision game mechanics. Our
work utilises the game machinations to present the gamification of ELT aspects to an
internal economy, through mapping between the ELT stages and the components of the
internal economy mechanic (defining flows to form an ELT cycle as the components can
bemanipulated to reach the desired settings ofGBL). The symbols of gamemachinations
are a way of facilitating and supporting the modelling of the internal economy in a
graphical representation. For example, entities that store resources are represented by an
open circle (pool), while resources are symbolised by small, coloured circles (coins) or
as numbers. Another example is the source mechanic, which is represented by a triangle
pointing upwards, and a solid arrow,which represents the flow of resources from a source
to a pool entity.

4 Gamification of Experiential Learning

The internal economy is used to gamifyELTaspects to link them to gamedesign. For each
stage of ELT, resources are defined along with a suitable internal mechanic and feedback
loop when needed. These three components transfer the theory into the game’s internal
economy, as shown in Fig. 1. It is a model of the learner’s progress in reaching different
stages of the ELT cycle while performing learning tasks. By completing a stage, the
knowledge/skill of player will be expanded to show progression in performance. Four
resources are defined, each of which represents a different level of achievement and
is associated with a specific stage of the ELT cycle. Internal mechanics (source and
converter) are used to show the flow and transaction of these resources from one stage
to the next. The cycle can be repeated via a feedback loop to improve performance in
the next cycle by acting on the learning feedback, as shown in Fig. 2.
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Fig. 1. Modelling ELT as an internal economy

The first stage is CE, and it is mapped to a simple internal mechanic where the player
grasps knowledge, and it is conceptualised as the interactive source Task to achieve a
task (Fig. 2 - (CE)). The difficulty of task is demonstrated as a gate with the player skill
symbol and the probability of successfully producing level1 as p1. For example, p1 could
be a fifty % chance of accomplishing the task successfully according to the ability level
and making an observation resource to be stored in the level1 pool. Level1 is defined as
observation, because in the first stage the player is expected to have a new experience
and develop knowledge by observing the learning environment.

Fig. 2. Gamified ELT model

RO is a mental activity, which can be inspired by tasks such as encouraging con-
versation. In Fig. 2 - (RO), a source represents reflection, Reflect, it can be generated
in one of two different scenarios: whether or not the player completed the task in the
first stage successfully. In the first scenario, as a resource is stored in the level1 pool, the
reflection will be triggered by the trigger state connection that links level1 to Reflect, as
it is expected to reflect when the player has successfully accomplished the task. In the
second scenario, which applies if the task could not be completed, the gate guarantees
the redistribution of the player’s experience to reflect by p2, where p2 represents the
probability of the player’s ability to reflect when the task is not completed successfully,
showing that he/she still learned something, even from mistakes. The player should pro-
duce resources of reflection, which are stored in the level2 pool by the end of the second
stage.
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The third stage (AC) can be done via a loop of synthesising and reflecting again until
the final result is formed (Fig. 2 - (AC)). The loop begins from the interactive converter
Synthesis by transferring resources in level2 to synthesise and plan and then save them
in the level3 pool. Storing resources in the level3 pool will activate the interactive gate
(reflect again) by the activator state connection and the condition specified on the label
as (0 >). At this point, the player has the choice to click on the reflect again gate or
move on to the final stage. If the player chooses to click on the gate, the source Reflect
will be triggered to generate more resources to be stored in the Level2 pool and these
then can be synthesised again. The final stage (AE) is conceptualized with the interactive
Do Experiment converter, which represents the action of the player undergoing a new
experience based on the synthesised ideas and plan from the previous stage (Level3).
This will result in producing new knowledge stored in the Level4 pool after a full ELT
learning cycle.

Fig. 3. Game elements matching scheme

Before starting a new cycle, the player is demanding feedback as a result of eval-
uation. The source Generator in Fig. 2 symbolises feedback provision, which will be
triggered automatically by storing resources in Level4. The generated feedback will be
stored in the Feedback pool. The player has to act on the feedback provided by clicking
on the interactive converter Act, which will produce Action resources showing the player
utilised the feedback to improve or fix something in the task performance.

Working through thewhole cycle and acting on the feedbackwill improve the knowl-
edge/skill of player, which will raise the probability of completing the task successfully
in the following cycle. This is achieved by a labelmodifier with (+), where the percentage
will be increased by some value as decided by the game designer/educator automatically
each time resources are stored in the Action pool. Each stage of the ELT cycle forms a
building block that can be facilitated in the process of designing GBL. The following
step enhances the gamification process by linking the internal economy representation
of stages into specific game elements, as shown in Fig. 3. Educators/game designers
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can utilise all the elements into the matching scheme or select what fits the learning
objectives. More explanation is provided in the implementation section.

5 Implementation of a Field-Based Learning Game

A prototype is designed and implemented based on the gamified ELT model to provide
experiential learning via a virtual field trip game (VFTG) for secondary school students.
It is called Island of Volcanoes and set in Bali Island which includes three volcanoes:
Mount Agung, Mount Batur, and Mount Bratan. The learning content was chosen from
Key Stage 3 of the most recent National Curriculum in England for Geography - nat-
ural hazards (volcanoes) along with geographical skills (aerial view (Fig. 4 – (b)) and
geographical information). It is an experience of surviving on the island by observing,
collecting data, planning, and then acting. The resources of each stage are defined, along
with their flows as an internal economy by the required internal mechanics and feedback
loops. The components of gamified ELT modelling are summarised in Table 1, followed
by detailed explanations.

Table 1. The components of gamified ELT modelling.

Stage Required
Resources

Produced Resource Internal
Mechanic

Feedback Loop

CE Previous
Knowledge

Level1 – observing
volcanoes on the island

Creating
(source)

Positive feedback
loop: the more the
player puts out fires,
the more he/she
observes the island

RO Level1 Level2 – Collecting
information about
observed volcanoes

Creating
(source)

Positive feedback
loop: if the player
finds one piece of
information, the rest of
the required data can
be found easily

AC Level2 Level3 -
Hypothesising and
planning from
observations and
collected data. +
Level2

Converting
(converter)

Possible negative
feedback loop, where
it will get harder to
hypothesise and plan
with the appearance of
new signs of natural
hazards

AE Level3 Level4 – Acting on the
plan

Creating
(source)

Possible negative
feedback loop, where
the task becomes
harder for faster
players
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In the CE stage, players will be motivated to explore and observe the virtual field
environment (VFE) by collecting gems, a commonly found mineral in volcano lava, to
fill the gun’s tankwithwater and be able to put out the fires to save the island (Fig. 4 – (a)).
The gems/fires are scattered all over the VFE, with the aim of creating level1 resource
(observations of Bali). The player is expected to identify the number of volcanoes on the
island as a result of observation. The design includes a positive feedback loop, where the
more the player puts out the fires with the water gun, the more he/she has the chance to
walk around the island and observe the environmental terrain. A second task is required
in this stage, which is recalling previous knowledge (the structure of a volcano) by
labelling its parts in a diagram.

In the RO stage, the player will be encouraged to reflect on the observations from the
first stage, and level1 should be converted to level2 (reflecting) resource. The reflection
is performed by finding geographical information about the observed environmental
terrain, which is supposed to include observing volcanoes to gain further understanding
of the situation on the island. The player has to collect data about a specific volcano on
the island (name, country, type, status) and record them in a table inside the game (Fig. 4
– (a)). The player searches a learning resource made available for access via a button
on the user interface (UI): a monitoring web page displays a volcanic map of Bali along
with information. A positive feedback loop is designed so that, if the player finds one
piece of information about the observed volcano, he/she can find the next required data.

In the AC stage, the player will experience one of two different scenarios: scenario1
(releasing gas earthquake) or scenario2 (releasing ash/lava and seeing some animals
running). Thus, the player will be prompted to synthesise and hypothesise about the pre-
sented scenario (the natural signs) along with the observations (level1) and the collected
data (level2). The result forms level3 resource by defining the situation on the island and
classifying the natural signs according to two levels of danger. The feedback loop in this
stage is optional and the player can choose to reflect again after synthesising until the
final result is formed. A negative feedback loop could be designed to achieve a balance,
whereby it becomes more difficult for the player to hypothesise and plan after forming
the initial result as new signs of natural hazards emerge.

Fig. 4. (a) Gathering information, (b) collecting gems, putting out fires, and aerial view

In the AE stage, the player will be forced to act on the synthesised classification
(Level3) from the third stage in connection with the resources produced by previous
tasks (Level1 and Level2). The player has to make a decision and act on it (doing),
escaping the natural hazard by selecting the best vehicle and buying a car, or running
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to a safe area on the island (scenario1), or finding a boat in order to leave the island
(senario2) based on the level of danger. A negative feedback loop could be designed
where the task of escaping becomes more difficult for players who have completed the
previous tasks in a shorter amount of time: barriers are added, impeding their route to a
vehicle. CE is the most frequent entrance stage of the ELT cycle [9], so the prototype is
designed to start with it. However, the model defines the building blocks of each stage,
meaning that the building blocks can be rearranged to start the ELT cycle from any stage
based on the player’s learning style.

Some game elements were selected from Fig. 3 to enhance the gamification of
the ELT stages. The interaction is utilised to design the tasks of all the ELT stages
where the interaction between the player and the environment results in exploring and
collecting data. For the CE stage, multimodal presentation is employed through different
forms of learning materials (text and video). The narrative is introduced in the CE
stage by an NPC (Red Dragon) to create an engaging context with a feeling of danger
related to the volcano’s eruption and the urge to survive. In the RO stage, the player
is encouraged to reflect on the observation of the existent volcanoes and challenged to
learn more about their status (by collecting data). The control of choice gives them the
opportunity to correct any incorrect collected data. In the AC stage, interaction is applied
by sending signs to the player from the environment and challenging them to understand
the surroundings in order to plan an escape and survive. In the AE stage, a challenge
is employed where the player has to survive the danger of a volcano within a certain
amount of time. An element of choice is provided by selecting the best method (boat
or car) to escape the danger. If the wrong method to escape is selected, there will be a
consequence and the game will continue, with uncertainty about what will happen.

The assessment and feedback can be provided after the final stage or after each stage.
The applied game elements are the awarding of points for assessment and badges for
recognition. Feedback is applied according to a multimodal presentation - colour and
motion. A control of choice is provided to take action to find the correct answers and
is given two chances for two learning tasks (labelling the volcano’s parts and collecting
data). The progression step is designed as unlocking content (new tasks and materials).

The prototype was implemented via the Unity Game Engine. A heightmap of Bali
was converted to a terrain. Basic elements of the environment were added, such as
water, skybox, the lakes of volcanoes and the cycle of day and night. After registration
and selecting an identity, the player is provided with three options: Play, Help, and Quit.
The player can display the list of quests (learning tasks) by clicking a button in the top
left corner of UI, as a way to interweave the learning tasks into the gameplay. A green
check will appear next to each quest completed by the player. Also, some of the learning
tasks and rules are hidden and introduced to the player by the Red Dragon implicitly as a
part of the story, such as telling the player about the value of blue gems and the survival
kit items. In addition, some learning materials intervene in the story.

Assessment and feedback are provided after completing the tasks of the CE and RO
stages. A check button is provided to give the player a choice to ask and receive feedback.
A flying bird appears randomly over one of the three volcanoes after the player collects
at least one item of the survival kit. The player is expected to observe the flying bird
and explore the area near that volcano, which leads to displaying a table to collect the
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geographical information. The player will gain coins for correct collected data from RO
task. A timer is displayed after 30 s of classifying the level of danger to create some
pressure to complete the quest within that period. The player should use coins gained
from the previous task to pay for a vehicle. The purchased vehicle will appear near the
seaside and the player can ride it. A gold badge is awarded when the player selects the
correct vehicle based on the presented scenario. If the player selects the wrong vehicle
and cannot escape the eruption by leaving the island, he/she can die from the lava or
ash. However, the player may select the wrong vehicle but not die, in which case a silver
badge is awarded.

6 Evaluation

A preliminary evaluation of the gamified ELT model was designed to seek the experts’
opinions of themodel.Aquestionnairewas designed tomeasure themapping, usefulness,
and usability of the gamified ELT. The questionnaire gathered data about demographic
information (sex and location), and professional experience (occupation and type of
learning institution). Three statements are asked about the mapping, two statements
about usefulness, and ten statements are about the usability of the model, which was a
modified version of the System Usability Scale (SUS). A five-point Likert scale, ranges
from strongly agree = 5 to strongly disagree = 1, is applied to answer the statements.
Also, three questions are asked about the overall opinion of the model and suggestions.

Twenty-three participants answered the questionnaire. The participants included 7
females (30.4%) and 16males (69.6%), and all the participants were from the UK. There
were ten educators (43.5%), seven game designers (30.4%) and six participants who
defined themselves as both (23.1%). Regarding learning institution, five participants
work in schools (21.1%) and 18 work at universities (78.3%). Cronbach’s alpha was
calculated: mapping (α= 0.824), usefulness (α= 0.891), and usability (α= 0.869). The
results indicate good internal consistency and reliability for the statements of each scale.
All statements of the mapping scale have the same median (4) and the IQR values range
from 0 to 2, which indicates that most participants expressed agreement regarding the
mapping between the ELT stages and the internal economy. Regarding usefulness, the
median for both statements is 4 and IQR values are 3 and 2, which reveals an agreement
trend. This suggests that the participants found the model useful. The SUS scores are
computed in a combinedway to generate a one usability score between 0 and 100. 68.043
is he average usability score, which indicates that the usability performance is better than
average.

The participants answered a question regarding the possibility of considering using
the model in their future research. The highest percentage (39.13%) of participants
indicated that they would definitely use it, followed by 30.43% who would probably use
it, and 26.09% who would probably not use it. Only 4.35% indicated that they would
definitely not use it and the common reason stated in an open-ended question is that they
do not do research in this area, while one participant expressed an intention to use the
model to evaluate off-shelf experimental learning games. Another open-ended question
asked about any concepts missing from the model and answers included skills and more
explanation about assessment and feedback.
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7 Conclusion and Future Work

Designing GBL requires a huge effort of collaboration from educators and game design-
ers to successfully implement the system. However, it is an expensive process, even to
develop one GBL, since lots of effort is spent on identifying mutual understanding in
GBL among the educators and game designers, who have a significant gap in cognition
and knowledge due to the difference in their expertise. Gamifying learning theories, such
as ELT, bridge the distance between the two fields and facilitate the process of design
GBL. This study presented a gamified ELT model by mapping the stages of ELT into
the internal economy mechanic. The mapping process defines the main components of
the internal economy mechanic (resources, internal mechanic, and feedback loop) of
each stage and shows the flow and transaction of resources from one stage to the next
as the player progresses in reaching different stages of the ELT cycle while performing
learning tasks. Future work will involve developing the model by gamifying more learn-
ing theories (social learning theories, peer assessment, high-order skills) and connecting
them to ELT to enhance the design of GBL.
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22. Lőrincz, B., Iudean, B., Vescan, A.: Experience report on teaching testing through gamifi-
cation. In: Proceedings of the 3rd International Workshop on Education through Advanced
Software Engineering and Artificial Intelligence (2021)

23. Matsuo,M.: A framework for facilitating experiential learning. Hum. Resour. Dev. Rev. 14(4),
442–461 (2015)

24. Nah, F.F.-H., Zeng, Q., Telaprolu, V.R., Ayyappa, A.P., Eschenbrenner, B.: Gamification of
education: a review of literature. In: Nah, F.F.-H. (ed.) HCI in Business: First International
Conference, HCIB 2014, Held as Part of HCI International 2014, Heraklion, Crete, Greece,
June 22-27, 2014. Proceedings, pp. 401–409. Springer International Publishing, Cham (2014).
https://doi.org/10.1007/978-3-319-07293-7_39

25. Odendaal, D.: A framework for using experiential learning theory to develop game-based
learning. Stellenbosch University, Stellenbosch (2018)

26. Poole, S.M., et al.: Game-based learning in wine education. J. Hosp. Tour. Educ. 34, 1–6
(2021)

27. Robson, K., et al.: Game on: engaging customers and employees through gamification. Bus.
Horiz. 59(1), 29–36 (2016)

28. Sajjadi, P., et al.: CZ investigator: Learning about critical zones through aVR serious game. In:
2020 IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops
(VRW). IEEE (2020)

29. Shute, V.J., Rahimi, S.: Stealth assessment of creativity in a physics video game. Comput.
Hum. Behav. 116, 106647 (2021)

30. Spires, H.A., et al.: Problem solving and game-based learning: effects of middle grade stu-
dents’ hypothesis testing strategies on learning outcomes. J. Educ. Comput. Res. 44(4),
453–472 (2011)

https://doi.org/10.1007/978-3-319-47283-6_4
https://doi.org/10.1007/s10639-015-9453-x
https://doi.org/10.1007/978-3-319-07293-7_39


28 A. Alsaqqaf and F. W. B. Li

31. Tung, T.M.: Developing Quality Hospitality Students Through Simulation and Experiential
Learning as a Guide for Hospitality Education. Reference to this paper should be referred
to as follows: Tung, T.M.: Developing quality hospitality students through simulation and
experiential learning as a guide for hospitality education. GATR Global J. Bus. Soc. Sci.
Review 9(4), 283–292 (2021)

32. Vescan, A., Serban, C.: Facilitating model checking learning through experiential learning.
In: Proceedings of the 2nd ACM SIGSOFT International Workshop on Education through
Advanced Software Engineering and Artificial Intelligence (2020)



The Learning Analytics System that Improves
the Teaching-Learning Experience of MOOC

Instructors and Students

Ruth Cobos(B)

Computer Science Department, Universidad Autónoma de Madrid, Madrid, Spain
ruth.cobos@uam.es

Abstract. Great learning opportunities are provided through MOOCs. However,
MOOCsprovide a number of challenges for students.Many students find it difficult
to successfully finish MOOCs due to a variety of factors, including feelings of
loneliness, a lack of support, and a lack of feedback. Additionally, the instructors
of these courses are highly concerned about this situation and want to reduce these
difficulties for their students.Due to the large number of students registered in these
courses, this is not a simple task. To help both instructors and students, we created
edX-LIMS, a learning analytics (LA) system that allows MOOC instructors to
monitor the progress of their students and carry out an intervention strategy in
their students’ learning thanks to aWeb-based Instructor Dashboard. Furthermore,
this LA system provides MOOC students with detailed feedback on their course
performance as well as advice on how to improve it thanks to Web-based Learner
Dashboards. This LA system have been used for more than two year in a MOOC
at edX. During this period the Dashboards supported by the system have been
improved, and as a result, MOOC students now appreciate the fact that they feel
guided, engagement and motivated to complete the course, among other feelings.
MOOC instructor have improved their student monitoring tasks and are better able
to identify students who need assistance. Moreover thanks to the services that the
intervention strategy supported by the LA system offer to them, now students and
instructors feel that are connected.

Keywords: Learning Analytics ·Massive Open Online Course · Dashboard ·
Engagement · Feedback · Intervention ·Motivation

1 Introduction

Online courses have recently gained popularity, with “Massive Open Online Courses”
(MOOCs) being a category of them that highlights their relevance in the Web-based
Learning [1]. Since joining the edX Consortium in 2014, the Autonomous University
of Madrid (UAM, Universidad Autónoma de Madrid) has made MOOCs available as a
platform for student anywhere in the globe to enroll in them. The approach presented in
this article was tested in a UAM course entitled “Introduction to Development of Web
Applications,” better known as “WebApp MOOC”.
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According to multiple research studies, one of the main problems with MOOCs is
the lack of interaction among students and instructors, in addition, students admit to
having a feeling of loneliness, lack of support and lack of feedback from teachers [2, 3].
This causes students’ motivation to decline, which ultimately leads to students dropping
out the course [4, 5].

In order to solve this problem in the aforementioned MOOC, edX-LIMS was devel-
oped at UAM, which is Web-based Learning Analytics System. The name of the system
stands for “System for Learning Interventions and Its Monitoring for edXMOOCs” [6].

On the one hand, edX-LIMS provides MOOC student with an easy way to visualize
their performance in the course on a Web-based Learner Dashboard. On the other hand,
it gives MOOC instructors an easy visualization with the monitoring of the progress
of their students through the Web-based Instructor Dashboard and provides instructors
with a intervention strategy in their students’ learning. The evolution and improvements
of the services supported by this Learning Analytics system will be presented in this
article.

The structure of this article is as follows: in Sect. 2, an overviewofLearningAnalytics
in MOOCs is presented. In Sect. 3, MOOC used in the research study is presented. In
Sect. 4, the development and characteristics of the Learning Analytics (LA) system and
its evolution are exposed. In Sect. 5 the user satisfaction with the LA system is analyzed.
Finally, the article provides conclusions and suggestions for future work.

2 State of the Art

Learning Analytics helps us analyze data about learning actions and contexts to
understand and optimize learning and the environments in which it occurs [7, 8].

Recent reviews of the literature show that modeling student engagement and moti-
vation, as well as analyzing retention and the learning experience, continue to be major
issues in MOOC-focused research [9–11].

The LA context is increasing in relation to the vast amount of learning data now
available today and the continuous research works in this area [12, 13]. This allows for
drawing conclusions, in general terms, with the help of data analysis.

Furthermore, there are numerous techniques for classifying data analysis. Onah [14]
offered a categorization of analytics that is one of the most well-known in the field and
is based on three types of analytics: descriptive, predictive, and prescriptive.

Descriptive analytics is the basis of data processing and is based on collecting infor-
mation from the past to display and prepare it for further analysis. When this analysis
is applied to the area of learning analytics, it serves to transform historical learner data
into organized information as different components included in dashboards [15].

Predictive analytics utilizes past and current data to predict what will happen in
the future, using machine learning and data-mining techniques [14]. In applying this
analysis to learning analytics, it serves to detect learners at risk for negative situations
such as dropping out or failing to earn a degree or a certification, among others [16, 17].

Finally, after the other analytics, prescriptive analytics is responsible for determining
possibilities and recommending actions. In LA, it is useful for recommending actions
to achieve a positive impact through an intervention in the individual’s learning process
[14].
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3 MOOC: Introduction to Development of Web Applications

We can find a wide range of Web-based Learning options. Being the “Massive Open
Online Courses” (MOOCs) one of the most successful in recent years. Moreover, they
are a suitable approach to offer potential students of both professional and academic
settings lifelong learning.

Taking into account that an IT professional must have the ability to create Web
Applications. TheMOOCentitled “Introduction toWebApplicationDevelopment” from
the Autonomous University of Madrid is available on the edX platform to help gain a
basic understanding of this field. This MOOC had a first run from February to March
2019. Nowadays, this MOOC is offered in self-paced mode (i.e., enrollment is free and
open to anyone) from April 2019.

WebAppMOOC a five-week course. Its contents are structured in five units (one unit
per week work). The students of this MOOC can learn to develop any Web Application
using HTML, CSS, Python, JSON, JavaScript and Ajax.

By examining the characteristics of the World WideWeb in the first unit, the student
is introduced to the context. In the second unit, HTML is explained in order to develop
web pages and forms, and CSS is used to apply the proper style and format. While the
third unit presents the ideas of Flask and Python to build the server-side of the Web
application, the fourth unit describes the use of sessions and JSON. Finally, the fifth unit
discusses both JavaScript and Ajax to develop the client-side of the Web application.

At October 2022 (three years and a half after MOOC beginning), the second run
of this MOOC has 48.886 enrolled students. 1623 students of them are in the verified
itinerary and are called verified students (i.e. they have paid a fee and will receive an
official certificate if they pass the course). Of those, 692 have certified, that is, they passed
the course because their final grade was higher than or equal 0.5 (the minimum grade is
0 and the maximum grade is 1). Only students enrolled in the verified itinerary can take
evaluations (assessments) on edX, therefore only these students can be evaluated and
obtain a final grade. The students that are not in the verified itinerary are audit students.
An example of the student activity in the course is shown in Fig. 1 (with data from the last
six months of the course. The activity of students of the verified itinerary (both verified
and certified students) is higher than that of the audit students. In this graph, the number
of interactions is normalized taking into account the number of student in each group.

It is estimated that from the 1613 verified student approx. 800 have dropped out of
the course. To sum up, along the course, from the total of the verified students, 40% of
them finish the course with a certification, 50% of them drop out and 10% of them are
learning actively the course. From the beginning, instructors of this course were very
concerned about the large number of verified students who did not complete the course.
For this matter, they had the initiative to develop a Learning Analytic system than could
help them to monitor their students’ performance to have information about them that
would help them to improve their learning experience.
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Fig. 1. Interactions of the students in the MOOC (in the last six months).

4 edX-LIMS: System for Learning Intervention and Its Monitoring
for edX MOOCs

The Learning Analytics system called edX-LIMS has been evolving for two and a half
years. In May 2020, the first version of edX LIMS began to be used. This one was based
on findings from an earlier study that was assisted by edX-LIS tool [18]. In the next
subsections the evolution of edX-LIMS is described.

4.1 The Initial LA System

The Learning Analytics system was developed for edX MOOCs and was created with
two aims. Firstly, with the aim of providing instructors with the possibility to monitor
their students and thus make it easier for them to carry out interventions in their students’
learning processes. For this reason, the systemwas named edX-LIMS as an abbreviation
for “System for Learning Interventions and Its Monitoring for edXMOOCs”. Secondly,
with the aim of providing feedback to MOOC students to improve their motivation,
persistence and engagement in the MOOC.

The system can be used by these user roles: i) Learner (any student registered in the
verified itinerary), ii) Instructor (any member of the course instructors team), and iii)
Admin (any instructor who maintain and manage the course data in the system).

The functionality of the system is supported by its interconnected services, as pre-
sented below. The system provides an intervention strategy, which is activated weekly
by the Admin and is made up of these steps:

1. Extraction of Student Indicators: the Course Data Processing Service (CDPS) cal-
culates and delivers a set of input indicators (attributes or variables) per student per
day. These indicators are derived from the MOOC log tracks and serve as a daily
summary of how the students interacted with the course (some examples of these
input variables are the number of events in resolving assignments or viewing videos
or navigating in the course, the total time in the course, the number of session in the
course, among others). The indicators are stored in a MongoDB Database.
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2. Generation of feedback to Students: the Learning Intervention Generation Service
(LIGS) generates interactive Web-based Dashboards (one per student) based in the
students’ indicators. Moreover, it emails the students the relevant details they need
to access these dashboards.

When students receive the email with the access to their dashboards, they can visu-
alize them in a Web Browser thanks to the Intervention Visualization Service (IVS),
which shows different graphs with information about their grades per course unit and
indicators’ values along the time. Moreover, all to the activity of all students on their
Dashboards are recorded in the MongoDB Database.

One example of the visualizations in the Learner Dashboard is the graph with the
indicators’ values along the time, see Fig. 2. These measurements can be compared to
the average of all students’ metrics (clicking at check box ‘Show course averages’). The
selectedmetrics are displayed in the left graph, and their cumulative values are displayed
in the right one. In Fig. 2, the student is visualizing his number of sessions and the time
dedicated to solving evaluations (assessments) during the months he was learning in the
MOOC (this student certified).

Fig. 2. Graphs with the daily indicators of the student.

In the case of instructors, they have access to the Instructor Dashboard where can
visualize the course summary data generated by the Course Data Monitoring Service
(CDMS) and the interactions of students in their Dashboards in a graph generated by
the Learning Intervention Monitoring Service (LIMS), see Fig. 3. This graph is very
interesting for the instructors because show the students’ interests in their engagement.
More in detail, in Fig. 3 we can see that the students visit their dashboards weekly
(Page View line) and moreover in the last months most of them interact with their graph
that show them their daily indicators (Indicator Chart line). These mentioned services
extract all the needed information from theMongoDBDatabase to generate de Instructor
Dashboard.
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Fig. 3. Graph with the daily interest of all students on their engagement in the course (from July
2020 to July 2021).

edX-LIMS services are programmed in the Python language (https://www.python.
org/). More details about these services are in [6]. The web interface is generated with
the Dash framework (https://plotly.com/dash/), based on Flask.

4.2 The Improvement of the LA System

A new iteration of the LA system known as edX-LIMS+ has been in use since July 2021.
Based on the previous version, it has been expanded with new services and some of their
existing services were enriched.

Thanks to the use of the initial LA system we noticed that there were two types
of students with problems: i) students with “difficulty problem”: they are students who
require more time than the usual to study the material, watch the videos or complete
the evaluations ii) students with “self-regulated learning problem” (“SRL problem” for
short): they are students who do not dedicate enough time to read the material, watch the
videos, or finish the evaluations. For this reason, the Learner Problem Detection Service
(LPDS) was incorporated, which predicts and catalogs who are the students with any of
these problems based on the analysis of their indicators.

The intervention strategy was evolved in these steps:

1. Extraction of Student Indicators: the Course Data Processing Service (CDPS) con-
tinues with its calculations, in addition, it calculates for the students their time spent
and attempts in different sections and elements of the course. Moreover, averages,
maximums and minimums are calculated for each of the sections and elements.

2. Detection of students with problems: the LPDS predicts who has a “difficulty
problem” or a “SRL problem”.

3. Generation of feedback to Students: the LIGS adds a new page to the Learner Dash-
board with new data. Therefore, the IVS provides students with the following in the
new page: i) new graphs related to the time spent and attempts on different sections
and elements and ii) the student’s possible problem detected and the correspond-
ing suggestion to manage it. Finally, the students receive an email with the relevant
details to access their dashboards.

When students access their dashboards, they can visit two Web pages. The first
page is the same one generated by IVS in the previous version of the system. On the

https://www.python.org/
https://plotly.com/dash/


The Learning Analytics System 35

second page, the Learner Feedback Service (LFS) provides the student with a section
on where they have the opportunity to give feedback to the instructor whether she or
he agrees or disagrees with the problem detected using a text box (the click in this text
box is registered) and a text area where the student can explain the reason for her or his
feedback. In addition, on this second page IVS shows the aforementioned graphs related
to the time spent and attempts in different sections and elements of the course.

Now the Instructor Dashboard is extended thanks to: i) the Learner Problem Mon-
itoring Service (LPMS) provides a table with all the data about the problems detected
to the students and the data that justifies them, and ii) the Learner Feedback Monitor-
ing Service (LFMS) provides in another table data on the feedback received from the
students regarding their problems detected. That is, both the feedback of the students
on whether they agree or disagree with the problem detected and as the reasons for the
feedback from the students.

Figure 4 shows a summary with the flow of information and the interconnections
among the services of the LA system.

Fig. 4. The Intervention Strategy flow of edX-LIMS+.

On the one hand, to efficiently convey analytical information to students, Learner
Dashboards have various types of charts, such as radar charts, line charts, column chats,
etc. Also, most of them offer students to compare their data with peer data.

On the other hand, to efficiently convey analytical information to instructors, Instruc-
tor Dashboard provides some data in tables and some in graphs with data aggregated in
box plot charts or pie charts or line charts.

5 User Satisfaction with the LA System

To find out how satisfied students and instructors are with the LA system, they
had the opportunity to give feedback on their dashboards by filling out satisfaction
questionnaires.
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When students certify they receive a link to a questionnaire in the weekly email.
In this questionnaire students can assess their Learner Dashboard. This questionnaire
includedmultiple choice questions and responses on a five-point Likert-type scale as: (1)
Strongly disagree; (2) Disagree; (3) Neither agree nor disagree; (4) Agree; (5) Strongly
agree.

The questionnaire ask them about several aspects. For instance, they can give their
satisfaction with the emails that they receive each week, they can evaluate the qual-
ity of the visualizations and they can express their perception about their motivation,
engagement among other feelings, while taking the course. The questionnaire was used
to this evaluation both the students who received the Learner Dashboard supported by
edX-LIMS and who received it supported by edX-LIMS+.

In the case of the evaluation of the Learner Dashboard supported by edX-LIMS, in
Fig. 5 we can see that students agreed that thanks to the visualizations in the dashboard,
they have improved their performance, have beenmoremotivated to study for the course,
they have felt supervised and guided and “not alone” while they were learning in the
course, among other feelings.

Fig. 5. Students expressed these feelings about the Learner Dashboard supported by edX-LIMS.

In the case of the evaluation of the Learner Dashboard supported by edX-LIMS+,
in Fig. 6 we can see that students were strongly agreed that thanks to the visualizations
in the dashboard, all their aforementioned feelings improved remarkably. Hence, it can
be concluded that the Intervention Strategy supported by edX-LIMS+ has improved
students’ engagement and motivation in the course.

Finally, the Instructor Dashboard supported by edX_LIMS+ was evaluated by the
MOOC instructors with another questionnaire which had textual answers (free text). It
was not necessary to evaluate the initial one because it was very simple in the version
supported by edX_LIMS.
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Fig. 6. Students expressed these feelings about the Learner Dashboard supported by edX-LIMS+.

They were asked how the additional components added to the Instructor Dashboard
had affected their student monitoring tasks. They acknowledged that the visualizations
of the new parts added by edX-LIMS+ helped them to better understand student progress
and identify individuals who needed assistance.

Because of the newly added tables, they could make decisions to help students with
problems. More specifically, they executed two extra interventions to address the needs
of these students, as follows: i) the instructors sent motivational messages to the students
who were making progress but seemed to lack engagement in order to motivate them
to continue with the course; and ii) the instructors offered students who completed the
course with a final grade close to but less than 0.5 a second opportunity to answer the
assessments with poor scores to have the possibility of passing the course and earning
certification.

Additionally, instructors stated that students who interacted the most with their dash-
boards were more receptive to being helped. They were very grateful to the instructors
because they answered the emails receivedwith either of the two additional interventions,
thanking instructors for that help.

Finally, the instructors were asked how the Intervention Strategy had improved their
relationships with the students. They recognized that, due to the student feedback on their
problems detected, they felt that the communication between instructors and students
was bidirectional.

To summarize, the instructors assessed that they could improve their tasks for mon-
itoring MOOC students as a result of the new version of the Instructor Dashboard
supported by edX-LIMS+.
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6 Conclusions and Future Work

MOOCs have interested thousands of enrolled students through their increasingly pop-
ular online courses. They offer a great opportunity, but at the same time, there are a
number of difficulties for online students. Feelings of isolation, lack of support, and lack
of feedback, among others, mean that many of these students are unable to complete
these courses successfully.

To address these difficulties, we have developed edX-LIMS (an acronym for System
for Learning Interventions and ItsMonitoring for edXMOOCs), which is a learning ana-
lytics system that supports an Intervention Strategy that provides each MOOC student
with a web-based Learner Dashboard, i.e. an easy visualization of their learning perfor-
mance in the course.Moreover, this system supportsMOOC instructorswith aweb-based
Instructor Dashboard where they can monitor students’ access to and interactions with
their dashboards.

In this article, we have presented a new version of this system, called edX-LIMS+,
with the addition of new services. The objectives of these new services are to improve
students’ and instructor’s dashboards. More concretely, the system has a new focus on
self-regulated learning to motivate and engage students in the MOOC. In addition, the
instructor dashboard receives extra data from these new services, as shown below, that
help them to better monitor students and provide support.

The satisfaction of students and instructors using their dashboards were recorded
using several questionnaires. This information was used to analyze how the Intervention
Strategy supported by edX-LIMS+ influenced students to use the Learner Dashboard and
students’ engagement and motivation in the MOOC. Moreover, it aimed to determine
how the Intervention Strategy influenced instructor tasks for monitoring students.

The results obtained from the analysis of these questionnaires show that the Inter-
vention Strategy supported by edX-LIMS+ improved the perception of students and
instructors of the usefulness of their dashboards. Instructors stated that the added parts
in the Instructor Dashboard helped them to better understand student progress in the
course and to detect students who needed assistance.

The analysis related to students’ perceptions of their engagement and motivation in
the MOOC revealed the following: i) they felt more motivated to learn in the course; ii)
their performance was improved; iii) their activity was recognized; iv) they maintained
a consistent rhythm of learning in the course; and v) they felt supervised and guided and
“not alone” while they were learning in the course.

Due to the feedback received about students’ detected problems, the instructors were
able to conduct more effective interventions for the students who needed help, i.e. the
instructors’ monitoring of students improved. Specifically, each week instructors could
help several students who needed motivational messages to continue to learn in the
MOOC and others who needed a second chance to answer assessments with poor scores
to have the possibility to pass the course and earn certification. Finally, instructors stated
that the communication between students and instructors improved, and they felt closer
to their students.

As future work, both the Learner Dashboard and Instructor Dashboard can be
improved. For instance, new data and visualizations of the evolution of the students’
problems detected could help instructors to better monitor them. Additionally, for a new
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version of the system, recording extra interventions by instructors and students’ reactions
to them could help instructors enrich these interventions.

We are currently working on developing of a Machine Learning service into the LA
system which uses student activity data as input to an Artificial Intelligence model that
then statistically calculates whether or not any student is likely to drop out of the course
or go to pass the course (obtaining the certificate). So this new approach could warn
instructors and invite them to realize interventions to students at risk of losing interest
in the course and dropping out.

Finally, the system could be extended to include predictions of other types of student
problems, which could be managed with machine learning techniques.
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Abstract. The rapid emergence of knowledge graph (KG) research
opens the opportunity for revolutionary educational applications. Most
studies in this area use KGs as peripheral sources of educational materials
rather than a primary tool for Instructional Design. Considerable effort
is required to maintain the alignment between KGs and other elements
of Instructional Design practice, such as syllabus, course plans, student
learning objectives, and teaching outcome evaluation. To bridge such a
gap, we present a novel framework named Knowledge Graph Reciprocal
Instructional Design (KGRID), which employs KGs as an instructional
design tool to organize learning units and instructional data. Viewing
the two aspects as a unified ensemble achieves interactive and consistent
course plan editing through manipulations of KGs. The included interac-
tive course schedule editing tool distinguishes our framework from other
timetabling approaches that only handle the initialization task. Man-
aging instructional data in KG format is indispensable in establishing
a foundation of mass instructional data collection for KG research. We
envision a collaboration between the two disciplines. With these cru-
cial functionalities and aspirations, KGRID outperforms the practice of
replacing Instructional Design tables with concept maps. We present the
system architecture, data flow, visualization, and algorithmic aspect of
the editing tool.

Keywords: Instructional design · Knowledge graphs · Course planning

1 Introduction

Although knowledge graphs (KGs) provides abundant and encyclopedic informa-
tion, appropriate instructional design tools are necessary such that instructors
can handily leverage educational KGs. Over the decades, new approaches and
studies in Instructional Design have been proposed and conducted for addressing
challenges brought by new educational technologies or new instructional circum-
stances, e.g. Digital Visual Literacy [2,24] and academic library [20]. KG technol-
ogy resembles these impacts, but the research of KG for educational application
is at a preliminary stage [32].
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Besides the resemblance of being a challenge bring by new technology, being
a representation of knowledge itself, KGs raise consistency issues in Instructional
Design context. If a KG is representing a structural syllabus of a course, a course
plan maps contents from the syllabus to a temporal schedule. As learning units
should be “self-contained” and reusable [27], the mapping should be done in a
compact way such that the schedule outlines valid learning units. As updates
made on KGs might restructure the hierarchy and constituent of learning units,
instructor’s effort are required to restore the consistency between the syllabus
and schedule (see Sect. 3.3).

We present a course plan editing tool that takes consistency management
into consideration. A course plan generation process would organize and schedule
course concepts from a KG into compact learning units. As the hierarchical struc-
ture of KGs has already been proven helpful in other unsupervised tasks such as
learning recommendation system [19] and instructional material retrieval [26],
it is plausible to apply the same strategy in the course plan generation task.
Consistency between structural and temporal aspects of the course would be
managed with automated consistency restoration. Such restoration process uni-
fies different viewpoints of the design in real-time, such that interactive editing
in both side is possible. Multi-view modelling approaches have been proven effec-
tive for consistency management in the field of software engineering [11]. Data
visualization is also provided to support instructors design decisions.

To the best of our knowledge, there do not exist any studies that discuss
course plan initialization and interactive editing through manipulating KGs. One
close work from Cho et al. [10] uses concept map for collaborative Instructional
Design task for a single lesson (see Sect. 2.4). As their work focuses on a scope
as short as one lesson, issue such as scheduling of learning units and consistency
between the schedule and the syllabus are unattended.

To provide management tools and an infrastructure for data collection
as a whole, a framework, named Knowledge Graph Reciprocal Instructional
Design (KGRID), is proposed. In general, we believe that a practice that inte-
grating KGs in Instructional Design process can expedite the progress of KG
technology development in a reciprocal manner.

The rest of the paper is organized as follows. The framework and the design
tool would be described in Sect. 3. Brief discussion about how the proposed
tool can be improved or how the instructional data collected could benefit both
data science and Instructional Design discipline would be followed in Sect. 4.
Backgrounds about relevant topics are given in Sect. 2.

2 Related Work

2.1 Knowledge Graphs

Graph as Data Science Techniques. Data science techniques, such as graph
neural networks (GNNs) and knowledge graph embedding, take graph structured
input and are used for prediction tasks, question answering systems and recom-
mendation systems [13,18]. Variants of GNNs, such as Graph Convolutional
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Network, learn connectivity structure of a graph and encode and representation
of entities in a graph. These techniques have various applications in such as
“medical, financial, cyber security, news and education” [32].

Knowledge Graph for Education. Educational applications of KGs are
starting to gain more attention lately. Hierarchical relationships in KGs have
been utilized for better personalized study recommendation service [19]. Ranawat
et al. [26] utilized KGs for course material retrieval and course planning. Study
about knowledge graph embedding models for educational application are con-
ducted for theoretical purpose and benchmarking [31]. The main focus of edu-
cational KG research was said to be “basic relationship extraction” that more
quality data might enable more profound educational applications [32].

2.2 Course Plan Generation

Research on course plan generation is to assign course concepts and timeslots
considering student’s maximum learning capacity. The task is an NP-complete
problem that it is computationally intensive for securing an optimal solution,
so heuristic approaches are often preferred [6]. Researchers have used different
methods and algorithms to address this problem. For example, Betar et al. [3]
use a harmony search algorithm; Lewis et al. [21] apply a grouping genetic algo-
rithm; and Lü et al. [22] propose an adaptive tabu search algorithm. Particle
swarm optimization methods is also a popular approach for the task throughout
the decades [5,17,28]. The task is often formulated as a multi-objective opti-
mization problem where instructors’ or students’ preferences and time budget
are considered [29,30].

One recently proposed approach utilize KGs for course material retrieval [26],
the sequencing however relies on minimizing the “Comprehension burden” of
the course plan. Most approaches do not utilize structural information of KGs.
Existing work is also decoupled with schedule editing. Interaction between user
and the schedule are not handled.

2.3 Consistency Management

Consistency management enables users to edit multiple views of a design in a
controlled manner [11]. These views, in the context of Model-Driven Engineer-
ing, separate different design concerns such that the complexity of the task is
reduced [11].

Consistency “violation[s]” or “problems” is either “identif[ied]” through man-
agerial activity undertaken by the designer [7] or “checked” by the design
tool [7,23]. One violation check only identifies a particular form of inconsis-
tency issue. Because of the incompleteness nature of formal systems, defining a
rule-based system for achieving a fully consistent system or defining an objec-
tive function for consistency optimization is said to be “impossible” [16]. Given
that consistency management is always an open problem, extensibility is then
an important feature for design tools that support consistency management [23].
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2.4 Instructional Design

The purpose of Instructional Design includes visualizing a systematic design
process, serving as a base for project collaborations, serving as a managerial tool
and providing evaluation of both Instructional Design product and theory [4,20].

Instructional Design Models and Tools. To fulfill the above purposes, new
Instructional Design models and tools are designed for new circumstances or
challenges. Instructional Design model such as ACE (analyze, create, and eval-
uate), ISD (instructional system design), PAT (principles, action, and tools) [2]
and the matrix model [24] were designed for Digital Visual Literacy. Systematic
literature reviews are also done for academic library instruction [20]. To the best
of our knowledge, research about Instructional Design models or tools for KG
technology remains unexplored.

Concept maps could be conceived as a superficial resemblance of KGs without
data science technology [12]. It is mostly applied as an interactive learning activ-
ity, known as collaborative concept mapping, where students’ learning [12,15,25]
in a flipped classroom configuration [12] is usually the focus.

Cho et al. [10] suggest to use concept map for visualizing lesson planning
process to facilitate collaboration among colleagues. While concept map is per-
ceived as a visual tool for design process, managerial and evaluative aspect of
Instructional Design with such graph structure however is beyond the scope of
their work. Research for tackling this multifold gap between Instructional Design
and KG in terms of managerial, evaluative and technological aspect is vital.

Instructional Design and Software Engineering. The idea about sharing
practice between software engineering and Instructional Design has been con-
stantly suggested. In order to improve the Instructional Design process, practices
from software engineering are suggested to be integrated [1,8,14]. Software engi-
neering and Instructional Design are said to be “sister discipline” [1] (Fig. 1).

Fig. 1. Component diagram of KGRID.
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3 Methodology

The input of KGRID is educational KGs that includes particular course entities,
such as KG representing the syllabus of a course. KGRID consists of three steps
as follows.

1. Preprocesses the course KG to produce an input that fits the downstream
course plan generation process.

2. Labels entities of the course KG with a course plan generation process.
3. Supports interactive editing while maintaining the consistency of between

course KG and course plan.

The algorithmic aspect of these steps will be described in the next three sections.
The preprocessing component in step 1 is reused in step 3. The data flow of
KGRID is described in Fig. 2. Data for any instructional element, such as course
material or student assessment results, can be stored as an entity property.
Network data visualization is included in the design tool.

Fig. 2. Data flow diagram of the framework. Data flow are ordered. The third step can
be repeated indefinitely as user interact with the course plan editor.

3.1 Knowledge Graph Preprocessing

KG is defined as a directed heterogeneous multigraph. Given a directed hetero-
geneous multigraph K = (V,E, φ, ψ), φ : V → LV and ψ : E → LE , where LV is
a set of entity type labels and LE is a set of relation type labels. An unweighted
homogeneous graph G = (V, e) can be obtained by filtering edges according to
their semantics; the mapping φ and ψ is then dropped. Edges that express the
semantics of subsumption (e.g., a “sub topic”) in an ontology or taxonomy sense
would be kept. We assumed that a vertex r ∈ V that represents the course’s
entity exists. A tree structure T = (V, e′) is then obtained using Shortest Path
Tree (SPT) construction algorithm concerning the vertex r. The preprocessing
is as follows:
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Procedure 1. KG preprocessing
Given:

K = (V, E, φ, ψ); r; // r ∈ V
S; // a set of relation type that has a subsumption meaning

Output:
e ← {x ∈ E | φ(x) ∈ S}
G ← (V, e)
T ← SPT (G, r) // SPT algorithm with respect to the root
return G, T

3.2 Course Plan Generation

Task Definition. Given the input T = (V, e′) with k triplets from the pre-
processing process, a course plan generation task is to split concepts to m
course sections H = {h1, h2, ..., hm}, where h1 ∩ h2 ∩ ... ∩ hm = ∅ and
h1 ∪ h2 ∪ ... ∪ hm = V . Simultaneously, the grouping compartmentalizes the
concept in l weeks.

Unsupervised Sequence Generation. We first define the importance of each
concept in the tree T . The importance Wi of a concept Vi with the edge Ei that
connects it with its parent, depends on the relation type function e : LE → R≥0

and distance function from the root r as follows:

Wi = e(ψ(Ei)) · dis(Vi, r). (1)

In our demonstration (Fig. 4), a particular relation type function and distance are
chosen such that first hop concepts with relation “sub topic” have high priority.
Our strategy is to perform a depth-first search for topic dependencies. Starting
from the root entity, we search each subtree as profoundly as possible before
returning to the next child node of the root entity. The final sequence S =
{V1, V2, ..., Vn} with n concepts has the ordered information that can be used for
the next stage.

Lesson Section Generation. The hierarchical information is utilized after
sequence generation in this stage. To determine the key concepts for the course
plan, we first find the candidate section concepts that concept importance is
larger than threshold ε:

hi = {Vi|Wi > ε}. (2)

Then, we cut the concept sequence S to m lesson sections by the weighted
subtree generation method. The approach adopts recursive search as the section
sequence generation that satisfies the following:

Vj ∈ arg max
hi

(hi − Vj)2. (3)

Finally, We divide the section sequence H into corresponding to the weekly
timestamp in a semester. We generally use the uniform distribution to classify
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each concept with a weekly timestamp since there is no prior for each week’s
schedule.

A greedy heuristic algorithm for course plan generation is outlined in Algo-
rithm 2. The algorithm is two stages method. Firstly, we transfer the course
knowledge graph to a concept sequence S. Secondly, we cut the concept sequence
S to several lesson sections, hierarchical information from the knowledge graph.

Algorithm 2. Course Plan Generation
Input: T = (V, e′); ε; l;
Output: H = {h1, h2, ..., hm};

S = ∅, H = ∅;
for Vi ∈ T do

S ← S + Vi with max Wi based on Equation 1
if Wi > ε then

H ← H + {Vi}
end if

end for
while S �= ∅ do

Vj = S.pop()
compute Vj section hi based on Equation 3
hi ← hi + Vj

H
⋃

hi

end while
return H

3.3 Consistency Management

“Macrostructure” defined by a learning unit is said to be “self-contained ” and
“thematic” [27]. In KGRID, such units are represented in a nested hierarchical
structure. Updates in KGs might require rescheduling of course plan to preserve
such compact macrostructure.

As the course plan label is essentially an entity property, changes made in
the course plan have no effect on the KG structure. The label specified by users
are likely to be considered meaningful, and the interference of the rescheduling
to these user-defined course plan items should be minimized. User can indicate
their preference by pinning down the course plan label of specific items. When
the hierarchical structure of a course KG is changed, rescheduling is done in a
limited scope that includes as many items and as least pinned items as possi-
ble. Exceptionally, only descendants of a “jumping” entity would be unpinned
(Fig. 3).

A KG updated is a triple {Vh, Er, Vt} with a “create” or “remove” command.
After a KG update, the SPT algorithm is run to determine the new hierarchical
structure for the course. If the direct parent of Vt has changed after SPT, the
entity is said to be “jumped”. Entities are unpinned if any of their ancestors
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Fig. 3. Examples of consistency updates. A jumped entity with one successor is illus-
trated. The number of local rescheduling scope depends on whether the updated entity
jumps across branches separated by pinned entity.

is “jumping”. Jump has to be handled to main consistency. Given a set Uv =
{Vh, Vt} of two vertexes involved in the triple update, a set P which refers to
vertexes with pinned course plan label, a set C(x) which refers to the descendant
of a vertex x and a function H(x) which gives the course section of a vertex x,
the local scope of the rescheduling is defined as follows.

r′ = {x ∈ V | (∃c)[c ∈ C(x) ∧ c ∈ Uv] ∧ (�c)[c ∈ C(x) ∧ c ∈ P ]}. (4)

e′′ = {{x1, x2} ∈ e′ | x1, x2 ∈ C(r′) ∪ {r′}}. (5)

T ′ = (C(r′) ∪ {r′}, e′′). (6)

.
H ′ = {h′ ∈ H | h′ ∈ H(C(r′))}. (7)

Algorithm 2 is run with new input T ′. The output is then mapped to H ′,
using linear interpolation and quantization.

3.4 Instructional Data Visualization

Graph visualization might highlight patterns of structural features of the
course design. Here, graph centrality metrics are visualized for brief demon-
stration (Fig. 4). Similar visualization can be done on other data to facilitate
Instructional Design duty. For example, visualization of the number of available
course materials or student’s performance of different course concepts could be
included.
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Algorithm 3. Consistency Maintenance
Input: T = (V, e′); K; {Vh, Vt}; P ; ε; l;
Output:

Tnew = (V, e′
new) ← KnowledgeGraphPreprocessing(K)

Vhnew ← an edge in Tnew where the tail entity is Vt

procedure reschedule(x)
e′′ ← {{x1, x2} ∈ e′

new | x1, x2 ∈ descendant(V1, Tnew) ∪ {V1}} � Equation 5
T ′ ← (descendant(V1, Tnew) ∪ {V1}, e′′) � Equation 6
LessonSectionGeneration(T ′, ε, l) � Algorithm 2
followed by linear interpolation and quantization

end procedure
Vhold ← an edge in T where the tail entity is Vt

if Vhold �= Vhnew then � check if Vt jumped
remove descendant(Vt, Tnew) from P � Recursive unpinning for Vt

V1 ← parent(Vt, T ) � Define a local scope with root V1 descendant
while descendant(parent(V1, Tnew), Tnew) �∈ P do

V1 ← descendant(parent(V1, Tnew), Tnew) � Expand the scope
end while
V2 ← parent(Vt, Tnew) � Define a local scope with root V2

while descendant(parent(V2, Tnew), Tnew) �∈ P do
V2 ← descendant(parent(V2, Tnew), Tnew)

end while
reschedule(V1)
if V1 �= V2 then � check if Vt jumped across pin-separated branches

reschedule(V2)
end if

end if

4 Future Work

4.1 Incorporating with Knowledge Graph Technology

While utilizing KG data visualization for Instructional Design still requires
instructors’ effort and experience, a data-driven approach can further lighten
instructors’ burden. Instructional Design in the form of KG, i.e., course con-
tents organized in a graph structure, can be used as inputs of data science
techniques. With instructional data, e.g. course plan label, instructional mate-
rial or students’ assessment results included as node properties, prediction of
teaching performance indicators of such input can be made. Supervised learn-
ing approaches could replace the heuristics used for course plan generation in
KGRID. Methodologies mentioned in Sect. 2.1 outline the technical aspect of the
above application.

Data-driven approaches are promising. However, data-driven often implies
data-hungry. The accuracy of the prediction depends on the amount of data
that has been employed to develop the Algorithm [9]. In addition to closing
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Fig. 4. Demonstration of graph visualization.

the gap between KG technology and Instructional Design practice, KGRID also
intends to close the data gap in educational KG research.

4.2 Extensibility for Consistency Management

As explained in Sect. 2.3, extensibility is a crucial aspect of consistency man-
agement tools. Currently, in KGRID, only one form of consistency between the
macrostructure of learning units and the course KG is considered. Extensibility
issues of KGRID are left unattended. Research for developing additional consis-
tency checks that respond to practical needs are required.

5 Conclusions

We have proposed KGRID for integrating KG data representation in Instruc-
tional Design. An interactive course plan editor tool with automated initial-
ization and consistent management is described. Preliminary demonstrations
of prototypes with visualization have been implemented and shown. Research
directions for improvement and other related applications are briefly discussed.

To expedite the application and development of educational KG research, we
believe the practices of integrating KGs in the Instructional Design process are
essential.
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22. Lü, Z., Hao, J.: Adaptive tabu search for course timetabling. Eur. J. Oper. Res.
200(1), 235–244 (2010)

23. Lucas, F.J., Molina, F., Toval, A.: A systematic review of UML model consistency
management. Inf. Softw. Technol. 51(12), 1631–1645 (2009)

24. Martin, F.: Instructional design and the importance of instructional alignment.
Commun. Coll. J. Res. Pract. 35(12), 955–972 (2011)

25. Pinandito, A., Az-Zahra, H.M., Hirashima, T., Hayashi, Y.: User experience evalua-
tion on computer-supported concept map authoring tool of kit-build concept map
framework. In: 2019 International Conference on Sustainable Information Engi-
neering and Technology (SIET), pp. 289–294. IEEE (2019)

26. Ranawat, R., Venkataraman, A., Subramanian, L.: Collectiveteach: a system to
generate and sequence web-annotated lesson plans. In: COMPASS ’21: ACM SIG-
CAS Conference on Computing and Sustainable Societies, Virtual Event, Australia,
28 June 2021–2 July 2021, pp. 1–13. ACM (2021)

27. Redeker, G.H.: An educational taxonomy for learning objects. In: Proceedings
3rd IEEE International Conference on Advanced Technologies, pp. 250–251. IEEE
(2003)

28. Sabar, N.R., Ayob, M., Kendall, G., Qu, R.: A honey-bee mating optimization
algorithm for educational timetabling problems. Eur. J. Oper. Res. 216(3), 533–
543 (2012)

29. Shakhsi-Niaei, M., Abuei-Mehrizi, H.: An optimization-based decision support sys-
tem for students’ personalized long-term course planning. Comput. Appl. Eng.
Educ. 28(5), 1247–1264 (2020)

30. Shiau, D.: A hybrid particle swarm optimization for a university course scheduling
problem with flexible preferences. Expert Syst. Appl. 38(1), 235–248 (2011)

31. Yao, S., Wang, R., Sun, S., Bu, D., Liu, J.: Joint embedding learning of educational
knowledge graphs. In: Pinkwart, N., Liu, S. (eds.) Artificial Intelligence Supported
Educational Technologies. AALT, pp. 209–224. Springer, Cham (2020). https://
doi.org/10.1007/978-3-030-41099-5 12

32. Zou, X.: A survey on application of knowledge graph. J. Phys: Conf. Ser. 1487(1),
012016 (2020)

https://doi.org/10.1007/978-3-540-31996-2_14
https://doi.org/10.1007/978-3-540-31996-2_14
https://doi.org/10.1007/978-3-030-41099-5_12
https://doi.org/10.1007/978-3-030-41099-5_12


A Two-Step Process for Analysing
Teacher’s Behaviors Using
a Scenario-Based Platform

Malak Kanaan and Amel Yessad(B)
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Abstract. In this paper, we present research aiming to understand
usage behaviors of elementary school teachers when using a scenario-
based platform dedicated to the teaching of Computational Thinking
concepts. In order to understand their behavior, we have defined a two-
step analysis process to identify usage patterns on the platform. The
first step consists of performing a clustering algorithm and the second
one consists of characterizing each obtained cluster by a pattern min-
ing algorithm. On the one hand, the k-means algorithm allows us to
identify four significant clusters of teachers using the platform. On the
other hand, the sequential pattern mining algorithm allows to charac-
terize precisely the usage behaviors of each cluster. Thus, this two-step
analysis process was evaluated with teachers data. We carried out an
experimental study during two workshops with 29 teachers. Teachers
interaction’s data were collected from ScenoClasse, resulting in a data-
set of 498 traces. As a result, we identify different usage behaviors for
teachers while using ScenoClasse. Based on their behaviors, teachers can
be adapters, explorers, viewers, or beginners.

Keywords: Scenario-Based-Teaching · Teaching computational
thinking · Teacher’s usage behavior · Traces · AI algorithms ·
Clustering · Pattern mining

1 Introduction and Background

Computational thinking (CT) is a focused approach to problem solving, incor-
porating thought processes that utilize abstraction, decomposition, algorithmic
design, evaluation, and generalizations [14,18]. Since 2016, the teaching of CT
is introduced gradually into the french elementary school curriculum [2]. This
paves the way for many institutional and associative initiatives that offer learn-
ing resources in order to improve the culture and the teaching of CT. But these
resources are difficult to use in class because teachers lack training to teach the
CT concepts.

Sorin [16] claims that Scenario-based learning (SBL) affords learners a more
active role in their learning and the opportunity to develop real life skills out-
side the institution, while the scenario-based teaching (SBT) allows teachers
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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to improve their professional practices by early identifying a number of issues
(including technological and pedagogical issues, potential student difficulties) to
overcome before incorporate CT activities into their classes. Moreover, previ-
ous research results revealed [1] that the academic achievement of the students
was significantly influenced by the activities related to scenario-based learning
method.

Thus, in order to deliver an effective learning to students, teachers have to
present effective teaching [8], which is only possible when the quality of their
education is good enough [11]. Here comes the main objective of scenarios, in
encouraging and assisting elementary school teachers, with little training and lit-
tle familiarity with CT skills, to implement such activities with their students. It
could allow them to fill the gap between their prior skills and the skills targeted
by the CT and better support their students. Thus, the scenario-based teaching
becomes an interesting learning method for teachers as well as the scenario-based
learning (SBL) is an efficient learning method for students. The teachers some-
how become students themselves. Several benefits of SBL have been studied in
the literature. Indeed, researchers claim that the use of scenario-based learning,
is essential and necessary for students so that they can establish a connection
with real life [1], it offers an effective way of engaging students and building
competency mastery [15], and it is a valued and valuable means of exploring
professional issues they will face in the future [10].

However, it is found that most of the studies of the literature were conducted
with the aim of studying the impact of SBL on students academic results [1], and
how SBL help students to solve the problems by taking the role of the performer
in the scenario [17], and less the impact of SBL on prospective teachers academic
achievement, knowledge, skills and attitudes within classroom applications [7].

Moreover, it is clear in the literature that the analysis of behavior helps plat-
form managers to determine how users feel and use technology in order to obtain
insights into the acceptance and adaptation of the platform [4]. Tracing behavior
patterns and measuring engagement on these platforms enables the determina-
tion of user interest in certain features or content and whether these features are
exploited properly for improving the participant professional practices [4].

Therefore, with this research, we aim to experiment the incorporation of
the Scenario Based Teaching approach (SBT) thanks to the development of a
scenario-based platform that allows teachers to create, share and adapt peda-
gogical resources to their preferred way.

Additionally, it is significant to point out that there is not much research
in the literature that solely focus on identifying the impact of scenario based
teaching on prospective teachers’ behaviors. Thus, in the study presented in
this paper, it is also aimed to identify the different usage behaviors of teachers
while using a scenario-based platform in order to identify teacher’s profiles. The
objective is to support them while they create, modify and use scenarios in
the platform. This will also help us to make decisions, correct unexpected uses,
promote specific content, and adapt the structures of the platform to teachers.

In this paper, we focus on the two following research questions:
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QR1: Is there different usage behaviors of teachers when using the scenario-
based platform?

QR2: If yes, what recurring patterns to characterize these teachers’ usage
behaviors?

In the following sections, we will first introduce the educational context of
the study we carried out as well as the scenario-based platform developed for
this purpose. Then we present the methodology pursued in the research, the
two-step analysis process (see Fig. 2), the primary results, the discussion and
the conclusions so far.

2 The ScenoClasse Platform and Its Scenario Model

Initiatives like “Hour of code”1, “Scratch junior”2, “1,2,3 Codez”3 offer learn-
ing activities of CT, but need to be articulated in pedagogical scenarios, since
scenario-based learning helps students to go in depth the domain concepts [12].

Fig. 1. Model of scenario description (the colored rectangles represent the descriptors
of an activity and the white ones represent the possible values for these descriptors).

Therefore, in order to support elementary school teachers across teaching
CT, previous research has resulted in a scenario description model (see Fig. 1) [3],

1 https://hourofcode.com/fr consulted on March 20, 2022.
2 https://www.scratchjr.org/ consulted on March 20, 2022.
3 https://fondation-lamap.org/projet/123-codez consulted on March 20, 2022.

https://hourofcode.com/fr
https://www.scratchjr.org/
https://fondation-lamap.org/projet/123-codez
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that was identified from a user centered design process with 22 elementary teach-
ers [3,13]. This model, containing a set of descriptors, allows teachers to orches-
trate activities within pedagogical scenarios in order to facilitate their use and
establish CT concepts with their students.

We developed a web app called ScenoClasse4 that relies on this scenario
description model. ScenoClasse supports elementary school teachers to create,
adapt, share and visualize pedagogical scenarios for teaching CT. To do so, the
web app was developed according to the model of scenario description Fig. 1) [3]
and the classroom orchestration principle [5] that aim to help novice teachers
take ownership of scenarios.

Teachers can use ScenoClasse in order to reuse and adapt activities and
scenarios that have been built by others, to build their own scenarios and to
share them with other teachers as well. Each teacher can give feedback and
comment on each shared scenario in order to share his/her experience after
using a scenario with students.

We have implemented three modes to use ScenoClasse: the consultation mode
when teachers can only consult and comment scenarios, the editor mode that
allows teachers to clone and edit scenarios, and finally the creation mode to let
teachers create their own scenarios from scratch.

In this research, the objective is to analyse the teachers usage behaviors using
ScenoCLasse in order to provide them with hints and feedback filling the gap
between their prior Knowledge and the requirements of their professional prac-
tices. To do so, we collected and analyzed the teacher’s individual interactions in
ScenoClasse. In the next section, we describe the study we carried out in order
to achieve this objective.

3 Experimental Study

The methodology related to the analysis of teachers’ usage behaviors is quantita-
tive based on the analysis of user activity traces in ScenoClasse. These traces are
automatically generated using JavaScript and stocked in a dedicated MYSQL
database. They show teacher’s temporal interactions with ScenoClasse.

The study was conducted within a workshop at Didapro95. Two 45-minute
workshops were conducted. In both workshops, we first presented the context of
the study, then we made a demo of ScenoClasse, and finally give participants
the time to test, discover and then decide which ScenoClasse features to use.
During the work, the participants could consult a short visual memo describing
the main ScenoClasse features.

3.1 Participants

There were 29 participants, 11 primary school teachers, 7 trainers of primary
school teachers and 12 interns school teachers. They were mixed gender (24
4 https://scenoclasse.lip6.fr/.
5 Didapro9 is a colloquium that explores themes around teaching and learning of

computer science: https://www.didapro.org/9/.

https://scenoclasse.lip6.fr/
https://www.didapro.org/9/
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female vs. 5 male), have varied experience in using digital tools with their stu-
dents: Experienced (6), Moderately experienced (9), Weakly experienced (5),
Not experienced (9). 23 participants reported that ScenoClasse is user friendly
application and that they are able to learn to use it very quickly.

3.2 Traces Model

The actions performed in ScenoClasse by participants are classified into cate-
gories: actions on scenarios (create a scenario, clone a scenario, delete a scenario,
print a scenario, etc.), actions on activities (create a new activity, update an
activity, create a simultaneous activity, etc.), actions on activity fields (fill in the
prerequisite skills, the related resources, the required materials, etc.) and finally
actions that are at the platform level (create an account, search for a scenario,
etc.). All these actions have been coded and are traced and stored in a dataset
when performed by the user.

3.3 Analysis Process

Fig. 2. Two-step analysis process

We have pursued a two-step analysis process (see Fig. 2). First we used clustering
in order to partition our dataset in clusters, then we applied the frequent pattern
mining on each cluster to label them and thus make them more readable for
human. The process of clustering was based on first exporting the dataset in CSV
format, normalizing the values of the attributes, selecting the relevant features,
performing clustering using the k-means algorithm [9], and finally evaluating
the performance of the centroid based clustering. For the pattern mining, we
prepared the dataset and we used the FP-Growth operator that calculates all
frequently-occurring item-sets, using the FP-tree data structure [6].
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4 Evaluation of the Two-Step Analysis Process

The two-step analysis process was evaluated using teachers data. A dataset of
498 activity traces was obtained from teacher’s temporal interactions with Scen-
oClasse during the workshop at Didapro9.

From the actions mentioned above, three features were selected for clustering
the participants: the number of times each participant has visualized activities
#view activities, the number of times each participant has opened the activ-
ity solutions #consult solutions, and the number of times each participant has
cloned an existing scenario and modified it #clone scenarios. These features were
selected after trying several other features. They allow us to obtain a good clus-
tering performance. The traces of both evaluations were analyzed using Rapid-
Miner Studio.

Fig. 3. Frequency of actions performed by the teachers using ScenoClasse

4.1 Clustering

As mentioned above, we decided to collect teachers’ usage behaviours using
ScenoClasse.

Teacher’s actions were clustered with the K-means clustering approach [9]
to categorise teachers with their behavior in using scenarisation platform. To
maximize the average centroid distance with high interpretability of the clusters,
four clusters (average centroid distance= -0.763) were selected.

In order to answer QR2, we analysed the following clusters that were mainly
composed from 51 separate working sessions (one participant can have more than
one working session)(see Fig. 4).
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Fig. 4. A. The scatter plot showing Clusters B. The features that label each clusters

– Cluster 0: participants who were mainly interested in copying scenarios and
less in consulting existing scenarios (12 working sessions).

– Cluster 1: participants who explore the platform, they tested different func-
tionalities (23 working sessions).

– Cluster 2: participants who are interested in the activities, their descriptions
and sometimes their solutions (8 working sessions).

– Cluster 3: participants who were mainly interested in the solutions of the
activities and less in their description in terms of competences or others (8
working sessions).

4.2 Pattern Mining

As mentioned above, we applied the FP-Growth algorithm in order to find
all frequently-occurring sequences of teachers’ actions. As we can see in Fig. 3,
the number of #View activities is highly greater than other actions -which is
expected- since in the two workshops, teachers haven’t much time to do several
actions other than visualising activities in high frequency (frequency=219) and
many more actions in less frequency. We can observe that the second frequent
action after #View activities has a frequency of 50. So as not to distort the
results, we excluded the #View activities from the columns of actions while
performing the FP-Growth.

In fact, the amount of available data forced us to limit the features (in our
case 3: #View activities, #clone scenarios, #consult solutions) which made the
clustering result easy to read. But if we are in a context where we have a lot
of interaction data (massive data), we would have the possibility to define more
features and therefore we will need pattern mining to label the clusters. Thus,
the preliminary pattern mining results (see Fig. 5) are consistent with what we
observed on the clusters, but need to be applied on massive data to be easier to
read and to be more accurate.
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Fig. 5. Pattern mining on each cluster

4.3 Discussion

The exploratory analysis revealed many usage behavior patterns. As explained
in Sect. 3.3, the process was first performing clustering, then labeling each cluster
using FP-Growth.

– Users who create scenarios by clone are less likely to visualize activities. In
fact, the blue line that represents Cluster 0 in Fig. 4 B shows that the number
#clone scenarios is highly larger compared to the number #View activities
and #consult solutions which are almost close to zero in this cluster. These
results are verified while applying the FP-Growth algorithm on Cluster 0
from Fig. 5), where we can see the number #clone scenarios dominating the
“TRUE” values of the scatter plot. Thus, we label this teachers behaviour
pattern by “Adapters”.

– Users who are exploring the platform, they test all of its functionalities. This
pattern is represented by the light green line of Fig. 4 B. It represents Cluster
1 and shows that the number of three features is almost equal in this cluster
which means that users are doing all the actions. Thus, we can label this
teachers behaviour pattern by “Explorers”.

– Users who tend to learn new things, they visualize the different activities and
scenarios. This pattern is represented by the dark green line of Fig. 4 B. It rep-
resents Cluster 2 and shows that the number #View activities is highly larger
compared to the number #clone scenarios and #consult solutions which are
very low in this cluster. Moreover, the result of FP-Growth on Cluster 2 from
in 5 shows the values #View activities dominating the “TRUE” values of
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the scatter plot that verify our findings in the process of clustering. Thus, we
label this teachers behaviour pattern by “Viewers”.

– Users who want to be reassured about their ability to solve activities, they
are mainly interested in consulting solutions of the activities. This pattern
is represented by the red line of Fig. 4 B. It represents Cluster 3 and shows
that the number #consult solutions is highly larger compared to the number
#clone scenarios and #View activities. Likewise, these results are verified
while applying the FP-Growth algorithm on Cluster 3 from Fig. 5), where we
can see the values #consult solutions dominating the “TRUE” values of the
scatter plot. Thus, we label this teachers behaviour pattern by “Beginners”.

5 Conclusion and Future Work

The work presented in this paper deals with the teachers’ usage behaviors using
a scenario-based platform. The platform can determine how teachers use the
online features available, which part of the platform has greater acceptance,
and which functionalities are more useful for teachers. This knowledge allows
researchers to make decisions and plan actions about the platform; these deci-
sions and actions could cover several aspects, such as providing help to teachers,
promoting interesting features to increase user engagement and engage more
users, create learning scenarios adapted to users’ detected needs, etc.

In conclusion, this research is a first step into investigating teacher’s behav-
iors with a scenario-based platform. The results showed that teachers present
different usage behaviors while using ScenoClasse. Depending on their behav-
iors, they can be adapters, explorers, viewers or beginners.

These results must be considered in light of the limitations of our methodol-
ogy. For example, since teachers were in a 45-minute workshops, it was difficult to
extract a stable patterns. On the other hand, having more teachers using Sceno-
Classe with knowing their background allows us to identify more interesting and
accurate patterns.

After identifying the patterns, our future work consists of repeating the same
process with a larger number of intern school teachers through two semesters,
also we will go through personal interviews in order to determine the accu-
racy of each feature or interesting pattern. This new study will answer our next
research question: What kind of support should be provided to teachers (espe-
cially novices) to help them develop a pedagogical scenario using a scenarisation
platform?
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Abstract. This article describes the Compete! educational game, developed
within the European Erasmus + framework, which aims to teach soft skills to
higher education students to increase their employability. A participatory learning
methodology based on a gamification tool has been used for this purpose. The
game presents a series of scenarios that describe social sustainability problems
and require applying of soft skills identified as key competences in a field study
across different European countries. These competences are: creative problem
solving, effective communication, stress management, and teamwork. On com-
pletion of each game scenario and the game itself, students receive an evaluation
of both their soft skills and the strategic and operational decisions they have made.
In the evaluation of these decisions, both economic and sustainability aspects of
the decision are assessed. The teacher can then address the competences and sus-
tainability issues using the different scenarios of the game, thus creating higher
motivation and deeper understanding amongst the students. This hybrid learning
methodology incorporates digital tools for the cross-curricular teaching-learning
of sustainability and soft skills. It is therefore a methodology that promotes the
SDGs.

Keywords: gamification · serious games · Erasmus + · sustainability · soft
skills · higher education

1 Introduction

The modern labor market demands greater skills from its workers. These transcend aca-
demic and technical knowledge and have begun to incorporate soft skills [1]. These have
progressively become a marker for increased employability [2–4]. In this context, the
introduction of these skills in higher education has proven to be challenging [5]. Among
these soft skills are problem-solving, stress management, effective communication, and
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teamwork, which are essential for students to find good jobs and continue updating their
skills. In addition, it must be considered that technological change implies opportunities
and increases productivity in a global market, where there is great competitiveness and
supply of jobs that require hard or technical skills but also effectiveness and efficiency
in the work, being necessary to interact with other individuals, which are achieved with
soft skills [6]. Among these soft skills are problem-solving, stressmanagement, effective
communication, and teamwork.

Approaches to improving students’ soft skills include the provision of learning tech-
nologies and gamification as a learning technique, which can help them succeed in a job
market immersed in a global economy [7]. This has been demonstrated by previous work
focused on the development of pilot courses to enhance students’ intrinsic motivation
for online learning during the Covid 19 pandemic [8].

Compete! is a serious game aimed at raising awareness among higher education
students of the importance of soft skill competencies and their impact in professional
and personal settings, focusing on the former. It has been developed within the European
Erasmus + framework as a participatory learning methodology based on gamification.
The videogame is a tool to help students critically apply soft skills and discuss their
impact in classroom settings. The game design emphasized giving the students feedback
on their decisions throughout the narrative it presents, in order to integrate assessment
in the game design [9]. This will help improve their understanding of the impact of their
decisions and how these reflect the acquisition of these skills. The goal is to help students
in their final year of university improve their skills towards their incorporation into the
workplace.

In this study, we present the design of this serious game, the soft skills included
in it, its storyline, and a description of how they are presented to the students. This
single player game (Fig. 1) can be played online through any internet browser. It can be
accessed and played through the Compete! project’s website1.

1 https://competeproject.eu/.

https://competeproject.eu/
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Fig. 1. Compete! Interface.

2 Game Design

Educational games must strike a balance between education and entertainment [10].
While ‘edutainment’ generally holds negative connotations [11], games must provide a
certain sense of fun to the player. In order to achieve skill acquisition while providing
a fun environment, first a study of which soft skills were to be included was developed.
Having selected these, a storylinewas designed tomaximize their impact. Finally, assess-
ment methods were developed for the game based on soft skill competency acquisition
measurements.

2.1 The Soft Skill Selection

The soft skill framework design for Compete! [12] was based on the four categories
outlined by the eLene4work taxonomy [13]: social, personal,methodological, and digital
skills. These categories were presented to 500 enterprises and 350 recent graduate higher
education students in order to identify which skills were deemed the most relevant in
the labor market [14]. The selected soft skills were creative problem-solving, effective
communication, stress management, and teamwork. Each soft skill competency was
divided into four basic behaviors [15]:

– Creative problem-solving: the ability to come up with unusual or clever ways to solve
a problem. This competence helps solve novel, ill-defined problems in complex, real-
world settings. The basic behaviors of this competency are problemdefinition, creative
alternatives, and decision and action plan.

– Effective communication: the ability to convey a message to a person or group in
an effective and efficient manner. It is the process of exchanging ideas, thoughts,
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knowledge, and information in such a manner that the purpose and content of the
message is fully shared and understood by the receiver. The basic behaviors of this
competency are logic, empathy, and trust.

– Stress management: the ability to deal with stress-inducing situations and the subjec-
tive experience of stress, using rational arguments and tools to identify the strengths
and weaknesses of alternative solutions, conclusions, or approaches to problems. It
is related to the capacity to set priorities and the effective use of time and resources.
The basic behaviors of this competency are resources, priorities, and timeline.

– Teamwork: the ability towork together in a groupwith other people, using cooperation
for mutual benefit, and collaboration as a deeper communal effort toward a shared
goal. Teamwork involves the capacity to count on other people’s ideas and capabilities
and coordinate different actions to achieve the team output. The basic behaviors of
this competency are common goals, team spirit, and team organization.

2.2 Storyline Structure

The storyline designed for Compete! gamifies the approach to soft skill competency
acquisition. The story revolves around sustainability and choices given to the players will
have both a social and economic impact. The narrative is divided into two introductory
tasks and ten challenges. The initial challenges help introduce the player to the game.
Each challenge is a unique scenariowhere a social or environmental problem is presented.

The player takes the role of a new Project Manager on the Island of Allpa Kawsay,
inspired by Ecuadorian territories. This position requires advising the local government
and helping them develop the local economy sustainably while keeping the residents
happy.

The initial introductory tasks present the setting, the office from where the player
will work, and the gameplay.

The challenges are the following:

1. The international investor: the player is offered the chance to build a hotel on a
beach that is part of a natural reserve.

2. Better fish to fry: Fish reserves are depleted in local waters.
3. High voltage: The island has a power shortage. An adequate energy source must

be chosen.
4. Deep waters: Island water supplies have been polluted by the local mining industry.
5. Rubbish: The island’s only landfill is full and the lack of proper on-site waste

management is contributing to rising pollution levels.
6. Naturally, a disaster: Rising pollution triggers a volcanic eruption which, in turn,

causes a tsunami. The player must act and help solve the crisis.
7. Poachers: An international mafia wants the locals to smuggle a rare bird for them.
8. Sea Level Rising: Water levels are at an all-time high, something must be done

before the island drowns.
9. Deforestation: Forests are being consumed by farms and timber production.
10. Slave trade: The lack of local opportunities and the many crises put the inhabitants

at risk of falling into human trafficking and modern slavery abroad.
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2.3 Game Structure

Thegame introduction is comprised of two introductory tasks that help the player become
familiar with the storyline and the gameplay. After them, he is presented with the core
of the game, which are the ten challenge scenes. Each challenge follows an identical
structure (Fig. 2). The structure is as follows:

1. The challenge storyline is presented.
2. The player is given a task. He must pick between two possible choices to complete

it. Each choice helps measure specific soft skill competencies.
3. Counselors give their opinion of the best course of action.
4. Player decides which counselor gives him the best option. This choice will be

assessed based on its sustainability and social impact.

Fig. 2. Game structure.

After the final challenge, the players receive feedback on their results.
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2.4 Competency Measurement

Soft skill competencies are measured independently from social and economic impact
of the decisions the player makes.

Soft skill competencies are measured in three dimensions. Each of these dimensions
is measured using a binomial right or wrong (a or b) decision. Social and economic
impact are measured through sustainability and island happiness. Sustainability refers
to the economic impact of the decisions made by the player. Island happiness is the
social impact of their decisions. Both are linked by the answer given to the competency
measurement task. The correct answer will give the player access to the best option in the
decision section. If the incorrect answer is chosen, the option that would have awarded
the player the maximum number of points will not be available. That counselor will
explain why they cannot offer advice. Giving competencies a real-life impact reflects
how people who have developed their soft skills have better opportunities to achieve
results when they are involved in a project.

Each competency is measured a total of three times on a 4-star scale. On each
occasion, a different aspect of it is emphasized. Each competency has two elementsworth
one star and one core element worth two stars. Stars are awarded based on choosing the
correct path when faced with a task during a challenge. This results in a maximum of 4
stars per competency. Their distribution can be found in Table 1.

Table 1. Competency point distribution per challenge.

Challenge Creative
problem-solving

Effective
communication

Stress management Teambuilding

Puzzle 1 1 star

Puzzle 2 2 stars

Challenge 1 1 star

Challenge 2 1 star

Challenge 3 1 star

Challenge 4 2 stars

Challenge 5 1 star

Challenge 6 2 stars

Challenge 7 1 star

Challenge 8 1 star

Challenge 9 1 star

Challenge 10 1 star

Total 4 stars 4 stars 4 stars 4 stars

Soft skill competency scores are shown in a style similar to the one presented in
Fig. 3.
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Fig. 3. Soft skill competency scores.

Economic and social impact are measured from 0 to 15 points. In each challenge,
the player must listen to his counselors and decide whose advice he will follow. These
choices will impact the amount of sustainability and island happiness points. As there
are five counselors, there are five possible choices (Table 2), which distribute points in
the following manner:

1. 0 Sustainability, 0 Island happiness (0S + 0Ih): the choice neither develops a
sustainable economy nor increases island happiness.

2. 1 Sustainability, 0 Island happiness (1S + 0Ih): the choice is good for a sustainable
economy but has no positive social impact.

3. 0 Sustainability, 1 Island happiness (0S+ 1Ih): the choice does not improve the local
economy in a sustainable way but does have a positive local impact.

4. 1 Sustainability, 1 Island happiness (1S + 1Ih): the choice is both sustainable and
will be socially positive.

5. 1.5 Sustainability, 1.5 Island happiness (1.5S + 1.5Ih): the choice is sustainable,
socially positive and has the extra advantage of being a creative andwell-thought-out
option.

Table 2. Distribution of points and counselors for each challenge.

Challenge 0S + 0Ih 1S + 0Ih 0S + 1Ih 1S + 1Ih 1.5S + 1.5Ih

Challenge 1 Noelia Francesca Martin Yarik Greta

Challenge 2 Greta Francesca Martin Yarik Noelia

Challenge 3 Noelia Greta Yarik Martin Francesca

Challenge 4 Francesca Greta Martin Yarik Noelia

Challenge 5 Martin Noelia Greta Francesca Yarik

Challenge 6 Greta Noelia Francesca Yarik Martin

Challenge 7 Martin Yarik Greta Noelia Francesca

Challenge 8 Yarik Martin Francesca Noelia Greta

Challenge 9 Noelia Yarik Greta Francesca Martin

Challenge 10 Greta Francesca Martin Noelia Yarik
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Counselors have each distinct personalities that affect how they react to each situa-
tion the player encounters. This creates a logic behind their suggestions, although their
personal views are never made explicit.

– Martin: the idealist.
– Greta: the realist.
– Francesca: money centered.
– Noelia: tourism specialist.
– Yarik: local activist.

2.5 Assessment

Each scene provides feedback to players regarding their choices (Fig. 4). These are
divided into two sections. The first one shares the results related to social and economic
impact, measured based on sustainability and island happiness of the chosen course of
action. The second half is related to the soft skill competency associated with the chal-
lenge. In this case, the feedback suggests other possible courses of action or reinforces
why the choice was adequate. In all cases players are encouraged to discuss the topic
among their peers.

Fig. 4. End of Challenge 1 scores.

After finalizing the tenth scenario, players access the Final Report section where
their total scores are shared with them and explained. These are the accumulation of the
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partial scores from each scene. The aim of the design is to highlight the importance of
the soft skill competencies and their critical behaviors in order to motivate the player to
further develop these skills (Fig. 5).

Fig. 5. Final report example.

External factors are measured independently during the game, from 0 to 15 points
each. At the end of the game, scores are added, and results are given according to the
following categories:

– Four stars (25–30 points): Expert
– Three stars (19–24 points): Professional
– Two stars (13–18 points): High potential
– One star (7–12 points): Beginner
– No stars (0–6 points): Newbie

Each soft skill competency is also awarded stars based on the results obtained in the
assessment of each related behavior. The explanations related to each behavior highlight
the choices the players have made and how they could have behaved differently in order
to increase their competency in that soft skill area. The result is an overview of all the
choices taken which can help players reflect on their overall behavior.

3 Conclusions

Compete! can be used in classroom settings as part of active teaching-learning in cross-
curricular environments. The game design fosters active dialogue which can be used to
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increase student engagement. This is achieved through a series of scenes that introduce
current topics of interest and which can create controversy regarding what would be
an adequate solution for them. Compete! aims to increase higher education student
employability by improving their soft skill competencies while also raising awareness
regarding sustainability issues embedded in the storyline. Given that choices made by
players have an economic and social impact, higher awareness of these issues is also
an expected result. Therefore, the game design and methodology promote Sustainable
Development Goals proposed by the United Nations.

Given that this is a pilot project, the study presents some limitations such as not been
able to include all sub-competencies. In addition, time limitations in game extension
may mean a lack of reinforcement of the learning of each competency. Future version
should address this difficulty.

The application of this gamification will provide first results about the level of acqui-
sition of each soft competence achieved by the students. Depending on this, it is planned
to adjust improve the gamification methodology, if necessary. In addition, it is planned
to extend the methodology used for the acquisition of other competences specific to each
knowledge discipline. Similar gamifications may also be designed for other academic
levels, such as master’s degrees and vocational training.

Acknowledgments. This work has been partially co-funded by the European Union, through the
Eramus+ Programme (GA 2019-1-IT02-KA203-062350).
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Abstract. English is the most spoken language in the world. Despite this, only
1.35 billion people worldwide use English as their first or second language of
communication. English is the world’s main language, 83% of the world’s pop-
ulation do not speak English. As a result, most people must spend considerable
money and time to learn English. Continuous practice ensures that the language
develops as often as possible. Developed, Pocket English Master (PEM) mobile
app assumes the role of a full-fledged English teacher to solve the above problems.
This application entails conducting an early assessment of the student’s present
English competence and directing him or her to the appropriate class. Using arti-
ficial intelligence, a curriculum is created that matches the knowledge level of
the students. The application enables students to complete learning activities at
their convenience by evaluating the student’s learning style using artificial intelli-
gence and making the student’s daily activities efficient and aesthetically pleasing
using reinforcement learning and algorithms. This includes an artificial intelli-
gence component to improve students’ ability to speak and read English as well
as their ability to engage in natural relationships. Also, the app incorporates aug-
mented reality, real-time handwritten text scanning, and real-time grammar and
spelling error correction.

Keywords: Reinforcement Learning · Augmented Reality · Artificial
Intelligence · English Learning · mobile

1 Introduction

English is the most spoken language in the world. English can also be recognized as
the language of international communication. 67 different countries use English as their
official language and 1.5 billion speakers can be found worldwide [1]. Additionally,
English is the most often used language digitally and in commercial communication.
English is the primary major language used in publishing scientific research articles,
accounting formore than 85%of all research publications. It is the international language
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used for trade and commerce. In addition, international trade and business are conducted
officially using English. Even in the IT sector, many software applications are written
in the English language, and people connect in English with their colleagues or other
software experts working around the world [2]. Under the tenets of social distance,
all face-to-face lessons were halted because of the continuing COVID-19 pandemic
[5]. Students started adopting e-learning platforms to finish their education as a result.
Language learning has greatly benefited from e-learning. There are a ton of resources
available to students online to help them learn English or other languages. Because there
aren’t many opportunities for pupils to engage with others, they improve their English
by reading and listening to pre-recorded materials [2]. Speaking Bots will someday
become the ideal English language study companion thanks to recent technological
developments, enabling students to learn whenever and wherever they choose [6].

There are many different online platforms available for studying English. Although
there are several web-based applications containing lessons, sample tests, and solutions,
learner-specificmobile apps are still not readily available.When thinking about language
learning, it is essential to have a platform that is effective and efficient, adaptable to all
circumstances, and engaging with the user.Without interacting behaviours, learners can-
not improve their language skills. Additionally, using that platform would be useless in
the absence of adaptive behaviour. Even though there are many learning platforms, they
do not engage the learner in an adaptable way since each user’s level of language profi-
ciency and learning style vary. The system does not adapt to the demands of the learner,
for example, if he or she has trouble with spelling or grammar. A further comparison of
the top-rated systems is detailed in the table below (Table 1).

It is important to have adaptability in English-leaning platforms when considering
all the aforementioned factors. Speaking is one of the four macro skills necessary for
effective communication in any language, especially when the speakers are not speaking
in their native language. English speaking skills, especially in the digital age, should be
taught along with other skills. Due to the significance of speech, Bailey (2005) and
Goh (2007) proposed new curriculum design and teaching methods to promote speech
development [3].

There are several techniques to pick from when it comes to reading handwritten
writing. Hidden Markov models and integrated segmentation recognition algorithms
are only a couple of examples. Adversarial Feature Enhancing Network for End-to-
End Handwriting Passage Recognition is a research paper that proposed an end-to-
end handwriting passage recognition system that is relatively quick called AFEN. It
also introduced a module for feature extraction with a multi-scale receiver field for
offline handwriting passages. It effectively manages identification-related concerns and
a modified module for the Shared Feature Extractor to gather multilayer starting features
[4].

One of the most efficient ways to learn English is through picture description.
Describing paintings or other art pictures is something for the advanced learner ofEnglish
as you also must talk about the artist’s intention and the impression on the viewer. The
picture description generator’smain goal is to help users develop their picture description
and analytical thinking skills. The picture descriptor generation component is developed
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Table 1. Comparison of existing systems.

Dualingo Speak and
improve

Preply Cambly

Specific to English
language learning

No - Multi
language
learning tool

Yes Yes Yes

Consider the
pre-knowledge in
English

Yes No No No

Provide Real-time
conversations

No No - It asks
random questions
from students

Yes -
Conversations
with native
speakers

Yes -
Conversations
with native
speakers

Detect real-time
grammar and
mispronunciation in
speech

No No - provides
feedback but does
not clarify
mistakes

Yes - Real user
checking

Yes - Real user
checking

improves speaking,
listening, thinking,
writing, and reading
skills

Yes No - Based on
speaking

No - Based on
speaking

No - Based on
speaking

Reinforcement
Learning

No No No No

Detect errors in
handwritten text

No No No No

Provide a picture
description
generator

No No No No

Speech to Text Yes No No No

Text to Speech Yes No No No

using machine learning, computer vision, convolutional neural networks, and image-
captioning AI. All these skills work together to improve communication with native
English speakers and other members of the international community. Various systems
offer services for language learning. However, they have several restrictions, and their
degree of accuracy is in doubt. These online resources fall short of what students need.
PEM proposed mobile application can fill the above-mentioned gaps in English lan-
guage learning. Mainly PEM provides students with an adaptive learning environment,
conversational speaking bot, image description generator and handwritten text capture
component to improve their English language skills.
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2 Literature Review

Teaching and learning have been profoundly affected by the development of informa-
tion and communication technologies (ICTs) and digitalmedia. E-Learning is commonly
used to refer to the process of acquiring knowledge through modern media technologies.
Utilizing technology-enhanced learning and teaching systems, technology-enhanced
learning enables students to acquire knowledge and skills with the aid of instructors,
tutors, learning support tools, and technological resources [7]. Due to their capacity to
assist Information technology (IT) educators in rethinking and changing their courses’
learning designs to give more relevant learning experiences for their students, the value
of e-learning systems has been underlined more. Students can take an active role in
the learning process with these tools. According to a study, “E-Learning has grown in
several ways in the fields of education, business, and training, and has varied connota-
tions across disciplines. E-learning can assist students in completing their educationwith
greater flexibility and convenience than traditional classroom learning” [8]. E-Learning
is a dynamic educational medium and a fer-tile area for research on its influence and
effectiveness on student knowledge acquisition and instructional strategy. Numerous
businesses use E-Learning to educate their employees, whilst educational institutions
use technology and the internet to enhance the quality of instruction [9].

The increasing prevalence of mobile phones and computers improve educational
opportunities. To date, however, mobile platform learning has overcome time and place
limitations and is extensively used by educators and students. As an innovative method
of learning, mobile learning has garnered the attention of numerous academics both
domestically and internationally, particularly in the field of foreign language acquisition
[10]. Mobile learning is a form of education that can occur anywhere and at any time
usingmobile devices.Mobile computing devices utilized inmobile learningmust be able
to efficiently convey educational content and facilitate communication between teachers
and students. As soon as the concept of M-learning entered the field of educational
technology, it garnered a substantial number of researchers who examined it from a
variety of angles. The foundation of mobile learning is digital learning, a subset of
digital learning. Second, mobile learning not only shares all the characteristics of digital
learning but also distinguishes itself by allowing learners to study freely, at any time and
in any location, for a variety of purposes and using a variety of methods. Moreover, m-
learning has connectivity, situational, convenient, personalized, and interactive learning
characteristics.

3 Methodology

The research outcome is adaptive English language learning mobile applications which
guide to improve the English skills of learners. This application consists of four core
functions to enhance the learning experience. Python language was used for the devel-
opment of the ML models and the mobile application was developed using the react
native framework. The system architecture can be seen in Fig. 1.
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Fig. 1. System Architecture

3.1 Adaptive Learning Component

Due to the unique nature of the language learning process, we must consider the learner
more than with other types of education. Consequently, the main problem is found in
the absence of an adaptive learning system that provides user-specific content based
on the characteristics of the users. The problem analysis made it abundantly clear that
most English learners are prepared to study the language online and that they hope
for a more flexible learning environment that allows them to acquire more knowledge
independently. The adaptive learning component focuses primarily on providing the
user with an adapted experience by assessing their prior knowledge and current learning
behavior. It can offer individualized information such as homework, quizzes, exercises,
and curriculum.

The main idea behind this component is to gather user information, utilize machine
learning to assess it, and then provide the user with an accurate and suitable route.
Prior to anything else, the following information is collected as the student interacts
with the e-learning environment: user id, username, full name, email address, and birth
date, learning goal. The information from the learner profile is utilized for tracking the
learner, giving the necessary information, and modelling the adaptability depending on
the learner profile. This will be continuously updated with data of learner characteristics.
Once the user logged into the system for thefirst time, the learnerwill be taken through the
English quiz to identify the learner’s prior knowledge. This quiz will consist of speaking,
writing, grammar, and listening activities. Then the learner will be guided through to
his desired level according to the score of the quiz. After that as the user progresses
through the learning process, the component will analyze learner characteristics such
as learner behavior, and prior knowledge and provide resources according to the user.
The foundation of the adaptivity domain, the reinforcement learning (RL) model, will
employ these learner attributes as input.

Learning occurs naturally as a result of an agent’s interaction with its environment
in RL [11]. States and actions build up the environment. To optimize rewards delivered
during the learning process, the agent interacts with the environment in a specific and
strategic way. Situations are mapped into actions, Similar to other learning methods. The
learner or agent determines the best course of action to pursue given the boundaries of
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the environment. The agent must actively perceive its surroundings and select the action
that will maximize the reward function for a given state in that environment. The agent
state is updated, and a new state is acquired when the appropriate path of action has been
adopted.

In this research, the Q-learning algorithm is used to implement reinforcement learn-
ing. According to Balasubramanian Velusamy, The Q-learning off-policy RL technique
seeks the best course of action in the context of the current circumstances [12]. Q-
function returns a fixed value at the beginning of processing; as it progresses through the
transition, new values are computed as agents are rewarded, thereby updating a Q-table
with these new values.

Q function is denoted by,

Q(st, at) ← Q(st, at) + α
[
rt+1 + y max Q(st+1, a) − Q(st, at)

]

where,

t – Present or Current state
t + 1 – the Next state
Q (st, at) – the Q – values for the current state
R (St, at) – Reward after performing an action at in St
α – The rate of learning (0 � α � 1)
γ –Discount factor deciding the significance of the future and upcoming possible rewards
(0 � α � 1)

The RL architecture begins with the extraction of various phases of the learner’s
attributes. These are recorded as part of the learner logs, which are utilized for a variety
of computations that inform reinforcement and, consequently, the learning path. Learn-
ers in the guided learning process will have the opportunity to attend online lessons,
complete assignments, take tests, and submit when applicable. The model recognizes
the learner’s interactions and selects the optimal resources for the learner, based on their
activities at specified moments and states. This is done for the learner to receive the max-
imum possible reward based on the state-action space. This process is repeated until the
optimal path based on the students’ combined learning attributes is identified. In the Q
learning model, environment states consist of lessons, quizzes, assignments, and actions
consisting of next, stay, previous. For this Considerable state action space is available.
With the optimal policy generated based on learner attributes and the learner profile
logs, the model will then give per-learner adaptability based on the learner’s learning
characteristics.

The main output of the adaptive learning component is providing the best next possi-
ble path to the user by analyzing user behavior and characteristics. Once the user logged
into the system the first-time user gets to quiz and from that quiz user is categorized
into levels. After, the user gets the curriculum according to level and when the learner
progresses through the learning process model analyzes learner behavior. From that
analysis, the model gives the next possible lesson or activity to the user.
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3.2 Conversational Speaking Bot

The conversational speaking bot component can conduct realistic conversations with the
student and the speaking bot based on a scenario (e.g., a conversation at a train station)
to practice speaking English. Based on the student’s answers to the questions asked by
the bot, the chat detects the student’s mispronunciations and grammatical errors. The
speaking bot always greets the student and starts the conversation.When the student talks
to the speaking Bot, the audio will be converted to text and the conversation will appear
on the screen. As the student’s part of the conversation appears on the screen, grammar
and mispronunciation are highlighted and the correct pronunciation is suggested for
students to listen to. If the student wants to listen to the bot speaking back, the displayed
text is converted to audio and the student can listen to it. Also, feedback will be given
based on the conversation at the end of the conversation.

Speech to Text (STT), The Facebook AI team published the Wav2vec voice encoder
model in late 2019. The model has been updated since it was first created to use the
Transformers architecture, and a multilingual version has had the model retrained in
12 different languages. This proposed subcomponent uses Wav2Vec 2.0 Large (LV-60)
and e Libri Speech dataset contains 960 h of long audio files for the English language.
The encoder network and the context network are the core two distinct networks that
makeupwav2vec. Contrastive predictive coding is the concept underlyingwav2vec train-
ing.Wav2vec uses a contrast loss that implicitly models the mutual information between
context and future audio samples rather than actively predicting the future like a gener-
ative pretrained transformer (GPT) and specifically modelling the audio waveform. The
conversational speaking bot is using LibriSpeech pre-trained dataset. The dataset has
960 h long audio samples. It used Wav2Vec 2.0. Wav2vec model is important because
it is one of the most successful efforts to date to integrate self-supervised learning into
the voice processing industry. For training, the LibriSpeech 960h dataset was obtained
using the wave2vec model with a Word Error Rate (WER) of 1.8/3.3%. According
to experimental findings, FastSpeech 2 can train users three times as quickly as Fast-
Speech. Furthermore, in terms of speech quality, FastSpeech 2 and 2s beat FastSpeech,
and FastSpeech 2 can even exceed automated regression models.

Text to Speech (TTS), What this component does is the speech synthesizer, which
means it generates spoken language based on text input. The LJ Speech Dataset is used
as the dataset for this component. This model has been trained based on the Multiple
Speakers Synthesizer concept for better accuracy. Also, the Fairseq tool kit has been
used for this component. The sequencemodelling toolkit Fairseq(-py) enables academics
and developers to train unique models for tasks including translation, summarization,
language modelling, and other text production. Its core technology is PyTorch. With an
accessible torch. Hub interface, it offers pre-trained models for language modelling and
translation. Using the Fairseq toolkit, they implemented the FastSpeech 2model used for
this Text to Speech component. For duration prediction (to provide more information
as input) and knowledge distillation (to simplify the data distribution in output), the
FastSpeech model relies on an autoregressive teacher model. This can help with the
one-to-many mapping problem in TTS, where multiple speech variations correspond to
the same text. It generates a direct Speech waveform parallel to the text, it’s a completely
end-to-end return conclusion.
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Chat Bot, The Facebook Blenderbot 400MDistill model is used for the chatbot com-
ponent. It is a Natural Language Processing (NLP) Model implemented in the Trans-
former library. This model is implemented using the DistilBERT transformer variant.
DistilBERT is a BERT-based Transformer model that is compact, quick, affordable, and
light. Distillation is the technique adopted by DistilBERT. Once a big neural network
has been trained, the idea holds that its whole output distributions may be accurately rep-
resented by a smaller network. A skilled conversationalist smoothly combines a variety
of abilities necessary for a successful discussion, including offering interesting talk-
ing topics, actively listening to their companions, asking and responding to questions,
and exhibiting expertise, empathy, and personality when appropriate. All of that can be
achieved using the Facebook Blenderbot 400M Distill Model. The DistilBERT model
preserves over 95% of BERT’s performance as determined by the GLUE language com-
prehension benchmark while running 60% quicker and with 40% fewer parameters than
Bert-base-uncased.

Detect Mispronunciation, The T5 model was used to detect mispronunciations. It
compares the generated word and the vocabulary word to detect mispronunciations.
A Text-to-Text format is required for that. T5 is a Transformer-based architecture that
applies a text-to-text method and is also known as Text-to-Text Transformer. Every func-
tion is framed as feeding the model text as input and training it to output some goal text,
including translation, question answering, and classification. This single Conversational
Speaking Bot component has been tested with 20 students and the component reached
76.8% accuracy.

3.3 Picture Description Generator

The picture description generator provides a platform to generate picture descriptions
for user-uploaded pictures. The photo description generator’s main goal is to help users
become more proficient in English and picture description. And here’s an example
(Fig. 2).

Fig. 2. Example of the picture description generator

The current existing picture caption generation systems are developed in such a way
that the system is only able to develop or produce single sentences. How the ‘Picture
Description Generator’ was developed by taking the Flickr 8K [13] as a data set and
then creating a custom single caption generator. What a single caption generator does
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is, first it will use an InceptionV3 model to process an image. Next, the caption will
be vectorized using caption vectorization, where the caption is taken as a numerical
representation, which then is saved as a pickle file. There are two modules used in
the process. A convolutional neural network will be used to create a dense layer while
the previously given feature set is converted into a respectable output. Then, using the
recurrent neural network, the encoded output will be decoded using a GRU layer and an
attention layer content set will also be generated. Then, by using the above-mentioned
encoder and decoder, a training model of a single sentence caption generator will be
created. The weights created by the single sentence generator and the custom built 600
multi sentence datasets will be used to fine-tune the existing single sentence generating
system into a multi sentence generator.

The picture description generator was tested using more than 100 image models
and the system performed by providing answers or captions matching the context of
the given image. To test the accuracy of the system, a standard called ‘BLEU’ [19] was
used. ‘BLEU’ is an algorithm that is used to evaluate the quality of the text translated
by a machine. Here, it can be used to test the quality of the machine-generated captions.
The quality of the captions generated will be given within the score of 0 and 1. All the
time the system was tested using the algorithm, the outputs got an average score of 0.4.

3.4 Augmented Reality Based Grammar Checker

The system that is being suggested is comprised of two primary subcomponents. The
first component is responsible for recognizing handwritten writing and pointing out
grammatical mistakes, and the second component makes use of augmented reality to
provide feedback on the text that has been recognized by the first component. We were
able to make it simple for the user to transition between digital and analogue media since
we combined these two components into one functional component.

The grammar checking module, the text detection module, and the text recognition
module make up the handwritten text recognition unit. A technique known as “character
region awareness” [20] was utilized in the process of text detection. This approach was
conceived with the assistance of a convolutional neural network that consists of 16 layers
(VGG-16). Then, the model was trained using Supervised training in order to become
more accurate. After that the transformer architecture was used for the text recognition
module. And it employs both an image transformer for the extraction of features from
images and a text transformer for the modelling of language. The DeiT [21] and BEiT
[22]modelswere used to performencoder initialization. TheRoBERTa [23] andMiniLM
[24] models were utilized to begin the process of initializing the decoder. LanguageTool,
which is a free and open-source project, uses the recognized text from the image and
loops through it to identify any grammatical or spelling errors.

After that, Google ARCore was employed to put the augmented reality component
into action. This takes the output of the text detection module, which is an array of
coordinates, maps it with the output of the LanguageTool, and then shows the proposed
changes on the screen.

The handwritten text recognitionwas tested usingmore than 1800 images in the IAM
[25] dataset and 347 images in the SROIE [26] dataset. In the IAM dataset, this model
achieved a character error rate (CER) of 3.42, and for the SROIE dataset, it achieved
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a CER of 4.22. And this model got a word accuracy of 93.4 on the ICDAR2015 [27]
dataset and an F1-score of 96.34. For the text detection model, it was able to achieve an
F1-score of 84.80 on the ICDAR2015 dataset.

4 Results and Discussion

The proposed system, PEM, consists of fourmain parts. The entire system is an activeRL
environment that allows English learners to experience a flexible and efficient English
learning environment. The RL component can identify learners’ early English literacy
and direct them to the right learning path. Further, the RL component suggests relevant
lessons to learners based on their progress. That means PEM provides customized lesson
plans to learners according to their learning style. The implemented Picture Description
Generator component helps learners improve their thinking and description skills. Also,
the Speaking Bot component enables learners to practice their speech without the help of
anyone else. It provides conversation training sessions based on incidents encountered
in daily life. The Speaking Bot component captures mispronunciations and grammatical
errors in the learner’s speech. Also, it provides feedback by considering the conver-
sation. Not just speech, PEM can capture handwritten text and detect grammar and
spelling errors. Various fields began to participate in the path to the future with current
technology as technical findings and developments grew rapidly. The lack of adaptive
e-learning systems to effectively learn English is a significant deficit in the education
sector. The target of PEM is to identify learner characteristics and deliver a learning
experience based on those characteristics, as well as to offer an efficient and effective
learning approach. Having access to an adaptive English language learning platform
that offers a personalized learning experience is a more effective means of achieving
a learner’s objectives. After developing the proposed application, unit tests, integration
tests, and user acceptance tests were conducted. For user acceptance testing, 20 users
participated and rated reading, speaking, listening, writing, grammar, pronunciation, and
user-friendliness according to their user experience. Figure 3 below shows the results of
the user acceptance test.

Fig. 3. User acceptance test summary
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5 Conclusion

PEM is providing unique features to the learners to enhance English language skills and
practice the English language. Mainly PEM provides an adaptive learning environment
to customize learners’ learning environment, a Picture description generator to generate
descriptions to user uploaded images, Conversational AI to practice speaking and a
Realtime Grammar checker to check grammar on handwritten texts. To implement those
features RL, augmented reality, and Artificial Intelligence are used.
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Abstract. The automated correction of assignments is a task that
received large support from artificial intelligence. In previous research,
we approached the problem of automatically providing a grade and feed-
back to students in solving data science exercises, that resulted in the
development of the rDSA tool. In this paper, we discuss the first steps
towards the development of an adaptive system – based on the rDSA
tool – supporting the students’ formative assessment activities. In par-
ticular, we present the context of use, the requirements – elicited through
a study with a small cohort of students, the models enabling adaptation,
and the user interface. Finally, we evaluated the user interface through a
further study that involved both qualitative and quantitative measures.
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1 Introduction

The manual correction of solutions to assignments is a tedious and error-prone
task, in particular when involving a large cohort of students. Artificial intelli-
gence can be useful to support this task [8]: by automating the grading process,
teachers can be assisted in making corrections, and students can receive imme-
diate feedback and improve on their solutions before attending the exam.

In previous research [3,5,15–17], we approached the problem of the auto-
mated grading of assignments, made up of a list of commands written in R,
their respective output, and comments (written in natural language). To grade
them automatically and return structured feedback to students, we developed
the rDSA (r Data Science Assignments) tool, within the UnivAQ Test Suite
(UTS) system1. In this paper, we report the initial steps taken by the author
to improve the rDSA system, so as to provide assignments to students in an
adaptive framework. As known, adaptation in learning systems has a long tra-
dition [6,9,14] and offers advantages over more traditional methods [2,4,7,18].
Accordingly, the main motivation of this research is to improve the efficacy of
1 Available at URL https://vittorini.univaq.it/uts/.
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the rDSA tool during formative assessment, through adaptation, so to increase
the students’ learning performances.

In such a context, the paper initially describes the educational scenario
and the impact of the rDSA tool (Sect. 2). Then, it introduces the needed
background on adaptive technology (Sect. 3). Hence, following the User-centred
design (UCD) methodology [12], the paper summarises the context of use, reports
on a study with a small cohort of students used to elicit the system requirements,
and finally delves into the design of the models supporting adaptation (Sect. 4).
The paper ends with a discussion about the main results and the future work
(Sect. 5).

2 Educational Scenario and Impact

Several courses at the University of L’Aquila (Italy) have a specific topic about
executing statistical analyses in R and correctly interpreting the results into
the corresponding findings. In particular, the course explains how to (i) manage
datasets (i.e., import datasets from external sources, columns/rows selection,
basic arithmetic operations, conversion from continuous to categorical data),
(ii) carry out basic descriptive statistics (i.e., central tendency, dispersion, dis-
tribution), (iii) execute inferential statistics (i.e., confidence intervals, normality,
difference - parametric and non-parametric, association), (iv) perform basic tasks
of supervised learning (i.e., data preparation, classification, regression, valida-
tion), using R as the scripting language [10]. The course also proposes several
exercises, used for formative assessment, related to all the aforementioned topics.
For instance, the following exercise is related to the “central tendency” concept
of descriptive statistics:

Exercise: Let us consider the following dataset:

patient before after

1 211 181

2 200 210

3 210 196

4 203 200

5 196 167

6 191 161

7 190 178

8 177 180

9 173 149

10 170 119

The data regards a sample of 10 hypertensive patients (variable “patient”)
who receive an anti-hypertensive drug. We measure the systolic blood pres-
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sure before drug administration (variable “before”) and a few hours after
(variable “after”).
Calculate the mean of the systolic blood pressure after the administration
of the drug. Submit as a solution a text containing the list of R commands
with the respective output.

To solve the exercise, the student has to copy/paste the dataset into a spread-
sheet, import it into R, and then execute the following command (assuming the
student called the dataset “sbp”):

> mean( sbp$ a f t e r )
[ 1 ] 174 .1

In the educational scenario summarised above, we developed the rDSA tool
[3,5,15–17]. The tool supports formative and summative assessment as follows.
As for formative assessment, the tool provides students with both textual feed-
back and an estimated evaluation of the quality of the submitted solution [16]
and enables teachers to monitor the student’s progress with the assigned exer-
cises [3]. As for summative assessment, the tool supports teachers during the
manual correction of both exercises and exams. The educational benefits we
measured were manifold. For students, the tool supported their understanding
of the commands, the interpretation of the results, and – as a consequence – bet-
ter learning outcomes [15]. For teachers, the tool reduced their workload, both
in terms of correction times and errors, and in a decreased number of returning
students [17].

3 Adaptive Learning

Adaptive learning is the set of educational and technological methods that tailor
the learning activities and resources to the specific needs of each learner. It
refers to the type of learning where students are given customised resources
and activities to address their unique learning needs. Nevertheless, discussing
all concepts behind adaptive learning and adaptive learning systems is outside
the scope of the paper. Interested readers can refer to, e.g., the following papers
about adaptive learning systems [6,9,14] and a few recent studies about their
effectiveness [4,7,18]. On the other hand, given that the main objective of this
paper is to define the different models that enable adaptation, we present them
as defined in the work of Martin et al. [9]:

Learner model The Learner Model, also known as the student model, refers to
the learner’s characteristics of what a student knows and does. It includes the
learner’s attributes, preferences, knowledge and proficiency, as well as moti-
vational or emotional aspects of his/her behaviour, and other characteristics
useful to adapt the learning process;
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Content model Then Content Model, also known as the domain model, refers to
the content or knowledge base for the course. It involves the course’s concepts
and how they are related, as well as how the course content is delivered to
the learner;

Adaptive model The Adaptive Model, also known as the instructional model,
refers to the algorithm that assists in adapting the instruction, based on the
content and learner model. The objective of the adaptive model is then to
define what, when, and how adaptation occurs.

The definition of these models is the first task a designer has to complete
before starting the actual system development. In our project, to define them, we
adopted the User-centred design (UCD) methodology [12]. UCD is an iterative
design process in which designers focus on the users and their needs in each
phase of the design process. Usually, each iteration of the UCD requires to (i)
define the context of use (i.e., the actual conditions under which the tool is
used), (ii) specify the user requirements, (iii) produce the design solutions, and
(iv) evaluate the design against the requirements. In the next section, we report
on the results of the first UCD iteration.

4 Design

4.1 Context of Use

The context of use is almost straightforward. The users are students of data
science courses, using R as the scripting language. The task implemented by
the system is to support them in completing exercises preparatory for the final
exam. Regarding the environment, in the current version of the system [15],
students have both RStudio and the rDSA tool open in separate windows, they
copy/paste the work done in RStudio into the rDSA tool, so to receive feedback
and eventually submit the final solution.

4.2 Requirements

As discussed in the introduction, the general idea is to propose exercises using
adaptive technology. To define in the detail the user requirements, we defined
a structured interview, to be used with students of the “Information processing
systems” course, that already used the rDSA tool in the previous academic year.

The interview was organised in terms of a discussion around the following
four questions:

– The first question regards their opinion about introducing adaptivity dur-
ing formative assessment, presented as the ability of the system to provide
exercises that suit and stimulate the student;

– The second question is about the way in which adaptation should be provided,
i.e., if adaptation should be for the course as a whole or topic-by-topic;
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– The third question concerns three possible user interfaces. The first option
includes (i) the learning material, (ii) the performances of the student with all
exercises, (iii) the text of the exercise and (iv) the text area where to submit
the solution. The second proposal does not include the learning material,
while the third moves the performances of the student in the dashboard and
leaves only the text of the exercise with the area to submit the solution;

– The final question is about the possibility to substitute the text area where to
submit the solution, with a web-based interactive R console, so that a student
can directly launch the R commands and see the output.

Six students voluntarily accepted to answer the interview. Thematic analysis
showed that:

– adaptivity was unanimously considered useful, on the condition that the stim-
ulation should not become a frustrating experience, and that the different
backgrounds of students should be taken into account by the tool;

– the large majority of students preferred the topic-by-topic adaptation, seen
as more gradual and soft;

– the “minimal” interface was chosen by all students, even if a summary of the
performances was also considered interesting

– students were instead torn whether or not to include the web-based interactive
R console: on one hand, they do not want to lose all the facilities offered
by RStudio (e.g., history, environment, packages management, data import);
on the other hand, switching from one window to another was considered
annoying and distracting.

4.3 Models

According to the results of the above interviews, we hereafter report on the
content, the learner and the adaptive models.

Content Model. The content model is based on concepts, related to each other
as a tree, so to define prerequisites and a learning path that drives a student
towards acquiring all the required knowledge. Each concept is modelled by a
name, a short description, a set of links to the related learning material, and
the possible “child” concepts. The content model also includes exercises, each
referring to the related concepts. Each exercise contains a name, the text, the
correct solution, and a measure of its difficulty, called β. The difficulty is a
continuous value, where the higher the value, the more difficult the exercise is.
A difficulty equal to zero means a “fair” difficulty, a negative difficulty means an
easy exercise, and a positive difficulty means a challenging exercise. Basically,
exercises are short analyses, to be executed through R commands, that solve a
task related to a concept.
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Learner Model. The learner model includes the student’s characteristics
(matriculation number, name, course) and his/her knowledge/proficiency. As
for the latter, the learner model contains the ability a student possesses in:

– the basic computer science task (e.g., file-system management, copy/paste);
– in each of the concepts listed in the content model;
– solving the available exercises.

As already used in previous research [2], we indicate the student’s ability
with θ, measured as a continuous value. Similarly to the difficulty value β, the
higher the ability, the more proficient a student is. Moreover, an ability equal
to zero is the threshold for a sufficient ability, where a negative/positive value
indicates a low/high proficiency in the subject.

In addition, we store in the learner model all solutions given by a student to
all exercises with the achieved grade. As discussed, exercises of this kind can be
automatically corrected by the rDSA tool: even if the tool is able to return a
numerical grade with structured feedback, for simplicity, we only store the grade
as either a dichotomous (e.g., right/wrong) or polytomous (e.g., wrong, partially
wrong, correct) result, depending on the teacher’s choice.

In summary, Fig. 1 depicts the content and learner models using a Unified
Modeling Language (UML) diagram.

Fig. 1. UML diagram representing the content and learner models

Adaptation Model. The adaptation model has a twofold objective.
The first objective regards the difficulty of each exercise. This value can

be either fixed/initialised by the teacher, or automatically calculated. Different
methods exist to automatically calculate the difficulty. In our model, to estimate
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its value: if the exercise has a dichotomous answer, we use the Rash model [11];
if the exercise has a polytomous answer, we instead use the Rating Scale (RS)
model [1]. In short, according to these models, an individual’s response to a
dichotomous/polytomous item is determined by the individual’s ability and the
item’s difficulty2. Furthermore, such parameters can be estimated with statistical
methods, given an adequate number of answers already given to the exercises.

The second objective is to provide each student with the “best” exercises.
This task is performed in two steps:

– First, we select all the exercises regarding the first concept the student did not
practice or showed low ability. This choice respects the requirement regarding
what we called topic-by-topic adaptation;

– Then, we choose the exercise that – given the student’s ability – has a higher
but closest difficulty value. If more than one exercise satisfies the criteria, we
randomly choose one exercise among them. If no exercise satisfies the criteria,
we choose the exercise with the highest difficulty. The rationale is to respect
the requirement of proposing a challenging exercise (higher difficulty), but
not too much demanding and potentially frustrating (the closest difficulty).

Finally, the chosen exercise is removed from the pool of exercises available
for the next iteration. To keep the difficulty and ability values comparable, also
to estimate the student’s ability, we use the Rasch or RS model.

Table 1. Example of ability/difficulty calculation according to the Rasch model

Student EX1 EX2 EX3 EX4 EX5 p θ

S1 0 1 0 0 0 0.20 -1.39

S2 1 1 1 0 1 0.80 1.39

S3 1 1 1 1 1 1.00 ∞
S4 1 1 0 1 0 0.60 0.41

S5 1 0 1 1 0 0.60 0.41

S6 1 0 0 1 0 0.40 -0.41

p 0.83 0.67 0.50 0.67 0.33

β -1.61 -0.69 0.00 -0.69 0.69

As a matter of example, let us take into account Table 1. The part of the table
with a grey background summarises the answers given by the students (S1–S6)
to the exercises (EX1–EX5). All answers are dichotomous, so a value equal to
0 means a wrong answer; a value of 1 indicates a correct answer. Furthermore,
column p contains the proportion of correct answers given by each student, and

2 Only for the polytomous case, the RS model also includes thresholds between the
different values of the answer, but this topic is outside the scope of this paper.
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column θ has the estimated ability. Similarly, row p contains the proportion of
correct answers per exercise, and row β shows the estimated difficulty.

To understand how the ability is estimated, let us focus on student S1, that
answered correctly to only one exercise (over five). So, pS1 = 1/5 = 0.20. Accord-
ing to the Rasch model, the estimated ability is calculated as the natural log
of the ratio of the proportion of correct answers to the proportion of incorrect
answers:

θ = ln

(
p

1 − p

)

Therefore, for S1, we can estimate its ability θS1 = ln
(

0.20
1−0.20

)
= ln(0.25) =

−1.39. The straightforward interpretation is that the student’s ability is quite
low. Worth noting the case of S3: the student gave all correct answers, so his/her
ability is estimated to ∞.

A similar calculation can be followed to estimate an item’s ability. Let us
focus on the fifth exercise: only two students (over six) gave the correct answer.
Then, pEX5 = 2/6 = 0.33. According to the Rasch model, the item difficulty
is estimated through the natural log of the ratio of the proportion of incorrect
answers to the proportion of correct answers (the opposite of the ratio used for
the ability):

β = ln

(
1 − p

p

)

Therefore, for the first exercise, we obtain βS1 = ln
(
1−0.33
0.33

)
= ln(2.0) = 0.69.

This value suggests that the fifth exercise is quite difficult to complete.
Given the above, let us suppose we have a student S with an initial ability

of θS = −0.2. The student asks for an exercise:

– The adaptation model selects exercise EX3, because it has βEX3 = 0.00 and
it is the exercise with a higher but closest difficulty value;

– Let us suppose that S gives the right answer:
• The proportion of correct answers is pS = 1.0, then the estimated ability

becomes θS = ∞;
• The estimated difficulty for EX3 becomes βEX3 = −0.28, because pEX3 =

4/7 = 0.57;
• EX3 is removed from the pool of exercises available for the next iteration.

– The student requires another exercise: given that no exercise satisfies the cri-
teria (all available exercises have a difficulty lower than the student’s ability),
the adaptation model proposes the most difficult exercise, i.e., EX5;

– Let us suppose that S gives the wrong answer:
• Now, pS = 0.5 and θS = 0.0;
• Moreover, pEX5 = 2/7 = 0.29 and βEX5 = 0.92;
• EX5 is removed from the pool of exercises available for the next iteration.
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– The student asks for another exercise. Again, no exercise satisfies the criteria
(all exercises have a difficulty lower than the student’s ability). Among the
two candidate exercises (i.e., EX2 and EX4, the remaining exercises with
the highest difficulty level), the adaptation model randomly chooses one, say
EX2.

– Let us suppose that the student answers correctly:
• pS = 0.67 and θS = 0.69;
• pEX2 = 0.71 and βEX2 = −0.92;
• EX2 is removed from the pool of exercises available for the next iteration.

This adaptation model resembles the approach of computerised adaptive test-
ing, which has been successfully used by the author in previous research [2]. The
main differences are that (i) this model is related to a hierarchy of concepts,
rather than a single pool of items; (ii) the questions are not multiple-choice-
single-answers, but pieces of code that are automatically corrected by the rDSA
engine.

Accordingly, the role of the rDSA engine is (i) to provide structured feedback
to the student and (ii) to return either a dichotomous or polytomous evaluation of
the exercise, to be used to update the exercise’s difficulty, the estimated student’s
ability, and to suggest the next exercise as explained above.

4.4 Evaluation

Figure 2 depicts the current implementation of the interface to provide students
with adaptive formative assessment. The interface shows (from top to bottom):
(i) the concept being assessed (i.e., central tendency); (ii) the text of the exercise;
(iii) the text area where to copy/paste the solution; (iv) the button to ask for
the automated evaluation and feedback; (v) the currently estimated ability; (vi)
the button to proceed to the next exercise and the button to exit the adaptive
assessment.

It is worth pointing out that the current implementation is not complete. In
UCD, it is common practice to work with mockups or partial implementations
to be tested with the users, before the final system implementation. So far, the
interaction is fixed, i.e., the ability, the returned feedback and the exercise do not
depend on the solution entered in the text area. Anyway, it perfectly simulates
the behaviour of the system. When the interface will be finalised (in agreement
with the result of this study):

– the number of stars summarising the estimated ability will be deduced from
θ according to the following formula:

Ns =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if θ ≤ −3
1 if − 3 < θ ≤ −1
2 if − 1 < θ ≤ 0
3 if 0 < θ ≤ 1
4 if 1 < θ ≤ 3
5 if θ > 3
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Fig. 2. Current implementation of the adaptive formative assessment interface

An explanation of the chosen thresholds follows. An ability θ = 3 means –
in the Rash model, but similar considerations can be drawn with the RS
model – a ratio of correct answers p = 0.95; an ability θ = 1 ⇒ p = 0.73;
an ability θ = 0 ⇒ p = 0.5; an ability θ = −1 ⇒ p = 0.27 and an ability
θ = −3 ⇒ p = 0.05;

– when the student clicks on the button titled “Check solution and suggest
corrections”, the automated correction will be activated, a popup with the
grade (converted in a dichotomous or polytomous outcome) and feedback will
be opened, and the student’s ability and exercise’s difficulty will be updated;

– the area where the student can enter the solution will be a simple text area
available for copy/paste of the work done in RStudio, and not the interactive
web-based R console;

– when the student clicks on the button titled “Next exercise”, the algorithm
discussed in Sect. 4.3 is executed, and the selected exercise is displayed.
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The same students involved in the definition of the requirements were invited
to evaluate the interface. We first asked the students if the interface was as
expected. All students found the interface very similar to their expectations.
Then, we asked the student to rate how easy to use the interface was. To this
aim, we used the Single-Ease Question (SEQ) [13], i.e., a usability metric that
requires a rating from 1 to 7, i.e., from “very difficult” to “very easy”. On average,
the interface was evaluated with a score of 5.6/7, which is a very good result.
Finally, we asked them to provide a comment on how to improve the interface.
The comment from the two students that gave the lowest scores (i.e., 5/7) was
that a better rating could have been achieved by implementing the web-based
interactive R console. A further comment regarded the exercise structure: instead
of requiring importing a dataset for each exercise, they could be provided e.g.
via packages, so to let students focus only on the exercise. A final comment was
to add the percentage of correct exercises, together with the stars.

5 Conclusions

The paper presented the first UCD iteration regarding the design of an adaptive
system supporting formative assessment. Through two studies conducted with a
small sample of students, the author defined the requirements, the models and
the interface, the latter evaluated with qualitative and quantitative measures.
The evaluation was useful to assess if the requirements were correctly formalised,
and where/how to improve the interface before its deployment.

The main results show that students perceived adaptation as a useful support
to their learning process, as long as it does not become a frustrating experience.
Moreover, involving learners in the design process enabled us to elicit and refine
the requirements, as well as to define the user interface, to better fit their expec-
tations.

The next steps in the project are manifold, within a further UCD iteration.
Provided that the context of use does not need updates, we will proceed to the
development of a fully working version of the system, following the suggestions
already given by students. Then, we will proceed with a second evaluation, with
a new cohort of students, to assess the design choices (e.g., the number of stars
from the estimated ability), measure its usability, the students’ engagement, the
efficacy of the adaptation model, and – in the long term – the learning outcomes.
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Abstract. Videogames have proven their usefulness in numerous fields such as
education and training. This kind of videogames, usually called serious games,
can also be powerful classroom tools for raising awareness about complex soci-
etal issues (e.g., gender discrimination, sex stereotypes). In this paper we describe
the process followed to develop a video game to raise awareness about gender
discrimination. The videogame provide students with a first-hand experience of
what is feeling discrimination. With this shared experience, teachers can open a
discussion on the topic in a post videogame session. We describe the first for-
mative evaluation of the videogame with 26 users, showing some initial positive
results and initial feedback to continue working to improve the videogame. Once
validated the game will be accessible as open code to be freely used and even
adapt and localize it to different cultures. This work will help other researchers
who want to develop serious games to address social problems and also serves
as an example of the usefulness of video games in addressing complex problems
such as discrimination.

Keywords: Serious Games · Game Design · Awareness · Gender
Discrimination · e-Learning

1 Introduction

Gender discrimination, sex discrimination or sexism refers to a set of discriminatory
attitudes and behaviors focused at an individual or a group of individuals based on
their gender. It is recognized not only as a serious societal problem but also as a global
health issue. This type of discrimination is not only a personal belief based on individual
attitudes; it is also linked to each country’s culture and traditions, manifesting itself in
numerous society institutions. As a result, many of these sexist behaviors have become
normalized, making it a difficult problem to address [1].

This discrimination is more common in the case of women and is based on the gender
roles that society has traditionally created. In many cases, it is based on sex stereotypes,
where in most cultures men are more socially valued and more competent than women
in a variety of activities, leaving women for secondary roles such taking care of the home
and other people (e.g., kids, elderly) [1].

Sex discrimination is a complex problem prevalent across the world even if it varies
greatly across continents, countries, cultures and even social environments. Many pub-
lications distinguish between hostile sexism, benevolent sexism and ambivalent sexism
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[1]. But in all cases, this discrimination has serious consequences including inequality
and violence. For example, in the labor market, even in the most developed countries,
is reflected in the salary gap and the glass ceiling effect [2, 3]. Sexist behaviors in per-
sonal relationships are linked to couple violence (physical and psychological) [4, 5].
In education, women can be directly banned from school or discriminated when con-
sidering some disciplines such as engineering or STEM [6]. Because of these serious
consequences, sexism is a global problem that must be addressed at all ages, but we
consider that is especially important to create effective tools that can be used at school
to educate children breaking this vicious cycle that perpetuates the problem.

Serious games are video games with an objective that goes beyond entertainment and
have proven their effectiveness in very diverse fields such as research, defense, health,
business and education [7, 8]. Serious games have been used before to raise awareness
about social problems such as bullying and other issues related to human rights [9, 10].
Videogames have properties that make them suitable for use as powerful educational
tools. Among these educationally desirable features we can find [11, 12]:

• Videogames provide a joyful experiential learning. Videogames propose challenges
and conflicts that the player must overcome to advance, making the player want to
improve. They also increase in difficulty giving the player the feeling of advancing.

• Videogames’ feedback loop is short, the player gets an immediate response to all his
actions.

• The attention span that the player keeps on the activity increases.
• Video games show the player scenarios, personalities and events based on reality.
• The player can safely place themselves in risky scenarios and allow them to explore
the consequences of hazardous behaviors.

We use the features of video games to promote reflection on sex discrimination by
putting players into a situationwhere theywill feel discriminated.However, as previously
stated, sexism is a very complex phenomenon that presents itself in many contexts of
society and is also influenced by each country’s culture and society. It is also challenging
to develop resources that effectively address the issues associated with sexism because
students come in with bias and prejudices that need to be addressed. Our videogame
makes players experience the discrimination that a woman may face when she enters
the labor market for the first time after her STEM studies.

We believe that our work will help other researchers in: designing effective serious
games to address social issues; explaining the benefits of video games; and showing the
applications of games in educational context. To this purpose, Sect. 2 briefly describes
other video games aimed at address violence and discrimination and the design and
validation processes that are usually followed when developing them. Section 3 details
the developed game aswell as the process carried out for it, from its design to user testing.
Section 4 describes the results obtained and finally Sect. 5 discusses the conclusions
obtained from this work and its limitations.
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2 Related Work

In the literature we can find reference to several videogames that address gender violence
or gender discrimination as a main theme. However, many of these games are no longer
available and usually there is no information on how they have been developed to address
their objective or evidence of their effect or shortcomings [13]. This lack of information
makes it difficult to take advantageof theknowledgeof these developments to createmore
effective educational games that address the problem from the same or new perspectives.
For instance, for those videogames it is very unusual to find the game design document or
the experimental design of their validation in schools and let alone that the videogames
are available as open code that can be reused or adapted for a different culture or situation.
This lack of information about the development or access of serious games is also
common on other videogames addressing societal problems [9].

There are models, frameworks and even authoring environments that can be used to
simplify the design of new serious games [14, 15]. However, these are usually too generic
and it is still complex to adapt them to complex problems such as raising awareness about
a societal problem. While these models have characteristics in common that can help us
in the development process, we must keep in mind that there are many different game
genres andmechanics available that can be used to achieve the educational objective.And
not all of these can be equally effective, and they imply a wide range of development
costs. This is where it becomes more important the need for accessing other serious
games that allow us to compare their effectiveness on the same objective as well as
information on their development and design decisions.

3 Methods

3.1 Objectives

This work has different objectives:

• To design and develop a video game to address the problem of gender discrimination
by teaching the topic in the classroom.

• To provide a use case of serious games with real data for the purpose of raising
awareness of gender discrimination

• Toexemplify the process to develop a serious narrative gamewith an awareness-raising
objective, highlighting the issues faced. This will help other researchers improve their
serious game design and development processes.

3.2 The Game

The title of the developed game in this work is “La Entrevista” (“The Interview”).
This serious game is a point & click game in first person and its educational purpose
is to address gender discrimination. Specifically, it focuses on discrimination against
a person for being a woman as this type of discrimination is considered to encourage
discrimination against women. The game is aimed at players between 18 and 25 years
old (although it could be used from 16 years old). It is aimed at young people of the age
to enter the working world. The video game is structured in 4 distinct sections.
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• The introduction. The players are informed that they have recently completed their
degree and are looking for a job. The players must answer some questions based on
a CV that is provided by filling out an application to look for work.

• The exploration. The players are free to explore the scenarios within the company
where they must do the interview and must interact with the characters that appear.

• The interview. The players take the interview proposed as an objective from the
beginning of the game.

• The reflection. The game proposes 10 questions. The players must answer why the
different situations they have experienced are uncomfortable or strange. These ques-
tions are presented as a reminder of the conversations the players have had during the
game.

Fig. 1. Screenshots of the game “The Interview”. At the top left the players must choose the job
position for which they want to do the job interview. At the top right are the cafeteria, one of the
explorable areas of the game where the players must interact with some characters. Bottom left is
one of the questions asked during the job interview. Finally at the bottom right is the end of the
game where it is revealed that the protagonist has been playing in the skin of a woman.

The videogame provides students with a first-hand experience of what is feeling
discrimination. The players play the four parts of the game as a woman character without
knowing it, the game throughout the conversations gives no information about the gender
of the main character (the player). The gender of the main character will be revealed
once the player completes the interview, at the end of the third part of the game. The
goal of hiding that all players play as female characters during the game, this aims to
make all conversations seem strange and discriminatory to the players, allowing them
(specially to male players) to conclude that was because they had played as female
character. Figure 1 shows the current appearance of the video game.

The game objective for players is to succeed in a job selection process. But this objec-
tive is only a way to show the player situations of discrimination. Students should use the
game without knowing the educational purpose to avoid being reticent to the message
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or having initial biases before they experience the discriminatory situation through the
game. Of course, this is not the only correct or valid way to use “La Entrevista” as an
educational tool and the final decision always remains the teacher’s.

3.3 Developing a Serious Game

Although there does not seem to be a specific model to follow for the design of serious
games focused on social problems, in the literature we can find models and frameworks
with common characteristics that can be useful to create our video game [16]. We will
describe how the next 4 phases based on literature have been carried out: Analysis,
Design, Development and Evaluation. It should be noted that although the details of the
process are described as an iterative process, this is not really the case, and if necessary,
it is possible to go back from one phase to any of the previous phases.

Analysis
The analysis phase consists of analyzing and selecting the characteristics of the problem
to be represented and choosing the model to address it. In this phase we addressed the
following items: Topic and pedagogical objective; Demographics of the players; Context
of use; and Game genre.

In this case, we start from the generic topic of addressing the social problem of
sexism. However, when studying the problem we found a great complexity, so it was
necessary to limit the problem addressed. As a result, we decided to focus on gender
discrimination in the workplace. The pedagogical goal chosen was to increase awareness
about this issue by showing the players situations of discrimination in the workplace,
making them think about why these situations are considered sexist. We also decided to
focus the game on ages 18–25, when users can start their first job. The context of use
identified was to use the game as a tool to introduce the topic of sexism in the classroom,
so that the teacher can take benefit from the experience obtained by the gameplay to
create a later reflection in groups.

Simulation and adventure games are the most appropriate game genres given the
pedagogical objective and topic. These two game genres allow the design and use of
characters that the player can relate to and perceive reality through.However, considering
the cost of development, the existing tools and the knowledge of the development team,
we chose the point & click adventure game genre. This choice allows us not only to
show a reality but also to focus on the dialogues and reduce costs by allowing us to make
a simpler game where not all the real options are represented.

Design
The design phase includes the choice of the characteristics that the gamewill have (game
mechanics, the desired user experience, main events, characters, scenarios, etc.). This
design was carried out taking into account the characteristics decided in the analysis
phase such as the game context, the age of the players, the game genre and the pedagog-
ical objective. In this phase, the following items were specified: Story, Scenarios and
Characters; Game and Learning Mechanics; Dialogs and Graphic Design.

To adapt the videogame to the game genre and the pedagogical objective, we decided
that during the game story, the player would put himself in the shoes of a person who has
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just finished his career and must make his first job interview, giving the player the goal
of passing the interview. To choose the situations of discrimination that the game would
show, we interviewed 10 people, 8 girls and 2 boys, with engineering and mathematics
studies with jobs in technology companies. In these interviews these people were asked
about situations of sexism they had experienced. With the events chosen to be shown in
the game we identified the need for 7 different scenarios and 11 characters.

Among the mechanics to be implemented, those generic of the point & click adven-
ture game genre were chosen, such as dialogues and exploration of the scenarios. To
achieve a greater immersion of the player, we decided that the character would be in
first person, being what the computer screen shows what the character sees in the game.
However, as part of the learning design, the character played by the player is a girl and
this is not mentioned until the end of the game. The main character uses a name that can
be used by both boys and girls (Alex) and no dialogue uses adjectives that might give
clues as to the gender of the character being played. With this decision we want to get
the immersion of the player regardless of their gender, but also, in the case of a male
player we want the situations to look weird and at the end of the game when the gender
of the protagonist is discovered.

Also, at the end of the main story, we designed a section with question-answer
mechanic to promote the players’ thinking about the sexist situations shown in the
game. In this section the player must revive some key conversations and indicate why
they are weird, the player has 3 answer options of which only one is correct.

On the other hand, to avoid the monotony of the dialogues, two other mechanics
were selected. One of them is the decision making, giving the player the opportunity to
answer in different ways in the dialogues and having (limited) effect on them. The other
mechanic is to give the main character a curriculum that the player can access during
the game, in this way the player must answer the interview questions according to this
curriculum trying to tell his experience as best as possible to succeed in the interview.

Development
The development phase consists of the creation of the video game itself, keeping in
mind the game platform, the technical needs of the design, the development cost, the
development time available and the experience of the developers.

For the development of this game we used the uAdventure authoring tool, which
allows us to create simple narrative games in a fast way, providing facilities for the
next phase of evaluation [17]. In addition, uAdventure allows us to export the game for
Windows and Linux devices, in a portable version with which the games do not need to
be installed. This allows us to deploy the game in most of schools.

Evaluation
The evaluation phase consists of performing the necessary tests on the developed game
to check its adequacy with the design and the pedagogical objective. This phase is very
important, since it is difficult for a first version of the game to fulfill all the requirements.
There may be missing requirements in the design, the players’ experience with the game
may not be the expected, or some mechanics may go against the educational objective.
For this reason, it is important that from the first playable prototype, tests are carried out
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with experts and with users with the demographics as close as possible to those of the
end users.

To carry out this evaluation, we must first define the information we want to obtain
and then choose the game variables with which to obtain this information. In addition,
it is necessary to define how the data will be collected and stored, paying attention to
the applicable data protection regulation as well as the technological standards used to
deploy the game and collect/send data.

In our case, the uAdventure tool integrates interaction data collection, using the
xAPI format and sending data anonymized by a set of random characters by user [17].
Although the information to be obtained and the variables needed should be identified
prior to testing, it is recommended that the game collect information from all interactions,
whether the need for them has been identified.

In order to evaluate the game, we are interested in information about if:

• Players read the dialogues. We can obtain this information by measuring the time that
runs between the time a dialog appears and disappears. Too long times may indicate
that the player is distracted or bored while too short times will indicate that the player
is not reading.

• Players have any difficulties with any part of the game. Repetition of the same inter-
action or a set of interactions may indicate that the player is having trouble making
progress.

• The playing time is adequate. We can measure the time that has passed between the
first interaction and the last interaction. Since the game is intended to be utilized in a
classroom session, we do not want the game time to be excessively long.

• There are differences in responses to game dialogues in different groups of users
(boys, girls, by age, etc.). We need to collect the age and gender of each player
through an external questionnaire, so we can compare the decisions made in each
dialogue according to the gender of the players and their age.

• The game succeeds in making players think. In this case we can know if the player
identifies sexist events through the final questions of the game, but we will also need
an external questionnaire. The goal is to verify that the game design is right and that
the pedagogical objective is fulfilled.

• Education professionals see the game as an appropriate educational tool to use in their
classrooms. We need an external questionnaire. As in the previous point, we must
evaluate that the game is pedagogically right, regardless of the fact that professionals
in the field have been involved in the design of the game.

• General opinion. We are interested to know if players like the game, and if they
find it entertaining or interesting. Although the data on playing time, completion and
inactivity time can give us a hint, it is recommended to carry out a questionnaire.

3.4 First Evaluation

To analyze the items mentioned in the previous section (gameplay time, game issues,
behavior, etc.), we carried out two evaluations after the development process of the
videogame. The purpose of these evaluations is to assess the game design.
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On the one hand we want to check if the users find it attractive as a videogame; if the
gamemeets the pedagogical objective, i.e. if there is any change in the player’s perception
of gender discrimination; and finally if the developed video game is an applicable tool
in the classroom. Taking into account that the game is currently in its first stable version
after an internal evaluation, we hope to get feedback with which to improve the game
for its final release as a free educational tool.

The first evaluation was carried out with 22 students, between 18 and 25 years old, at
the art and design school in Rubí, Barcelona. This evaluation was carried out without any
researcher in the room, with the official teacher of the class in charge of deploying the
game and conducting a discussion session. In addition to the remotely collected data, the
teacher was interviewed for a postmortem. The second evaluation was carried out with
1 professor and 6 students from the Faculty of Education of the Complutense University
of Madrid. The 6 students were in their final year of the Master’s Degree in Teaching
and with stable job or internship.

The structure of both evaluations was as follows:

• Pre-test. Participants are asked to fill out an initial survey which asks about: gen-
der, age, use of video games, household activity, gender most adequate for certain
activities, friendship with minorities according to their gender or sexuality, knowl-
edge about friends who have been victims of discrimination because of their sex, and
opinion on whether it is necessary to educate about sexism, sexual orientation.

• Gameplay. Participants play the videogame “La Entrevista”.
• Post-test. Participants are asked to fill out a second questionnaire asking again about:
the gender most appropriate for some activities, friendships that have been discrimi-
nated against because of their sex and the need to educate about sexism and sexuality.
Finally, they are also asked for their opinion about the video game and if it has made
them reflect on any particular topic.

• Discussion session. A class debate is carried out on gender discrimination where the
participants can give their opinion about their experience and/or the one lived during
the game.

4 Results

A first analysis of the data of the evaluation shows that “La Entrevista” makes players
reflect. Comments also show that the game can be a good educational tool to use in the
classroom as a base for addressing the problem of gender discrimination. Some of the
results obtained in the first evaluation with real users are shown below.

In the Ruby experiment, 22 people participated (13 girls and 9 boys, with an average
age of 18.4) but 3 people did not complete the second questionnaire.

The data show a change in players’ responses to common questions in pre-post
questionnaires. The mean time of gameplay was 26.1 min (STD = 4.71; Min = 16.2;
Max= 34.6) and only one player, who filled out the final questionnaire, did not complete
the game. In the question "Who is best at… ?", there was an increase in the percentage
of players who responded that it was independent of gender (Fig. 2).

In question “Do you have friends who have been discriminated against based on
their gender?” 59% of people answered yes at pre-test but 74% said yes at post-test.
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Regarding the players’ opinion, 89% of the players made positive comments about the
game, complimenting things such as: the playability, the possibility of being able to
always have multiple response options and the way the game deals with the issue of
sexism. 58% of the players indicated that it had made them reflect, 11% said they were
already aware of the problems represented by the game and 32% answered that the game
had notmade them reflect. Finally, some players highlighted the need to improve some of
the character animations as well as the interface, showing more clearly which character
is speaking at any given moment.

During the final interview of the experience, the teacher of the school pointed out
that the experience had been very interesting and enriching for the class, giving place
to a later discussion about how society can discriminate against people without being
aware of it.

Fig. 2. Results to the question “Who is best at X?” where X is different types of activity.

At the second evaluation, 7 people participated, 2 men and 5 women with an average
age of 32.1. The mean time of gameplay was 23.0 min (STD= 3.60; Min= 17.16; Max
= 28.2). In this experiment there is no significant difference between pre-post responses.
In terms of opinions, 2 of the players highlighted that the game made them feel too long
and 2 others that they felt lost in the game. However, all of them positively valued the
video game and highlighted the design and the way of addressing the sexism in the game.
Finally, only one of the players said that the game did not make him think.

5 Conclusions

Videogames have proven to be an effective and powerful educational tool in different
domains. Not only can they be used to teach knowledge or train skills, they can also be
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used to address societal problems raising awareness about these issues. But developing
video games is still complex and expensive because it requires time andmultidisciplinary
expertise (developers, education experts, graphic designers, animators).However,we can
find tools and models that facilitate its development. On the one hand, using authoring
tools can allow us to work with less technical profiles or with less human resources. On
the other hand, having previously proved game design models and additional in-depth
case studies upon which to base our design enables us to systematize the development
process, producing more effective games from the start.

We develop the video game “La Entrevista”, which aims to address the problem of
sexism. This videogame is designed as a teacher companion tool that would provide a
first-hand sex discrimination common experience to all the students onwhich the teacher
can built upon a deeper discussion with their students on this complex topic. As a result,
we have obtained a 25-min video game and its first formative evaluation with 26 users.
This initial data shows the usefulness as an educational tool, promising initial results
on its effectiveness and has obtained positive comments from the players. From this
formative evaluation we have also obtained feedback that will help us to further improve
the game. And we want to continue to collect data that will allow us to better understand
the effects of the game.

In this publication we also describe the steps followed for the development of “La
Entrevista” game following a 4-phase model based on the literature. In the analysis
phase, it is necessary to understand the problem to be addressed and to study which
game genre is best suited to the educational objective to be achieved. In the design phase,
the mechanics and other features of the game should be defined with the educational
objective in mind. In the case of an awareness game where a social problem is to be
addressed, it is important to represent the problem realistically. Dialogues, exploration
and decisionmaking are ideal mechanics for this type of educational objective. However,
it is important to combine it with more dynamic game mechanics and/or challenges so
that the player does not get bored. It is important to keep the player’s attention without
overwhelming him with too much text for too long. In the development phase, it is
important to take into account the human resources budget and technical knowledge
available. Choosing authoring tools or game editors can help reduce the cost and time of
development. One option may be to create a more limited first prototype using this type
of tools tomake an early design validation, before to carry outwith the final development.
This evaluation phase is important to know the game’s effectiveness. It helps us to gain
insight about if the game duration is adequate to the context in which we want to use
it; to know if the game keeps the players engaged during all gameplay; to know if the
educational experts accept it as an educational tool they are willing to use in their classes;
or to know if the game has the desired effect on the players.

However, this is still a single case study and we consider that it is important to con-
tinue studying the use of video games to address social problems. Since these problems
are very complex and it is difficult to address all their characteristics with a single video
game. In this work we have focused on sexism in the workplace, but there are many other
areas where this problem occurs (within the couple, language, education, institutions,
and law). And it is also necessary to study what types of games are most effective at
different ages.
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In addition, we consider that it is necessary to provide more information about
serious games to improve the research and application of these games in education. For
instance, making videogames free open code and publishing the design process and
the game design documents will help to create better video games in a more efficient
way. This type of work serves as a reference of the do’s and don’ts when developing a
serious game. It is also important that these games that are developed are shared openly
and freely once they are finished, allowing other researchers to compare video games
with the same characteristics or by replaying tests. Giving access to these video games
allows other researchers to translate the game and use it in other countries to compare
effectiveness according to other cultures.

As future work, wewill continue to improve the gamewith the comments received in
this first evaluation. The collection ofmore datawill allowus to compare the effectiveness
of the game in men and women, and to study if it is effective in the whole age range
targeted. And once a summative evaluation has been carried out, we will proceed to
publish the video game, free, on the research group’s website.
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Abstract. The context of teacher is indescribable without considering
the multiple overlapping contextual situations. Teacher Context Ontol-
ogy (TCO) presents a unified representation of data of these contexts.
This ontology provides a relatively high number of features to consider
for each context. These features result in a computational overhead dur-
ing data processing in context-aware recommender systems. Therefore,
the most relevant features must be favored over others without los-
ing any potential ones using a feature selection approach. The existing
approaches provide struggling results with high number of contextual
features. In this paper, a new contextual ontology-based feature selec-
tion approach is introduced. This approach finds similar contexts for
each insertion of new teacher using the ontology representation. Also, it
selects relevant features from multiple contexts of a teacher according
to their corresponding importance using a variance-based selection app-
roach. This approach is novel in terms of representation, selection, and
deriving implicit relationships for features in the multiple contexts of a
teacher.

Keywords: ontology · feature selection · context ·
teacher · education · machine learning

1 Introduction

Education is one of the most developed fields in the past few years due to manda-
tory variables such as digital transformation, mindset of learners, etc. [3]. The
quality of education is maintained through new technologies to help all actors
in the field. The teacher is considered an essential actor in the field who needs
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the help of these new educational technologies to enhance the quality of this job.
Context-aware recommender systems (CARS) is one of these technologies that
provide the teacher with personalized recommendations [7]. Data representation
is an essential step to achieve such objective as a teacher coexists in multiple
contexts such as living context and working context. Ontology is the semantic
representation of a formal domain by defining categories, properties, and rela-
tions between data. Ontology offers an extensive representation of contextual
data within same context, as well as different contexts [4]. Therefore, for each
teacher, two types of contexts are considered: representational contexts and inter-
actional context. Representational context is described by social or living context
and work context, while interactional context is described by sentimental state.
These different types of contexts are represented by Teacher Context Ontology
(TCO) [16] and its extension with Mood-Detection Ontology (MDO) and MEM-
ORAe Core Collaboration ontology (MCC) [17]. These ontologies introduce high
number of features to describe each context. The most relevant features need to
be selected to reduce the computational cost of the contextual data processing.

Recently, there has been a grow in the amount of conducted research
towards dimensionality reduction and feature selection to cope with the increas-
ing amount of data in addition to favorability towards computational costs
reduction. Dimensionality reduction can be achieved by one or more of these
approaches: feature selection and/or feature extraction. Feature extraction
approaches obtain new features from the input data, and it is widely used
with the image processing applications. On the other hand, feature selection
approaches get a reduced subset of the full set of existing features which directly
affects the computational cost. The feature selection process enhances the com-
putational complexity by reducing number of features and accordingly, size of
data [11,12]. The elimination of irrelevant features enhances level of data per-
sonalization for each teacher. On the other hand, this complicated process has
various challenges to achieve the optimal result in terms of type of data and
selection criteria.

In this paper, a new ontology-based semi-hybrid feature selection approach is
introduced that considers multiple contexts of a teacher and numerous features
in each context. The main objective of this approach is summarized as repre-
senting the multiple contexts of a teacher with minimum number of features
without neglecting relevant ones. Throughout this research, a variance-based
feature selection approach is found as a suitable answer to this objective. The
semantic representation of data, or ontology, provides a precise description of
the multiple contexts. The proposed variance-based approach adapts with vari-
ous features in different contexts. A final clustering step, using Formal Concept
Analysis (FCA), is added to easily find intentions between teachers and exten-
sions between features. The rest of this paper is assembled as follows: Sect. 2
discusses previous research related to this work in terms of feature selection
trends and education-related ones. Section 3 introduces the architecture of the
proposed feature selection approach and illustrates the function of ontology in it.
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Section 4 presents a summary of the obtained results with additional discussion.
Section 5 concludes the proposed approach and states future perspectives.

2 Related Work

During this section, we start with an introduction of feature selection algorithms
in Sect. 2.1. Afterwards, we review the most recent approach related to our prob-
lem in general in Sect. 2.2 and education-related ones in Sect. 2.3. Finally,the
reviewed papers are summarized in Sect. 2.4.

2.1 Feature Selection Algorithms

Feature selection algorithms are classified into supervised, semi-supervised and
unsupervised approaches [11,12]. Supervised selection algorithms need labeled
dataset to select the relevant features and they follow wrapper, filter, or intrin-
sic methodologies by using target variables. Wrapper algorithms extract highest
performing features such as recursive feature elimination (RFE) while filtering
algorithms use the relationship between features and target variables such as
statistical and importance methods. Moreover, the intrinsic algorithms select
features automatically as part of the training model such as decision trees and
lasso regression. The most significant difference between supervised and semi-
supervised algorithms, is the percentage of labeled data that is used through-
out the algorithm. On the contrary, labelled datasets are not required for the
unsupervised feature selection algorithms and these algorithms are divided into
three approaches: filter, wrapper, and hybrid methods [1,5]. The filtering-based
approach evaluates each feature according to the intrinsic features of the pro-
vided dataset while wrapper approach is based exclusively on a machine learning
algorithm to evaluate all possible combinations according to the evaluation cri-
terion. Wrapper approach has a high computational overhead because it uses
a certain clustering method to evaluate each feature. Hybrid approaches try to
compromise between both previous approaches as it tries to combine the unbi-
ased methodology and the data over-fitting avoidance of unsupervised selection
with the computational efficiency of supervised selection [22].

2.2 Variance-Based Feature Selection

Variance-based feature selection is considered as a filtering-based unsupervised
algorithm. It eliminates features with variance less than a certain threshold
across all samples. In addition, it considers the high variance as an indication to
the existence of useful information. The related research to variance-based fea-
ture selection is selected using a search process using the following keywords:
“education”, “variance-based”, “feature”, and “selection”. It was difficult to
obtain relevant results in the educational domain. Most of the found existing
research is associated with medical, textual, imaging, networking, or manufactur-
ing applications. Therefore, the most relevant research to our proposed approach,
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is reviewed regardless of the domain of application. Lakshmi and Vishnuvardhan
[13] apply Random Forest (RF) algorithm for feature reduction and random sub-
set feature selection (RSFS) algorithm for feature extraction of various cancer
dataset. This approach considers variance of features without setting a thresh-
old depending on their variance which increases the computational cost. Roberts
et al. [18] propose a new feature selection approach for colon and lung cancer
classification. Features are selected according to differential variance of cancer
subtypes classification which is computed using the ratio of variance between
the cancer samples and the samples of non-cancerous tumors. Therefore, they
choose not to directly use the variance across features as the selection criteria.
Sadeghyan [20] combines the usage of sensitivity analysis (SA) technique with
extended Fourier amplitude sensitivity test (EFAST) for a variance-based fea-
ture selection for medical and biological datasets. The variance of input features
is estimated using the contribution of each feature where the threshold is selected
once across each dataset without considering any other adaptable options.

The research study by Kamalov et al. [9] and extended in [8], uses an orthogo-
nal variance-based decomposition for feature selection to identify network traffic
features for intrusion detection systems (IDS). They use the uniform distribution
using variance of traffic features to distinguish DDoS attacks. This approach con-
siders variance of all features only without providing a clear explanation of the
threshold setting. Veisi et al. [23] proposes a keyword extraction approach from
Persian and English text documents. Keywords are selected according to token
weighting depending on the corresponding variance. This research proposes a
hybrid approach of variance-based feature selection with Term Frequency Inverse
Document Frequency (TF-IDF). The variance of keywords acts as the selection
criteria but no insightful detection of a more precise threshold. Mabkhot et al.
[15] propose a variance-based manufacturing process feature selection for a deci-
sion support system. The proposed approach represents manufacturing process
using ontology and introduces a set of reasoning rules to reduce the computa-
tional overhead of the algorithm execution at every new insertion. The model
considers 9 features only which can be considered as a drawback to this propo-
sition.

2.3 Educational-Related Feature Selection

Throughout our search operation, two important reviews are found that demon-
strate the major contributions to feature selection techniques in educational data
processing. The first review performed by Alyahyan and Düştegör [2] discusses
the recent approaches of predicting academic success within the higher educa-
tion level. The review illustrates the recent methodologies to achieve such goal
for the different stages of predication including data collection and selection,
data cleaning and preprocessing, feature selection, and data mining for differ-
ent datasets of students. This research concludes that despite the importance
of the usage of either feature selection methods (filtering or wrapper methods),
it is better to use the embedded methods with the data mining tools to reduce
the computational overhead. The other review introduced by Zaffar et al. [24]
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presents a state of the art of trends in educational data mining (EDM) but
it highlights the classification algorithms and the feature selection algorithms.
This research delivers a guide to researchers planning to build an EDM with all
its components. Through the feature selection section, it is observable that the
wrapper methods are the most used with a percentage of 78.5% of all reviewed
approaches. However, the researchers state that the wrapper methods are not
the quickest when used with large datasets. All reviewed approaches target the
performance of students and learners and generate useful predictions to help
them as well as the educational administration.

2.4 Summary

From the reviewed research, we can state that the importance of using feature
selection is summarized into three scenarios: decreasing computational time by
selecting the most important features, the combination of feature selection with
feature extraction that improves its performance significantly, and finally, the
effect of feature selection on the classification accuracy. Multiple approaches fol-
low the two-stage feature selection by applying two feature selection techniques
at once. Such approach enhances the efficiency and quality of the selected fea-
tures. None of these papers discusses the importance of the accurate selection of
a threshold or introduces an explicit explanation of the threshold selection and
the level of flexibility of this selection with other applications.

3 Methodology

Contexts of a teacher can form a problematic issue when it comes to feature selec-
tion methodology as well as high computational time complexity. Additionally,
the lack of feature selection approaches for the context of a teacher motivates
this research with a semi-hybrid feature selection approach. The proposed con-
textual ontology-based feature selection approach for teachers, is designed to
achieve the following main functions:

i Map teacher data into ontology representation. When feature selection process
is performed for a new teacher, the teacher data is mapped first into the
contextual ontology.

ii Search for similar teachers based on rules. Semantic reasoning rules are used
to search the ontology for teachers with a similar context as the new teacher.

iii Select features for a teacher context. For a new teacher, features are selected
based on the context using two filter-based selection methods: information
gain importance, and variance-based selection.

iv Clustering the selected features. Formal concept analysis is used to cluster the
selected features and to construct the corresponding hierarchy for extents and
intents which facilitates the future searching process for similar teachers.

The proposed approach consists of ontology representation, information grain
importance calculation, variance-based feature selection, and formal concept
analysis (FCA) clustering as shown in Fig. 1.
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Fig. 1. An overview of the proposed contextual ontology-based feature selection app-
roach for teachers.

3.1 Teacher Context Ontology Representation

The used ontology is based on teacher-context ontology and mood-detection
ontology proposed in a previous research regarding the teacher contexts [16,17].
Protégé1 is used as the ontology construction tool and DR2Q platform2 is used as
the relational data mapping tool. The teacher contexts representation involves
four main concepts: teacher profile, living environment, working environment,
and sentimental state, as shown in Fig. 2. Teacher profile involves the main
information of a teacher such as name, age, experience, gender, contact details,
interests, and competences. Living context is represented by personal address
and type of the living area. Working context is accentuated by address and
affiliation which forms the connection between the geographical location and
educational level of this work environment or the educational institution. Senti-
mental state of a teacher is described by the mood-detection ontology through
three main concepts: mood level, emotional commitment, and flow occurrence.
Through this proposition, the mood level is used without considering the other
two concepts for the purpose of simplification. The SWRL rule, as shown in
Table 1, is applied to any new teacher entry against all saved teachers. This rule
checks the similarity of the new teacher with other teachers in terms of experi-
ence, teaching style, spoken languages, living environment information, working
environment information, and field of science in which a teacher is specialized.
The utilization of such rule prevents the computational overhead accompanied
by executing the totality of this approach for each new teacher.

3.2 Feature Selection Approach

The proposed feature selection approach consists of 2 filtering algorithms fol-
lowed by a clustering approach as shown in Fig. 1. We start our approach by

1 https://protege.stanford.edu/.
2 http://d2rq.org/.

https://protege.stanford.edu/
http://d2rq.org/
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Fig. 2. A partial T-Box representation of the extended ontology.

Table 1. SWRL rule for finding a match of new teacher

Antecedent Consequence

tco:teacher(?t)ˆtco:teacher(?ts)ˆtco:hasYearsOfExperience(?t,?ex)ˆtco:
hasYearsOfExperience(?ts,?exs)ˆswrlb:greaterThanOrEqual(?exs,?
ex)ˆtco:hasTeachingStyle(?t,?tch)ˆtco:hasTeachingStyle(?ts,?tchs)ˆswrlb:
stringEqualIgnoreCase(?tch,?tchs)ˆswrlb:stringEqualIgnoreCase(?tch,
”MixedStyle”)ˆtco:hasLanguage(?t,?lan)ˆtco:hasLanguage(?ts,?lans)ˆswrlb:
contains(?lan,lans)ˆtco:livesIn(?t,?livenv)ˆtco:LivingEnvironment(?
livenv)ˆtco:is-a(?livenv,?env)ˆtco:environment(?env)ˆtco:hasType(?env,?
envtype)ˆtco:hasCountry(?env,?coun)ˆowl:country(?coun)ˆtco:livesIn(?ts,?
livenvs)ˆtco:LivingEnvironment(?livenvs)ˆtco:is-a(?livenvs,?envs)ˆtco:
environment(?envs)ˆtco:hasType(?envs,?envtypes)ˆtco:hasCountry(?
envs,?couns)ˆowl:country(?couns)ˆswrlb:equal(?envtype,?envtypes)ˆswrlb:
equal(?coun,?couns)ˆtco:worksIn(?t,?inst)ˆtco:EducationalInstitution(?
inst)ˆtco:evolvesIn(?inst,?workenv)ˆtco:WorkingEnvironment(?worknv)ˆtco:
is-a(?workenv,?wenv)ˆtco:environment(?wenv)ˆtco:hasType(?wenv,?
wenvtype)ˆtco:hasEducationLevel(?inst,?edulvl)ˆdcterms:EducationLevel(?
edulvl)ˆtco:worksIn(?ts,?insts)ˆtco:EducationalInstitution(?insts)ˆtco:
evolvesIn(?insts,?workenvs)ˆtco:WorkingEnvironment(?worknvs)ˆtco:
is-a(?workenvs,?wenvs)ˆtco:environment(?wenvs)ˆtco:hasType(?
wenvs,?wenvtypes)ˆtco:hasEducationLevel(?insts,?edulvls)ˆdcterms:
EducationLevel(?edulvls)ˆswrlb:equal(?envtype,?envtypes)ˆswrlb:
equal(?edulvl,?edulvls)ˆtco:hasScience(?t,?sci)ˆmodsci:Science(?sci)ˆtco:
hasScience(?ts,?scis)ˆmodsci:Science(?scis)ˆswrlb:equal(?sci,?scis)

sameAs(?t,?ts)

transforming the retrieved list of features from its feature-value form to easy-
to-use vectors. Binary one-hot encoding is selected for this task as it constructs
one Boolean-valued feature for each possible string value of a single feature [21].
Afterwards, information gain importance is calculated to be used in the thresh-
old calculation for the next step [10,19]. Variance-based feature selection uses
the computed threshold to eliminate the less importance features [6]. Formal
concept analysis (FCA) acts a clustering methodology to evaluate the selected
features [14].

tco:teacher(?t)^tco:teacher(?ts)^tco:hasYearsOfExperience(?t,?ex)^tco:hasYearsOfExperience(?ts,?exs)^swrlb:greaterThanOrEqual(?exs,?ex)^tco:hasTeachingStyle(?t,?tch)^tco:hasTeachingStyle(?ts,?tchs)^swrlb:stringEqualIgnoreCase(?tch,?tchs)^swrlb:stringEqualIgnoreCase(?tch,"Mixed Style")^tco:hasLanguage(?t,?lan)^tco:hasLanguage(?ts,?lans)^swrlb:contains(?lan,lans)^tco:livesIn(?t,?livenv)^tco:LivingEnvironment(?livenv)^tco:is-a(?livenv,?env)^tco:environment(?env)^tco:hasType(?env,?envtype)^tco:hasCountry(?env,?coun)^owl:country(?coun)^tco:livesIn(?ts,?livenvs)^tco:LivingEnvironment(?livenvs)^tco:is-a(?livenvs,?envs)^tco:environment(?envs)^tco:hasType(?envs,?envtypes)^tco:hasCountry(?envs,?couns)^owl:country(?couns)^swrlb:equal(?envtype,?envtypes)^swrlb:equal(?coun,?couns)^tco:worksIn(?t,?inst)^tco:EducationalInstitution(?inst)^tco:evolvesIn(?inst,?workenv)^tco:WorkingEnvironment(?worknv)^tco:is-a(?workenv,?wenv)^tco:environment(?wenv)^tco:hasType(?wenv,?wenvtype)^tco:hasEducationLevel(?inst,?edulvl)^dcterms:EducationLevel(?edulvl)^tco:worksIn(?ts,?insts)^tco:EducationalInstitution(?insts)^tco:evolvesIn(?insts,?workenvs)^tco:WorkingEnvironment(?worknvs)^tco:is-a(?workenvs,?wenvs)^tco:environment(?wenvs)^tco:hasType(?wenvs,?wenvtypes)^tco:hasEducationLevel(?insts,?edulvls)^dcterms:EducationLevel(?edulvls)^swrlb:equal(?envtype,?envtypes)^swrlb:equal(?edulvl,?edulvls)^tco:hasScience(?t,?sci)^modsci:Science(?sci)^tco:hasScience(?ts,?scis)^modsci:Science(?scis)^swrlb:equal(?sci,?scis)
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sameAs(?t,?ts)
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Information Gain:

Information gain utilizes the mutual information (MI) I between two random
features to compute the non-negative value of dependency between these two
features. The calculations are based on entropy estimation used in k-nearest
neighbor distance estimation as in Eq. 1. After computing the importance of all
features, its mean meanI is calculated to be used as the threshold value for the
variance-based feature selection.

I(f1, f2, · · · , fm) = ψ(k)− (m − 1)

k
+(m−1)ψ(N)− < ψ(nf1 )+ψ(nf2)+ · · ·+ψ(nfm ) > (1)

where f1, f2, · · · , fm are the m features
ψ is digamma function
k is k-nearest neighbours
N is set of features
m is total numner of features
nfi is boundry limit in which all features fall

Variance-Based Threshold Selection:

Variance-based threshold algorithm is baseline approach to selects features with
high variances regardless of the desired output with an unsupervised approach. It
eliminates all features with a variance that is less than a predetermined threshold
thr. In our case, this threshold is calculated using the average importance meanI

as shown in Eq. 2. The resulting set of features are used by the formal concept
analysis to cluster the provided set of teachers.

thr = meanI(1 − meanI) (2)

Formal Concept Analysis:

Formal concept analysis (FCA) delivers a model to represent a set of objects
(teachers) with another set of properties (features) where each object is associ-
ated with a subset of these properties. The formal context matrix represents such
relationship between teachers and features. Using this matrix, a formal ontology
is constructed to describe the hierarchical representation of the relation between
each sub-concept and subset of teachers using the theory of lattices.

Each formal context is represented by a set of teachers, a set of features,
and incidence, or binary relation, between each teacher and feature. The pairing
between a subset of teacher T and a subset of features F is said to be a formal
concept if every teacher in T has all features in F , and T and F contain only
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a subset of their main sets of teachers and features respectively. This formal
concept is visualized into extensions and intensions using lattices as a directed
acyclic graph-like representation of concepts.

4 Scenarios and Discussion

When we apply the proposed approach to a vectorized set of context features
of a teacher as shown in Fig. 3, the correlation coefficient of all features is com-
puted in the same manner as shown in Fig. 4. The illustrated heatmap shows
that there are dependencies between features which should be eliminated by the
feature selection algorithms. Afterwards, the information gain importance is cal-
culated for all features. For example, the feature number 12 “lang1=English”,
represents English language as the mother tongue of a teacher, is dependent
on several other features, in addition to the obtained low importance using the
information gain method. Therefore, this feature can be eliminated by all feature
selection methods except for the variance-based threshold method according to
the used scoring algorithm. After the above data analysis, the proposed approach
can be applied to any dataset of choice. For example, if a mean importance of
0.1, is computed from the information gain algorithm, a threshold of 0.09 is used
for the variance-based selection. As shown from the two numbers, the threshold
is slightly lower than the mean importance across all features. This threshold
selection results in the avoidance of neglecting low-variance but relatively impor-
tant features such as mood. This approach targets to select at least 78% of the
input features without neglecting any relevant ones.

Fig. 3. Vectorized list of features for 20 teachers.
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Fig. 4. Correlation coefficient of the selected features.

In order to validate the variance selection, we use the formal concept analysis
which finds the extensions and intentions for all teachers and selected features.
All teacher-feature combinations are tested to create a closed connection which
indicates the correctness of the proposed algorithm. Also, it validates the com-
pleteness of connections between concepts for each subset of teachers along with
the associated subset of features. The graph illustration highlights the effective-
ness of the usage of the information gain importance as the threshold of the
variance-based feature selection along with the ontology-based representation.
Additionally, this algorithm shows a significant enhancement in the computa-
tional time when compared to other techniques due to the usage of mathematical
models with low complexity.

The main importance of the used ontology can be summarized in facilitat-
ing the reasoning of the SWRL rules that are introduced in Table 1, positioning
the expertise level of each teacher, and reduction of the computational overhead
corresponding to repetition of the approach at each new teacher insertion into
the dataset. Using the SWRL rules reasoning, the insertion of new teachers does
not require re-execution of the proposed approach, as at least 10% of teach-
ers share the same context in the used dataset. This observation directs this
research to reduce the computational cost of the initial processed data. Some
remarks are worthy to be highlighted concerning the selected features by this
approach. Mood features are essential during this difficult period and due to the
increasing importance and impact of sentimental state on the performance of
teachers. The proposed approach considers mood features in the final selection
regardless of its relatively moderate importance. The proposed feature selection
approach keeps the main formation of all features, while on the contrary, the
other methods may have dropped many important features. The usage of formal
concept analysis is essential for clustering of teachers, and it can be considered
as a more accurate evaluation metric during the application of this approach in
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a recommender system. FCA clustering is not used for evaluation due to visu-
alization complexity and lack of wide experimentation of this approach with a
recommender system. From the limited performed tests, it is observed that FCA
obtains faster computational time and precise intention of teachers with the pro-
posed feature selection approach. On the other hand, it results in low-accuracy
intentions while applied to data from other feature selection methods.

5 Conclusion and Perspectives

This research provides an overview of a new contextual ontology-based feature
selection approach for teachers. The proposed approach highlights the effect
of the combination of ontology knowledge representation of features and their
selection in the educational domain, or more specifically, the teacher-context rep-
resentation. Also, this work follows an indirect merging of two feature selection
algorithms into one mathematical model. Although many of the reviewed meth-
ods use a hybrid approach, this paper introduces a semi-hybrid approach between
two filter-based feature selection without using inter-categorical hybridization.
Accordingly, this paper delivers a novel work regarding the educational domain,
in general, and context of teachers, specifically.

Despite the level of novelty of this work, more validation is needed to test this
approach in a real-time recommender system which may enhance the resulting
accuracy and shows the role of FCA clustering. We plan to test it with a dataset
that represents the contexts of 100 teachers from different field of sciences, and
work at different institution levels: primary education (elementary), prepara-
tory education (middle school), secondary education (high school), and higher
education (university, etc.). In this dataset, the contexts of each teacher are rep-
resented by 46 features distributed as follows: 28 features for teacher profile, 8
features for living environment context, 7 features for working environment con-
text, and 3 for the sentimental state context. Moreover, it can be used to serve
an educational resources recommender system (ERRS) to provide teachers with
personalized recommendations using the full representation of their contexts, in
addition to the new feature selection approach. Overall, this study is a new step
towards the research in diversity of contexts in which a teacher coexists and
the utilization of these contexts to enhance the information systems provided to
teachers.
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Abstract. Over the years, several systematic literature reviews have
been published reporting advances in tools and techniques for automated
assessment in Computer Science. However, there is not yet a major bib-
liometric study that examines the relationships and influence of pub-
lications, authors, and journals to make these research trends visible.
This paper presents a bibliometric study of automated assessment of
programming exercises, including a descriptive analysis using various
bibliometric measures and data visualizations. The data was collected
from the Web of Science Core Collection. The obtained results allow us
to identify the most influential authors and their affiliations, monitor the
evolution of publications and citations, establish relationships between
emerging themes in publications, discover research trends, and more.
This paper provides a deeper knowledge of the literature and facilitates
future researchers to start in this field.

Keywords: automated assessment · programming education ·
programming exercises · computer science · bibliometrics · data
visualizations

1 Introduction

Over the years, several studies have been conducted to summarize the new devel-
opments in automated assessment for Computer Science (CS) education, at their
respective times [1,12,18,23]. All of these studies focus either on comparing the
features of the tools [23] or on exploring the methods and techniques for some
facets of the automated assessment tools [1,12] or both [18]. These studies have
been very important in understanding what has already been done in this area
and what resources are available for reuse.

However, to the best of authors’ knowledge, no bibliometric study has been
conducted to examine the quantitative aspects of scientific publications and their
relationships [2]. Such a study would contribute to a deeper knowledge of the
literature and facilitate future researchers’ entry into research in this field. For
example, it can provide information on the authors currently worth following, an
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indication of authors’ affiliations, temporal evolution of publications and cita-
tions, relationships between emerging topics in publications, co-occurrence of
topics and corresponding clustering, citation networks with (and without) tem-
poral evolution, and research trends.

In this paper we aim to present a comprehensive bibliometric study of the
literature on automated assessment in programming education, considering the
Web of Science Core Collection. In particular, our goal is to answer the follow-
ing four groups of research questions, considering the decade 2010–2020. The
first group, RQ1, aims to summarize the collected data, including the following
questions: RQ1-1 – “What has been the annual scientific production?”; RQ1-
2 – “What has been the average time interval for a new publication to get
the first citation?”; and RQ1-3 – “Which are the main journals/conferences to
find literature in the area?”. Regarding authors (RQ2), we want to find out
RQ2-1 – “Who are the most productive? Who is more active lately? Who has
more impact?”; RQ2-2 – “Do the most productive authors publish alone or as a
group?”; and RQ2-3 – “What are the corresponding main affiliations?”. The third
group (RQ3) has two questions about citations: RQ3-1 – “Which are the most
influential?” and RQ3-2 – “Which are the most relevant co-citations?”. Finally,
the fourth group (RQ4) addresses the topics being discussed on publications,
including: RQ4-1 – “What are the basic, niche, motor, and emerging?”; RQ4-2
– “How did they evolve during the past decade?”; RQ4-3 – “What is mostly dis-
cussed?”; and RQ4-4 – “Are there significant differences if we see their yearly fre-
quency?”. The remainder of this paper is organized as follows. Section 2 presents
the methodology used to conduct this study. Section 3 presents the results of
the bibliometric analysis and answers each of the research questions. Section 4
discusses the results, and compares them to recent literature review [18]. Finally,
Sect. 5 summarizes the major contributions of this study.

2 Methodology

The data for this study has been collected from the Web of Science (WoS) Core
Collection, during the third week of September 2022. To this end, a query [5]
has been built to search all fields of a publication for the following combination
of keywords: (automatic OR automated) AND (assessment OR evaluation OR
grading OR marking) AND (programming OR computer science OR program).

The query includes a filter to limit results to those published in the decade
2010–2020. In addition to that, two refinements were needed. The first to narrow
down search results to the adequate WoS categories for this area, namely: Com-
puter Science Information Systems, Computer Science Artificial Intelligence,
Computer Science Interdisciplinary Applications, Computer Science Software
Engineering, Education Educational Research, Education Scientific Disciplines,
Multidisciplinary Sciences, and Education Special. Even though some of these
categories may still include out-of-scope publications, excluding them could
result in the loss of important publications. The result was a set of 11789 pub-
lications. The full record and cited references from these publications have been
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retrieved. A total of twenty-four BibTeX exports were necessary to obtain the
data from all the 11789 publications, due to the limitations of WoS on the num-
ber of records allowed to be exported in a single request (in these conditions, the
limit is 500). Finally, the twenty-four BibTeX files obtained have been merged
into a single BibTeX file. The collected set of 11789 publications was subject to
a pre-processing phase, aiming to identify the relevant publications for analysis.
For this phase, we have read the titles and abstracts of the papers to apply the
following inclusion/exclusion criteria (as in Paiva et al. [18]). The outcome of
this phase encompasses a set of 592 publications, which were selected for further
analysis.

To answer the research questions that led to this study (see Subsect. 1), sev-
eral graphical representations were obtained using R and bibliometrix [3] – an
open-source R-tool for quantitative research in scientometrics and bibliometrics.
Bibliometrix provides methods for importing bibliographic data from SCOPUS,
Clarivate Analytics’ WoS, PubMed, Digital Science Dimensions and Cochrane
databases, and performing bibliometric analysis, including co-citation, coupling,
scientific collaboration analysis and co-word analysis. Some of the research ques-
tions, however, required a more customized analysis using R and traditional
packages.

3 Results

This section presents the results of the analysis. Each subsection answers one of
the groups of research questions presented in Sect. 1, in order.

3.1 Data Summary

The literature on automated assessment of programming assignments demon-
strates the increasing research interest in this area, reflected by a growing rate
of approximately 6.57 in annual scientific production during the decade 2010–
2020. However, there was a slight decrease in the number of publications in the
last two years, an exceptional situation that can be associated with the COVID-
19 pandemic crisis. Therefore, 2018 was the peak year with the highest number
(99) of publications. Figure 1 shows a visualization of the number of publications
per year, with a linear trend and the associated confidence interval responding
to RQ1-1.

Each of the collected documents was cited by an average of 8.81 other pub-
lications, with an average rate of 1.36 per year. Thus, in response to RQ1-2, it
takes an average of 8.82 months to receive the first citation. Figure 2 shows the
average and median citations of a document per year of publication with vertical
error bars representing the corresponding variability. For example, a publication
of 2010 (i.e., with 10 years) has an average of 8.11 citations, while a 5-year old
publication has an average of 8.49 citations.

Concerning the sources of the publications, they are distributed among 361
different sources. The top 25 publication sources (RQ1-3) account for more
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Fig. 1. Number of publications per
year with linear trend and its confi-
dence interval

Fig. 2. Average (blue line) and median
(red dashed line) citations per year
of publication with vertical error bars
(Color figure online)

than a fourth of the total publications. The Proceedings of the 51st ACM Tech-
nical Symposium on Computer Science Education is the source with the highest
number of articles collected (15), followed by ACM Special Interest Group on
Programming Languages (SIGPLAN) Notices with 12 publications. Science of
Computer Programming and the Proceedings of the 49th ACM Technical Sym-
posium on Computer Science Education come up tied in third place, each with
8 publications. ACM Transactions on Software Engineering and Methodology,
Computers & Education, Information and Software Technology, and the Pro-
ceedings of the ACM on Programming Languages, with 7 publications each,
complete the top-5 sources.

3.2 Authors

There are a total of 1618 authors on the selected publications. Of these, 46 are
authors of documents with only one author, while 1572 are authors of documents
with multiple authors. On average, there are 3.26 authors and 3.47 co-authors
per document (i.e., excluding single-author publications).

With respect to RQ2-1, by “most prolific authors” we mean authors who have
made more publications. Figure 3 shows the top-10 authors (sorted in descending
order, from top to bottom) who have made more contributions to the field, and
for them the number of publications and citations per year. From this perspec-
tive, the authors who are more active recently, such as Fraser G. and Edwards
S. H., and those who were more active at the beginning of the decade, such as
Xie T., Queirós R., and Leal J. P., are easier to identify. Nevertheless, the most
impactful works are that of Fraser G., which concentrates on software testing
techniques, and Kim M., who investigates fault localization and program repair-
ing techniques. Finally, Kim D., who works mostly in techniques for automated
generation of feedback, completes the podium regarding authors’ impact. This
can be confirmed by measuring the authors’ h-index (5, 4, and 4, respectively).

To answer RQ2-2, we collect all publications from the most prolific authors
and construct a histogram of the number of authors per publication for each of
them separately. Figure 4 illustrates the result. The only author who has worked
alone is Ricardo Q. (1), while all others have no single-authored publications.
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Fig. 3. Productivity of authors over time (TC stands for Times Cited)

Nevertheless, Edwards S. H. publishes mainly in small groups of two or three.
Bey A. has only publications with two co-authors. Interestingly, Sade M. and
Tonisson E. have only worked in large groups of 6 or more authors.

Fig. 4. Number of authors per publication for the most productive authors

Regarding the authors’ affiliations (RQ2-3), there are 636 distinct identified
affiliations within the collected publications. Note that a publication can count
to more than one affiliation, if it involves either authors with multiple affiliations
or documents with multiple authors resulting from a collaboration between dif-
ferent institutions. The top-20 most prolific affiliations, alone, account for more
than 39% of the identified affiliations. The Carnegie Mellon University is the
institution with the most publications (21), followed by the University of Porto
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(17). The Nanjing University, the University of Illinois, and the University of
Tartu, both appearing with 16 publications, occupy the third position.

3.3 Citations

In selecting the most influential publications (RQ3-1), it is important to have
a measure that takes into account not only the number of citations but also the
year of publication. For this purpose, we used the Normalized Citation Score
(NCS) of a document, which is calculated by dividing the actual number of
cited publications by the expected citation rate for publications of the same
year. Furthermore, the answer to RQ3-1 is twofold.

On the one hand, the local NCS (i.e., citations within the collected data)
determines the most influential publications within the area. The top-5 publica-
tions under such conditions are: “A distributed system for learning programming
on-line” by Verdú et al. [27]; “Marking student programs using graph similar-
ity” by Naudé et al. [17]; “A Critical Review of Automatic Patch Generation
Learned from Human-Written Patches: Essay on the Problem Statement and
the Evaluation of Automatic Software Repair” by Monperrus [14]; “A system to
grade computer programming skills using machine learning” by Srikant S. [26];
and “Comparing test quality measures for assessing student-written tests” by
Edwards et al. [9].

On the other hand, looking at all the citations provides a global perspective
on the most influential publications. The top-5 publications in this regard are:
“Automated Feedback Generation for Introductory Programming from Assign-
ments” by Singh et al. [21]; “Precise Condition Synthesis for Program Repair”
by Xiong et al. [30]; “Ask the Mutants: Mutating Faulty Programs for Fault
Localization” by Moon et al. [15]; “Context-Aware Patch Generation for Better
Automated Program Repair” by Wen et al. [29]; and “Programming Pluralism:
Using Learning Analytics to Detect Patterns in the Learning of Computer Pro-
gramming” by Blikstein et al. [4].

As for RQ3-2, the answer is provided in the historiographic map of Fig. 5,
a graph proposed by E. Garfield [11] which is a chronological network map of
the most relevant co-citations from a bibliographic collection. This map identifies
four separate groups corresponding to different topics, namely: Group I (Light
Blue) encompasses works on automated feedback for CS projects [8,25]; Group
II (Purple) captures works exploring the automated assessment of the compu-
tational thinking skills of novice programmers [7,26,28]; Group III (Green)
includes publications on automated program repair techniques and tools [14,16];
Group IV (Yellow) includes automated assessment tools for assessing code and
tests’ quality [9,19,22,24]; Group V (Red) includes works integrating auto-
mated assessment tools with other e-learning tools [27,31]; Group VI (Blue)
captures a group of works aiming to improve feedback on automated assess-
ment [10,13,17].
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Fig. 5. Historiographical representation of a network map of most relevant co-citations

3.4 Topics and Keywords

Keywords, either provided by the authors or extracted as n-grams from the title
or abstract, can provide information about current issues, trends, and methods
in the field. Therefore, for the group of research questions RQ4 these are the
properties that are the subject of analysis. For the first question of the group
(RQ4-1), the answer is provided in Fig. 6, through a thematic map based on the
analysis of co-word networks and clustering using the authors’ keywords. This
approach is similar to the proposal of Cobo et al. [6]. It identifies four types
of topics (themes) based on density (i.e., degree of development) and centrality
(i.e., degree of relevance), namely: emerging or declining (low centrality and
low density), niche (low centrality and high density), motor (high centrality
and high density), and basic (high centrality and low density) topics. Among
the emerging or declining topics, a cluster involving Feedback – an important
aspect of automated assessment – is notable, but so is another cluster involving
Machine Learning – which unsurprisingly is also making inroads in this area
– and Automated Program Repair – a technique used to automatically correct
programs, which is being applied to generate feedback. Niche topics include
Program Synthesis and Program Refactoring, which include techniques that can
help assessing programs based on a set of constraints and/or generate accurate
feedback. Motor themes focus on Static Analysis – analyzing source-code rather
than its runtime behavior – while the other topics have to do with the domain
itself (e.g., automated assessment, programming, and software testing). Finally,
Symbolic Execution – a method of abstractly executing a program to find out
what inputs cause the execution of each part of a program – is the only identified
keyword that can be classified as a topic.

As for RQ4-2, Fig. 7 divides the decade into three sections (2010–2013, 2014–
2017, and 2018–2020) and shows the thematic evolution between the three sec-
tions, based on analysis of the co-word network and the clustering of the authors’
keywords [6]. Some interesting outcomes of this analysis are: the evolution of
Static Analysis and its later ramifications to Testing, Tools, and Machine Learn-
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Fig. 6. Thematic map based on authors’ keywords

ing; the rising of Machine Learning approaches that rapidly penetrate different
domains and provide better results than existing techniques; and the disclo-
sure of techniques important for feedback purposes, such as Fault Localization,
Automated Test Generation, and Automated Program Repair.

Fig. 7. Thematic evolution based on authors’ keywords

To answer RQ4-3, the analysis focuses on 2-grams extracted from the
abstract. To this end, Fig. 8 presents a conceptual structure map created using
Multiple Correspondence Analysis (MCA) – a data analysis method to mea-
sure the association between two or more qualitative variables – and Clus-
tering of a bipartite network of the extracted terms. Using this approach, 2-
grams are divided into four clusters, which can be described as follows: Group
I (Blue) captures terms related to automated program repair; Group II
(Green) includes terms related to testing techniques and evaluated facets of
a program; Group III (Red) contains 2-grams related to static analysis tech-
niques; and Group IV (Purple) whose terms are more related to tools and
systems.
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Fig. 8. Conceptual structure map of abstract 2-grams obtained through MCA

With respect to RQ4-4, Fig. 9 shows the ten most frequent abstract 2-grams
by year. When looking at the frequency of these 2-grams by year, the increasing
interest in Static Analysis, Automated Program Repair, and Automated Test
Generation is readily apparent. Although less visible, Machine Learning and
Learning Analytics have also increased slightly over the years. This indicates
a large growing interest in improving automated feedback generation, as most
topics gaining popularity are related to source code analysis (Static Analysis
and Machine Learning – in the current context) and fixing (Automated Pro-
gram Repair, Automated Test Generation – including counter-example –, and
Machine Learning) techniques. Nevertheless, dynamic analysis-based assessment
using test suites is still highly frequent. Moreover, feedback for teachers, through
Learning Analytics, seems to be now a topic of interest within the area Auto-
mated Assessment. Note that, for this visualization, the set of generated 2-grams
has been preprocessed to remove common terms (e.g., science, introductory, pro-
gramming, paper, work, result, etc.) and match synonyms (e.g., apr tool and
repair tool).

Fig. 9. Top-10 most frequent abstract 2-grams by year
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4 Discussion

The results demonstrate that Automated Assessment is still an area of increasing
research interest, with a significant and growing number of publications and
consequently authors and citations. The only exception coincides with (and can
be justified by) the COVID-19 pandemic situation, which occurred between the
start of 2020 and the start of 2022. The number of citations has maintained
a nearly constant rate over the years (see Fig. 2). Most of these publications
appear in journals and conference proceedings, with shares of nearly 30% and
70%, respectively.

The most closely related and recent systematic literature review on auto-
mated assessment is the one by Paiva et al. [18]. This review identified a new
era of automated assessment in Computer Science, the era of containerization,
among other interesting findings. In particular, the growing interest in static
analysis techniques to assess not only the correct functionality of a program,
but also the code quality and presence of plagiarism. Furthermore, it notices the
efforts towards better feedback primarily by introducing techniques from other
research areas, such as automated program repair, fault localization, symbolic
execution, and machine learning. Regarding automated assessment tools, more
than half of the mentioned tools are open source. Finally, the increasing inter-
est in incorporating Learning Analytics into automated assessment tools to help
teachers understand student difficulties is also mentioned. A technical report by
Porfirio et al. [20] presents a systematic literature mapping of the research lit-
erature on automatic source code evaluation until 2019, which also had similar
findings. In particular, it (1) shows the increasing number of publications; (2)
notices a few attempts to extract knowledge and visualize information about
students from data produced during the automated assessment of source code
(i.e., first attempts on Learning Analytics); and (3) demonstrates that functional
correctness is the aspect receiving most attention.

Results from this paper concerning authors (see Subsect. 3.2) and citations
(see Subsect. 3.3) are novel. The responses given in Subsect. 3.4 to research
questions of group RQ4 confirm most of the findings of previous works, namely
the recent focus on static analysis approaches and the introduction of techniques
from other research areas, such as automated program repair, fault localization,
and machine learning. Traditional automated assessment based on running the
program against a set of test cases is still the dominating strategy. Moreover, the
high frequency of some keywords related to Learning Analytics corroborates the
interest in integrating outcomes from this research area into automated assess-
ment tools. Nevertheless, this research could not capture enough information
to confirm the trend of containerization of automated assessment. As the con-
ducted analysis had minimal human interference, if “docker” (or a related term)
was neither a frequent keyword nor part of a frequent abstract 2-gram, then
it was not identified. In contrast, in the aforementioned review [18], a number
of publications were manually annotated with a predetermined set of tags after
reading.
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5 Conclusion

This paper presents a bibliometric study of publications on automatic assessment
in Computer Science from the decade 2010–2020, based on the WoS Core Col-
lection. The analysis shows that this is still a research area of growing interest,
where there is still much room for improvement of current solutions, especially
through static analysis and source code analysis techniques used in other research
areas. Therefore, it will be worthwhile to continue pursuing this topic in the com-
ing years. The analysis performed allowed us to answer all the research questions
posed at the beginning of this study and presented in Sect. 1. In addition, part
of the results are identical to a recently published systematic literature review
on automated assessment in computer science.

Admittedly, this study has some limitations. In particular, the WoS Core
Collection does not include publications from all sources.
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Abstract. Developing Serious Games (SG) is a complicated and expensive pro-
cess, involving experts in game development and the use of specific tools. This
is one of the barriers in the adoption of SGs. Few SG-specific authoring tools
were proposed in the literature but lacking either in giving educators control in all
aspects of the creation, or varied activities in the end product. To further reduce
the process complexity and dependence on game experts, we propose an authoring
tool specifically aimed for educators to create SGs themselves. This paper reports
findings from a summative usability study conducted on a high-fidelity prototype
of the tool with educators, who perceived the usability of the tool was high.

Keywords: Serious games · authoring tool · educational technology · usability

1 Introduction

Studies have shown that Serious Games (SG) is an effective learning tool, but adoption
is still low and can be attributed to several barriers [2]. SGs can either be commer-
cially available entertainment-based games adopted for education or games specifically
designed with educational properties. These games may not entirely target different
educators’ teaching goals. On the other hand, creating custom SGs to meet educators’
specific requirements involves a complicated and expensive process of requiring inputs
from experts in game design and development. Few SG authoring tools were proposed
to simplify the development phase, but educators found them complicated to use.

We propose an educator-oriented authoring tool for the creation of a Serious Role-
Playing game (SRPG), aiming to improve the development of SGs by leveraging on the
attributes of Role-Playing Games (RPG), by incorporating features suitable for educa-
tors. To ensure the acceptance and adoption of the tool, a usability study was conducted
on a high-fidelity prototype of the proposed tool to evaluate its usability. The main aim
of this paper is to present the findings of the study in order to answer two questions: 1)
How do educators perceive the tool in terms of its usefulness, ease of use and learning,
and satisfaction, and 2) Can educators without knowledge in game development create
SRPGs? To frame the contribution of the tool, crucial works in SG authoring tools are
discussed in Sect. 2. Section 3 presents a detailed description of the tool. The usability
study methodology is explained in Sect. 4, followed by results of the study in Sect. 5,
and discussion of the findings in Sect. 6. We conclude the paper in Sect. 7.
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2 Related Work

While there are several game-development tools that can be used to create SGs such
as Unity1, these tools are primarily intended for game developers and do not explicitly
provide features to incorporate educational components, e.g., assessments. Few existing
SG-specific tools were proposed, using specific workflows and features. One such tool
proposed is used to create scenario-based SGs, but requires collective effort from various
users such as educators and gameprogrammers [12].Another tool is intended exclusively
for educators and uses the concept of story-writing to program the gameplay using graph-
based modelling language [9]. The graph is used to configure game components such as
scenes, actors, and player actions. Educators evaluating the tool found it complicated to
use. In the context of authoring tools, graphmodelling systems are generally complicated
for educators [11].

Block-based programming (BBP) is a visual programming approach that involves
connecting blocks (i.e., a block represents a programming command) to create pro-
grams in the form of conventional text-based structure [15], and is typically used in
tools intended to teach young learners the basics of programming such as Scratch2.
Blocks can be customised in a more natural language, e.g., “Show character” rather
than programming syntax, e.g., “character.visible = true;”. The concept was found
easy to use by educators [5], making it a viable interface for SG authoring tools.

Another influencing factor on the usability of authoring tools is the generality of
the output, where limiting what can be created improves the usability of a tool [10].
While Unity can create any form of games, it is more complicated compared to tools
that produce fewer game genres [9]. RPG has the most complex gameplay that can
potentially target categories and types of problem-solving in various cognitive domains
[3]. RPG involves players controlling avatars to complete quests in a virtual world.
Completing quests typically results in levelling up players’ avatars through rewards
and experience gained, which in turn improves avatars’ attributes (e.g., strength) and
skills (e.g., fighting skills). These components can essentially be incorporated within
an educational context. Authentic learning is an instructional method which situates
learners in a learning environment that reflects real-world situations where the learnt
knowledge is expected to be used [6]. Components of authentic learning can essentially
be embedded within RPG (Table 1), making RPG a very suitable genre for SGs.

3 ARQS Tool

ARQS (Authentic Role-playing game Quest System) Tool is a web-based authoring tool
intended for educators to create SRPGs. Data from the authoring tool are formatted
as JSON (Javascript Object Notation) and stored in a database. Students can run games
using a web-based engine app that loads and parses game data into a runnable game. This
allows quick and ad-hoc editing of games without code compilation. The tool consists of
several components (Table 2) to address the various aspects of an RPG (Table 1). Most
of the components use standard HTML controls (e.g., text fields, checkboxes, etc.). This
section explains the other tool components that use complex interfaces.

1 https://unity.com/.
2 https://scratch.mit.edu/.

https://unity.com/
https://scratch.mit.edu/
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Table 1. Relations between Authentic Learning and RPG Components

Authentic Learning Components [6] RPG Components

Authentic Context Real-world environment that
reflects the way knowledge will be
used

Virtual World

Authentic Activities Real-world tasks Quests

Expert Models Experts’ thinking and modelling
process

Non-Player Characters (NPCs)

Coach and Scaffold Coaching by educator NPCs

Reflect Compare acquired knowledge with
experts and other students

NPCs

Different Perspectives Allow students to view problems
from different perspectives

Player Avatars, Quests

Collaboration Tasks are carried out by groups Multiplayer

Articulating Articulate students’ understanding
of acquired knowledge

(Out-of-game activities)

Integrated Assessment Assess students’ performance
during performing tasks

Rewards, Player Statistics

The World component is for creating the virtual world of a game, which consists
of map(s) that contain locations (i.e., buildings) players can enter. A location consists
of connected areas (i.e., rooms or outdoor areas) which players can explore using their
avatar. Drawing editors used to create these elements employ simple operations such as
selecting pre-defined images (e.g., a house, furniture, etc.) and placing it on a drawing
canvas. Creating locations also involve creating the floorplan of a building, by drawing
rectangles to define the size and placement of the areas in the building.

Quest is the most important component of an SRPG, where game logics and learning
activities (Table 3) can be embedded. A quest consists of several components (Table 4)
to define the tasks players must solve, and game logics to be executed during the quest.
When a quest is first activated, the game will create the initiator, and starts listening for
the events set in the first task of a quest. Events are consistently listened to as long as
a quest is still active. Only event type “interacts with initiator” will be processed at this
stage, which when triggered will start the quest, the first task activated, and other game-
objects set in the Initial Game-object created. Other event types will only be processed
when a quest is started. When a set event is triggered, actions for these events will be
executed. If the event type requires explicit rules, checks will be made to see if players
have met the set rules before executing the events’ actions. When an “End task” action is
executed, the game will deactivate the current task and checks the sub-tasks component.
If there are any sub-tasks added to a quest, the game will activate this task. A quest
will be stopped when no more tasks are found. The blocks used in the BBP editor were
specifically designed to configure these components.
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Table 2. Tool Components

Tool Components Interface

Lesson Description The educational objective of
a game. (Shown on an
introduction scene)

HTML Form controls
(Fig. 1A)

Learning Outcomes Learning outcomes (LO)
students are expected to
achieve (Shown on an
introduction scene)

HTML Form Controls

Player Configuration Player avatar’s role,
attributes and skills (related
to the lesson)

HTML Form Controls

World Game world HTML Form Controls,
Drawing Editor (Fig. 1B)

Quest Quests (problems) players
must solve in relation to the
LOs

HTML Form Controls, BBP
Editor (Fig. 1C)

Gameobjects (NPC, Enemy,
Items, Props)

Game objects that are
involved in the quests

HTML Form Controls,
Drawing Editor (for NPC,
Enemy; Fig. 1D)

Character game-objects (i.e., NPC, Enemy) are actors in a quest. Drawing editor
to create characters’ visuals involves selecting pre-defined styles and colours for the
different parts of a character (e.g., hair, shirt, etc.). This allows creating varied characters
quickly. Setting visuals for Item and Props game-objects on the other hand only require
users to upload image representation of these objects.

Table 3. Example of a learning activity on fire hazards as a quest3

Lesson/LO Quest Scenario Player Tasks (Task Structure)

Lesson:
In the game, students will
learn the basics of fire
prevention
LO:
Students should understand
what fire hazards are

Initiator: Rose
Scenario: Rose has just
moved to a new house. She
wants you to examine the
house and ensure that there
are no fire hazards

1. Player needs to turn off the
cooker (which somebody forgot
to turn off) in the kitchen
• When player interacts with the
cooker, give them an option to
“turn off” or “leave it”

• If player chooses “Turn Off”,
give them rewards

• If player chooses “Leave it”,
show them a message why
this is not a good idea

3 https://www.london-fire.gov.uk/schools/learning-at-home/fire-safety-education-at-home/.

https://www.london-fire.gov.uk/schools/learning-at-home/fire-safety-education-at-home/
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Table 4. Quest’s Structure

Quest Component

Player Action Common RPG player actions [4] associated with a task. Used as a
supportive “help tip” for players

Initiator The NPC players need to interact to start a quest

Initial Game-object Game-objects that need to be created when a quest has started

Rules Requirements (i.e., items that must be used, number of items/enemies
that must be gathered/defeated, and time limit), if any, to complete a task

Events Events (e.g., interacting with NPCs, etc.) that will be processed during a
quest. When an event is triggered, actions set for the event will be
executed (e.g., create dialog with NPCs, etc.)

Sub-Tasks Append sub-tasks to a quest

4 Usability Study of the ARQS Tool

A usability study is typically carried out when investigating how users interact with and
experience a tool to evaluate their perceived effectiveness and efficiency of the tool and
satisfaction with it [13]. This aligns with the basic human-centered design principle,
involving target end-users from the early conception and throughout the development
process of a system, thereby ensuring user acceptance and adoption of the system [7]. A
formative usability study was carried out during the initial phase of the tool’s develop-
ment, where educators tested a low-fidelity prototype [1]. The outcome from the previous
study was used to refine the design concept, which was developed into a high-fidelity
prototype used in the current study, i.e., a form of summative testing normally done
when a tool is at an advanced state. This section reports the methodology of the current
summative usability study.

Ten university lecturers specialising in various domains were recruited for this study
(Table 5). Participants were given several documents prior to the study: a participation
information sheet, a consent form, a privacy notice, and a questionnaire to establish
participants’ general background. Each participant was required to sit for a one-hour on-
site test. Each session was facilitated by the first author and took place at a designated
room provided by Universiti Teknologi Brunei4 (UTB). A computer with access to the
prototype stored in a local server was provided for participants to carry out the study. The
computer’s screen was mirrored to another monitor located opposite the participants’
computer, allowing the facilitator to constantly and unobtrusively observe participants’
actions during the tests.

During the tests, participants were required to use the prototype in carrying out 13
tasks (Table 6) to create a designated game (Table 3). Documents containing the list of
tasks and data for the game (e.g., how the characters and game world should look like,

4 http://www.utb.edu.bn/.

http://www.utb.edu.bn/
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Fig. 1. Form control interface (A), World drawing Editor (B), BBP editor (C), and Character
drawing editor (D)

etc.) were provided at the start of the test. Participants were asked to think aloud when
carrying out the tasks. Audio and screen capture were recorded during each session. The
safety restriction requiring the use of face masks was in place during the tests, as such
recording facial expressions of participants was impossible and thus not included as one
of the means in extracting user experience.

No unsolicited help was given to participants throughout the test. The only exception
was during Task 13, where they were briefly explained on BBP and showed an example
on carrying out one action (i.e., dragging one block from the library and adding it to the
task structure). This was deemed necessary as 80% of the participants were not familiar
with the concept. The time to complete each task during the tests was recorded. At the
end of each task, participants were asked to rate the difficulty using a 7-point Likert
scale (i.e., 1: very difficult to 7: very easy) based on the SEQ (Single Ease Question)
[14]. At the end of the test, participants were asked to complete the USE (Usefulness,
Satisfaction and Ease of Use) questionnaire [8], a 7-point Likert scale (i.e., 1: strongly
disagree to 7: strongly agree) metrics. Both the SEQ and USE metrics are often used
in usability studies. Data from the questionnaires, observation notes, transcribed audio,
and screen capture recordings were used in the analysis of the study.

5 Results

In this section, we first present the results of the task completion rate and time (Sect. 5.1).
We then continue presenting the results of the usability of the prototype tool (Sect. 5.2).
Positive and negative aspects of the tool identified by participants at the end of the study
are also presented (Sect. 5.3).
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Table 5. Participants in the Usability Study

ID Age Gender Teaching
(Years)

Experience in

Using
SGs

Creating
Games

Creating
Interactive
activities

Programming
*

BBP

1 25–39 F 9 No No Yes 1 No

2 25–39 M 10 No Yes Yes 5 Yes

3 25–39 M 12 No No Yes 3 No

4 40–60 F 17 No No Yes 4 No

5 40–60 F 23 No No Yes 3 No

6 40–60 F 17 No No Yes 2 No

7 40–60 M 25 No No Yes 3 No

8 40–60 F 27 No Yes Yes 3 No

9 25–39 M 11 No Yes Yes 4 Yes

10 40–60 M 15 No No Yes Never No

5.1 Task Completion

Table 7 shows the task completion rates for each of the participants. All participants (n
= 10) were able to complete tasks 1 to 12, while only seven were able to complete Task
13. Tasks 1–4 and 8–12 were found generally “very easy”, where they did not experience
any difficulties in completing them since it only involved simple typing and mouse click
operations using form controls.

Table 6. Participants’ Tasks

Tasks

1 Create a new Game 8 Create an NPC

2 Set lesson description 9 Create a Prop

3 Set learning outcomes 10 Create a quest

4 Configure player settings 11 Set the quest scenario

5 Create a map 12 Set the learning outcomes for the quest

6 Create a location 13 Configure the task structure for the quest

7 Create two rooms for the location

Tasks Using Drawing Editors. Tasks 5 to 7 involved creating the game world. Difficul-
ties experienced by participants mostly related to editing drawn objects (e.g., selecting,
editing, etc.). The procedure required participant to first deselect the currently selected
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Table 7. Participants’ Tasks’ Completion

Tasks Completion
Rate

Completion Time Ease of Task*

Avg Median Std. Dev. Avg Median Std. Dev.

1 100% 18 s 12 s 0.2 7 7 0.3

2 100% 42 s 24 s 0.6 7 7 0.3

3 100% 1 min 36 s 1 min 30 s 0.8 6 7 0.9

4 100% 1 min 12 s 1 min 12 s 0.4 7 7 1.0

5 100% 5 min 42 s 5 min 2.9 4 4 1.6

6 100% 10 min 9 min 42 s 5.2 5 5 1.5

7 100% 4 min 36 s 4 min 18 s 2.0 6 7 1.2

8 100% 3 min 24 s 3 min 12 s 1.4 6 6 0.9

9 100% 1 min 24 s 1 min 18 s 0.5 7 7 0.5

10 100% 12 s 12 s 0.2 7 7 0.3

11 100% 30 s 30 s 0.2 7 7 0.3

12 100% 18 s 12 s 0.1 7 7 0.4

13 70% 17 min 42 s 17 min 6.3 4 4 1.7

drawing tool from the tools panel before selecting drawn objects to be edited, where all
participants took time to figure it out. Although instructions were displayed, it took some
time for them to notice the message. P6 mentioned that the instructions were positioned
far from the tools panel. She suggested: “Maybe it can be placed near the tools panel,
so we easily see what is expected.”.

All participants’ proficiency did improve inTask 7, showing theywere able to remem-
ber and replicate the process as the task progressed. This fact was mentioned by three
participants, that they just needed time to familiarise with the application. P8 said that:
“In the beginning you have to learn a new environment, but after a while it gets easier.”.
Four participants did pick up the procedures quickly and was very proficient in these
tasks, which they attributed to their prior experience with similar drawing tools such as
Photoshop.

Task using BBP. Task 13 involved the BBP editor to configure the task structure of a
quest. Difficulty ratings for the task were mixed, where several participants found it hard
(n = 4), not difficult nor easy (n = 4), and easy (n = 2). Only 70% of the participants
(n = 7) completed this task. Participants (n = 3) who did not complete the task did not
set one specific field in an event block when setting the interact event for a game-object.
During the observation, participants generally were able to locate the correct blocks to
configure the quest structure.
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5.2 Usability of the Tool

Table 8 shows participants’ ratings on the tool for the Usefulness, Ease of Use, Ease
of Learning and Satisfaction components of the USE questionnaire. The tool was rated
highly on the usefulness, ease of learning and satisfaction components, while the ease
of use scored slightly lower. This was due to the complexity of the world environment
drawing tools mentioned above, and the participants’ unfamiliarity with BBP.

Table 8. Usability of the tool

Usefulness Avg. Rating*

It helps me be more effective in creating educational games 6

It helps me be more productive in creating educational games 6

It is useful 6

It makes creating educational games easier to get done 6

Ease of Use

It is easy to use 5

It is user friendly 5

It requires the fewest steps possible to accomplish what i want to do with it 5

I can use it without instructions 3

I can use it successfully every time 5

Ease of Learning

I learned how to use it quickly 6

I easily remembered how to use it 6

It is easy to learn how to use it 5

I quickly became skillful with it 6

Satisfaction

I am satisfied with it 6

I would recommend it to a colleague 6

It is fun to use 6

I feel I need to use it for some of my learning activities 6

5.3 Positive and Negative Aspects of the Tool

Table 9 shows key positive and negative themes identified by participants during the
study. Two participants found the general interface of the tool familiar and intuitive. P5
said that “Some of theways to do the tasks are repetitive and similar to other applications.
Like drag and drop, and clicking.”. In terms of experience, three participants noted that
the tool was interesting and fun to use. P1 was excited and felt a sense of accomplishment
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when she played the game she created. She commented while laughing: “Yay, I made
a game. In less than an hour.” Four participants felt the authoring workflow was easy
to understand. P6 for example commented that it was easy to master due to the repeti-
tive process and helpful component breakdown presented in the tool. Two participants
commented on the lack of auto-save in some of the components of the tool, where they
ended up re-doing some tasks as they forgot to save their progress before navigating
to another page. Five participants noted that they needed more time to familiarise with
the process, especially the BBP editor. One negative point two participants mentioned
relating to BBP is the inconsistent block labels. One of the events needed to be created in
Task 13 (Table 6) was to “show amessage”, but the block required to do this was labelled
“Notify Player”. All participants (n= 10) kept on looking for a “ShowMessage” block,
before asking for clarification, and confirmed by the facilitator that the blocks were the
same.

Table 9. Positive and Negative Aspects of the tool

Categories Positives Negatives

Experience Interesting, Easy to learn,
Easy to understand, Fun,
Sense of Accomplishment

-

Workflow Helpful Component Breakdown,
Familiar Process, Repetitive
process, BBP is understandable,

Time spent, No Auto save,
Need time to familiarise,
Inconsistent Block labels,
Lack of Instructions

Object Customisation Responsive, Quick process,
Game world and object
customization

Lack of Action Feedback,
Unable to Zoom location,
Difficult Locating Drawing Tiles,
Lack of Labels on Menu/Buttons

Interface Familiar, Intuitive Not user friendly,
Unclear breadcrumbs

In terms of creating theworld environment and game-objects, four participants appre-
ciated the responsiveness, quick and easy process of drawing the world environment and
virtual characters. Three participants commented on the inability to zoom out the draw-
ing canvas made it difficult to draw the floorplan of a location. P4 also commented on
the lack of labels on the menu buttons. Menus were only presented using icons (e.g.,
“bin” for delete, etc.), but certain icons were not clear to participants. During Task 6,
participants were asked to create a location. Once a building image on the drawing can-
vas was selected, they must click on the “wrench” icon on the “Edit” panel to edit and
create the floorplan. All participants (n = 10) spent quite some time before actually
clicking this button. When asked, all participants (n = 10) said that they were looking
for a “Create a Location” button and didn’t realise at first, that they could do that using
the “wrench” button. Lack of action feedback when doing non-permissible actions was
also commented by P5, as she said: “Some hints may be useful when we do actions
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that can’t be done, for example why we can’t drop some objects on the canvas.”. Lack
of instructions was also mentioned by three participants. Although there was a “Help”
button at the top right of the screen, only three participants actually used it.

6 Discussion

The proposed tool was aimed to provide educators simple and quick way to create an
SRPG. All participants (n= 10) agreed that the tool was generally very useful and easy
to learn in this regard. All participants were also satisfied with it whereas some found
it fun to use and provides a sense of accomplishment. However, participants found the
world drawing editors and BBP complicated as compared to the other aspects of the
tool. The complexity experienced in the world drawing editors primarily related to the
user interface (UI) design and certain drawing procedures. During theworld environment
tasks, all the participants were looking for specific menus to perform drawing operations
(e.g., select object, create location, delete, etc.). Adding clearly labelled and persistent
menus on the tools panel to carry out all the necessary drawing operations can further
improve the usability of the tool.

While 80% of the participants had no experience in BBP, a 70% completion rate in
theBBP tasks (Task 13, Table 7) can be considered a desirable outcome. Furthermore, the
participantswho did not complete this task onlymissed to complete one field in one of the
blocks. This is understandable since most were inexperienced in BBP, and had limited
time to study and familiarise with the blocks. It is a big achievement for the participants
to be able to develop a game from scratch within 1 h (as exemplified by P1’s excitement
when trying out the game she produced), considering the fact that most of them had no
prior knowledge or experience in BBP and game development. Creating a similar game
using typical processes would involve creating the image assets using image software
such as photoshop, before importing to a game software e.g., Unity. Further tasks such as
creating the game’s UIs, scenes, animating characters, programming player mechanics
and gameplay, would make the process longer and require more effort. Although the
image assets used in the prototype tool are uniform and will result in games being
similar visually, the key educational component of SRPGs is the quests. The pre-defined
image library can always be expanded to include more images. A feature within the tool
to allow importing custom-made assets can also be incorporated in future improvements.

Another significant feature that needs to be addressed is providing clear and obvious
feedback and instructions. During Task 7 (Table 6), participants tried to add a “sofa” to
a room. Some participants initially clicked on the back wall of the room, which was not
permissible unless the object to be added was a “wall” ornament. They kept on clicking
on the wall and wondered why it was not drawn on the canvas. An instruction was
actually shown when selecting the image in the library panel, but due to its location and
long wordings, was missed by these participants at first. Displaying obvious, clear and
concise feedback in response to unsuccessful user actions, as well as providing visual
instructions displayed at the start of carrying out each task will be helpful.
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7 Conclusion

This paper presented the findings of a summative usability study of a high-fidelity
educator-oriented SG authoring tool prototype. Ten participants who took part in the
study agreed that the tool was useful, easy to learn, and was very satisfying to use. The
ease-of-use of the tool, however, received a slightly lower rating. This was primarily due
to certain aspects of the drawing operations in the game world drawing editor. Providing
menus to perform all the necessary drawing operations as identified by participants can
improve the usability of the tool.

One key component of the tool is in the creation of quests, which is the primary
outlet for embedding learning activities, and thus gameplay. Block-based programming
are used to configure these quests. Although 80% of the participants had no experience
in BBP, 70% of themwere able to configure a quest. The findings agree with the previous
study on the low-fidelity prototype [1], showcasing that BBP is suitable for educators to
program SGs gameplay.

Since most of the participants (n= 7) in the study had never developed games, they
might not be able to appreciate the simplicity of the tool as they had no baseline to make
comparisons. P2 and P9 are the only participants who had extensive knowledge and
were still active in game development, as both of them were currently teaching within
this field. During the study, P2 said that “Creating the map (Game world) was quicker
(than Unity)”. In order to evaluate the extent to which this tool simplifies existing game
development processes, future studies will look into a comparative analysis between the
authoring process and features of the prototype and existing game development software,
which will require input from experienced game developers.

One limitation of the study relates to the narrow focus on the ARQS tool. A broad
study comparing the usability of various authoring tools would perhaps provide more
insight into the suitability of different workflow and features. With regards to educators’
experience with the ARQS tool, the usability study has demonstrated the suitability of
the tool and its concept in allowing educators with no background in game development
to be able to create SRPGs easily, which can bridge the gap of the low adoption in SGs.
The tool can open up opportunities for educators to gamify their learning activities and
present students with a more interactive and enjoyable learning experience.
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Abstract. Motivated by the successful applications of commonsense
knowledge graphs (KGs) and encyclopedia KGs, many KG-based appli-
cations have been developed in education, such as course content visu-
alization and learning path/material recommendations. While KGs for
education are often constructed manually, attempts have been made
to leverage machine learning algorithms to extract triples from teach-
ing materials. However, education-related KGs learned by existing algo-
rithms contain significant amounts of redundancy and noise. It is because
the entities and relations in teaching materials are often instructional,
abstract, and implicit, while textbooks often contain detailed explana-
tions, examples, and illustrations. Off-the-shelf KG construction algo-
rithms are designed for concrete entities. To this end, we propose an
effective framework to construct low-redundant and high-accuracy KGs
for education. First, we design an ontology that is tailored for educa-
tion. By choosing related Wikidata items, we construct an instructional
entity set. We avoid using traditional methods such as named-entity
recognition to extract entities from textbooks, aiming to reduce redun-
dancy. Then, we add subtopic relations among our selected instructional
entities based on the corresponding hierarchy in Wikidata, and form a
backbone. Second, we design a machine reading comprehension model
with pre-defined questions to extract other types of relations, such as
equivalent to, applied to, and inventor of. Third, we apply active KG
error detection to further refine the KG with minimal human effort. In
the experiments, we take the artificial intelligence domain as an example
and demonstrate the effectiveness of the proposed framework. Our KG
achieves an accuracy of around 80% scored by domain experts.

Keywords: Educational knowledge graphs · Knowledge graph
construction

1 Introduction

Many encyclopedia knowledge graphs (KGs) [15], commonsense KGs [5], and
KGs for medical science1 have been developed, with a wide range of applications
1 https://bioportal.bioontology.org.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. S. González-González et al. (Eds.): ICWL 2022/SETE 2022, LNCS 13869, pp. 148–160, 2023.
https://doi.org/10.1007/978-3-031-33023-0_13
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such as search and recommendations [26]. Motivated by this, KG-based appli-
cations have been developed in education, such as course content visualiza-
tion [13,18], learning path/material recommendations [20], and university course
management [3]. For example, course content KGs could illustrate concepts and
knowledge in a hierarchical and systematic way [18].

While KGs for education are often constructed manually [18,20], a few
attempts have been made to leverage machine learning algorithms to extract
triples from teaching materials [6]. Studies on machine-learning-based KG con-
struction for education could be divided into two classes. The former one aims
to construct KGs to represent course concepts [7]. The latter targets to learn
KGs to organize multimedia learning resources [11,22]. Existing studies usually
employ query languages and web scrapes to construct KGs from structured data
sources such as knowledge bases and HTML web pages. As for unstructured data
sources like textbooks, traditional pipelines containing named entity recognition
(NER) and relation extraction (RE) modules are a common solution for most
KG construction tasks [2,4].

However, educational KGs developed by existing machine-learning-based
algorithms often contain significant numbers of redundant relations, and erro-
neous triples. These issues reduce their usability in real-world teaching and learn-
ing scenarios. First, low-accuracy. Different from real-world or common-sense
KGs, entities and relations in KGs for education are more abstract and hard
to represent and extract. Even for human readers, it is difficult to distinguish
the exact borders of scientific terms compared with a person’s or organization’s
name. Inconsistent spellings in domain papers and textbooks, further interro-
gated the problems of entity recognition. While many existing pipelines finish
this work in a sequential manner, the errors produced by the NER stage will be
magnified in the RE stage, leading to noisy outputs. In addition, it is often quite
difficult to infer from the text description the relationships between educational
topics, such as their hierarchy. This can result in noisy or inaccurate relations
in the final KGs. Second, redundancy. Existing methods often try to extract as
many triples as possible from available data sources. While frameworks generate
a large number of triples with a certain level of redundancy, the KG refinement
module is often an ignored part of previous research. Without an effective way
to filter the results, a large portion of the information in KGs is trivial for edu-
cational purposes. Students need to spare extra effort to distinguish valuable
information when exploring the KGs. Furthermore, it remains difficult to filter
out incorrect or redundant triples in KGs, given that annotations are expensive.

To solve these problems, we propose to leverage reliable resources to con-
struct KGs for education. Starting from the initial entity set, we extend the
KGs with reliable data sources like Computer Science Ontology [19] and Wiki-
data [24]. Then our framework takes the entities and relations from the first
step as the concise backbone and then effectively expands the KG with unstruc-
tured data sources, i.e., textbooks and Wikipedia, without introducing erroneous
triples into KGs. Specifically, we designed a targeted machine reading compre-
hension (MRC) method to extract concepts with pre-defined question patterns.
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By focusing on particular relations in each step, e.g., subtopic_of, we automati-
cally generate questions like ‘What are subtopics of Natural Language Process-
ing?’ and extract credible answers, i.e., candidate tail concepts of the topic entity
Natural_Language_Processing with respect to relation subtopic_of. We avoid
employing traditional methods like NER, which will lead to noise in the final
KG. After that, we filter the noisy triples by applying active error detection
methods. By effectively utilizing the backbone of KG and tailored ontology, our
framework achieve ideal accuracy and redundancy on the final output.

To this end, we propose a novel course KG construction framework for edu-
cation guided by a standard ontology. Specifically, entity attributes and relations
are well defined as criteria for computer science to avoid ambiguity. Along with
the protective confines, we effectively learn from concisely structured data for
building a KG backbone, as well as the abundant text corpus as unstructured
data to expand it. Moreover, we apply a tailored KG error detection method
with minimal human effort to further actively refine the final output by sin-
gling out suspicious triples. Extensive experiments and sufficient visualization
are included in this paper to show the robustness of our constructed KG. Our
contributions are summarized as follows.

– We propose an effective framework to construct low-redundant and high-
accuracy KGs for education.

– To reduce the redundancy, we learn a backbone based on related Wikidata
items and hierarchy, and avoid using named-entity recognition.

– To improve the accuracy, we design a machine reading comprehension task
with pre-defined questions to extract relations.

– We take the artificial intelligence domain as an example and empirically eval-
uate the effectiveness of the proposed framework.

2 Methodology

Now we introduce the pipeline of the proposed framework as shown in Fig. 1,
which is composed of four components. (i) The first component is ontology
design, which is tailored for the education in the artificial intelligence domain.
(ii) The second component aims to build the backbone of KG from reliable
structured data, including hierarchical relationships. (iii) The third component
designs MRC tasks and leverages the pre-trained language model to extract
triples from massive real-world unstructured resources. (iv) In the fourth com-
ponent, we finalize the KG by adopting an active learning based KG refinement
model to remove redundant triples. In each component, we invite several AI-
oriented experts to apply human inspection to the acquired triples to ensure the
accuracy of the KGs for education.

2.1 Ontology Design

The objective of KGs construction is to extract a set of triples (h, r, t), composed
of a head entity h, a relation r, and a tail entity t from external resources. We
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Fig. 1. A framework for constructing high-accuracy and low-redundancy KGs.

believe that the ontology design should be in line with the motivation facilitating
the minimization of errors and redundancy in the KGs. To reduce potential errors
and redundancy, we design the ontology with the capability to uniquely identify
each entity. Each entity is associated with six attributes: Type, Description,
Wikidata ID, Wikipedia Link, Tutorial Videos and Books. The definitions and
detailed explanations of entities and relations are shown in Table 1.

Table 1. The definitions of entities and relations in KGs.

Entity Attributes Definition

Type Topics or people
Description Short texts explain the entity
Wikidata ID Wikidata knowledge ID (if any)
Wikipedia Link Link to Wikipedia (if any)
Tutorial Videos Link to recommended videos (if any)
Tutorial Books Link to recommended books (if any)
Relation types Definition
Subtopic_of A is a subtopic of B
Equivalent_to A is an alias of B
Applied_to A is applied to B
Invented_by A is proposed/invented by B

2.2 Backbone with Entity Set and Hierarchical Relations

After defining the entities and relations, we focus on the backbone construction
of the target KG. Most real-world available knowledge could be roughly catego-
rized into structured and unstructured forms. Empirically, structured data have
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been preprocessed by labor engineering while in a format directly accessible by
machines, so the extracted triples are less prone to noise. It could satisfy our
requirements for accuracy and low redundancy compared with those extracted
from unstructured data. Therefore, we will shed light on how we start with
reliable structured data to obtain initial triples first.

Instructional Entity Set and Hierarchical Relations. The backbone of
KG establishes connections between a bunch of relevant core concepts in the
specific domain, which is able to picture a concise and organized taxonomy for
the domain. As we are constructing KG for abstract instructional entities, it is
essential to first obtain a set of high-quality entities and relations as a backbone
at the beginning to assist later construction processes. In this step, we focus
on subtopic relations between the backbone entities set as an essential basis.
To build the hierarchical backbone from the top, we collect high-level entities
and select them from textbook glossaries, Wikidata, and the Computer Science
Ontology, a large-scale ontology for taxonomy in computer science generated by
the Klink-2 algorithm [16].

To add low-level entities to the backbone, we continue focusing on the pre-
defined relation subtopic and refer to a large open data source Wikidata, a
structured version of Wikipedia to collect instructional entities. Wikidata allows
many editors to collaboratively update entries and store it in a structured man-
ner. Therefore, the extracted knowledge has relatively higher confidence in main-
taining a high-level accuracy and low-redundancy. We assign the entity name in
the obtained backbone of KG as the subject of the query and use SPARQL
to retrieve entities that satisfy the subtopic relation. Only the valuable triples
matching the ontology design are left to conduct entity alignment and linked to
the original backbone KG. The combination of extracted triples between CSO
[19] and Wikidata the two reliable resources completes the backbone structure
construction and the probability of introduced errors will be further reduced.

Multimedia Entity Attributes. We enrich the backbone by adding infor-
mation to the entity’s attributes, such as the video and book links. The linked
e-learning resources provide comprehensive, relevant tutorial videos and teach-
ing books for the target entity. They are beneficial for students to understand
the background knowledge when exploring the KGs. The resource selection com-
bines both domain experts’ recommendations and search engine querying. For
search engine querying, we define the main search keyword as the entity’s name
in the obtained backbone KGs. To prevent incorporating unrelated resources
with the same name, we define sophisticated rules to filter erroneous resources.
The ranking of candidate videos and books takes the total number of views and
average ratings into consideration. Finally, we select top-1 high-quality tutorial
videos and books as the target entity attributes.
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2.3 Completing Knowledge Graph with Unstructured Data

After the KG backbone construction, we aim to extend the scale of KG by adding
more relations from unstructured data such as texts and web pages. Currently,
there are two mainstream methods to adopt. One is based on the open-source
IE packages, and the other utilizes fine-tuned machine reading comprehension
(MRC) tasks. The most popular models in IE packages are designed for specific
relation extractions and often require a large amount of training corpus for a new
target domain. The training data often requires expensive engineering expertise
to train an applicable model. To be free of this labor, we pay attention to how
we extract triples based on fine-tuned MRC tasks.

We consider two text sources: Wikipedia entries, and classical textbooks,
which are relatively reliable and high-quality. The core task is to add multiple
trustworthy relations, except for subtopics from different publications and open-
source knowledge bases to the KG backbone.

Table 2. Question and answer examples used in MRC.

Relation Question Answer

Applied_to Where is e1 applied to? e2
Subtopic_of What is the subtopic of e3? e4
Inventor_of Who is the inventor of e5? e6

Relation Extraction as Machine Reading Comprehension Task. The
general relation extraction procedure can be divided into two key stages: entity
recognition (NER) and relation extraction (RE). In the NER stage, to push
the model to identify the specialized terms in the sentences, high volume anno-
tated data are necessary to train deep learning models while simple rule-based
extraction methods have insufficient generalization capacity to extract meaning-
ful facts. Motivated by the aforementioned problems, we propose a novel deep
learning based approach by virtue of pre-trained models to identify new entities.

As many studies point out, large-scale pre-trained language models already
contain a specific prerequisite knowledge about low-level semantics and factoid
commonsense to produce high-quality results on many downstream tasks [17].
Pre-trained language models learn to extract generic features with unsupervised
learning from large-scale unlabeled data. Therefore, we only need to fine-tune
it with a few labeled data without substantial architecture modifications and
training corpus. We apply it to automatically identify entities and extract rela-
tions from texts by creating MRC tasks. Given a clean text and questions with
a well-defined format in advance, MRC tasks push the chosen model to retrieve
answers from the texts [12].

In this way, we can transform the relation extraction task into finding the
answer to a formulated question from a given text. The question input to the
model is related to a particular relation and head/tail entity. Then the returned
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answer will be the text span of the most likely tail/head entity in the given text.
The whole method consists of the following steps as shown in the Algorithm
1. First, we use several manually defined template questions tailored to extract
triples for specific relations. The example questions are shown in Table 2. The
placeholder will be replaced with the entity’s name. Then, the long texts are
segmented according to the maximum input length of the MRC model, and
overlaps between segments are required to prevent splitting the possible answer
span into two segments. For each text from segmented texts, we then feed each
generated question in order along with text to the MRC model to get multiple
candidate answers, which are sorted by the confidence scores. Last, we keep only
one answer with the highest confidence scores, which represents the wanted tail
entity.

Algorithm 1: MRC for Relation Extraction
Input: inputText; questionTemplate; headEntity;
Output: tailEntity
initialization;
textList ← splitLongText(inputText, maxlength);
questionList ← generateQuestion(headEntity, questionTemplate);
for t in textList do

for q in questionList do
ans, ansScore ← MRCmodel(t, q) ;
if ansScore ≥ scoreThreshold then

ansList = ansList + (ans, ansScore)

ansList.SortbyScore();
tailEntity ← ansList.Pop();
return tailEntity

Next, we improve the quality of the returned triples by excluding results with
low confidence scores and those not meeting the requirements (e.g., too long
word length or containing special symbols). The answer spans may consist of
juxtaposed nouns, which include multiple potential entities. We further truncate
this juxtaposed noun into several entities. Finally, the extracted head/tail entities
and relations are linked to the KG backbone or knowledge bases obtained in the
previous step.

2.4 Active Learning Based Knowledge Graph Refinement

In this section, we introduce a tailored KG refinement model to automatically
single out suspicious and redundant triples. Early studies of KG refinement
mainly rely on rule-based methods. Typically, AMIE [10] introduces a rule min-
ing model under the Open World Assumption and uses an altered metric to
measure the degree of each data instance being true, and AMIE+ [9] extends
this method to large-scale KGs. Nonetheless, they are all limited by the difficulty
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Algorithm 2: An Active Learning Strategy for KG Refinement
Input: a KG for pre-training Gp and a noisy KG for predicting Gt

Output: the noisy set Sn and the clean set Sc

1 Tl, Tu ← SPLIT(Gp, τ)
2 Sn ← ∅; Sc ← ∅

3 train a detector D based on the annotated triple set Tl

4 N ← the maximum number of iterations
5 m ← 0
6 while m < N do
7 T ← queryStrategy(Tu)
8 get labels of T
9 T ′

l ← Tl ∪ T ; T ′
u ← Tu − T

10 retrain the detector D based on T ′
l

11 m ← m + 1

12 foreach t ∈ Gt do
13 l̂ ← predict the label of t according to D
14 if l̂ == −1 then //noisy set
15 Sn ← add t into Sn

16 else //clean set
17 Sc ← add t into Sc

18 return Sn and Sc

of obtaining sufficient and correct rules. Given correct rules, those methods can
spot erroneous triples that violate the rules, but if they are not able to detect
errors that are not included in these rules, then some potential errors with com-
plex patterns may escape detection.

Thus, we tend to leverage external labeled data to learn an effective error
detector that classifies triples in KGs into noisy and clean sets. Large-scale
labeled data could theoretically boost the detection ability of the proposed detec-
tor. However, gathering plenty of labeled data requires a lot of manual work. In
order to decrease the number of labels while maintaining the detection model’s
reliability, we integrate active learning (AL) techniques into the training process.

The pseudocode of our proposed AL-based error detection method, i.e.
ALED, is presented in Algorithm 2. Concretely, we first divide the pretraining
KG Gp into a sizable unlabeled triple set Tu and a tiny labeled set Tl. Then, using
the labeled data Tl, it trains a detector D. In order to get desirable detection
performance, ALED iteratively chooses a set T of data from the unlabeled pool
U to retrain the detector D, using a different query method for each iteration.
A well-trained detector D is created after N iterations. Next, ALED employs
the detector D to anticipate the label of each triple t in the noisy KG Gt. If t is
erroneous, it will be classified into noisy set, i.e. Sn. Otherwise, it will be added
into the clean set, i.e. Sc.
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3 Experiments

3.1 Human Evaluation and Scoring

To verify the quality of the KG, we first randomly sampled 50 triples from
the KG and employed 3 experts and PhD students in the AI domain to score
the results, with 0 being considered incorrect and 1 being considered correct.
Our KG received a accuracy rate from the three scorers by 84%, 78%, and
82%, respectively. The Table 3 shows the comparison results for KG generated
by different methods, especially rule-based methods [21] and machine learning
methods [25], with the same inputs. Therefore, we can draw the conclusion that,
when compared to other existing construction methods, our framework is able
to produce results with higher accuracy.

Table 3. Evaluation Scores of KGs by different construction methods.

Our KG KG by Rules KG by ML Models

Annotator 1 84% 24% 24%
Annotator 2 78% 16% 40%
Annotator 3 82% 36% 52%

We then examined the coverage of domains in our KG by hiring 3 PhD
students to score the taxonomic relationships and comprehensiveness based on
a set of expert-annotated hierarchical relations, which contains 135 key domain
relationships as a gold standard. The results show that our KG has 56 perfect
matches with the expert annotated KG and 46 half matches (only matches with
head entity or tail entity) within 135 key domain relationships, which guarantees
satisfactory coverage in the computer science domain.

3.2 Visualization and Case Study

As we designed this KG with the ability to visualize connections between con-
cepts, we then visualized a part of the results of our KG for a case study. As
shown in Fig. 2, a visualization example for partial relations in KG is provided.
When choosing artificial intelligence as the focused topic of the graph, our KG
clearly pictures its relationship with other subtopics. It also pinpoints the rela-
tionship between the application of one topic to other domains. With the educa-
tional ontology design, the KG does not contain too much redundant informa-
tion, and the visualization of the connections between entities is more intuitive.
E-learning resources are included in attributes, such as recommended textbooks,
which are very helpful for students to understand or learn new concepts. For
clearer illustration, we further present the local structure of one subgraph in
Fig. 3 centered on one subtopic.
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Fig. 2. Overall visualization of KG for certain subtopics.

Fig. 3. Local structure of one subgraph.

With our KGs, students can discover potential connections between concepts
through direct interaction or search queries, which is often difficult to accomplish
through literal reading and traditional classroom lecturing. Compared to many
large KGs, it maintains the clarity of taxonomy without providing overly complex
information for beginners. It concentrates on the necessary relationships and
other learning resources.

4 Related Work

Although high-quality KGs for education purposes often require significant
amounts of effort from experts, considerable research has focused on construct-
ing KGs with deep learning methods. We divide the previous research work into
two classes as follows [1].

Course Concept Knowledge Graphs. This line of research aims to extract
educational concepts from textbooks and other resources to represent relations
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between different concepts in courses. This provides visualization for abstract
concepts in a domain, which helps students to have a better understanding of
certain domains and establish clearer connections. Dessì et al. extracted large-
scale KGs from published papers in the CS domain with relation extraction
models but without emphasis on educational purposes [8]. Qin et al. studied
how KGs can be used in teaching a specific subject in computer science [18].
They used web crawlers to obtain raw data from websites and then extracted
entities and relations using trained machine-learning modules.

Prerequisite relations are important in teaching and learning. Prerequisite
relations mining focuses on finding prerequisite relations from course descrip-
tions and related materials for course learning. For example, which courses or
knowledge should be acquired first in order to understand a new topic or take
a new course. Liang et al. explored data-driven methods to recover prerequisite
relations for different university courses [14]. Recently, Sun et al. proposed Con-
Learn, a contextual-knowledge-aware approach to tackle this task [23]. Their
work utilizes pre-trained language models to generate contextual information
and graph neural networks to process the features. This mainly provides conve-
nience for teachers to plan and prepare curriculum design. Building KGs focused
on prerequisite relations concentrates more on the learning schedule and course
plan.

Multimedia Learning Material Knowledge Graphs. Several studies focus
on integrating e-learning resources into KGs and linking different concepts with
relations between courses. Recently, Dang et al. constructed KGs for MOOCs
with a focus on education using Wikipedia data [7]. Li et al. proposed a sys-
tem named MEduKG to integrate multi-modal information into KGs for edu-
cation [11]. The previous one concentrates on resource organization based on
existing MOOC data into KGs. The latter one concentrates more on construct-
ing KG from multimedia learning resources like slides, textbooks, and recordings.
They used NER and RE components to construct KGs but from multi-media
data resources. Aliyu et al. constructed KG for university course management
based on structured data [3]. They used KGs to store and manage data for uni-
versity courses, like instructors, teaching semesters, etc. It can be used to store
teaching arrangement information for universities.

Errors may be accumulated during the NER process. Existing educational
KGs constructed by machine learning algorithms often contain noises and redun-
dant triples, which make these KGs impractical to some extent. Our framework
employs tailored designs to learn low-redundant and high-accuracy KGs.

5 Conclusions and Future Work

In this paper, we proposed a framework to construct KGs for education. Unlike
other KG construction methods, we aim to build a KG with high accuracy
and low redundancy. Starting from the ontology to build the backbone, the
framework then leverages reliable data sources with tailored methods. Moreover,
we apply active KG error detection to refine the KG with minimal human effort.
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Our case study and visualization demonstrate how this framework produces KG
for education with high-quality and integrated learning resources, enabling the
final KG to be a useful aid for education. We also designed a machine reading
comprehension method to extract relations from unstructured data. This method
can be applied for relation extraction in various domains without a large amount
of training data. The experimental results show that it performs well for handling
practical real-world data. In the future, we will focus on the following aspects:
Firstly, further expanding the size of the KG by introducing more relations and
entity types for education, while keeping high accuracy and low redundancy.
Secondly, explore algorithms to refine the KGs more effectively and measure the
quality of the outputs. Thirdly, apply the KGs to educational downstream tasks,
such as question and answer systems, learning course planning, etc.
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Abstract. Discussion forums onMOOCs are developing as a major tool for com-
munication between learners and instructors, generating large amounts of posts,
exchanged as unstructured text content. Thus, it is amajor challenge for instructors
to find (and respond to) urgent posts, amongst the vast amount of posts. Learn-
ers also may inadvertently pose posts that may seem more urgent than they are.
However, the current literature lacks research on analysing posts from an urgency
language perspective, i.e., extracting the language used for urgent expression. This
paper explores for the first time the urgent language that learners use to express
their need for immediate intervention, via an automatised approach. It describes
our analysis of 5181 text posts from a course from the Stanford MOOCPosts
dataset, selected for its good representation of urgent posts. We use topic mod-
elling, here, via the widely used latent Dirichlet allocation (LDA). Moreover, we
demonstrate a correlation between specific topics and urgent posts. Also, we show
that most urgent posts start new threads. Additionally, constructing a visual inter-
face for instructors or learners may support them understand the urgent language
and improve intervention.

Keywords: Topic modeling · Latent Dirichlet allocation (LDA) · MOOCs ·
Urgent language · Visualisation

1 Introduction

With the increasing number of text posts from learners communicating in massive open
online courses (MOOCs) [1] via online asynchronous ‘discussion forums’, instructor
intervention is one solution towards reducing learner dropout. However, due to the huge
number of posts and the imbalance between the number of learners and instructors, it
is very challenging and time-consuming for an instructor to monitor all the available
posts and detect which need urgent intervention [2]. Moreover, learners may use urgent
language invertedly. Recent solutions [3–5] based on supervised machine learning (ML)
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reached a remarkable performance. However, whilst they have focused on identify-
ing urgent posts, they have not extracted topics that learner used, or identified urgent
language.

In this research we define the ‘urgent language’ as the most frequently encountered
words and phrases that learners use in their posts when needing urgent attention and
intervention. We argue that we need to not only detect urgent intervention, but also
to establish if there is a way to make the language for the urgent intervention need
explicit, by visualising it. As most people are visual, creating visual aids for instructors
or learners may help the former decide when, where and how to intervene, and the latter
to potentially revise their language. We formulate thus our research questions:

RQ1. Can the language of urgency be detected from learners’ posts?
RQ2. Can the language of urgency be visualised in a simple and intuitive way?

The main contributions of our paper are: (1) To the best of our knowledge, this is
the first work to automatically detect the language of urgency need, by modelling text
posts and related them to urgent posts. (2) Showing that the majority of urgent posts for
specific urgent topics start new threads. (3) Designing a visualising tool for the instructor,
and suggestions for learners.

2 Related Work

2.1 Instructor Intervention in MOOCs

Instructor intervention in MOOCs is a relatively new area and an emerging hot topic,
started by [6], as the first work on predicting instructor intervention in MOOCs. This
work launched a body of research on finding urgent posts from discussion forums, by
using text classification models, with the aim of helping instructors in deciding when
to answer posts and which posts to answer to. For example, Almatrafi et al. [2] inves-
tigated different shallow ML to classify urgent posts that required urgent intervention
from an instructor, using different linguistic features and metadata. A different set of
works analysed new advantages introduced by deep neural networks. For instance, Guo
et al. in [4] proposed hybrid neural networks based on deep learning, to identify urgent
posts. In [5], Sun et al. proposed a deep learning model as an improvement of recurrent
convolutional neural networks (RCNN) for the same problem. In addition, Alrajhi et al.
[7] built a deep learning classification model based on text, using additional features
(sentiment, confusion, urgency, opinion, question, and answer). These deep learning
models outperformed shallowMLmodels in terms of performance. A very recent work,
Khodeir [3], presented a classification model by using Bi-GRU based on BERT as a
pre-trained embedding layer to classify urgent posts.

To the best of our knowledge, there is no research yet in this area that focuses on the
analysis of posts and detecting the language for the urgent intervention.

2.2 Topic Modelling in MOOCs

With the emergence of topic modelling, there have been some researches on modelling
posts from discussion forums in MOOCs by using latent Dirichlet allocation (LDA).
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Attapatu and Falkner [8] used LDA to obtain the topics of the main discussion for each
week in MOOCs, and labelled them to provide a framework to effectively locate and
navigate the information need. Ezen-Can et al. [9] applied an unsupervised algorithm
to group similar posts, then found the top topic words using LDA, to better support
learners’ learning. Robinson [10] used LDA to extract topics that learners used in their
discussions on Cartograph. They revealed the most popular places learners talked about
in class, to improve the future development of course. In fact, LDA [11] has become one
of the most popular and widely used topic modelling tools.

Thus, we also use LDA here - however, to find words learners use when they need
urgent intervention, as further explained in Sect. 3.3.

2.3 Visualisation in MOOCs

In many recent visualisation works related to MOOC discussion forums, researchers
aimed at assisting instructors during their work. For example, recently, Almatrafi and
Johri [12] proposed an experimental approach to improve MOOCs, based on summaries
of learners’ opinions about the course, extracted from discussion forums. The visual
results were meant to allow both experts and non-experts understanding. Wong et al.
[13] constructed a visual analytics tool (MessageLens) using different visualisation
tools to assist MOOC instructors in better understanding forum discussions from three
perspectives: discussion topic, learner attitude, and learner communication.

Here, we employ visualisation for instructors, to help them understand topics that
learners use in their discussion on a specific course, and colour posts based on these
topics to assist both instructors and learners (see Sect. 3.4).

3 Methods

Figure 1 shows our framework of analysis to identify urgent language and visualise
it. We describe the dataset used, how we processed posts as an input to our analysis
model; unsupervised approaches used to analyse and mine learners’ textual posts and
extract useful urgent patterns with semantic meaning. Also, we introduce a number of
visualisation aids, mainly for instructors, but also for learners.

3.1 The Stanford MOOCPosts Data Set

We used the Stanford MOOCPost data set [14] for our research, containing anonymised
learners’ forum posts from 11 courses and different variables. One of them is Urgency
(1–7), which describes how urgent the post is, with respect to a required response from
the instructor: 1= not urgent, 7= very urgent. An instructor’s decision if to intervene or
not is a binary one, thus the 7-point scale is superfluous. Additionally, urgency data are
notoriously skewed (with urgent comments being significantly fewer than non-urgent
ones). Moreover, other text classification research often converted their scale to a binary
one [2, 4]. Thus, we converted the above 7-point scale into a binary representation, as:
{> 4 → urgent, otherwise → non-urgent}.
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Fig. 1. An analysis model of urgent language and instructor visualisation aid of learners’ posts.

Next, we removed unmeaningful posts, as in [7], as well as 13 posts with an empty
course name in the Humanities course type. The number of posts with their percentage
of urgent and non-urgent numbers of posts in each course are reported in Table 1.

Next, we chose a particular course (SciWrite) in the medical field as a case study
for our analysis. The reason for selecting this course is due to the fact that it contains a
large number of posts (5181), and at the same time the percentage of posts that represent
urgent intervention (34.2%), as shown in Table 1, is high.

3.2 Data Preprocessing

To prepare the (SciWrite) course, we performed various preprocessing. This includes
splitting and tokenising the sentences into a list of words, then performing cleaning,
such as removing unnecessary parts, including those that may lead to identification of
the learners (emails, some characters and quotes, anonymisation). Next, we converted
tokens to lists. Then we built the phrase models based on bigrams (two words often
appearing together in the post) and trigrams (three words appearing together), after
which we applied lemmatisation and finally removed stopwords.

3.3 Extracting Urgent Language

To extract urgent language and answer RQ1, as a starting point for the automated lan-
guage analysis ‘Text-document modelling’, we clustered words from forum posts into
different topics, based on the unsupervised statistical model called LDA, as explained
below. This is followed by associating topic lists and trending terms within urgent posts,
as a potential good indicator for identifying and giving an overview of ‘urgent language’.
The next sub-sections explain the follow-up steps.
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Table 1. Number of urgent and non-urgent posts for all courses on the Stanford MOOCPosts.

Course Posts # Non-Urgent Urgent

Humanities/Sciences WomensHealth 2141 1863
(87.0%)

278
(13.0%)

StatLearning 3029 2191
(72.3%)

838
(27.7%)

Stats216 327 204
(62.4%)

123
(37.6%)

Environmental_Physiology 2467 2048
(83.0%)

419
(17.0%)

Econ-1 1583 1249
(78.9%)

334
(21.1%)

Econ1V 160 150
(93.8%)

10
(6.2%)

Medicine Statistics_in_Medicine 3320 2276
(68.6%)

1044
(31.4%)

MedStats 1218 802
(65.8%)

416
(34.2%)

SciWrite 5181 3407
(65.8%)

1774
(34.2%)

Managing_Emergencies_What
_Every_Doctor_Must_Know

279 231
(82.8%)

48
(17.2%)

Education How_to_Learn_Math 9879 9559
(96.8%)

320
(3.2%)

Topic Modelling (LDA) Setup. In NLP, topic modelling is an unsupervised technique
commonly used for analysing a collection of documents, offering a convenient way to
classify, extract, discover hidden topics associated with each topic [15] and recognise
latent patterns from unstructured text [16]. The generative probabilistic topic-modelling
model LDA assumes that each document is a mix of different topics; and a topic is a
theme of a collection of words that frequently appear together [17]. The model processes
a document term matrix, supposing each document (d) contains different topics (t), as a
probability distribution p(t|d). In turn, each topic (t) contains different words (w), with
t a probability distribution over w p(w|t). The input of this model is a bag-of-word and
the output is represented by different topics, each with lists of terms (words), which
are ordered from the highest relevance to the topic, to the lowest one [18]. We used
Gensim to train our LDA model, written in Python. In this model, we only need to feed
the model with the number of topics (k). It is a challenging task, as there is no perfect
way to choose this number. A low number of topics tends to be more general; a higher
number provides details [19]. Here we apply a coherence metric via one of the most used
methods, c_v coherence [20], for various numbers of topics, to obtain a number close
to the optimal one. Thus, we built several models with different k, starting from 2 until
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20, in intervals of 1, and keep all the parameters of the models at their default values.
Then, based on the coherence score, we select the best value. Next, we tune parameters
(passes and iterations) to achieve the best topics; where: passes refer to the total number
of passes through the corpus during training; iterations refer to controlling the maximum
number of iterations through the corpus when inferring the topic distribution of a corpus.
We tuned and set these two parameters to passes = 50 and iterations = 200.

Extracting Urgent Language via LDA. To inspect and give an overview of the terms
(words and phrases), we present the top 10 terms on each topic. After that, we used t-
Distributed Stochastic Neighbour Embedding (t-SNE) [21], a cutting-edge unsupervised
technique for dimensionality reduction, to visualise clusters with high dimensions in 2D
space. Our final aim is to reveal the key language learners use to express their need for
urgent intervention. To reach this primary goal, we first find the dominant topic for every
post, as every post is composed of a mixture of words, and each word is drawn from
one topic. Hence, we are able to find the most representative post for each topic, as an
example to understand each topic.

Finally, for each topic, we calculate the percentage of posts with predominantly
urgent posts, and the same with non-urgent. We set a threshold of more than 80%, under
the assumption of this ensuring that they are the most representative posts for that topic.

3.4 Instructor Visualisation Aid

To answer RQ2, we propose visualising aids, as mental tools to allow instructors to
become aware of the topics learners use in their discussion; or learners to be aware of
their own urgency language, applying three different aids: (1) Wordclouds: we visualise
the top 10 terms in each topic using wordclouds. It is a visual representation of topics in
a cloud shape, depicted in different sizes, based on the probability of each term (word)
(instructors only). (2) pyLDAvis: is used to represent, distinguish and interpret topics
(instructors). (3) coloured posts: we colour each token in the post with the topic colour,
to help instructors or learners to determine urgent words.
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4 Results and Discussion

4.1 Results of Topic Modelling (LDA)

As per Sect. 3.3, we estimate the best number of topics (k) based on the coherence score,
see Fig. 2. Selecting 6 topics renders the highest coherence score on the y-axis.

Fig. 2. Selecting the optimal number of LDA topics.

4.2 Results of Extracting Urgent Language via LDA

The 10 most relevant terms and highest probability for every topic output as per LDA
with k = 6 are presented in Table 2. We can see that some words appear in different
topics, such as ‘course’ appears in topic 0, topic 3 and topic 4.

Table 2. Most relevant terms for six topics identified by LDA.

Topic 0 Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

0.021*course
0.013*time
0.011*certificate
0.008*page
0.007*hope
0.007*continue
0.007*take
0.006*good
0.006*hour
0.006*work

0.008*change
0.007*risk
0.007*use
0.007*com
0.007*think
0.006*study
0.006*different
0.005*effect
0.005*mean
0.005*include

0.023*use
0.021*write
0.015*paper
0.013*sentence
0.011*word
0.010*writing
0.009*think
0.008*example
0.008*scientific
0.007*make

0.042*thank
0.033*course
0.022*answer
0.014*question
0.013*homework
0.012*get
0.010*quiz
0.010*post
0.010*video
0.009*problem

0.022*reviewer
0.021*get
0.020*peer
0.020*score
0.020*review
0.018*course
0.017*comment
0.016*give
0.012*grade
0.011*think

0.076*essay
0.060*grade
0.044*submit
0.037*peer
0.035*review
0.029*assignment
0.018*submission
0.017*problem
0.016*score
0.014*get

Figure 3 visualises the higher dimensional data in lower dimensions, using the t-SNE
algorithm. Here, the different topics are mapped onto two dimensions.

As an example of the most dominant topic, Table 3 shows the dominant topic and
its percentage, with the terms for the first two posts in our corpus. For both posts, topic
3 is the dominant one, with different contributions towards it.

Table 4 shows the most representative tokens from posts for each topic, as a sample
of what a topic is about. The minimum contribution is about 0.97, which shows that
these tokens are representing the topic almost perfectly.
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Topic 0
Topic 1
Topic 2
Topic 3 
Topic 4
Topic 5

Fig. 3. t-SNE clustering of six LDA topics.

Table 3. Dominant topic for the first 2 posts.

Dominant Topic Topic Percentage
Contribution

Keywords Tokens of Posts

3 0.53 thank, course, answer,
question, homework,
get…

[hope, useful, place,
discuss, related,
course…

3 0.47 thank, course, answer,
question, homework,
get…

[video, unit, work,
however, one, work,
perfectly…

Table 5 shows the percentage of urgent and non-urgent posts, where the dominant
topics contribution ismore than 80%. The total number of posts with the topic percentage
contribution > 80% is 1218 posts. We found that topic 5 covers about 58% of urgent
posts. That means that the most important words that learners used and expressed in
texts when they need urgent intervention can be found in topic 5. These include: (essay,
grade, submit, peer, review, assignment, submission, problem, score, get,…). Analysing
them, these terms make sense as illustrators of urgent language, as an imminent test can
provoke urgency. Also, despite topic 2 and topic 3 having many posts belonging to them,
the urgent posts only cover 26% and 32%, respectively.

Then we manually inspect posts in which the dominant topics belong to topic 5, to
understand why these cover 58% of the urgent comments. In discussion forums, there
are two types of post: thread (the first post) and comments (reply to a specific post).
Chaturvedi et.al. [6] supposed that the first post tends be a question and the reply might
be an answer or comment on the question. We assume the same scenario, where the
thread tends to be urgent, but the comment can be non-urgent. Therefore, we analyse
urgent and non-urgent posts in topic 5, 330 posts, based on post type (thread or comment).
We find that 101 posts are threads, with 96% urgent posts; and 229 are comments, with
just 40% urgent posts, as per Table 6. This further explains why the language used in
these non-urgent comments imitates urgent language: when replying to threads, learners
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used similar terms and language as that of the original thread, which may have been in
urgent need of intervention; however, their reply (comment), albeit written in a similar
language, did not need urgent intervention. This is important, as a ‘simple’ urgency ML
or deep learning classifier would not be able to distinguish between the two, but having
the human-in-the-loop through informed visualisation can help detect such cases.

Table 4. The most representative tokens of post for each topic.

Topic Number Topic Percentage
Contribution

Keywords Tokens of Posts

0 0.97 course, time, certificate,
page, hope, continue, take,
good, hour, work

[make, follow, revision,
dedicated, prosthesis,
allow, sprinter, run, low,
metabolic_cost,…

1 0.99 change, risk, use, com,
think, study, different,
effect, mean, include

[immortality, alluring,
concept, scientist, believe,
possible, upload, mind,
recreate,…

2 0.99 use, write, paper, sentence,
word, writing, think,
example, scientific, make

[note, necessarily, right,
way, way, protective,
occurrence, inhibit,
reoccurrence, estimate,…

3 0.97 thank, course, answer,
question, homework, get,
quiz, post, video, problem

[subtitle, video, available,
download, soon,
meanwhile, view, video,
course, webpage,
youtube,…

4 0.98 reviewer, get, peer, score,
review, course, comment,
give, grade, think

[thank, elfatih, point,
review, student, paper,
helpful, receive, excellent,
feedback, first,…

5 0.99 essay, grade, submit, peer,
review, assignment,
submission, problem,
score, get

[dear, problem, want,
post, rd, assignment,
order, take, look,
feedback, essay, go,
section,…
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Table 5. The percentage of urgent and non-urgent posts for each topic where the dominant
contribution is more than 80%.

Topic Number Posts Number Urgent Number Urgent % Non-Urgent
Number

Non-Urgent %

0 44 13 30% 31 70%

1 55 11 20% 44 80%

2 298 76 26% 222 74%

3 320 102 32% 218 68%

4 171 42 25% 129 75%

5 330 190 58% 140 42%

Table 6. The percentage of urgent and non-urgent posts for thread and comment in topic 5.

Type of posts Posts Number Urgent Number Urgent % Non-Urgent
Number

Non-Urgent %

Thread 101 97 96% 4 4%

Comment 229 93 41% 136 59%

4.3 Results of Instructor Visualisation Aid

To enlighten the instructor and give an overview of the different topics and the probability
of each term in each topic, we depict the word cloud visualisations that represent each
topic in a distinct colour, and each term in a different size representing the probability
of each term (word), as shown in Fig. 4.

To interpret the topics in a simple and interactive way for the instructor, we are using
pyLDAvis, as shown in Fig. 5. Every topic is represented as a bubble, the size of the
bubble representing the percentage of the number of posts about this topic. The largest
bubble means that it contains the highest percentage of posts on this topic. The distance
between the center of the bubbles indicates the similarity between the topics. The bar
chart represents the top 30 terms in specific topics.

To further help both instructors and potentially learners, we additionally coloured
the tokens of the posts with the topic colour, as illustrated in Fig. 6. For example, Post
1 (first post) contains different colures (red, purple and green) belonging to (topic 3, 4
and 2) respectively. Therefore, if the instructor finds a brown colour (topic 5) and it is a
thread, this indicates that this post is in need of urgent intervention.
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Fig. 4. Word cloud visualisation (top 10 terms) for each topic.

Fig. 5. pyLDAvis - top 30 terms for each topic.

Fig. 6. Topic colouring for the first 5 posts tokens.
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5 Conclusion

The main challenge for instructor intervention in MOOCs is the nature of discussion
forums, in terms of a large number of posts, with a low number thereof that require urgent
intervention. Here, we show that learners express their need for urgent intervention
via discussion forums using special languages. One can extract this language, to help
instructors in their intervention, and learners when writing. In addition, visualisation can
be employed to aid in the comprehension of a learner’s language, allowing the instructor
to potentially intervene more effectively.

Importantly, we have proposed here, for the first time, a ‘context-dependent urgency
language’, i.e. a language of the need for urgent intervention in a MOOC, and showed
some straightforward and easily reproducible ways to extract and visualise it.
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Abstract. Sharing of educational resources is an important aspect supporting the
exchange of knowledge, skills and experience between the pedagogical specialists
that be-come of vital importancewith the forced distance learning duringCovid-19
pandemic. The paper presents the design and development of a web based digital
content repository that is used as national teachers’ digital library in Bulgaria.
The digital repository is aimed at publishing and sharing authored educational,
didactic andmethodological materials created by primary and secondary teachers.
The platform allows sharing different teaching materials as presentations, video
lessons, films, exercises, tests, training programs, innovative teaching methods,
entertaining pedagogy as well as research and student’s work. The author’s mate-
rials can be used for training, self-training and testing and are stored by grades, by
thematic areas and by material type. All the materials are audited for correspon-
dence to the state educational standards and the relevant curricula. The developed
web based digital content repository serves as a national digital library for e-
learning materials used in primary and secondary schools in Bulgaria as well as
in Bulgarian schools abroad.

Keywords: National digital library · Educational resource sharing · E-learning ·
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1 Introduction

Digitization in educational institutions is a key element of the modern school that uti-
lizes innovations basedon information and communication technologies (ICT) in order to
manage and optimize the learning process and thus to increase its efficiency. The impor-
tance of access to online educational resources is widely recognized and the subject of
numerous initiatives and research activities [1–3].

In recent years there has been a sustainable educational state policy in Bulgaria
defined in the “Strategic framework for development of education, training and learning
in theRepublic ofBulgaria (2021–2030)” [4]. The importance of the school digitalization
is clearly defined as strategic priority 6 “Educational innovation, digital transformation
and sustainable development”. The utilization of ICT in Bulgarian schools in the recent
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years has transformed the traditional educational process and improved its quality and
efficiency [5, 6].

As a consequence of the government activities supporting the school digitization
in Bulgaria the educational process in schools was not interrupted with the beginning
of the Covid-19 pandemic and the training process successfully switched to distance
learning. The relevant changes made in 2020 in the Act on Preschool and School Edu-
cation in Republic of Bulgaria are aimed at regulating the distance learning in electronic
environment to ensure the continuous education of children and students in different
extraordinary circumstances as flu holidays, climate or other factors.

Sharing of educational resources is an important aspect supporting the exchange of
knowledge, skills and experience between the pedagogical specialists that become of
vital importancewith the forceddistance learningduringCovid-19pandemic [7–10]. The
strong state policy in Bulgaria for raising the qualification and professional development
of the pedagogical specialists is implemented through several national programs that
support the intensive usage of ICT in the school education and the qualification of
pedagogical specialists. Despite the teachers’ qualification programs for usage of e-
learning materials, the existence of a nationwide digital library for sharing e-learning
materials became critical in March 2020.

The paper presents the design and development of a web based digital content repos-
itory that is used as a national teachers’ digital library in Bulgaria. The digital repository
is aimed at publishing and sharing authored educational, didactic and methodological
materials created by primary and secondary teachers.

2 Design Methodology

The national e-library for teachers in Bulgaria is an online a web-based product designed
for sharing and exchange of own learning materials between primary and secondary
teachers. The general architecture of the web based digital content repository is shown
on Fig. 1. The application has a three-layer architecture that comprises a front end, a
backend and a database.

Fig. 1. General architecture of the web based digital content repository.
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The backend server is developed using NestJS and supports several services: a utility
service, an authentication service, a document workload service, a resourcemanagement
service, an audit service and a core application configuration module. The backend
services are implemented as REST APIs accessible by the front-end application. The
frontend layer is developed using Angular framework and comprises core configuration
and authentication modules as well as several modules for user access to the platform
features: resourcemanagement module, file management module, audit module and user
management module. The database layer of the application is a MySQL database that
support storage of various heterogeneous teaching resources.

The platform supports three user roles:

• guest user has full access to the public part of the platform that allows searching for
materials by selected criteria, reviewing and downloading selected teachingmaterials;

• user role “teacher” can create, modify and delete own learning materials;
• user role “school principal” allows access to additional functionally that allows
registration of school teachers as platform users with teacher role.

In order to upload and share a learning material the registered users, either teachers
or principals, should provide the following information: material title, status – draft or
published, subject area, subject and grade of the material, type of the teaching material,
short description as well as attached files. The materials in status “draft” are not visible
to the library users. Changing the material to status “published” allows both guest and
registered user to access it. All the materials are audited by the school principal user for
correspondence to the state educational standards and the relevant curricula.

The platform allows sharing different teaching materials as presentations, video
lessons, films, exercises, tests, training programs, innovative teaching methods, enter-
taining pedagogy as well as research and student’s work. Thus the designed database is
heterogeneous in order to allow storage and access of various resources with different
file type and size. In order to support the intensive simultaneous usage of the platform
by many users a software collision protection of data access is implemented.

The web based platform can be used with any browser and provides user friendly
interface with a responsive design that allows its utilization on different devices and
easy usage by primary and secondary school teachers with different level of ICT skills
(Fig. 2).

Fig. 2. User interface of the digital content repository database
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The author’s materials can be used for training, self-training and testing and are
stored by grades, by thematic areas and by material type. The categorization of the
learning recourses as well the search criteria in the repository are based on the subject
area, the material subject, the students’ grade for which it is aimed as well as the type
of the material: training, self-training or testing. All published materials are audited to
ensure their compliance with the state educational standards and the relevant curricula.

3 Results and Analyses

A total of 2 369 state and private schools are operating on the territory of the Republic of
Bulgaria. In addition, two Bulgarian public secondary schools as well as 355 Bulgarian
Sunday schools are operating abroad.

The design and development of the national teachers’ digital library was supported
by the Ministry of Education in Bulgaria with its main goal being to assist the forced
distance learning in the beginning of the Covid-19 pandemic in 2020. The repository was
operational by the end ofMarch 2020 andwas intensively used by the Bulgarian teachers
especially during the Covid-19 pandemic. Even if it was established due to the Covid-19
pandemic, the national digital library continues to serve as a resource repository for the
teachers in primary and secondary schools in Bulgaria and abroad.

The statistics of the platform usage by June 2022 are given in Table 1. The platform
has more than one hundred thousand registered users that has published and shared 7
619 training materials, downloaded totally 1 143 335 times.

The general audience overview statistics of the platform users for the period Oct
1, 2021 – Dec 15, 2021 is shown on Fig. 3. The geographic distribution of the library
users for the same time period is given on Fig. 4 and Fig. 5 presents the demographic
distribution of the users by age and gender.

Table 1. Digital e-learning library usage by June 2022.

Number of registered pedagogical specialists 109 479

Number of uploaded materials (articles) 7 619

Number of uploaded files 8 540

Number of uploaded files by type/format

- MS Word and text documents 3 539

- MS PowerPoint presentations 2 846

- MS Excel spreadsheets 10

- pdf documents 1 404

- images (png, jpeg, gif) 348

- audio files (mp3, mpeg) 52

- video files (mp4) 286

- binary files 55

Total number of downloads 1 143 335
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Fig. 3. General overview of the digital e-learning
library users

Fig. 4. Geographic distribution of the
digital e-learning library users

Fig. 5. Demographic distribution of the digital e-learning library users by age and gender

The feedback gathered through a dedicated survey among the users of the system is
very positive due to the provided possibility for publishing and sharing training, didactic
and methodological materials. As can be seen the platform was intensively used during
the distance learning period with more than 25% of returning users. The e-learning
materials are utilized by teachers in all age groups. Even if the digital library is mainly
accessed by users situated in Bulgaria, the e-learning materials are also of great value to
the teachers in the Bulgarian schools abroad as there are two Bulgarian state secondary
schools and more than 350 Sunday schools all over the world.

4 Conclusion

The digital repository is aimed at publishing and sharing authored educational, didactic
and methodological materials created by primary and secondary teachers. The platform
allows sharing different teaching materials as presentations, video lessons, films, exer-
cises, tests, training programs, innovative teaching methods, entertaining pedagogy as
well as research and student’s work. The author’s materials can be used for training,
self-training and testing and are stored by grades, by thematic areas and by material
type. All the materials are audited for correspondence to the state educational standards
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and the relevant curricula. The developed web based digital content repository serves as
a national digital library for e-learning materials used in primary and secondary schools
in Bulgaria. The platform strongly supported the forced distance learning periods in
Bulgarian schools during the Covid-19 pandemic. Furthermore, the shared educational
materials are also intensively used by the teachers for face-to-face learning, for student’s
self-training, for teaching integrated knowledge as well as for project-based learning.
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Abstract. Measuring the effectiveness of teaching is a complex and multifaceted
processwhich requires understanding both the context and assessment goal. Based
on an OECD report [7] the quality of the educational system relies heavily on the
systematic assessment and development of teachers’ competence while focusing
on reflection. Although teachers’ digital competence has been a central discussion
point for the past decade, researchers are still struggling to understand what are the
most effective feedback solutions to support teachers’ digital competence devel-
opment. The following paper gives and overview of the results of a design study
which focused on understanding the digital competence self-assessment feedback
loop. Based on the design study we proposed and evaluated a feedback loop pro-
totype which supports teacher’s digital competence and meaningful professional
development.

Keywords: Teacher · Digital competence · Professional development ·
Feedback loop · Self-assessment

1 Introduction

According to the European Commission, a comprehensive digitization is underway in
society and the use of technology affects all professions and fields. Taking advantage of
the expanded options requires investment in skills and a thorough review of education
and lifelong learning systems [1]. In 2020, the European Commission adopted a digital
education action plan (Digital Education Action Plan 2021–2027). The aim is to increase
the contribution of education to the European Union’s recovery from the COVID-19
crisis, because amid the crisis situation the need to make the digital capabilities of
schools, teaching, and learning more fit to the technological age became apparent [2].

According to the European Commission the transformation into a modern learning
environment requires the creation of a strategic vision in the development plans of edu-
cational institutions with the aim of applying digital technology to teaching, learning
and management activities [3]. Schools have been called upon to make joint efforts to
take advantage of the opportunities offered by the digital revolution. Strategic planning
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must be linked to assessment results and the importance of digital competence frame-
works and self-assessment guidelines for learners, teachers and institutions to promote
digital competence acquisition and implementation of innovative teaching practices [4,
5]. This is confirmed by DigCompEdu, the digital competence framework for educators
developed by the European Commission – a research-based document for directing edu-
cation policy and the adoption of national and regional training programs [6]. The online
self-assessment tool following the framework – Selfie for Teachers allows self-analysis
to understand digital competence in the context of effective learning [2].

The OECD argues that an indicator of the quality of the education system is often
based on the strong assessment system [7]. Internal evaluation supports the quality assur-
ance system and increases the independence and self-management of the educational
institutions. The main task of internal evaluation is to ensure the environment and con-
ditions that support the development of students through the continuous development
of the educational institution [2]. Measuring teaching effectiveness is a complex and
multifaceted process that, but together with reflection, increases teachers’ motivation
and satisfaction towards their work [7, 8] and is necessary both to ensure the quality of
teaching and to direct the teacher to take a closer look at their teaching practice. Fur-
thermore, to understand their own strengths and weaknesses as a teacher and to clarify
of development goals [9]. The information from the teacher evaluation process can be
an important source of information and a driver for schools, teachers and other interest
groups and a measure to ensure compliance with the teacher’s professional requirements
[7, 10, 11].

Based on the previous, the paper follows fourmain research questions: (1)What is the
perceived connection between teachers’ digital competence self-assessment and schools’
digital maturity? (2) How do teachers perceive the applicability of a self-assessment
instrument for digital competence assessment? (3) What is the expected digital com-
petence assessment feedback format for teachers? And finally (4) What is the suitable
feedback loop to support teachers’ professional development?

2 Theoretical Background

As teachers are one themost important factors in achieving high-quality education, creat-
ing an appropriate self-assessment and development system and putting it into practice
is a major challenge in the educational sector [12]. The complexity of analyzing and
evaluating the effectiveness of learning activities includes a two-level implementation.
One level is the educational institution, where based on the effectiveness of teaching,
the management can implement various management decisions and changes related to
learning and educational activities and personnel management. The second level is the
teacher’s level, which supports the teacher in teaching and educating the students. At
the teacher’s level, analyzing and evaluating teaching and learning activities and its
effectiveness is a long-term process, in which the teacher must be ready to change their
current pedagogical practice [13].

Assessment can be considered effective and can serve its purpose when it is accom-
panied by feedback [14]. Based on various studies, it can be argued that teachers’ pro-
fessional development takes place with the help of relevant and meaningful feedback
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[15]. Assessment that is not purposeful, meaningful and contains only random obser-
vations without appropriate feedback are of little use. Teachers see them as mandatory
procedures and not as professional evaluations aimed at increasing the effectiveness and
quality of teaching and learning activities [11]. Feedback can improve teachers’ per-
formance by both recognizing teachers’ strengths and addressing weaknesses in their
pedagogical practice [16].

The methods and processes of teacher evaluation must be relevant and reliable, the
evaluation criteria and feedback must be related to the educational requirements set by
the qualification board, as they affect the effectiveness of the teacher’s work and career
prospects [17]. The benefits of teacher evaluation are expressed in the growth of the
teacher’s professional development and are the basis for aligning work results with the
demands – improving learning and educational activities. Further, job satisfaction can
increase through the evaluation process, especially for young teachers.

Conducting an assessment process with the aim of bringing about change in profes-
sional development, assessment tools must be relevant and reliable, providing feedback
not only on their current success or failure, but should also provide information that
teachers can use to improve their competence [11]. Teachers perceive the evaluation
process as fair if they can participate in the selection or development of the evaluation
systems. Being involved, in turn, helps to accept feedback, take responsibility and own-
ership of the results [18]. When presenting assessment results, it is important to keep
in mind that accepting feedback and taking responsibility for further development is
facilitated by a human-centered design in the entire assessment. The resulting informa-
tion, which can be both explanatory and instructive, is aided by visualization presented
through the respondent’s dashboards in online self-assessment environments.

Based on the previouswe can conclude that assessment of any competence, including
digital competence is meaningful only if the assessment includes systematic feedback.
Teachers are more receptive of the assessment process when they are included in the
assessment planning and instrument decision phase.

3 Methodology

The study was conducted following design-based research methodology which focused
on designing an educators’ digital competence self-assessment feedback loop. Based
on Edelson [19] the research was done in iterations following four phases: problem
justification and reflection; design- and development process; evaluation and finally
generalization.

To understand the teachers experiences and needs we used a two-stage data collec-
tion based on the design-based research methodology in two iterations. The first design
session included semi-structured focus group interviews based on which the initial pro-
totype was created. The second design session included the prototype evaluation where
the teachers had to assess the suitability of the prototype, practicality and compliance
with expectations. During the second design session the teachers also had the opportunity
to make suggestions. Teachers evaluations were collected using a structured question-
naire survey. The questionnaire included ten statements which were evaluated using the
following scale: +2 - very good; +1 – good but needs improvement; 0 – can’t say;
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−1 – mediocre, needs more improvement; −2 – very bad. The claims dealt with the
prototype’s visuals, understanding of the textual outputs, correspondence with real life
teaching practices, sufficiency of options and focus towards professional development.

3.1 Sampling

The sample was formed based on purposive sampling principles, meaning that it was
a non-probability sample and results can mainly be generalized within the sample of
this study. The sample consisted of 12 educators who had prior knowledge and experi-
ence of Selfie for Teachers digital competence self-assessment tool and process. Based
on the participants’ profile they were divided into three homogenous groups and focus
group interviews were carried out. The aim of the focus group interviews was to under-
stand the teachers’ expectations towards a digital competence computerized online
self-assessment feedback loop based on their experiences with the Selfie for Teachers
instrument and technological tool user experience.

3.2 Data Analysis

According to the design sessions two different methods were used for data analysis.
For the analysis of the data collected during the focus group interviews of the first
design session, qualitative content analysis was used. In the second design session, a
questionnairewas used as a research instrument, duringwhich evaluation of the prototype
was carried out, i.e. collection of expert evaluations. The reliability of the results was
determined in the analysis of expert judgments. A non-parametric method was used to
determine the reliability of the evaluation results.

Based on the analysis of the results of the two design sessions, the prototype was
modified.

4 Results

The goal of this study was to find out teachers’ expectations towards the digital com-
petence self-assessment feedback loops to facilitate professional development. The
following chapter explores the results based on the two design sessions.

4.1 Connections Between Teachers’ Self-assessment of Digital Competence
and School’s Digital Maturity

To understand and design the digital competence self-assessment feedback loop and
visual design, two design sessions with teachers were conducted. The first design session
focused on understanding the needs and expectations of the teachers for the feedback
loop.

All teachers who participated in the group interviews had a similar understanding of
the necessity of teachers’ digital competence assessment which was considered impor-
tant because although a teacher might have obtained the professional qualification it does
not guarantee the ability to teach. When discussing the teachers’ professionalism, they
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stated that digital competence is considered only one aspect and certainly not the most
important. However, based on the experience of the last two years (Covid-19 pandemic),
it was found that basic digital competence is needed.

Based on the teachers’ replies, assessment, be it digital competence or other compe-
tences, was found difficult to implement and a systematical and continuous approachwas
expected. This was on the grounds that through systematical and continuous assessment
of both skills and gaps by the school collective could be the basis for planning activi-
ties. Teachers also stated that there is a clear connection between supporting teachers’
professional development and schools’ strategic documents, meaning that the school
development plan should clearly state the expectations for the teachers. The strategic
documents should be accessible to everyone and consider transparency towards teachers.
It was considered important to clarify how the school supports teachers in the develop-
ment of digital competence and how themonitoring responsibilities are divided. Teachers
also perceived the responsibility and the connection between their own digital compe-
tence and the digital competence of their students, which means that teachers should be
role-models for students and guide students in developing digital competence. In this
regard, the digital competence model was also mentioned, where before starting the self-
assessment process, all teachers should familiarize themselves with both the teachers’
and students’ digital competence models.

The connections between self-assessment of the teacher’s digital competence and
the school’s digital maturity was evident for all participants. They stated that the school
management has a clear vision of how the school should evolve and thus the basis for
implementing changes if needed, which includes the development of teachers’ digital
competence. Similarly, the teachers stated that it is not feasible to rely on teachers’
internal motivation for digital competence self-assessment but rather that the school
management should force to some extent the external motivation by systematically and
regularly planning professional development activities which would hence also reflect
on school’s digital maturity.

4.2 Digital Competence Self-assessment Instrument Applicability and Feedback
Expectations

All teachers who participated in the current study had previous experience with using
Selfie for Teachers digital competence self-assessment instrument and tool. The partici-
pants stated thatmost notably the instrumentwas lengthy and time-consuming. The ques-
tion statements were considered difficult to understand and vague, which added time to
the entire self-assessment process. Teachers stated that when it came to unknown words,
it was possible to use the dictionary by clicking on the words, but this was not consid-
ered a significant help, but was again associated with excessive time use. Further, it was
pointed out that in some of the question statements it was necessary to further search for
the definition. However, it was found that the assessment process must be thorough and
well-thought-out in order for it to be able to communicate relevant information. Among
the interviewed teachers there were many who found that the questionnaire answers
did not give the respondent adequate information, and they did not connect with the
statements.
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The teachers unanimously agreed that it is important to convey personalized guide-
lines and information as feedback. Clear and simple guidelines and instructions were
expected as feedback which describe how to move on to the next competence level. The
participating teachers expressed their wish to see the feedback adapted to the national
educational recommendations, not pan-European examples. They also stated that a con-
nection with national training opportunities should be mapped which would relate to all
digital competence dimensions. Based on the teacher’s replies the feedback loop should
additionally provide a selectionof tools, examples and technological environmentswhich
can be used by the teacher to support the development of digital competence.

Teachers also had a high expectation for amore personalized approach. It was clearly
desired that the evaluation of digital competence is differentiated so that the feedback
received supports the planning of next steps and development goals. This could be done
on school level, subject level and based on professional needs. It was believed that
when teaching students of different ages and different subjects, also different digital
competence is needed because the learning outcomes are different. The basic level was
considered common to everyone, but from there on, the feedback received during the
assessment should be based on interests and assessment results reflecting the teacher
specific needs. According to the teachers, it should be possible to establish such dif-
ferentiation by directing the respondents towards their subject or specification at the
beginning of the questionnaire. Although expected this means that the digital com-
petence self-assessment questionnaire considers detailed and specific nuances of each
thought field which is not realistic and sustainable.

All interviewees also considered the self-assessment questionnaire an important indi-
cator of comparability when presenting the results. It was expected that the results are
comparable with other teachers in the school and also on the national level. At the same
time, they stated that if the results are below average the comparison could also inhibit
the motivation for digital competence and professional development.

4.3 Digital Competence Self-assessment Feedback Loop Prototype

The second design session focused on getting the feedback for the suitability and appli-
cability of the feedback loop prototype that was designed based on the first design session
and interviews. The second design session focused on the evaluation of the prototype
and a questionnaire was used to collect feedback.

The feedback loop prototype was provided in the form of an interactive report in
three sections where the first section describes the self-assessment results and the cur-
rent state of digital competence. If applicable, it also provides a comparison with the
last assessment results. It also provides a detailed description of all digital competence
dimensions. The second section provides descriptive suggestions for digital competence
development and how tomove on to the next competence level. The suggestions are based
on the higher competence level descriptions and other teachers’ competence develop-
ment experiences, meaning the prototype considers different learning and development
paths. The third section focuses on personalized suggestions via additional trainings,
online resources and online platforms. This considers other teachers experiences with
the suggested solutions, meaning that if the teacher finds the suggestions suitable and
beneficial they provide positive or negative feedback. Based on that, the system can
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build learning and professional development paths by mapping the connections between
competence dimension, assessment result and suggestion applicability.

Teachers were asked to evaluate ten statements:

1. Visual representation;
2. Structure;
3. Volume of the information;
4. Content and understandability;
5. Clarity;
6. Adequacy of the resources;
7. Volume and adequacy of the examples;
8. Clarity of the examples and resources;
9. Connection to real life situations and teaching;
10. Practical usability of the feedback loop, examples and resources.

To ensure the reliability of the expert evaluation a non-parametric Z-value was
calculated using the following formula:

The result is reliable if the two sides of the mean have a total of 95% or more of the
number of cases. If two sides of the mean are 99% or more, then the result is particularly
reliable. To explain the results (see Table 1): if Z < 1.96, confidence is <95%; if Z ≥
1.96, confidence is >95%; if Z ≥ 2.63, the confidence is >99%.

Table 1. Teachers’ expert evaluations

Statement Evaluation scores Reduced scores Z-criteria Confidence%

+2 +1 0 −1 −2 + 0 −
1 7 5 12 3.18 >99%

2 9 1 2 10 2 2.85 >99%

3 5 5 1 1 10 1 1 2.41 >95%

4 6 3 1 2 9 1 2 1.81 <95%

5 5 3 3 1 8 3 1 2 >95%

6 7 2 3 9 3 2.66 >99%

7 5 4 3 9 3 2.66 >99%

8 5 6 1 11 1 3.01 >99%

9 6 5 1 11 1 3.01 >99%

10 4 6 1 1 10 1 1 2.41 >95%
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The design of the prototypewas rated by the teachers as very good in seven cases, and
in five cases minor need for changes was noted. The prototype was considered visually
attractive – using bright colors and graphics which give a clear overview of the results.
The structure and articulation of the prototype were evaluated by the teachers in nine
cases as very good, in two cases a minor need of improvements, and in one case it was
not possible to answer. The teachers described the prototype as structured, clear and
concrete.

In five cases, respondents evaluated the amount of information in the prototype as
very good, in five cases a minor need for change was stated, in one case it was not pos-
sible to answer and in one case a further change were noted. It was appreciated that the
prototype is not too long or dragging, does not cause confusion with unnecessary infor-
mation. As a suggestion the amount of information, including appropriate augmentation
through external links was added.

The content and text of the prototype were understood by the respondents in six
cases as very good, in three cases minor changes were noted, in two cases as requiring
a major change and in one case it was not possible to answer. Respondents rated the
adequacy of the examples in seven cases very good, in three cases it was not possible to
take a stand and in two cases minor changes were noted. The adequacy of the prototype
resources was highly rated in five cases, in four cases minor need for change was seen
and in three cases no position could be taken. In general, the number of examples was
considered sufficient, but one teacher pointed out that there could be evenmore examples
and resources.

The clarity and comprehensibility of the examples and resources included in the
prototype were evaluated in five cases very good, in six cases minor need for change
was needed and in one case it was not possible to evaluate. Specific recommendations
and examples to get to the next level and to continue the self-assessment process were
considered very good. However, it was recommended to exclude universal solutions like
YouTube. The ability to refer to pre-mapped trainings was noted and praised on several
occasions.

The connection of the prototype to real life situations and teaching was evaluated in
six cases as very good, in five cases minor changes were noted as needed and in one case
it was not evaluated. Practical usability of the feedback loop, examples and resources
were evaluated very good in four cases and in six cases minor changes were expected.
In one case there was no evaluation and one teacher saw the need for extensive changes
including the result comparison and feedback applicability and granularity.

Overall the results show the proposed feedback loop is a step towards a more holistic
approach on teachers’ digital competence self-assessment process. Simultaneously, the
results reflect that teachers need more support in understanding the assessment results
and feedback to be well-informed in planning professional development activities.

5 Discussion and Conclusions

This paper is a continued discussion on the effectiveness of assessment instruments
and systems used to support teachers’ digital competence and professional development
with the aim to understandwhat are themeaningful feedback loops in digital competence
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assessment.We found that due to the various alternative approaches to digital competence
assessment, teachers find it difficult to understand the direct benefit and practical outlet
of these assessment instruments, reports and feedback loops.

Based on the teachers’ experiences the instruments are difficult to understand at
times. Mainly in the way the questionnaires are designed - in complex, vague and dif-
ficult to understand language. Teachers’ expectations of self-assessment questionnaires
include concreteness, an individual approach, comparison possibilities with previous
results or other teachers, and attractive and interactive visuals. At the same time, it
is important to clarify that on the one hand the digital competence assessment instru-
ments are developed by expert groups which rarely include in-service teachers which
can explain the gap and secondly, teachers are often not well-informed in the assessment
processes. Based on the findings it is important to interpret the information obtained from
the self-assessment tool which requires educational technology support or in order to
increase its effectiveness. It is also expected that the reflection process is connected with
progress review. Additionally, it is clear that giving meaning to the selected assessment
instrument and results also increases the motivation to complete it.

Based on the results we can conclude that there is a direct connection between the
teachers’ digital competence level and school’s digital maturity. The participants expect
that the school’s strategic documents include a set of goals and indicators for both
teacher’s professional development and reaching the expected school-level benchmarks.

The feedback loop prototype proposed in this study considered the teachers’ expec-
tations and experiences with self-assessment questionnaires and professional develop-
ment practices. The proposed feedback loop prototype considers the personalization of
the feedback by linking the results with potential training programs, self-study opportu-
nities and includes a detailed description of digital competence dimensions to help the
teachers in understanding how it relates to their pedagogical practice.

The results of the study give way to better understand teachers’ digital competence
assessment processes. While self-assessment questionnaires are mainly popular due to
the ease of use and resource management, it is important to focus on analyzing and
making sense of the received feedback. Furthermore, it is important to increase the
differentiation of these feedback loops to provide personalized feedback, for example
based on the school level, subject or other specializations of teachers.

To further understand teachers’ digital competence andhow to support the assessment
process and thus development, a longer-term impact study is needed. Future research
should consider the variety of digital competence self-assessment questionnaires and
focus more clearly on the practicality and applicability of different online instruments
and feedback loops to support teachers’ meaningful professional development.
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Abstract. In recent years, there has been an exponential growth in
the demand for distance learning. In addition, the pandemic from
COVID-19 has radically changed the techniques but also the teach-
ing/learning methodologies. In such a picture, Massive Online Open
Courses (MOOCs), are increasingly emerging on the Web. Due to the big
number of students, in MOOCs the traditional monitoring and instruc-
tional interventions, performed by the teacher on individual learners, are
of difficult, if not impossible, application. An Artificial Intelligence app-
roach, based on Virtual Conversational Agents or Intelligent Chatbots,
can help overcoming such difficulties. In this paper we present a system,
at its early stage of development and based mainly on a deep learning
model, able, at different levels, to suggest didactic material to students
in a query/answer modality. It is able to answer students’ questions by
proposing didactic material taken both from a specific knowledge domain
or from Wikipedia.

We investigate the potential of such an early stage implementation,
through several case studies. We also present a qualitative evaluation,
based on the case studies findings, which we think is encouraging towards
the development and field experimentation of a whole system.

Keywords: MOOCs · Intelligent Chatbot · Deep Learning · Help
Systems

1 Introduction

The last decade has witnessed an exponential growth in the request and provision
of distance learning, supported by the means of Technology Enhanced Learning
(TEL). Also the continuing experience with the COVID diseases has contributed
to the process. One of the results in this evolution is in that, nowadays, there
is a higher and higher demand for Massive Open Online Courses (MOOCs),
whose more apparent characteristics is in the great, and possibly huge, number
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of enrolled students, to be supported via distance learning. Examples of MOOCs
are Coursera1 and Udemy2 [22]. Meanwhile, several platforms, like edX3 have
emerged to help students select MOOCs available on the network. Consequently,
all the stakeholders involved in educational processes, have been forced to study
and propose new solutions for these kind of courses, from both the method-
ological and technological points of view. As a matter of fact, the technological
advancements of the last decade, and their application to distance learning, have
raised the issue of having to revise and adapt the teaching and learning method-
ologies, in order to apply fruitfully the new tools. Such tools are coming from the
innovations given in the web technology, and from the Artificial Intelligence (AI)
research, whereas MOOCs are an application field of particular importance: In a
MOOC, due to the high number of learners, a personalized and adaptive support
for them 1) is impossible to give for the teacher [14], and 2) can be given by an
automated system, provided that such system is sophisticated enough to be able
to offer a support “virtually” comparable with the one that could be offered
by the teacher. From a technological point of view, large institutions offering
MOOCs have been equipped with powerful means for information storing and
management (cloud), with ultra-broadband and with powerful servers, while on
the teaching point of view, they have made available multimedia and interactive
materials, also based on social learning, using innovative teaching methodologies
[11].

Another powerful alternative, both technological and methodological, is to
offer students with a Virtual Assistant Tutor, i.e. a Chatbot to support stu-
dents in their learning process in a personalized way [1]. Basically, a chatbot is
software that simulates and processes human conversations (written or spoken),
enabling users to interact with digital devices as if they were communicating
with a real person [9]. Chatbots can be implemented at different levels, from a
rudimentary program, responding to a single line question, to sophisticated digi-
tal assistants, able to learn from the interactions with the human user, and so to
evolve, providing increasingly better levels of personalization [13]. The interac-
tions with humans provide training, for a chatbot, and probably such “learning
through training” ability is the chatbot’s most appealing and innovative aspect:
Basically, the more interactions (queries) they came to process, the better their
future interactions and response precision will be. Such adaptability, which is
obtained through machine learning algorithms, and the related advancements of
deep learning [13,16,21], makes the chatbot technology progressively more and
more useful in distance learning. Chatbots are very useful in those cases where
teachers cannot help students individually as in the case of MOOCs. Moreover,
the use of Artificial Intelligence in education is rapidly expanding, especially by
proposing deep learning models to make chatbots more adaptive.

In this paper we present an intelligent chatbot that is supposed to provide
learners with services classifiable at four levels. First it can operate as a guide

1 https://www.coursera.org/.
2 https://www.udemy.com/.
3 https://www.federica.eu/partners/edx/.
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through a FAQ (Frequently Asked Questions) system: given a learner’s ques-
tion (in Natural Language), the learner is pointed to a relevant question stored
among the FAQ. The second level of support provides an answer to the ques-
tion, synthesized out of the course “context” (basically the learning material
and FAQs). The third level of service that the learner can have, is made of a
set of recommended links to Wikipedia, defined by a sub-system of the chatbot,
based on the question. The fourth level is basically the last solution, when all the
previous levels resulted unsatisfactory for the learner: the question is submitted
to the teacher, and the answer (together with the question) will become part of
the FAQ sub-system. The implementation of the chatbot is mainly based on a
deep learning module using an enhanced version of the BERT Natural Language
Processing (NLP) model [7]. The novelty of this system, with respect to the
literature, is in that it uses a concept of didactic context, which encompasses the
knowledge domain (learning material and answers to questions) as it is available
in the course, and the possibility to have, as suggestions, some Wikipedia links
to relevant pages for the student question. The system is at its early stage of
development and here we present four case studies, one for each service level, in
order to evaluate, from a qualitative point of view, its potential.

This work is organized as follows. Section 2 briefly introduces some important
works on intelligent chatbots using deep learning engines or in general machine
learning techniques. Section 3 shows the architecture and the workflow of the
system. In Sect. 4 two case studies are discussed for a first qualitative evaluation
of the system, together with the final discussion of the RQ. Finally, in Sect. 5,
some conclusions and indications for future work are drawn.

2 Related Work

A chatbot is an intelligent agent capable of interacting with a user, in order to
provide an appropriate response to a user’s question. The literature proposes
many approaches addressing chatbots fo educational purposes, and in particu-
lar for e-learning systems and MOOCs [23]. We propose an intelligent chatbot,
based on 4-service levels, where, through a suitable GUI, the student can post
questions concerning the knowledge domain she is learning. The chatbot, thanks
to its architecture, is able to post an answer built by using different dataset
and models. It is well suited for students learning in a MOOC’s environment
where the teacher cannot support students face to face. Here we propose some
comparisons of our system with relevant studies, hightailing the main functional
differences. The first proposal is MOOCBuddy [8], a chatbot acting as a MOOC
Recommender System based on users’ social media profiles and interests. It is
the first educational chatbot related to MOOCs. The main aim of this chatbot
is to promote the Romanian MOOCs initiatives, stored in a updated database.
Moreover this chatbot can assist individual learners to find MOOCs for their per-
sonal and professional development and teachers to integrate MOOCs in their
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courses. Differently, the main goal of our chatbot, at least in this prototype ver-
sion, is to support students in a question/answer interactive learning process
and is not based on social aspects. The second proposal is that of Amarnani
et al. [3]. The authors propose a complete framework consisting of a chatbot
for managing the questions asked by learners in MOOC platforms, reducing in
this way the workload of the instructor to answer the learners’ queries manually.
Their system, composed of five functional modules, uses BERT for encoding and
decoding purposes. These models are pre-trained on SQUAD 2.0 dataset [17].

Our system presents some similarities with this one. Both systems aim to
helping students by means of a query/answer process, using a deep learning
embedding core, whereas the main difference is in the layered provision of the
answer proposed in our system: in our case the FAQs (first level of answer) are
initially predefined by the teacher, and then extended with new FAQs when the
need arises during the learners’ learning process (fourth level). In the middle,
the second level is based on a tokenization of the context (learning material)
through the BERT engine, and the third level produces Wikipedia suggestions.

Pererira et al. [16] present a new method for peer-to-peer MOOC essays
evaluation using voice recordings. For that aim, a chatbot in Telegram IM mobile
app is used to perform new voice-recording assignments. Our system does not
take into account voice recording but didactic material in text format.

In [6] the authors propose a chatbot using the deep learning NMT model
with Tensorflow. The system was build-up of BRNN and attention mechanism.
As the chatbot knowledge base the Reddit dataset was used. The model was
used to perform English to English translation. Our system uses another kind
of architecture, based on four levels to respond to students’ questions.

3 The Chatbot

This section shows the architecture and the functional modules of the system.
The chatbot is intended to provide an interactive tool to help students improve
their learning in MOOCs. In fact, this approach is well suited for those courses
having a huge number of enrolled students, where teachers cannot check the stu-
dent’s learning status individually. In particular, we propose a chatbot system
where four levels of service are offered to a learner, when they ask a question. The
question is entered in natural language, and is supposed to regard the knowledge
domain of the course. To build the chatbot and run the deep learning engine, in
this prototypical version, we used the Google Colab4 platform, using Python as
the programming language. Colab is a free Jupyter notebook environment that
runs entirely in the Google cloud. It supports many popular machine learning
libraries, easily loaded and used for deep learning projects. Colab is quite con-
venient, as it does not require a setup, while the notebooks that one creates can
be simultaneously shared among members of a collaborating team.

4 https://colab.research.google.com/.

https://colab.research.google.com/
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Fig. 1. The architecture of the system, composed of several functional blocks

3.1 The Architecture of the System

The overall architecture of the system is shown in Fig. 1. It consists of the fol-
lowing functional blocks:

– The Student. Students are the main actors using the system. They could be
all the student of a MOOC, who need help during their learning process;

– The Graphical User Interface (GUI) module. It is the GUI used by the system
to interact with learners. The learner can write directly the query into its
appropriate section, and wait for the chatbot’s response. The GUI is under
development (a prototype is presented here) and has been designed to be
adaptable to any computer device.

– The BERT engine module. BERT, Bidirectional Encoder Representations
from Transformers, is an open source deep learning framework for NLP. It is
designed to help computers understand the meaning of ambiguous language
in text, by using surrounding text to establish context. The BERT frame-
work was pre-trained using text from Wikipedia and can be fine-tuned with
question/answer datasets [5]; For our chatbot’s engine, we used a BERT mod-
ified version, called DeBERTa (Decoding-enhanced BERT with disentangled
attention), a framework developed by Microsoft and based both on BERT
and RoBERTa, which has been shown to be more efficient in text processing
[7];

– The FAQ MANAGER module. This module is the module responsible for
managing the FAQ archive, a repository of predefined questions/answers
entered by the teacher and eventually extended by the users so to make it a
personalized FAQ dataset;

– The CONTEXT MANAGER module. This module manages the context, that
is a didactic dataset, containing all the subject-related data entered by the
teacher and subsequently enriched by the query/answer process. This dataset
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could be for example a large text containing a lesson or a generic didactic
material in text format. Given the student’s question, the BERT engine pro-
cesses both the context and the query, producing the right answer to the stu-
dent and thus providing the learner with an autonomously generated answer.
The learner will be able to evaluate its correctness and validity by providing
feedback to improve its performance;

– The SEARCH ENGINE. This module provides the student with a set of
links to those Wikipedia pages deemed relevant to answering the student’s
question. In this way, the system’s response is quick and compatible with the
student’s waiting time. This task is accomplished by means of the Wikipedia
module which provides a set of python functions to process Wikipedia Links
database;

– TEACHER RESPONSE. Should the student not be satisfied with the answers
automatically generated by the system, then she can ask the teacher for help
who can enter the answer manually. The couple (query, answer) will be added
to the system FAQ dataset, i.e., to the Q/A library for future use, thus making
the system constantly evolving;

– The ANSWER module. The task of this module is to transmit the answer
generated by the system to the GUI which will display it on the user’s screen,
asking the learner her degree of satisfaction, to have a valuable feedback.

3.2 The System at Work

Here we describe a session of use of the system. The process starts when the
student enters her question through the GUI.

Figure 2 shows its workflow. Given a learner’s question, the system offers four
distinct levels of processing, that are supposed to be performed sequentially, in
such a way to perform a successive level when the previous level provided an
answer that was considered unsatisfactory by the learner. In the following list
we see details about the levels, and also the description of a preliminary training
step.

Fig. 2. The system at work.



196 A. Calabrese et al.

– System Initial Training. As mentioned earlier, the system contains a deep
learning module for the NLP, the CONTEXT MANAGER, which can process
the didactic context, prepared by the teacher, and respond to the student
appropriately. This module is implemented through a pre-trained model. It
only needs to be run on the context;

– Start. The student inputs the question, in natural language, to the chatbot;
– Query Processing : the system start processing the question, by performing

one of the following actions:
1. Service level 1: processing the FAQ database. This search retrieves the

FAQ most similar to the question posed by the student. In this initial
version of the system, the FAQ database is predefined and fixed from the
beginning by the teacher. The student can still view all of them to select
the most relevant answer. If the student is not satisfied from the FAQ she
can start the second level service;

2. Service level 2: processing the context. If the question is not in the FAQ
database, then the system will process the didactic context prepared by
the teacher and, by means of the neural engine, build an answer that
will be transmitted to the GUI module. If the user is not satisfied of the
answer then can start the next service level;

3. Service level 3: processing Wikipedia links. In this case, the system,
through the Wikipedia processing module, based on the Wikipedia
library, will process Wikipedia, retrieving a set of links to Wikipedia
pages, relevant for the student’s question. In this way the student can
launch each page, improving her learning process. However, if the stu-
dent is not satisfied by the answer, she can start the level 4 service;

4. Service level 4: processing teacher’s answer. Here the teacher can insert
her answer manually. In this case the answer will be added to the FAQ
database for future similar answers to other questions.

However, the student can activate each of the four services independently, at
any stage of her learning process.

4 The Chatbot at Work

Research in Technology Enhanced Learning has proposed several ways to sup-
port learner’s study activity, without a necessarily immediate interaction with
the teacher: a limited selection of topics would comprise, for instance, Intelligent
Tutoring Systems [2], collaborative and project based work [12,19], personalized
and adaptive sequencing of course material [10,15], Peer Assessment, Gamifi-
cation, Inquiry learning [4,18,20]. In this paper we present an approach based
on the support to a question/answer exchange of the learner with the system,
providing the learner with answers at different levels.

So, in this section we show four case studies, with examples of interaction
in which the four different levels of service (answer) occur. However, in the real
life use of the system, the student is allowed to run one of the chatbot’s help
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levels without following any sequential order. These case studies allow for an
initial qualitative analysis of the potential offered by the system, evaluated on
the prototype we have presented here. To this aim a first GUI has been developed
on a stand-alone client. As a learning domain or topic, for the case studies, we
chose the concept of Recursion, for a programming language course. This is a
concept that is sometimes difficult for students to understand and thus it appears
well suited to illustrate the levels of help given by the system. To implement the
context, we produced a text concerning the recursion concept.

4.1 Case Study 1: The FAQ Level of Service

This case study is the base case, where the student, in this case, submits the
question: What is recursion? and waits for the answer as shown in Fig. 3.

Fig. 3. The question What is recursion? is directly posed by the student, by first
writing it in the appropriate space and then pressing the Submit key.

Subsequently, the system returns the nearest FAQ, retrieved by the FAQ
Manager from the FAQ database and transmitted to the GUI, to be visualized
to the student (see previous section for technical details). Figure 4 shows the
GUI with the answer: Recursive functions are functions that call themselves
corresponding to the retrieved FAQ.

Fig. 4. An example of level 1 service. In this case the answer has been retrieved directly
from the FAQ database.

4.2 Case Study 2: The Context Level of Service

If the student is not satisfied by the FAQ, or if the question is not present in the
FAQ database, she can ask for the CONTEXT module to run. Consequently,
the BERT module processes the context, i.e., the didactic unit prepared by the
teacher on the particular topic (i.e. Recursion), and returns an answer to the
student. In Fig. 5, the first step where the student posts her question ( the same
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of the previous example), while in Fig. 6 the chatbot’s answer is visualized. This
case study shows the use of the deep learning module, capable to process a large
text in natural language. In fact, the answer is built processing the didactic unit
proposed by the teacher.

Fig. 5. Processing the (didactic) context: an example of level 2 sevice.

Fig. 6. The answer using a service-level 2.

4.3 Case Study 3: The Wikipedia Level of Service

This case study starts when the student wants to be directly connected to
Wikipedia pages. To this aim she first writes her question into the GUI, in this
case: What is python recursion?. After that, the system, through the Wikipedia
Manager module, retrieves a number of links to be shown, in this case:
https:en.wikipedia.orgwikiRecursion (computer science). Consequently, the stu-
dent, by clicking it, will study the topic of interest directly on the retrieved
Wikipedia page, directly visualized by the system. Figure 7 shows the question,
while the Fig. 8 shows the retrieved relevant Wikipedia link.

Fig. 7. Wikipedia search question
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Fig. 8. Wikipedia search response

4.4 Case Study 4: The Teacher Level of Service

In this case, the teacher is asked to answer manually to the student. Figure 9
shows the question/answer process in the GUI.

Fig. 9. Level four of service: the teacher’s answer is asynchronously edited.

4.5 Discussion

The four case studies allowed only a qualitative analysis about the 4-level chat-
bot’s capabilities to support students to learn in a question/answer context.

The first case study illustrated the simplest case, that is, the case where the
student finds the question (s)he wanted to ask exactly in the FAQ database.

The second case study highlighted the use of context, that is, the use of the
BERT model on a didactic context, that is a didactic unit prepared manually or
imported by the teacher and concerning the topic of learning. In this case, the
question and answer, if deemed consistent by the student can be saved in the
FAQ database for a future use.

The third case study concerns the student’s possibility to use Wikipedia
to study didactic material consistent with the question posed. In this case the
system returns a set of links to potential relevant Wikipedia pages, ready to be
learned.

The last case, concerns the student’s being unsatisfied with the answers given
at the previous levels: now the teacher is summoned; (s)he will receive the ques-
tion and compose an answer. The teacher’s answer, together with the question,
is provided to the learner, and also stored in the context (in the FAQ database).

The case studies show that, although at the current state of development of
the system, which is quite bare-bone and is not offering an effective interface,
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yet the four levels of service provide the learner with progressive ways to answer
a question, that can ease the learner deepening her/his knowledge at her/his
own pace and satisfaction. The system also provides the teacher with a way
to extend the response capabilities of the system, by 1) solving the problem of
lacking answers, 2) enriching the learning context in the process, and 3) being
summoned only in a limited amount of cases.

5 Conclusions and Future Work

We presented an intelligent chatbot designed to help a MOOC student to learn
through the query/answer model. Posted a question by the student, the chat-
bot provides an answer service based on 4-service levels: FAQ, CONTEXT,
WIKIPEDIA, and Teacher. The core of the architecture is in the BERT encod-
ing model, as a constructor of the answer to propose for the learner’s question.
In the CONTEXT case, the chatbot builds the answer based on the didactic
unit prepared by the teacher. In the WIKIPEDIA case, when the previous levels
result unsatisfactory, the Wikipedia library is used to find links to relevant pages
related to the student’s question. The system is in an early stage of development,
so we could not propose an experimentation to validate it; instead we opted for
the selection of a set of significant case studies, with the idea of proposing a
qualitative evaluation, and show the potentialities of the system. A full imple-
mentation, with suitable graphic interface, is planned for the future work. This
will make an experimentation possible, with real students.
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Abstract. The open and online nature ofMassive Online Open Courses (MOOC)
can be a way to improve the success and efficiency of formal educational paths in
Higher Education because theMOOCmodel provides a flexible approach that pro-
motes different ways of learning. However, teachers must be trained and confident
so that they can fully explore the methodologies, tools and resources that result
from the integration of MOOCs into a formal curricula. This article reports the
results of a MOOC-based training program, created and implemented in the scope
of a European project, aimed at enabling teachers from Higher Education Institu-
tions (HEIs) to develop and deliver MOOCs. The training clearly contributed to
increasing the teachers’ competences related to those objectives and was a rele-
vant component for their professional development namely in terms of adopting
innovating teaching practices.
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Higher Education · Engineering Education

1 Introduction

The advantages of using Massive Online Open Courses (MOOCs) and educational pro-
cesses based on the sharing and reuse of open resources have been established in several
studies [1–4]. MOOCs promise flexibility, affordable access and fast-track completion
at a low cost for learners [5].

In Higher Education, the use of MOOCs follows the need for flexible and innovative
learning approaches to improve the quality of the educational offers and to promote
the diversity of learners [6]. The integration of MOOC-based approaches in formal
education paths offers Higher Education Institutions (HEIs) the opportunity to improve
teaching, encourages them todevelopdistinctivemissions including considerations about
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openness and access for different groups of students and “…provides themwith a vehicle
to think creatively and innovatively and to explore new pedagogical practices, business
models and flexible learning paths in their provision” [5]. MOOCs in fact exploit the
transformational benefits of digital and online technologies to enrich teaching, improve
personalized learning experiences [7], therefore supporting active learning processes
through technology [8]. Incorporating MOOCs in traditionally taught courses allows
to: “replaying lectures, augmenting or replacing secondary materials, filling gaps in
expertise, exposing students to other styles of teaching and class discussion, reinforcing
key skills, and teaching students how to teach online” [9].

All these needs have become evenmore relevant and pressing because of theCOVID-
19 pandemic that forced almost (if not) all of the HEIs to move to online education.
Nevertheless, most HEIs are still very reluctant in adopting MOOCs as part of their
learning methodologies [10]. This might be a consequence of the natural inertia of these
organizations that prevents the adoption of new educational paradigms, but it can also
come from the resistance of the teachers and students to new forms of teaching and
learning that requires adjustments to their established practices. The acknowledged high
dropout rate in MOOCs (typically, only a very small fraction of the enrolled students, as
low as 5%, completes a course) can be another factor that delays the adoption of these
methodologies [11]. This dropout rate is often attributed to the specific requirements
needed to be able to cope with the teaching and learning strategies used in MOOCs like
having extended digital skills, possessing the adequate connected equipment, master-
ing self-management, self-direction and autonomous learning skills [12]. According to
Onah, Sinclair, and Boyatt other reasons for this low completion rate are related to inef-
fective teaching strategies and learning environments that result in a feeling of isolation
among learners [13]. Eriksson et al. also propose time availability as a defining factor
for the high – up to 90% of the enrolled students - dropout rates [14].

CombiningMOOC-based learningwith formal educational processes allows to elim-
inate or at least minimize most of the factors leading to these high dropout rates while
creating flexible and motivating environments for the students. The positive experience
of incorporatingMOOCs into formal education has been demonstrated by the Centre for
Teaching Development and Digital Media at the Aarhus University in Denmark where
the master program in ICT based Educational Design has been partly delivered as an
Open Online Course for the benefit of the full-time students registered at the university
and at the same time opened for students/learners outside the university [15]. This ped-
agogical experiment resulted in the high completion rate by both target groups. These
positive results have also been demonstrated in other models that integrate MOOCs
in Higher Education as the ones proposed by Bruff et al. [16], Firmin et al. [17] and
Martin [18]. Wang & Zhu introduced a very interesting combination of MOOCs and
flipped learning with an excellent success rate [19]. Sezgin and Cirak provide a system-
atic review of use of MOOCs in Engineering Education, with the different models and
success rates achieved [20].

As such, the design and development of MOOCs must be carefully addressed and
teachers must be prepared to do it by having a solid knowledge of open pedago-
gies, of MOOC design, development, and delivery techniques, of the needs of learners
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with different social and cultural backgrounds and of the required digital and online
technologies.

MODE IT was a transnational collaboration project between HEIs in different Euro-
pean countries that pursued a common goal towards opening educational services to
wider audiences tackling the aforementioned issues and boosting the HEI educators’
awareness and skills for MOOCs design and delivery [21]. To accomplish this objective,
the following results/outputs were developed:

• Self-assessment tool for HEI educators, an online tool that allows teachers to self-
assess their competence to design and deliver MOOC-based teaching and determines
concrete areas for skill improvement. A more complete description and evaluation of
this tool is available in [22].

• A training program onMOOC design and delivery to support teachers in the redesign
of existing courses into MOOCs, designing new MOOCs, integrating MOOCs into
existing formal curricula, and creating personalized learning environments. The
training itself adopted a MOOC approach.

The MODE IT project was expected to have a positive impact on participants in the
following ways:

• HEI teachers develop their pedagogical and digital skills.
• HEIs offer innovative partly open curricula to their students, increasing their compet-
itiveness and attracting more students. They are also able to offer training to a wider
audience, including non-formal, informal and lifelong learners.

• HEI students’ motivation to learn and subsequent satisfaction grows due to the
innovative flexible model and the engaging learning environment.

2 MOOC Design and Delivery Program

As mentioned before, the MODE IT MOOC-based training program was aimed at
enabling teachers from HEIs to develop and deliver MOOCs as well as to be able to
integrate MOOCs into formal curricula in a didactically sound manner. By having the
program itself designed as aMOOC, the delivery strategy of the program also contributed
to a better practical understanding of how a MOOC could be designed and delivered.
The general learning outcomes were designed to allow learners, in the end, to be able
to…:

• understand and explain the foundations of open learning;
• design MOOC scenarios considering the specifics of different type of students;
• create and/or select suitable digital contents for a MOOC;
• analyze and select an appropriate platform for MOOC delivery;
• understand the principles of the integration of MOOCs and/or MOOC-based pedago-
gies into formal curricula.

The training consisted of 5 standalone modules, organized according to the general
learning outcomes which covered different theoretical and practical aspects of MOOCs:
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Module 1: Foundations of Online Learning

• Online learning theoretical background
• Designing online learning scenarios
• Making online learning interactive and engaging

Module 2: MOOC Course Design

• Introduction to MOOCs: specific theoretical considerations
• Designing online learning scenarios for large cohorts of students
• Designing learning materials for MOOCs
• Creating assessment activities for MOOCs
• Assessing quality of MOOCs

Module 3: MOOC Content Production

• Making good educational videos
• Producing educational videos in studio and at home
• Producing other types of materials for MOOCs (presentations with voice-overs,
animated presentations, etc.)

• Locating, assessing the quality, and using Open Educational Resources

Module 4: MOOC Delivery

• Using major MOOC Platforms to deliver MOOCs
• Using other online education delivery tools (LMS, local servers, etc.)
• Using communication tools (conferencing, chat, social media) to establish effective
and engaging interaction with and between learners

• Using analytical tools to monitor learners’ activities and performance

Module 5: MOOC in Formal Learning

• Designing MOOCs for curriculum integration
• Setting up virtual support communities

Each module was expected to be completed in 2 weeks and required a student’s
workload of approximately 12 h. The contents and activities for each module consisted
of several short learning videos of approximately 5–7min, supplementary learningmate-
rials (written texts enriched with links to further sources), quizzes for self-assessment,
and assignment tasks whichwere peer-evaluated. Detailed information about theMOOC
macro and microstructure can be obtained in [21].

The piloting phase of the training began on May 24, 2021 and finished on August 1,
2021. Following the individual results of the self-assessment tool, the participants were
free to select and attend the modules that concerned their specific interest and needs
[22]. Therefore, it was not compulsory to complete all the 5 modules or to follow them
sequentially. However, for almost all the participants, the selected option was effectively
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to follow sequentially the 5modules. During the piloting phase, teachers from theMODE
IT partner institutions provided organizational, pedagogical and technical support to
participants.

At the end of module 5, participants completed a final project work by creating their
own small-scale MOOCs, therefore proving the skills and competencies obtained from
the training. They also began preparing the MOOC-based educational mode for their
own teaching practices.

52 teachers registered for the training program and were active participants meaning
that they viewed learning videos and materials and/or completed assessment tasks. The
numbers on the completion of each module are represented in the Table 1 (numbers
obtained from the MOOC delivery supporting platform).

Table 1. Completion of the IO2 training modules by participants (in absolute figures and in
percentage, n = 52)

Module Completed by … persons %

Module 1 49 94%

Module 2 27 52%

Module 3 21 40%

Module 4 20 38%

Module 5 16 31%

As can be seen fromTable 1, at least 16 active users (31%of the total), have completed
the entire training. This is quite a good result, bearing in mind the global averageMOOC
completion rate, which is normally below 13% [23] or even 5% [13]. Nevertheless, it
was not possible to completely prevent a negative dynamic on the module completion.
The most significant dropout rate was registered after the completion of Module 1 of the
training: 22 from the 49 active participants (about 45%) did not complete the following
module. After that a more stable completion rate was registered.

3 Results

Upon completion of the training, participants were asked to share their views, opinions
and their level of satisfaction with the training. An online anonymous survey was created
and delivered to the participants covering the following aspects:

• Demographics
• General data about the level of the completion of the training
• Satisfaction with the training
• Knowledge and skills obtained from the training
• Impact of the training and outlook
• Reasons for the non-completion of the training/module
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In addition, attendees were invited to openly share their thoughts about the training
using a set of open questions. In the end, 25 persons (48% of the active participants)
participated in the online survey and their feedback is presented next.

3.1 Demographics

The age distribution of the participants was as follows:

• under 30 years old: 2 persons (8%),
• between 31–39 years old: 12 persons (48%),
• between 40–49 years old: 6 persons (24%),
• between 50–59 years old: 3 persons (12%),
• over 60 years: 2 persons (8%).

The participants to the survey came from the 5 countries of the project partnership:

• Germany: 4 persons (16%),
• Lithuania: 9 persons (36%),
• Portugal: 5 persons (20%),
• Romania: 5 persons (20%),
• Turkey: 2 persons (8%).

Regarding gender, the majority of respondents (19) were female (76% of the total)
and 6 (24%) were male. The respondents were teaching a wide range of subjects but
the majority were Engineering subjects such as Chemistry, Civil Engineering, Com-
puter Networks and Internet/Multimedia Technologies, Cyber Physical Systems, Data
Structures, Informatics, Mathematics, Medical Informatics and Biostatistics, Structural
Analysis, Assembly Processes and Technologies. 16% of respondents were teaching
subjects related to Business and Administration, such as Business & Project Manage-
ment, Accounting, Competitor Analysis, Marketing. 12% of respondents were teaching
Languages (English and German) and 4%were teaching Social Sciences and Journalism
and Pedagogical and Organisational Psychology.

3.2 Level of the Training Completion

Participants provided information on the modules they had completed, which followed
a similar distribution of the numbers obtained from the platform. Nevertheless, the level
of achievement reported by the participants was higher than the data recorded by the
platform – this discrepancy was probably caused by the fact that the participants that
replied to the questionnaire were the ones that followed the MOOC for a longer time.

As illustrated in the Fig. 1 above, 33% of the survey respondents completed all the
5 modules of the training. The completion rate constantly decreased from the previ-
ous to each subsequent module of the training. This was somehow predictable as, like
mentioned previously, a certain dropout rate is quite typical for such type of courses.
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Fig. 1. Completion of each training module

3.3 Satisfaction with the Training/Module(s)

Participants were asked to indicate their level of satisfaction with different aspects of the
training or of themodule(s) they completed by evaluating the following eight statements:

• The structure of the training/module(s) was clear and comprehensive;
• The duration of the training/module(s) was appropriate;
• The workload of the training/module(s) was appropriate;
• The contents of the module(s) were aligned with the learning outcomes;
• Learning materials were of good quality;
• The supportive instructions of module facilitators were helpful;
• There was an appropriate mix of individual and peer learning tasks;
• The program/module(s) has met my expectations and needs.

As can be seen in Fig. 2, almost all aspects of the training achieved the threshold of
50% of positive answers, which are represented with the answer options “Rather agree”
and “Strongly agree”. Among the training aspects, which have received the highest
scores, were:

• Clear and comprehensive structure of the training (88% of respondents),
• Alignment of the training contents with the learning outcomes (84%),
• Appropriate duration of the training (71%), closely followed by the aspects “Appro-
priateness of workload” and “Supportive instructions of module facilitators” (each
67%).

• The aspect relating to the appropriateness of individual and peer learning tasks
received in total 46% of positive answers and at the same time the highest score of
negative answers (26% composed of answer options “Rather disagree” and “Strongly
disagree”, each of 13%).

In addition, a few participants provided their individual open comments:

• “I missed the feedback on the assignments. I expected feedback after each module, to
help me improve myself.”
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• “I have to express 3 main limitations, but the rest was perfect:) Some of the module
videos were hard to understand due to heavy accent (especially the ones in the first
module). Plus, some speakers’ way of looking at the prompter was disturbing and felt
a bit weird while watching. These were the issues with the materials. Next problem,
some tasks were not very clear (especially the ones in the last module). What was
sad was, even though some participants asked for more explanation in the forum,
no one answered � Lastly, I would have preferred to receive more feedback on
the assignments I submitted. I only got some feedback from the second module’s
instructors, that’s it. I submitted many assignments and many posts on the forums, yet
there was no response and therefore I don’t know if I did well or not… Other than
these points, I learned soooo much here! Honestly, it forced me to be involved with
MOOCs more than ever! Loved it, enjoyed it, and feeling grateful for all the efforts
that the team put into it. Thank you for giving us this opportunity.”

• “During some modules, the teachers were remarkably absent (no guidance, no
interaction, no feed-back).”

• “This MOOC was clearly a good opportunity.”
• “I only completed a fewmodules, but I intend to continue with all modules in my own
pace.”

• “Lovely videos in Module 2, great supporting materials. Great content on the module
1. Due to its nature, it’s more theoretical, but these basics are highly needed.”

Fig. 2. Satisfaction of participants with different aspects of the training/training module(s)

In response to a few of the concerns mentioned in the respondents’ comments, the
following should be mentioned:

• To facilitate attendees’ understanding of the spoken English of non-native speakers,
the learning videos were supplemented with supporting subtitles, which reflected the
contents of the videos and were made available to the attendees.

• In an open online training course the instructors’ feedback has to be balancedwith peer
interaction. This is why each module included assignment task(s) aimed at receiving
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feedback from peers rather than from the module facilitators. We understand that
peer-support was not strong enough in this course to counterbalance some feeling of
isolation from the users and that aspect should be improved.

3.4 Knowledge and Skills Obtained

Participants were invited to evaluate to which extent they had improved their skills and
knowledge in the specific areas of the training. Each module was evaluated by different
numbers of respondents depending on the completion level of the module concerned
(Fig. 3).

Fig. 3. Improvement of skills and knowledge in the modules

As illustrated in the Fig. 3, participants clearly stated the improvement of their skills
and knowledge in all the 5 areas/modules of the training through selecting the answer
options “Rather agree” and/or “Strongly agree”. The module in which the participants
indicated the highest increase of skills and knowledge was “MOOC course design”:
70% of participants selected the option “Strongly agree”, and 25% “Agree”. In general,
the positive answers represented through the total of the options “Strongly agree” and
“Agree” range between 71%–95%.

3.5 Impact and Outlook

Participants were invited to assess the impact of the training on their professional devel-
opment. For this purpose, they were asked to express their level of agreement with four
statements:

• The training inspired me to innovate my teaching;
• I have concrete ideas obtained from the training towards applying new skills and
knowledge in my teaching;

• The training was relevant for my professional development;

As can be seen in Fig. 4, the majority of the respondents provided positive answers
regarding the impact of the training. In particular, 87% of respondents stated that they
obtained concrete ideas for their teaching from the training and 66% indicated that the
training provided them with some inspiration towards innovating their teaching.
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Fig. 4. Impact of the training on the participants

• 80% of respondents agreed that the training was relevant for their professional devel-
opment and 71% of respondents would recommend the training further to their
colleagues.

• 4% of respondents (1 person) constantly indicated the option “Strongly disagree”
when assessing the impact of the training.

Finally, the respondents were invited to share their further ideas, recommenda-
tions and suggestions for improvements on the training/module(s). The most frequent
comment related to the inclusion of more practical activities in the MOOC.

4 Conclusions

The detailed analysis of the feedback of the participants about the quality and impact
of the open online training course on MOOC (re)design and delivery revealed a high
level of satisfaction with the different aspects of the training. Among others, the respon-
dents appreciated the clear and comprehensive structure of the MOOC, its duration and
workload, the alignment of the training contents with the learning outcomes and were
satisfied with the supportive instructions of module facilitators. At the same time, some
participants wished more interaction with trainers.

The training has clearly contributed to increasing teachers’ competences related to
the design and delivery of MOOCs and their integration into formal curricula. It was
considered a relevant part of teachers’ professional development as well as encouraged
the course participants to innovate their teaching.

Nevertheless, it was possible to observe that there were 1 or 2 participants (4%–8%
of the respondents) that expressed some dissatisfaction with most aspects of the training
(they selected the option “Strongly disagree”). This clearly shows that MOOC-based
learning, although being clearly a positive approach to solving some of the success issues
of HEI, is still not a solution for everyone and other learning and teaching preferences
must still be catered for. In any case, the innovation potential provided by MOOCs
was shown to be very promising for HEIs which are interested in modernizing their
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educational strategies and can therefore capitalize on new or improved skills, knowledge,
and competencies of their teaching staff.

A possible improvement of the training might be done in terms of revising the appro-
priateness of individual and peer learning tasks. That includes translating the training
contents to local languages that would facilitate the access to the training for teachers
who might have some difficulties with attending the course in English.

Acknowledgement. This study was partly funded by the European Union, through the Erasmus+
program, project “Curricular modernization by implementing MOOCs model” (MODE IT), ref.
2019-1-DE01-KA203-005051.
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Abstract. The academic success of students can be improved by an
understanding of the academic domain they are navigating. As such,
they may benefit from gaining valuable perspective into the shape of
their chosen field via an enhanced visual aid. We discuss K-Cube VR, a
work-in-progress academic domain browser, which provides visualization
of such information through knowledge graphs in virtual reality. We then
present the theoretical motivations of such a project, proposing in the
process new principles for learning in the metaverse. These principles are
an attempt to integrate current educational trends, immersive learning,
and visual literacy, within a constructivist pedagogical framework. It is
hoped that the proposed principles and our implementation via K-Cube
VR can inspire future metaverse learning environments.

Keywords: Comprehending academic domain · Constructivism ·
Immersive learning · Visual literacy · Metaverse learning principles

1 Introduction

It has been shown that almost half of the students may become confused once
they enter university - and almost a third may experience confusion about their
plans for course enrollment [1]. Students need to plan their courses throughout
their few years in college, often before they have a top-down grasp of their
disciplines of choice. Moreover, they need to plan their careers and choose course
plans that support such choices. This forward planning is not a trivial thing to
do, and is particularly difficult for a typical student who has yet to acquire a
panoramic knowledge in the academic programme on which they have enrolled.
It has been suggested in [2] that, due to the scarcity of information, students’
“planning” is mainly driven by herd mentality.
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Understanding an academic domain is not an easy task, even for experts. An
academic domain is abstract, or rather a collection of related academic concepts,
which more than often are ideas that have complex dependencies and relation-
ships. Therefore, understanding an academic domain requires extensive expe-
rience to organise these concepts and summarise their relationships [3], which
can be difficult for students. At the university level, it is common to try to
inform the students about the purpose of a course by providing a programme
description; this description is likely to be insufficient as it often contains a list of
keywords and learning outcomes only, and the students will still have to struggle
with the fact that they might not have a good understanding of those keywords
and descriptions. As such, there is a need to aid students in comprehending an
academic domain to benefit their studies.

Fig. 1. (a) Visual representations can be more effective than textual descriptions.
(b) We hypothesize abstract concepts can be converted into more intuitive representa-
tions. Some descriptive texts are from Wikipedia.

If textual description is insufficient in communicating the nature of an aca-
demic course, it may be the case that it is a medium of expression which is not
optimal. To illustrate this modality issue, let us consider a hypothetical scenario
where we need to decide which flower we prefer (Fig. 1a). If we were to ask a ran-
dom person which flower s/he prefers, it may well be the case that s/he will be
better able to answer it given images rather than textual description. To repre-
sent knowledge, it is important to consider which mode of representation is best
suited for the task [4]. It is from this trail of thought that we hypothesize that
there exists a more ideal and intuitive representation for an abstract entity such
as an academic domain (Fig. 1b). This intuition drives us in our development of
K-Cube VR [33]. Empowered by an interactive 3D knowledge graph (KG) in
virtual reality (VR), we hope to represent the academic domain as a garden of
data where the user can interact with academic concepts, akin to a flower in a
garden.

To provide a theoretical backbone for our work, we explore several educa-
tional trends in this paper. With the advent of various extended reality (XR)
technologies, immersive learning (IL) has become a popular topic in academia [7].
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Most of the work captivates XR’s ability to provide an immersive environment
that can simulate realistic or reality-like scenarios for students’ practices for an
array of disciplines [8]. There are also discussions on learning abstract concepts
with VR [9]. Visual literacy (VL) is referring to the person’s ability to understand
or communicate via visual information [5]. Educators in scientific domains may
particularly concern themselves with visual literacy as visual frameworks have
been shown to improve students’ understanding of course materials [6]. Finally,
constructivism is an important theory that many educators are well-versed in.
It is the focus of our theoretical discussion because it is an epistemology, or a
theory on the nature of knowledge. By understanding how people learn and hold
knowledge in their minds, we hope to be able to develop a metaverse experience
on academic knowledge that aids students’ comprehension. Together, these edu-
cational ideas provide K-Cube VR with a solid theoretical backbone. Currently,
it seems that IL and VL’s research works are somewhat detached from a unified
theoretical framework. They are, however, important concepts to learning in the
metaverse. We address this issue by incorporating them into the same framework
via a constructivist lens (Fig. 2). The proposed framework is utilized to discuss
K-Cube VR’s functionalities.

Fig. 2. The proposed metaverse learning principles are re-imaginations of pedagogical
principles from constructivism in the context of IL and VL.

In summary, this paper aims to fill the gap in providing an effective means
of presenting a more circumspect view of an academic domain to students. Our
intuition is that abstraction can be expressed as a garden of data. Via a literature
discussion, we show how educational trends such as IL and VL can be incorpo-
rated into constructivism. Via K-Cube VR, we also show a concrete example of
how to manifest the proposed principles for metaverse learning. The paper’s con-
tributions are as follows: (1) Incorporates immersive learning and visual literacy
into constructivist pedagogy for building a metaverse learning framework; (2)
Proposes eight metaverse learning principles; and (3) Demonstrates how these
principles can be applied via K-Cube VR, a work-in-progress application.
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2 Constructivism

Constructivism is a term that has been adopted across a wide spectrum of dis-
ciplines, though its use in education is rooted in its place as an epistemological
theory - an explanation for the nature of knowledge and how it is created. Lim-
ited by the scope of this paper, we limit ourselves to providing an overview of
constructivism for enabling our theoretical discussion later.

In contrast to more classical learning theories which postulate that the world
is full of static knowledge and that the process of learning is simply a matter
of absorption, constructivism states that knowledge is an internal mental con-
struction which requires learners to combine their past experiences with their
present interactions with the environment where learning takes place to forge the
building blocks of knowledge [12,15]. Scholars commonly attribute the origins
of this brand of constructivism to developmental psychologist Jean Piaget [12].
Piaget developed his “genetic epistemology” (an early form of constructivism)
in the early twentieth century. He opined that “all structures are constructed”,
and that with respect to the process of acquiring knowledge, “the fundamental
feature is the course of this construction: Nothing is given at the start except
some limiting points on which all the rest is based” [13,14].

As time passed, the theory has been extended through a myriad of branching
paths over the past century [16]. There are different scholarly views on the whole
picture of this epistemology; however, a so-called mild constructivism has core
ideas that are more or less agreed upon by constructionists across the board
[12]. Further, it was not until the late 70s that it was re-discovered and adopted
by educational academia [12]. This transfusion from epistemology to pedagogy,
may have yet again led to heterogeneous views as a theory on learning cannot be
directly translated into a theory on teaching. So, there are numerous proposals
for constructivist principles on teaching, but most revolves around considering
how the learner will handle and internalise the learning material. In addition,
constructivism’s main effect within education has been in awakening the notion
that learning is a process that occurs when learners grapple with new concepts,
not when instructors presents them.

Here, we adopt the pedagogical principles mostly compiled from the compre-
hensive literature reviews on constructivist teaching by Honebein [10] and Mur-
phy [11]. According to them, constructivist teaching embodies these principles
and goals (from [10] and [11]): (P1) Provide experience with the construction of
knowledge; (P2) Provide experience in and appreciation for multiple solutions;
(P3) Embed learning in a realistic and authentic context; (P4) Embed rele-
vance in learning; (P5) Encourage ownership during learning; (P6) Embed social
learning; (P7) Encourage usage of multiple representations, and; (P8) Emphasize
exploration to encourage students to seek knowledge independently.

3 Immersive Learning and Visual Literacy

Immersive learning (IL) has been defined previously as a set of learning activities
that are performed while the user’s perceived environment is modified. In recent
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years, this effect is achieved often through the assistance of XR technologies
- an iconic example of such technologies being the VR headset and handset.
The immediate question of how much immersion is required to qualify as IL
has resulted in scholars concluding that immersion is a spectrum: the user’s
subjective sense of “presence” [24], as well as an objective sense of “immersion”
[25], can be measured quantitatively and used as continuous metrics to describe
the aforementioned spectrum. IL has already been applied in many educational
contexts. For instance, it has enhanced and extended classroom education at
all levels [26,27], raised awareness about social issues in a viscerally engaging
way [28], and simulated natural disaster protocols for increased public safety
[29]. Some scholars, like Jeremy Bailenson, have come up with heuristics like the
DICE criteria (i.e., Dangerous, Impossible, Counterproductive, and Expensive)
to form a basis for why and when IL ought to be used [30].

It seems that constructivism and IL are sometimes considered together due
to a frequently undertaken, implicit assumption that IL is interactive by nature
and, frequently, also by design; as such, there are studies that discuss how users
interact with the constructed learning environment and synthesise information
from it [31,32]. We further this effort by integrating the properties of IL into con-
structivism more concretely, showing how pedagogical principles can be adapted
for metaverse learning principles. In particular, we believe IL’s ability to provide
social elements, simulated situations for practice [8] and engagement are some
of the catalysts that are beneficial for constructivist learning.

Visual Literacy (VL) is an educational trend that studies how different visual
media affect the quantity and quality of the user’s comprehension. Different
scholars have attempted to map the developments in VL, and these attempts
more or less converge. For instance, Avgerinou [18,19] concludes that there
are four main aspects to VL, namely “visual perception”, “visual language”,
“visual thinking”, and “visual communication”; meanwhile, Felten offers fewer
categories, such as the perspective that the VL can be separated into just the
two sub-domains of “visual cognition and perception” and “visual design” [5].
Regardless, they all consider users’ interactions with the environment, as well
as the recognition of a user’s prior experience (in the form of their level of VL),
which when taken together suggest that an argument could be made that these
ideas - and therefore applications of VL - tend to align with the constructivist
paradigm. VL has already been applied in educational settings as a “strategy
for fostering creativity” in certain STEM fields [20]. Particularly interesting for
our purpose is VL’s ability to drive thinking and communication. We will later
show how it can be part of constructivism’s mental knowledge construction.

4 Constructivist Principles for Learning in Metaverse

From constructivism, scholars have derived pedagogical principles for educators
to follow; and there are a large number of works attempting to implement a
constructivist regime for students. However, according to some scholars, these
regimes tend to stray from established principles of constructivism, and are lim-
ited in being mainly “learner-centric” [12].
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With the advent of ever more frequent advances in XR and the metaverse,
compounded by the increasing interest in their utilisation in education, we are
seeing a growing tide of literature for IL. At the same time, VL gains exigency
in this context as one of the strengths of XR lies in displaying visual informa-
tion. Current works on IL and VL, however, do not usually anchor themselves
into a greater pedagogical philosophy. Rather, they mainly investigate how their
immediate methodology can assist students. We, therefore, advocate integrating
IL and VL into a well-established and well-known framework such as construc-
tivism concretely by showing how constructivist principles can manifest in the
context of metaverse learning. The following are principles from Sect. 2 that are
reformulated for the metaverse (Fig. 2).

(M1) Knowledge as Visualised Construct: One of the key ideas of con-
structivism is that knowledge is an internal mental construct. It is important to
provide experience to students on its construction (P1). This can be addressed
via a VL perspective as a visual vocabulary is believed to be able to help students
think visually, and thus structurally [22].

(M2) Immersive Simulation: Constructivism believes that one of the main
purposes of knowledge is to model reality. It is important to allow the students
to look at the same problem from different angles or with multiple solutions so
that they can have a robust internal model (P2). IL can provide an immersive
simulation environment where the student can complete a task via different
methods and thus, become more robust in their comprehension.

(M3) Re-enact Daily Life Problem: According to constructivism, as
learners use their own experiences as building blocks for new knowledge, IL
should re-enact daily life problems in an immersive simulation where the stu-
dent is solving a problem they can associate with in real life (P3).

(M4) Associate the Knowledge: Extending upon the previous principle,
for concepts that are more abstract, it is the case that learners may use their
learned concepts to understand new knowledge (P4). Henceforth, the VL’s visual
vocabulary can show the association between concepts to help students under-
stand how knowledge interweaves, and from there, build new understanding.

(M5) Engage the Student in VR: Constructivism is learner-centric; it
means that students need to take ownership of their own learning (P5). IL has
been shown to be able to engage students and therefore is a useful medium for
students to naturally take initiative to learn [17].

(M6) Multi-User Immersion: Constructivism recommends that learning
take place in relation with interpersonal interactions, whenever possible (P6).
Meeting in a metaverse learning environment, the diverse experiences and indeed
personalities of different learners, on the whole, oftentimes should offer a more
dynamic and much richer set of stimuli for each learner.

(M7) Multiple Modes of Content: Constructivists advocate for the inclu-
sion of multiple modes of representation to help with the mental construction of
knowledge (P7). The best practice for the quantity, frequency, and presence of
different types of multimedia becomes a rich ground for discourse in VR, which
is more spatially adaptive to present content [34].
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(M8) Navigation of Knowledge: Constructivism asserts that the user’s
exploratory interactions are important as a mechanism through which new
knowledge is synthesised (P8). A good design seeks a balance of features allowing
for the user’s freedom to explore, as well as features designed to give guidance
and structure to the user’s exploration.

Not limiting ourselves to a theoretical discussion about a constructivist
framework for learning in the metaverse, in the next section we provide con-
crete designs and implementations of how the principles can be applied.

5 K-Cube VR

K-Cube VR [33] is a garden of data, or a metaverse of knowledge, which aims to
aid students in grasping an academic discipline via knowledge graph structure.
Within this VR experience, students can visit each of the courses offered by a
department and understand their content in the form of 3D graphs. Multimedia
content is embedded for each course keyword to help the students understand
the knowledge of the graph. A set of VR navigation functions are implemented to
enable the exploration of the graph structure. Although our work uses KG that is
manually annotated by experts in computer science, it is expected to be extended
to a broad range of disciplines in the future. As the functionalities below show,
K-Cube VR is designed based on the theoretical principles proposed in Sect. 4;
hence, it demonstrates how the metaverse learning principles may manifest.

Knowledge Graph in VR. As presented in M1, a visual vocabulary can help
the learner to understand knowledge as a construct. According to constructivism,
knowledge is a mental construct that is organised. Therefore, KG is an ideal rep-
resentation of knowledge. To help students better understand the discipline, we
visualise KG as an immersive and interactive collection of virtual nodes which
shows how academic concepts are formed and cross-related. To achieve so, there
is a three-layer hierarchy formed by three levels of virtual nodes. A node, there-
fore, will belong to one of the three levels, disciplines (e.g. Computing), courses
(e.g. Game Design and Development) and concepts (e.g. Vectors). The three-
dimensional virtual space for visualisation (Fig. 3), effectively, is partitioned
into a discipline space where the student can see the courses and a course space
where the student can see the concepts within a course. By visually organising
knowledge in such a way and showing students the connections and hierarchy
of concepts, it is expected to also help students to understand new concepts by
seeing how they connect with concepts they already knew (M4).

Data Buddy. To better engage the student (M5), we introduced a data buddy
as an aide to the students during their visit to the knowledge metaverse (Fig. 4a).
It basically acts as a hub of information and can be called out by the learner when
needed via a button. In addition, it is expected that students are usually not
familiar with KG. The data buddy, therefore, also acts as a “data storyteller”
who describes the meaning of KG elements (e.g. sub-graphs) to the students
which helps with students’ understanding (M7).
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Fig. 3. The knowledge graph in K-Cube VR is partitioned into (a) a discipline space
and (b) a course space.

Fig. 4. (a) The data buddy is an aide to the student. It also acts as a data storyteller,
describing the subgraph to the student. (b) The lecture notes and Wikipedia page are
shown when a concept is selected.

VR Navigation. As discussed in (M8), it is important to provide students
with the tools to freely explore the learning environment. In order to enable
the student to explore the KG, several operations are provided (Fig. 5): (a)
spatial teleportation, (b) node teleportation (c) scaling, and (d) translation.
Spatial teleportation allows the user to instantly teleport themselves to a new
location; they can do so by pointing at a location on the plane. There may
be cases, however, where the student simply wants to “go to” a node. Node
teleportation fulfils this need by allowing the student to point at a node and
teleport in front of it. Teleportation enables travelling of large distances without
incurring motion sickness, but there is an issue of causing spatial disorientation
[35]. Scaling allows the student to rescale the size of the knowledge graph. It is
a useful navigational function when the graph is too large or too small from the
student’s perspective. Translation is similar to the two teleportation methods
just described, but instead of the student moving toward a location, the student
grabs the entire knowledge graph and moves it around.

Multi-source Content. As mentioned in the beginning, students do not have
a strong background in the academic domain and, therefore, may have difficul-
ties understanding the concepts. To help them understand the concepts in the
knowledge graph, multimedia content is displayed when they are viewing a con-
cept node. The current design provides two types of multimedia content for a
particular node of concept: the related lecture notes and/or the corresponding
Wikipedia page (Fig. 4b). The lecture notes can be “flipped” with the directional
joystick handle (left-right) and the Wikipedia page can be read freely with the
handle as well (up-down). By providing this duality of view on the concept, we
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Fig. 5. K-Cube VR can be navigated by (a) spatial teleportation, (b) node teleporta-
tion, (c) scaling and (d) translation.

hope it can help students understand that knowledge can be expressed from dif-
ferent perspectives and simultaneously help with their understanding (M7). In
addition, the panel can be resized for viewing by dragging (Fig. 6).

Tags. It is also useful to show students that there are different categories of
knowledge within a certain discipline. Currently, K-Cube VR mainly focuses on
computer science. We, therefore, briefly categorised the knowledge into, “con-
cept”, “algorithm”, “method” and “math”. The students will be able to use the
tag board provided by the data buddy to visualise the nodes belonging to a tag
(Fig. 7). It is hoped that this organisation further help students see knowledge
in a clustered view (M7), and help them to locate concepts in a cluster (M8).

Study Room. In addition, we also provide a virtual study room for students
to focus on the subgraph they are interested in (Fig. 8). The student can use a
lasso to group select a collection of connected nodes. Once selected, the student
will be brought to a virtual study room to help them focus on those concepts.
We hope this is an engaging feature for students (M5).

K-Cube VR is a work-in-progress VR application that provides a preliminary
view of a knowledge metaverse. To further complete the metaverse building, some
important functionalities will be discussed in Sect. 6.
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Fig. 6. The panel can be resized for viewing.

Fig. 7. Nodes are given tags such that they can be grouped and visualized.

Fig. 8. Student can select multiple nodes at once and enter a study room.

6 Conclusion and Future Work

In this paper, we addressed how to aid students in their understanding of an aca-
demic domain, particularly its abstract concepts, in a metaverse environment. To
provide a theoretical framework, IL and VL are introduced into a constructivist
pedagogy, in which eight metaverse learning principles are formulated.

K-Cube VR is the application in which we show how to bring the metaverse
learning theory to practice. To further complete our proposal for a metaverse of
knowledge, however, there are some functionalities that need to be implemented
as well. First, the social element is an important consideration for constructivists
as they believe that learning is also driven by social interaction (M6). Therefore,
an important function to implement in the future is to enable K-Cube VR to
be explored by multiple students, and perhaps, with instructors in the same
session. Second, we need to link the concepts with real problems that students
may encounter more closely (M3). Ideally, K-Cube VR can also act as a hub
that connects numerous pre-made simulations in the metaverse for learning the
concepts (M2). In summary, we used K-Cube VR to show how to implement the
proposed metaverse learning principles and it is hoped that these principles can
inspire more metaverse learning applications in the future.
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Abstract. Serious Games provide an opportunity to address social issues in an
interactive environment particularly appealing for school-aged children. Gender
stereotypes are one of themany remaining gender-related issues in current society.
Stereotypes appear at early ages and are particularly prevalent in certain cultures
and countries. This paper presents an early acceptance evaluation of Kiddo, a
serious game to address gender stereotypes inMexico.Thegamehas beendesigned
to address four of the main stereotypes still present in children in this country, and
it is intended to be used in classes by teachers to start a discussion about gender
stereotypes. The evaluation has been carried out with a prototype of the game
containing one of the game chapters and a sample including teachers and gender
experts. The goal is to verify both the usability of the game aswell as its acceptance
for some of the target users that will later apply the game in their classes. Results
of both usability and acceptance questionnaires have provided a useful insight
into the strengths and areas of improvement for the game, and they are being
incorporated into the new version of Kiddo.

Keywords: Serious Games · Videogame · Gender Stereotypes ·
Technology-Enhanced Learning

1 Introduction

1.1 Serious Games

Serious Games (SGs) are games that have a main purpose other than entertainment,
enjoyment, or fun [1].Among their purposes, it stands out increasing awareness, teaching
knowledge, or changing behavior. The highly interactive environment that they provide
allows many possibilities for affecting their players, including immersive learning expe-
riences to apply their knowledge, and/or test complex scenarios in a safe environment.
Due to these characteristics, SGs have been applied in different domains with promising
results, including applications in the health field and to address social problems [2].
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To date, serious games are becoming widely used in the research community. These
games are promising tools thanks to the engagement between stakeholders, the potential
for interactive visualization, the capacity of developing and improving social learning
and teaching decision making skills [3]. Although serious videogames are not new, their
expansion has been taking place since 2010. Researchers suggest that the characteristics
of serious videogames should establish clear learning objectives for students, provide
continuous feedback on their progress, and their difficulty should be adapted to the
learner’s capabilities, as well as adding surprise elements to break the monotony of the
videogame [4].

This article describes the process of creation and acceptance of Kiddo, a videogame
to educate in gender equality. A pilot chapter was created and evaluated, looking for
areas of opportunity before completing the videogame and launching it to the public.

1.2 Gender Stereotypes

One of the remaining gender-related issues in current society is the prevalence of sev-
eral gender stereotypes. The United Nations’ Office of the High Commissioner for
Human Rights defines a gender stereotype as “a generalized view or preconception
about attributes or characteristics, or the roles that are or ought to be possessed by,
or performed by, women and men” [5]. These preconceptions limit individuals’ devel-
opment and choices and perpetuate inequalities. In certain cultures and countries, the
presence of gender stereotypes is particularly striking. Such is the case ofMexico, where
different reports have studied the prevalence and normalization of gender stereotypes
in general society, as part of the cultural background [6], and its direct relation with
sexist and gender stereotypes in primary and secondary students. Some of these reports
highlight themost common stereotypes inMexico’s children [7], summarized in Table 1.

Table 1. Main results of questionnaire applied to a representative sample of Mexico’s 6th grade
primary school children (adapted from the original, in Spanish [7])

Gender stereotype % of boys who agree % of girls who agree

Boys do need to finish school and prepare
themselves to maintain their future home

85.7 82.0

Girls should learn to help out at home by taking
care of their siblings and doing the cleaning up

78.8 78.9

The man is the one who should have the greatest
responsibility for bringing money into the home

77.3 75.2

Girls should play with dolls 75.2 71.7

Boys should play soccer and other hard-core
sports

70.8 62.8

The woman is the one who has to be careful not
to become pregnant

67.1 69.6
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Gender stereotypes appear very early in children’s development, so it is essential to
address them at a young age. This happens to be especially noticeable in Latin American
culture. In a study [8] aimed to determine the role and level of involvement of Latin
American mothers in their children’s math learning, the results showed that the mother’s
attention regarding their daughter’s math learning, decreased overtime, especially during
5th and 6th grade, a situation paired with statements such as “math is more useful for
boys”. Another study [9] carried out with younger children mentions that mothers of
children around 2 years of age use language related to numbers (initial mathematical
approach) up to 3 times more with boys than with girls. As a result, at early school ages,
the stereotype that “girls are better at reading and boys are better at mathematics” is
reinforced. Although, as mentioned, this is a stereotype, it causes frustration on both
sides: on the girls for “not being as good” and on the boys who have difficulties with
mathematics for “not being as good as the other boys”.

2 Related Work

Serious Games have been used to address gender issues, such as violence or abuse.
Examples of this are Tsiunas [10], a game to understand essential elements for the
prevention of gender-based violence and the promotion of responsible masculinities,
and Jesse [11], an adventure game set in the Caribbean region that deals with domestic
violence. Other examples of gender focused videogames are Berolos [12] (Spain) and
Iguala-t [13] (Spain). Some of these games have academic evaluations that measure
their effectiveness, most of them being successful tools that, from their approach, help
to counteract gender problems. There are threemain approaches thatmost of these games
tend to use:

• Games for girls are built over gender differences and promote different concepts of
femininity.

• Games for change have the approach to create awareness regarding sexism and gender
stereotypes.

• Creative games are developedmostly for girls, encouraging girls to create and develop
their own learning conditions and surroundings. Widely used in STEM projects
focused on bringing girls closer to sciences [14].

In a review of games addressing gender-related issues [15], results showed that
stereotypes were barely mentioned. Only the videogame Chuka [16], developed by The
United Nations Office against Drugs and Crime (UNODC) in Mexico, included gender
stereotypes as one of the topics addressed in the game.

Results also showed the limitations of the games addressing gender issues: the lack of
evaluation studies to prove their effectiveness, the lackof follow-up tomeasure their long-
term effect and the lack of participants or contrast with teachers or educators who can
apply thegames in their classes.Despite these limitations, serious gamesprovidemultiple
advantages, one of the most relevant ones being the possibility to include analysis of
player interactions. This allows to study the data collected by the game,with the objective
of informing us if there are changes with respect to the perception of the problem
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presented to the users, before and after applying a game, videogame or simulation in
which they suffer some discrimination or confrontation regarding gender stereotypes.

3 Kiddo

Kiddo is a narrative and decision making or “game thinking” videogame to address
gender stereotypes for school-aged children (7–13 years old). Kiddo seeks to make
the most common gender stereotypes visible to educate in equality. The story takes
place in common scenarios in a child’s development: school, home, park, etc. The main
characters of the game are two twins (a boy and a girl) who will encounter situations
related to gender stereotypes that they must overcome without hurting themselves or
the other twin. In these scenarios, the twins Juan and María (see Fig. 1) will engage
in conversations and interactions with other characters (NPC/non-playable) within the
game. The game will have a mood bar, where players will be able to observe how the
character feels about the decisions made.

Fig. 1. Screenshot of Kiddo showing the twins (left) and the scenarios of the game (right).

Players play in third-person perspective, achieving immersion in the game through
elements such as narrative, character design and the use of common environments for
viewers, which can help increase empathy and closeness in a player. The game contains
4 chapters (see Fig. 2) addressing different gender stereotypes:

1. Colors: “Blue is for boys and pink is for girls”
2. Educational: “Boys are better at math and girls are better at arts”
3. Physical activities: “Some sports are for girls and some are for boys”
4. House activities and responsibilities: “Domestic chores are only for girls”

Each chapter is designed to last around 5 min, so the whole game, including any
pre-game and post-game interventions, can be played in a single class hour. In two of
the chapters (colors and domestic chores), players will make decisions affecting Juan
(the twin boy), while in the other two chapters (educational and physical activities), the
choices made by the players will affect María (the twin girl).
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Fig. 2. Screenshot of Kiddo’s twins and gameplay with four available chapters. (Color figure
online)

3.1 Design and Development

The design of Kiddo was based on the review of previous literature regarding serious
games and gender stereotypes, as well as on the analysis of multiple games to address
gender-related issues and other social issues. The common characteristics andmechanics
of such games helped the early design of Kiddo.

The first chapter of Kiddo was subjected to two types of early testing: the first
was conducted by four serious game experts of the research group, each researcher
playing the game independently, and all of whom had not participated in the design
and/or development of the game. Their comments and suggestions were analyzed and
revised to improve several aspects of the chapter, including: the design of some items and
NPCs, the dialogues in some conversations, a better description of the gender stereotypes
addressed, and some other minor suggestions that were incorporated. The second test
was carried out by external participants: teachers, students, parents, videogame players
and non-video game players, with the purpose of contrasting the design of Kiddo, and
evaluating its acceptance and usability for target users (particularly teachers) and gender
experts, obtaining as many constructive comments as possible to improve Kiddo’s early
development.

Kiddo has been developed using uAdventure [17], a framework built on top of
Unity to design educational videogames. uAdventure simplifies game development by
abstracting the main narrative elements of “point and click” adventure games (e.g., sce-
narios, characters, conversations) into a simplified, easy-to-understand model, allowing
non-expert game developers to focus on the features they need. uAdventure further
incorporates default Game Learning Analytics [18] that allows to collect traces from all
player-related events (e.g., interactions with game elements and NPCs; scene changes;
start, ending and choices in conversations; and changes in game-state variables). This
incorporated Learning Analytics will be essential in the subsequent validation of the
final version of Kiddo when tested with students. Due to uAdventure multiplatform fea-
tures, Kiddo’s final version will be available for several platforms, currently including
PC (Windows) and mobile devices (Android).



234 A. G. Barrera Yañez et al.

3.2 The First Chapter of Kiddo

The first chapter of Kiddo addresses the gender stereotype of colors attached to gender:
“blue is for boys and pink is for girls” (see Fig. 3). In this chapter, players will make
decisions regarding Juan (the twin boy) and the color to paint his bedrooms’ walls.

The story begins with the family arriving in a new town and entering their new
house. Despite being twins, Juan and María start to feel people treating them differently
because of their gender. In the pilot chapter, Juan’s desire is to use pink color for his
room, and for the first decision crossroad, players will have to decide whether pink is a
suitable color for Juan’s bedroom’s walls, or if a different color will be more adequate
for him. During the chapter, players could decide on the color on multiple occasions,
and will have to face different opinions regarding this stereotype: particularly, the twins’
father will be against painting Juan’s bedroom walls pink (“men do not use pink, it is
a color for girls”) while the twins’ mother will have a more open attitude towards it.
In the end, however, the decision falls on the player and, after facing different opinions
and comments, could change their initial opinion and decide whether they chose pink
or another color.

As in the other chapters, early decisions will determine whether players achieve the
“heart of courage” which will help them fight the monster that appears at the end of the
chapter (see Fig. 3, right). If using the heart or final choosing to fight the stereotype,
players will defeat the monster of this first chapter. In case that they still agree with the
gender stereotype, they could not defeat the monster and will be directed to a short video
explanation on why colors are gender neutral.

Fig. 3. Screenshot of Kiddo’s first chapter including characters’ dialogues (left) and the final
monster (right). (Color figure online)

4 Usability and Acceptance Evaluation

4.1 Methods

The evaluation carried out with the first chapter of Kiddo had a twofold purpose: 1) to
evaluate the usability of the game and 2) to evaluate the acceptance of the game, using
its first chapter as a test pilot.

Usability Evaluation
The usability evaluation conduced for Kiddo is based on the usability surveys conducted
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periodically by the commercial videogame companyGarena, regarding its star title “Free
Fire”, a commercial Battle Royale videogame with millions of users across the globe.
In the surveys, they ask users about their operative systems, the devices used to play
the game, the devices the user has access to, etc. Those questions are highly relevant
for Kiddo’s usability evaluation and proved to provide highly important information.
The final questionnaire used for the usability evaluation was adapted from the above-
mentioned surveys [19] selecting the questions that were relevant to the content of the
first chapter of Kiddo. The questionnaire started with some basic questions about the
game environment (which device and operating system did they play the game in, and
device they prefer to play in) and whether they had any issues installing or executing
Kiddo, with an optional open text field to describe any issues encountered. After that,
the usability questionnaire included 13 free-text questions (see Table 2).

Table 2. Questions included in Kiddo’s usability questionnaire.

Usability question

1 Were you able to talk to all the characters?

2 Were you able to collect all the items?

3 Were you able to use the objects correctly?

4 Were you able to interact with the map?

5 Were the game instructions clear?

6 Were the buttons easy to find?

7 Did you find any buttons that did not work correctly?

8 Did the facial expressions of the characters match the dialogue shown?

9 Do the scenes change correctly?

10 Did you ever get lost/didn’t know what to do?

11 Was the music present throughout the game?

12 Did you manage to complete the game?

13 Did you have any problems using the game?

Acceptance Evaluation
The questionnaire to evaluate the game acceptancewas based on the one used in “Campus
Craft” [20]. Within the context of Kiddo’s topics and by addressing questions especially
designed to evaluate the pilot chapter, it contains three parts: (1) demographic informa-
tion about participants, (2) acceptance of the characters of the game and (3) acceptance
of the game story.

The demographic information inquired about age, gender, and profession.
The characters’ acceptance questions included five questions about the opinion of

game characters with 3 possible answers (“fun”, “boring”, and “I don’t care”) and two
further 5-point Likert questions about the style of the characters.
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The story’s acceptance questions included: four 5-point Likert questions inquiring
about participants’ opinion about the speed of the game texts, how fun the story was, how
likely they are to play new chapters of the game, and if they consider the gender equality
message of the game is clearly depicted; a set of 17 tags (Killing time; Educational;
Simulation; Leisure; Social; Bored; Teamwork; Adventure; Easy to play; Understand-
able; Good control, comfortable to handle; Intuitive; Low demands on my computer/is
light/works well on my computer; Irrelevant; Interesting; Uninteresting; Difficult) to
choose the 3 that they consider best describe Kiddo; a score (1 to 10) of how much they
liked the pilot chapter; and two final free-text questions about anything that they will
add/erase from the chapter and final comments/suggestions for the game.

4.2 Participants

The first chapter of Kiddo was played by 10 participants, between 20 and 51 years old,
of different professions related to education and social studies (a social science student,
two high school students, a nurse, a sociologist, a consultant, an administrative assistant,
two primary education teachers, and a school supervisor) from Mexico.

4.3 Evaluations

The evaluations began on September 15, 2022, for 22 days ending on October 7, 2022.
The evaluationwas performed from the participants’ homes,with their own technological
devices (Laptops, PC’s, smartphones, or tablets) in Mexico. A video tutorial was sent
to the participants, along with the proper APK’s and EXE’s, to help them with the
installation of the game, to avoid any issues and to ensure a clean install. However,
for older users (50+) the intervention of the developer via videoconference or a phone
call was needed, since they were not too familiar with the installation process. After
playing the first chapter of the game, participants provided their opinion in two Google
forms. Their comments are being used to modify and improve Kiddo. The changes and
improvements suggested by the test users will result in the final version of the game.

5 Results

5.1 Results of Usability Evaluation

Kiddo prototype executableswere created and provided for participants for bothAndroid
and Windows. Regarding participants’ regular usage of videogames, two participants
declare playing more than 4 h a day, three participants played between 1 and 3 h a day,
two participants rarely play videogames, and the other three do not play videogames
at all. In terms of their playing devices, one participant prefers to play on a console,
another participant on tablet, four on smartphones and the other four prefer to play on a
laptop or PC. Three participants played Kiddo on PCs, one on tablet and the other six
on smartphones.

During the installation on PC/laptop, some participants experienced problems
because their PCs were too slow, and/or the screen froze. During the installation on
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a smartphone, some participants experienced problems because they did not understand
the installation instructions andwere not able to install it on smartphones, so they changed
to PC, where they were able to successfully install and play Kiddo. Overall, four par-
ticipants successfully installed Kiddo without any issues, while three participants stated
that they encountered some issues during the installation of the game. In general, par-
ticipants under the age of 40 were able to install Kiddo on their devices and those over
40 required some more specific guidance to complete the installation of the executable
on the desired device.

Table 3 shows the summary of the responses for the usability questions (stated in
Table 2). Results show positive outcomes in game completion (question 12), scenes
changes (question 9) and interactions with characters and items (questions 1 and 2). The
most important errors appeared at the start of the game where participants were not sure
about what they had to do (question 9), and instructions did not help them (question 5),
and some issues with the game interface such as finding the buttons (question 6).

Table 3. Results of Kiddo’s usability questionnaire.

Results of usability question

1 Most participants were able to talk to the characters; only one participant was not able to
talk but only to read the dialogues

2 Most participants were able to collect the objects

3 Most participants were able to use the objects; only one participant was not able to grab
the last object (the heart of courage), since it did not appear in the backpack (inventory)

4 All but one participant were able to interact with the map

5 Most participants stated that the instructions were not clear at the beginning of the
videogame or that they could be improved

6 Most participants had issues finding the buttons

7 All but one participant found that buttons worked correctly

8 Most participants stated that the facial expressions matched the shown dialogue; one
participant mentioned the case that when repeating the dialogues from the beginning in the
living room scene, the characters’ expressions do not match the dialogue

9 All participants stated that the scenes reproduce correctly

10 Most of the participants stated that they did not know what to do at the beginning of the
videogame

11 All participants listened to the music throughout the videogame

12 All participants were able to finish the videogame

13 There were no other problems using the game
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5.2 Results of Acceptance Evaluation

Participants provided several insights in the first part of the acceptance questionnaire.
About the characters María (girl) and Juan (boy), most participants think the characters
are funny and they liked the style of the twins. Additionally, all participants found the
twins’ hair color amusing. About the parents’ characters (Lucy and Roberto), most
participants did not show any interest in the appearance of the parents nor were they
attracted to the style of the parents. About the speed of the texts, most participants think
that the speed of the texts is too slow. About new chapters, all participants said they are
interested in playing a new chapter of the game. About the story, most participants think
that the story is funny/interesting enough. And finally, about the message of the game,
all participants stated that the message of gender equality is clear.

Regarding the list of keywords provided, in which participants selected the 3 words
that they believe best describe Kiddo, main results were: all participants selected
“Educational”; several participants selected the keywords “Simulation”, “Social”
“Understandable”; and some participants selected “Low demands on my computer/is
light/works well on my computer”, “Good control, comfortable to handle”, “Adventure”,
“Intuitive”, “Easy to play”, and “Interesting”. It is noticeable that no participant selected
any of the negative keywords (“Bored”, “Irrelevant”, “Uninteresting”, or “Difficult”).
The average rating for the overall score given by participants to the first chapter (pilot)
of Kiddo (in scale 1 to 10) is 7.5.

Participants provided some suggestions or areas of opportunity to improve the
chapter, including possible additions to the game (e.g., more precise indications, a help
button, an initial video to set up the story) and changes (e.g., shorten some of the dia-
logues). The final free comment section allowed for additional suggestions to improve
the next chapters of Kiddo. Participants’ comments included:

• “I suggest creating and fighting the stereotypical monster of fear of decision making,
it would be worthwhile to add to autonomy training.”

• “I liked the characters in general, but the monster is more attractive than the rest”.
• “Testing with children, as an adult youmay not understand a lot of things, but children
are more likely to find their way around faster”.

• “Add instructions and improve the style of the parent characters”.
• “The hearts representing the health or the life of the character, are really confusing. I
thought that those were the Hearts of Courage, but they were life indicators.”

• “It is a very interesting proposal to present cases where analysis and decision mak-
ing are encouraged. The design can be made more attractive and the activities and
challenges of the game can be related in a more direct way.”

• “I found the message of respect in terms of choice of tastes and gender interesting,
but the story gets long with the dialogues, it would be good to include an introduction
and instructions on how to play and at the end of the chapter a brief conclusion.”

5.3 Summary of Evaluation Results

The results of the usability evaluation, and the acceptance evaluation of the first chapter
of Kiddo are very promising. The initial evaluation carried out for its first pilot chapter
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has received mainly positive feedback from the participants, which lets us expect a good
acceptance among the final users. The current evaluation shows that Kiddo still needs
some work to be completely accessible for all users. Particularly the beginning of the
game was not clear enough, and additional instructions need to be provided to players
to understand the purpose of the game. The game should include a better tutorial to
guide players in their initial interactions with the game and to clearly state the game
goal. Although we know that there are some issues with the pilot version of Kiddo, the
comments and suggestions gathered from this evaluation allow us to address these found
issues and get them fixed in the final version of the game.

6 Conclusions

Kiddo is a videogame to address gender stereotypes in Mexico. The first prototype of
the videogame has been evaluated with educators. It is important to have in mind that
the pilot tests were conducted with adults for several reasons: even though kids will be
the final players of the game, we needed more technical and expert opinions to be able
to quickly identify the issues and bugs present in the chapter, as well as the areas for
improvement that both teachers and gender experts may suggest.

The main outcome of this evaluation is that the game was very positive perceived by
educators as they consider it could be a relevant content to initiate a fruitful discussion
with the students based on a common experience. They consider that the game could be
an effective way to address the topic of gender stereotypes at school.

However, Kiddo is still a prototype that has been formatively evaluated with a limited
number of users. With all the feedback collected from educators and students we will
produce the final complete version of the game. This final version will be applied in
at least 2 elementary schools in Mexico (which have already agreed to apply Kiddo in
their classes). In these applications, Game Learning Analytics will be collected from
players’ interactions with Kiddo. These collected analytics will help us to continue the
summative validation of the game and measure the impact of the game on its target
players.
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Abstract. This intervention seeks to improve the teaching of the Technology
subject in the 1st and 2nd courses of secondary education, introducing in the
classroom aspects related to the Maker Movement in education through Maker
Education, a learning approach that focuses on practical learning through projects
and is related to STEAM education. The main objective of this work has been
to generate a significant experience in students that helps them to awake interest
in scientific-technological areas. This has been worked through a project based
on Maker Education in which the students, in groups, have developed a Chained
Effect project, working on skills such as creativity, problem solving, teamwork
and collaboration, and having the opportunity to put into practice the knowledge
acquired. During this experience, a visit to a Makerspace Las Cocinas belonging
to the School of Industrial and Civil Engineering of University of Las Palmas de
Gran Canaria was also made, aiming at including new spaces in the teaching-
learning process. This space was used to teach them the process of designing and
manufacturing of customized parts for each student, bringing students closer to
the world of engineering, design and manufacturing through meaningful learning,
with the goal of impacting favourably on them.

Keywords: Maker Education · Project Based Learning · STEAM Education

1 Introduction

The rapid advance of technology has meant that society has had to constantly adapt to
a field that does not stop evolving, where everything is constantly being replaced. This
constant change is reflected in society, in this sense the European Parliament approved
the concept of the Third Industrial Revolution in 2007 [1] and in 2016 authors such as
Schwab [2] were already beginning the Fourth Industrial Revolution, currently known as
theDigital Revolution or Industry 4.0, which is based on pillars such as robotics, artificial
intelligence, the Internet of Things (IOT), additive manufacturing and Big Data, among
others [3].
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Recently, knowledge related to computational thinking, digital competence, STEAM
(Science, Technology, Engineering, the Arts and Mathematics) competence, and the use
of Learning andKnowledge Technologies (LKT) are being incorporated into educational
curricula. Some innovative experiences that have arisen outside the school to respond to
this are The Intel Computer Clubhouse Network and theMaker Movement. Experiences
that aim to carry out significant learning while creating a sense of community, offering
students and adults the opportunity to get involved in activities related to the STEAM
field [4].

In an attempt to introduce these aspects in the school, this paper propose to implant
the Maker Culture in the students through Maker Education. With the aim that through
actions as playing, experimenting, expressing, building, and connecting, students are
able to learn in an active and participatory way, becoming the builder of their own
learning. At the same time that they cooperate with their colleagues working on the
mentioned pillars and updating the methodology to the technological moment we live
in, in the context of Industry 4.0 (Fourth Industrial Revolution).

This proposal also seeks to awaken scientific-technological vocations in students,
since, although a future marked by scientific-technological professions is in sight, the
number of students who currently choose to study this scientific-technological branch
is being reduced, thereby anticipating a significant lack of these professionals [5].

Currently, a large amount of data can be found that supports the lack of scientific-
technological vocations among students who finish their high school studies, to give an
example, at theUniversity of Las Palmas deGranCanaria (ULPGC) in Spainwe find that
among 2013 and 2017, all degrees related to engineering or architecture have presented
a decrease in the number of enrollments of up to 32% [6]. Similar numbers occur in
all careers in the STEM field around the world, such is the case that UNESCO has
carried out projects to promote these scientific-technological vocations, emphasizing
girls and adolescents because they present a lower percentage of participation in this
field, reaching situations like the one we can observe in Colombia, where only 26% of
professionals belonging to STEM careers are women [7].

This document aims to provide literature that supports the use and benefits of this
approach, presenting the results obtained in a pilot experience that decided to introduce
Maker Education in high schools, aiming at promoting the aforementioned values, awak-
ening STEAM vocations and at the same time reducing the gender gap in the scientific-
technological field. This work is included within the co-edu research project, that is
developing in School of Industrial and Civil Engineering (EIIC) titled Competencias
transversales desde la EIIC para su ecosistema social (2020EDU20).

2 Maker Education

The Maker movement is a social movement made up of people of different profiles who
are known asMaker, with the termMakerwe include fans, thinkers, engineers, designers,
and artists who share the same goal: the design and construction of artifacts [8].

This has been the evolution of the Do It Yourself (DIY) movement and is closely
related to learning by doing, promoting teamwork and the generation of knowledge in
community [9].
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Hatch [10] in his book The Maker Manifesto compiles a series of actions that define
the Maker movement, which are: Make, create, give, learn, share, play, change, partic-
ipate and support [11]. Based on these actions, other authors group some actions and
claim that the values of the movement are: design, create, learn, share and improve [12].

Halverson and Sheridan [13] in an article published for the Harvard Educational
Review indicated that theMakermovement could not only help theway inwhich students
acquire knowledge and skills, but that thismovement could create opportunities to engage
the student, generating a connection with the scientific-technological field.

An investigation carried out by the Harvard Project Zero research center establishes
three characteristics of learning that are improved from the use of educational experi-
ences centered on the Maker movement [14]. First, it establishes that this experience
creates a community based on collaboration and the exchange of information, knowl-
edge and ideas. Second, it claims that aspects such as problem solving, student flexibility,
experiential learning and student curiosity are worked on through Making. Finally, this
research speaks of the fact that, through the use of this movement, students can access
new places of creation with tools that are not usually available in classrooms. This refers
to the Makerspace, open spaces that allow anyone to use them, always encouraging
participants to share what they do and to learn from others [12].

Although creativity and innovation are fundamental in engineering, there are not
many open design experiences that are carried out in university environments [15],
this prevents students from outside the university from being able to get involved in
activities of this type. However, through the use of the Makerspace as a connector, a
link in which students from different educational stages meet and share experiences
can be created, since, as Neumeyer and Santos [16] said, the Makerspaces have gone
from being spaces of work to places where to achieve a connection between students,
users and tools. Davidson and Price [17] claim that involving students in a project
in the Makerspace favors self-directed experiential learning, which ends up resulting
in improved risk tolerance and increased persistence in complex problem solving for
students, skills that are increasingly important in the 21st century citizen.

The Maker movement has been developed in areas outside education and mainly
adults were involved in these activities. However, in recent years, efforts have been
made to incorporate this movement in lower education, generating the opportunity for
students to participate in design and engineering practices, thereby promoting STEAM
practice at an earlier age [18], resulting in the concept of Maker Education.

There is no generally accepted definition for the concept of Maker Education,
Maaia [19] establishes a relationship between Maker Education and the pedagogy
behind problem-based learning.Martinez and Stager [20] established hands-on learning,
Problem-Based Learning, and arts-based initiatives as the foundations of this movement,
while linking this movement to constructionism and constructivism.

Other authors such as Jurkowski [14] establish that Maker Education encompasses
aspects such as the DIY movement, STEM and STEAM education, the increase in tech-
nological resources, Project-Based Learning and the need for students to be interested
in STEM vocations.

West-Puckett defines this movement as an approach based on the Maker movement
that brings the work of manufacture to the front, and through aspects such as design,
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experimentation, retouching, production and interpretation, the student is able to learn
theory and practice [21]. Everything under the premise that through manipulating mate-
rials, ideas and objects the student carries out significant learning and is able to better
assimilate the contents.

The goal of Maker Education is that students can apply design principles while
developing ideas and building prototypes, having access to a variety of design and man-
ufacturing equipment [16], creating opportunities for young people to develop confi-
dence, creativity and interest in the STEAM field through creation [19]. While fostering
academic learning through teamwork, experimentation, and problem solving [21, 22].

The use of active methodologies such as those used by Maker Education encourages
“Learning by doing”, a pedagogy that puts practice as the foundations of any learning
process, and that ensures that the student is always thinking and doing, two situations
that greatly favor the learning process [23].

In a study published in 2014, Halverson & Sheridan [13] argued that Making was
about to have a huge impact in schools. Harlow & Hansen years later also affirmed that
this movement was about to transform education, changing the typical focus of schools
and giving an emphasis to creation and creativity [24].

However, as Maaia [19] indicates in her thesis The keys of Maker Education: A Lon-
gitudinal Ethnographic Study of a STEM-to-STEAM Curriculum-in-the-Making, there
is currently a great lack of qualitative research in classrooms using the Maker Educa-
tion, thus generating a lack of literature that supports the use and benefits of using this
approach.

3 Methodology

The experience we have developed has consisted of the design and manufacture of a
chained effect applying the values of Maker Education. It was used for 1st and 2nd
course of students of compulsory secondary education (ESO) to get in touch with the
technology and tools that we had in the workshop, learning to work collaboratively in a
new space for them and following the principles of the Maker movement, as it was the
first project carried out in the workshop this should be a easy project in which they could
apply the principles of the methodology. A Chained Effect is an automatic machine in
which the effects that occur in it take place by themselves from an initial effect.

This experience is divided into four different stages, which encompass the different
phases of a technological project: Definition and analysis of the problem, search for
information, design, planning, manufacturing, evaluation, and disclosure.

In the first stage, the project is explained to the students, and teams are formed,
indicating the requirements and how it will be evaluated. The students also have to carry
out a search for information on chained effects, identifying what it is and extracting
ideas from other similar projects previously carried out in other schools.

In the second stage, design and planning, each team is in charge of designing the
chained effect that will try to build throughout the development of the experience, from
that design they look for the way to carry out a construction using recycled or reused
materials or elements.
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The students are also asked to design a piece that they will have to integrate into
the chained effect, this piece will later be built using the machines that the university
Makerspace have and that will be visited by the students. Applying sketching and 2D
design strategies using CAD software and 3D design using Tinkercad.

During the third stage, the students develop the proposal in the center’s workshop
classroom. A visit to the Makerspace is also made so that the students can see how the
pieces they have designed themselves are manufactured, seeking to generate a positive
impact by seeing what they have proposed “theoretically” becomes a reality, at the same
time as they share space with university students. Generating with this a learning in
diverse fields. This work focuses on this visit.

In the last stage, the students share and promulgate their project with the rest of the
class, explaining the decisions they made and what they thought about the experience.

Experience in Las Cocinas Makerspace
Due to the planning of the academic year and the few class sessions that are available
at the time of proposing this experience, an adaptation to the original approach of the
proposal had to be made, modifying the part of the experience in which the students
designed the pieces that were later going to be generated in the Makerspace because we
did not have the necessary time to teach them how to use the necessary tools for this.
This is why the piece that is manufactured in the Makerspace was previously designed
by the teacher, once they visit the space they can see how this piece is manufactured
and, at that moment, they are given the opportunity to customize it, making each unique
piece and involving the student in the final design of it, even if it is only in the aesthetic
aspect and not in the functional one.

The Makerspace used for this experience is known as Taller Las Cocinas. It belongs
to theEIIC and has collaborativeworkstations, 3Dprintingmachines, aCO2 laser cutting
machine, computers with CAD software installed and manual tools.

This visit was carried out on two different days by two groups of 1st ESO, made up
of 48 students, one day for each group, during the visit the students were divided into
three groups that rotated between different activities related to modeling, 3D printing
and laser cutting.

In the modeling activity, a student of the Engineering Degree in Industrial Design
and Product Development gave them a practical experience in which they used several
computer-aided design (CAD) programs. He showed the students how the parts that
were going to be manufactured that day were designed, in addition to show the design
of other types of objects, allowing them to participate actively through questions about
aspects they wanted to modify in pieces that were shown on the screen. In addition, the
virtual and physical model of some pieces that were in theMakerspace were also shown,
making them see that what was done in the CAD could be brought to reality (Fig. 1).

The 3D printing activity was guided by a PhD student in the QUIMEFA doctoral
program fromULPGC. In this activity theywere given a short introduction to 3Dprinting,
focusing key aspects but at a very basic level, with the intention that they could easily
understand it. The explanation was carried out in a practical way using the printers that
the space has. At the end of the explanation, the students could take the piece they had
seen being made, one for each student. Also, some other pieces manufactured with 3D
printing were shown, showing them with this the variety of pieces that can be made. A
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Fig. 1. 3D printing activity during the visit.

greater interest was observed by the girls who participated in this activity, theyweremore
active and participative asking questions to the PhD student who was in charge of the
activity, it could be assumed that this was due to female students feels more comfortable
when is also a female who guides the activity (Fig. 2).

Fig. 2. Laser cutting activity during the visit.

The laser cutting was guided by a student of theMaster’s Degree in Teacher Training
for Secondary School with previous experience in engineering, who was developing his
internship in the visiting educational center and carrying out this educational innovation
experience as his master’s thesis, in this activity the students saw how the pieces that
were going to have to integrate in the Chained Effect were manufactured. As with 3D
printing, the explanation given to themwas done in a practical way, with simple concepts
and at a level that they could understand. In addition, as had been proposed, they were
allowed to customize their pieces, teaching through this how modifications could be
made to the design through the CAD program and on the machine itself. During the
activity they were also allowed to get involved in the preparations for the manufacture
of the piece, interacting directly with the machine in the process.
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4 Results

A total of 89 students participated in the experience, divided into 48 students from 1st
ESO and 41 students from 2nd ESO, with 43 female students and 46 male students. It
should be noted that for management reasons at the center where the experience took
place, the 2nd ESO students were unable to visit theMakerspace. Even so, these students
also received a customized part that they would include in the chained effect.

To evaluate the impact that the intervention has had on the students, two question-
naires were administered, both adapted to the specific situation of the experience. These
questionnaires use a quantitative evaluation, using the Likert scale, in addition, they
include a question that allows evaluating qualitative aspects of the experience.

The first questionnaire is based on the instrument for evaluating the quality of teach-
ing Course Experience Questionnaire [25]. This sought to evaluate the impact that the
trip to the Makerspace had. It was given to the 1st ESO students a few days after the
visit. Of the 48 students who participated in the visit, 39 answered the questionnaire.

The second questionnaire, based on the one used in the experience presented in
the Engaging High School Girls in Interdisciplinary STEAM article [26], evaluated the
general experience of the intervention, this was given to all the students who participated
in the intervention experience. 62 out of 89 students answered this questionnaire.

4.1 Makerspace Visit Questionnaire

Analyzing the answers obtained in this questionnaire that seeks to evaluate the student’s
learning experience, it can be seen that of the 21 sections, only one obtained a score
between 3 and 3.5; seven received a score between 3.5 and 4; ten received a score
between 4 and 4.5, and three received a score between 4.5 and 5. This gives a total
average of 4.083, which is approximately 8 out of 10, which is considered a very good
score for a first experience of this type even though we consider that it has different
aspects to improve.

It can be seen that the activity was interesting for them and that most of them
consider that it was worth doing it, in addition, they believe that it broadened their vision
of technology. None of the students seems to have felt left out of the group and they feel
that it was a stimulating learning experience. However, the scores obtained in the sections
corresponding to interest in the field of study and motivation seem to be lower than the
rest. Since these sections are very relevant in the appearance of STEAM vocations, an
individual analysis will be carried out on the answers obtained for questions 11 and 12,
corresponding to “The activity has stimulated my interest in the field of study” and “The
activity has been motivating for me” with the intention of identifying if there was any
problem related to these aspects.

In question 11, which reports on the interest that this activity generated in the field of
study, 13 out of the 39 students gave a neutral answer, 21 considered that they agreed or
strongly agreed with this question and only 5 disagreed or strongly disagreed. Although
the final average mark was 3.56, through the individual analysis of the answers it can be
seen that it has influenced 21 students in a positive way.
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Observing the individual responses in question 12, referred to whether the activity
had been motivating for them, the average was 3.72, but only 7 students disagreed with
this statement, 9 gave a neutral score and 23 agreed or strongly agreed (Fig. 3).
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The activity provided me with a broad vision of the

technology

Fig. 3. Most relevant responses from the Makerspace visit questionnaire.

Since the percentage of female students who participated and answered the survey
is lower, there were also fewer who received a good impact. However, the results of
the impact that it has on them is worrying because the activity was raised to avoid
gender differences. Even with this, only 30% of the female students considered that
the activity stimulated their interest in technology, compared to 65% of male students
who did consider it stimulating. Regarding motivation, only 38% of the girls considered
the activity as motivating, while 62% of the boys did consider it to be so, although the
sample is relatively small, this difference between boys and girls is very relevant.

If we complement this quantitative data with the qualitative answers given by some
students, we can see that the 34 students who answered generally stated that they found
the activity interesting, that they had fun, they had learned a lot and that they liked it.

We want to highlight the message left by a student who says “I liked it a lot. They
treated us very well and I learned a lot”, because there are several students who made a
comment like this one, although with slight variations. Regarding the rest of the com-
ments, we will highlight one student who said “I feel like dedicating myself to it” and
another who said “I did not like it very much because I do not like this subject, but
it seemed interesting to me”, representing with this a student for whom this activity
seemed to have had a very positive impact and another who, even though he did not like
technology, considered the activity interesting.
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4.2 Classroom Experience Questionnaire

To carry out the analysis of the answers given by the 62 students, an individual study
of the different categories in which the questions that make up the questionnaire can be
grouped,which can be divided into:Work by projects, preferences of learning, perception
of impact and vocations. Below are some of the most interesting.

Starting with the opinion of the students about carrying out projects in class, it can
be seen in the graph of Fig. 4 that the results obtained are very good, with all the items
achieving a score equal to or greater than 4 and obtaining an average of 4.23.

4

4.06

4.15

4.29

4.36

4.52

3 3.5 4 4.5 5

I like to apply what I have learned in a project like this

I like to face challenges like this

I wanted to do this project in class

I like to learn by doing through projects

Doing the project in class was a fun experience

I would like to do more projects in the workshop

Fig. 4. Answers of the sections about your opinion about working by projects.

As can be seen in Fig. 4, the students liked the activity very much and would like
to carry out more projects of this style, they also consider that the experience is fun and
at the same time they learned. This can be complemented with some of the comments
made, a sample of which we list below:

– Student 15: “I really liked the work I’m doing. I have learned to handle tools.”
– Student 30: “I like doing technology classes of this type much more, they are much
more fun, and I learn more than supposedly paying attention in class. PLEASE DO
NOT CHANGE IT”

– Student 50: “I had a lot of fun, do it again”
– Student 53: “I liked working in the workshop and it has taught me many things”

Analyzing the part corresponding to learning preferences, it is observed that most of
the students prefer to work in a group rather than individually, in addition, they generally
believe that they can contribute a lot when they work as a team, although not many feel
identified with the role of group leader.

Within the answers obtained, it can also be seen that the majority of the students
agree that they usually apply what they know to solve the problems they face.

In general, through the answers obtained, it is observed that the experience had a
very good impact on some self-perception factors of the students, including the ability
to use tools, teamwork, and the ability to design and create things.
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The section with the lowest average score is the one corresponding to “It helped me
develop strategies to solve problems”, although this section is above 3 and, therefore, a
part of the class agrees or strongly agrees with it. We were surprised that he presented
such a low score since through systematic observation it has been possible to see the
influence that the activity has had on their abilities to solve problems, which we believe
have been improved.

Another of the scores obtained and that reaffirms the correctness of the intervention
is “It made me more interested in technology” and “It increased my motivation in the
subject of technology”, since both sections received a 4 or higher score, that is, that the
majority of the students agree or strongly agree with that statement, something that was
one of the objectives of this experience, to increase their motivation and interest in the
subject, to later think about awakening scientific-technological vocations.

5 Conclusions

Analyzing the results, it can be seen that this experience had a positive impact on the
students, managing to sow curiosity in some of the students who did not consider the
STEAMarea. In addition, it has served to reinforce the interest of thosewhowere already
curious about the subject. With a single experience of such a limited duration as this, no
noticeable change can be generated, but it is believed that a step forward has been taken
for students consider choosing the scientific-technological branch in the future.

During the experience, we saw progress in most of the students, who began without
being able to use tools or build models like the ones we showed them and in final weeks
they demonstrated that they were capable of using these tools with ease, also showing
a security at work that they did not show before. However, when asked through the
questionnaire, the marks received do not fully correspond with this perception.

It has also been identified that their ability to provide solutions to the problems that
appeared was increased during the experience, although they did not perceive it in the
questionnaires. This could be observed through the change that they presented between
the first and the last sessions. In the first sessions they constantly asked the teachers how
they could solve the problems that appeared, while in the last ones they were the ones
who, autonomously, looked for a solution.

All the improvement perceived in the students during the experience is very difficult
to reveal through standardized questionnaires or questions asked to the students, since
they are not usually able to notice their own improvement. However, the teacher is able to
see such improvement. This has reminded us of the contribution made by Maaia [19] in
her thesis mentioned before in which she said that it was very difficult to find qualitative
research in the classroom using Maker Education, with this intervention it has been seen
that this lack of literature is believed to be due to the difficulty of capturing these data
of a subjective and individual nature.

In addition, it is considered that the results of this intervention show that it is nec-
essary to design activities specifically aimed at girls to try to overcome prejudices and
stereotypes that better attract their attention and to be able to motivate them to open new
learning opportunities in this area. This result is coincidental with much of the available
literature on the gender gap. For future experiences, it has been considered convenient
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that most of the training activities could be taught by female engineering students so
that they could be a more direct reference for the participating female students.
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Abstract. The advantages of mobile learning (m-learning) in English education
have been widely described in previous research; however, there is little evidence
of its effects on student outcomes. To fill this research gap, we conducted a meta-
analysis of 54 empirical studies to measure its impact on student achievement. In
addition, we estimated the moderating effects of the pedagogical approach, the
learning environment, the education level, the control treatment, and the mobile
device. The results indicate that m-learning has a large impact (g = 0.94) on
students’ achievement. This effect is influenced by the pedagogical approach, the
education level, and the control treatment, but not by the learning environment
or the mobile device. Finally, we explain the nature of these results in light of
learning theories.

Keywords: English Learning · ESL · Meta-Analysis · Mobile Learning

1 Introduction

Mobile learning (m-learning) has experienced rapid growth since 2013. That year,
UNESCO released its policy guidelines for mobile learning [1], setting a milestone
in the field of educational technology. According to UNESCO [2], m-learning expands
and enriches education for all types of learners. Therefore, this organization has encour-
aged research into this approach as a strategy to eliminate space and time barriers in
education, thus increasing the number of people who access educational content.

1.1 M-Learning in English Education

Learning English as a Second Language (ESL) has become necessary to meet 21st-
century demands. This language is used for business, entertainment, education, and
research. Hence, teachers and researchers are encouraged to do their best to provide
students with the right pedagogical tools to help them succeed in learning English.

Learning a language involves four primary skills: reading, writing, listening, and
speaking [3]. Therefore, English education must include different strategies to help stu-
dents acquire these abilities. Previous studies have noted that an effectiveway to promote
multiple abilities when learning a second language is to use active learning techniques
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that allow students to participate in the construction of knowledge [4, 5]. Mobile devices
have proven to help present information in multiple formats [6]. That is, mobile devices
allow students to actively construct knowledge using multiple means in ways hardly
possible with other pedagogic alternatives. However, although mobile devices provide
multiple possibilities, it is not the technical tools that guarantee academic success, but
the pedagogical strategies underpinning educational interventions [7]. We, therefore,
propose that using mobile devices as part of a well-structured academic intervention
enhances students’ chances of mastering ESL.

1.2 Related Works

To estimate the impact of m-learning on education, the meta-analysis technique has been
widely used. A meta-analysis establishes the general characteristics of an experimental
treatment by analyzing the results of individual studies that have investigated it [8]. Some
comprehensive meta-analyses have measured the impact of m-learning on students’
outcomes [9, 10]. Other meta-analytical studies have focused on education levels [11],
mobile devices [12], or pedagogical approaches [13]. Additionally, other studies have
analyzed the impact of m-learning on language learning [14, 15] or have focused on
specific English skills, such as vocabulary acquisition [16].

To the best of our knowledge, only one meta-analysis has estimated the impact of
m-learning on English learning [17]. This study analyzed 29 studies published in gray
literature and peer-reviewed journals between 2008 and 2019. It found an effect of
g = 0.89 on student learning. Furthermore, the study found that this effect is influenced
by the education level and mobile device, but not by the learning environment or the
intervention duration. However, this work had some research gaps. First, the inclusion
of non-peer-reviewed papers did not allow the authors to guarantee the quality of the
meta-analysis [18]. Second, the reduced number of analyzed studies risked biasing the
conclusions of the meta-analysis [19]. Third, the study did not analyze the educational
theory underpinning each intervention, ignoring the importance of the pedagogical app-
roach in guaranteeing academic success [20]. Fourth, the study failed to analyze the
pedagogical strategies included in the control treatment to determine the amount of
knowledge that could be explicitly attributed to m-learning [13].

1.3 Purpose of the Study

Based on the previous background, the current study presents a comprehensive meta-
analysis to measure the impact of m-learning on student achievement in English educa-
tion. Furthermore, the study estimates themoderating effect of the pedagogical approach,
the learning environment, the education level, the control treatment, and the mobile
device. Specifically, the study answers the following research questions (RQ):

RQ1: What is the impact of m-learning on student learning in English education?
RQ2:What factors moderate the impact of m-learning on student learning in English

education?
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2 Methods

To identify the impact of m-learning on student learning, we conducted a meta-analysis.
A meta-analysis entails the analysis of the results of a group of empirical studies to
integrate their findings [21]. The primary purpose of a meta-analysis is to estimate
the effect size that represents the magnitude of the effect of an experimental treatment,
transformed into a standardizedmean difference [22].We followed a four-step procedure
to conduct the meta-analysis [23]: study selection, data coding, effect size calculation,
and moderating effect analysis.

2.1 Study Selection

This meta-analysis followed the PRISMA principles [24]. The search for relevant stud-
ies was performed on the Web of Science, Scopus, Science Direct, and IEEE Xplore.
These databases were chosen as they address the field of educational technology and
include high-quality journals and conference proceedings. The search included the terms
“mobile,” “English,” and “education.” In addition, we used alternative search terms
to produce a more comprehensive collection of studies. Alternative search terms for
“mobile” were “handheld” and “ubiquitous,” alternative search terms for “English”
were “ESL” and “EFL,” and alternative search terms for “education” were “teaching,”
“instruction,” and “learning.” The last search was performed on June 30, 2022. After
removing duplicates, we identified 227 potential studies.

We limited the search to studies published from 2013 onward to align with the
UNESCO policy guidelines for mobile learning [1]. In addition, we considered only
studies from peer-reviewed journals or conference proceedings to ensure the strength
and quality of the analysis [18]. Table 1 presents the inclusion/exclusion criteria.

Table 1. Inclusion/exclusion criteria.

Include if all the following criteria are met Exclude if any of the following criteria is met

Empirical research Secondary data analysis

Includes a mobile device Work in progress

Relates to English education Thesis, editorial, or book reviews

Measures students’ learning gains Uses laptops or stationary game consoles as the
learning device

Includes a control condition Data are obtained through a self-assessment

Applies a true experimental design or a
quasi-experimental design

Does not provide sufficient information to
estimate the effect size

Two authors performed the initial screening based on title, abstract, and keywords.
This process reduced the number of studies to 165. The same authors then reviewed
the methods section of each study in light of the inclusion/exclusion criteria. This pro-
cess yielded 54 studies relevant to the research questions. At all stages of the process,
occasional disagreements were resolved through consensus.
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2.2 Data Coding

Wedesigned a data extraction form to collect the data. It included the year of publication,
type of research design, pedagogical approach, learning environment, education level,
control treatment, mobile device, sample size, mean values, and standard deviations. The
first and third authors extracted the information from each paper using the content anal-
ysis technique [25]. Inter-coder reliability was calculated according to Cohen’s kappa.
This value was found to be 89%, indicating a high degree of agreement [26]. As in the
study selection process, occasional disagreements were resolved through consensus.

2.3 Effect Size Calculation

To measure the impact of m-learning on student learning, we calculated the effect size
of each study based on Hedges’ g [27]. We followed the procedure recommended by
Borenstein et al. [8], which consists of three steps: 1) calculate the effect size of each
study based on Cohen’s d , 2) convert this value into the Hedges’ g value, and 3) combine
the effect sizes to estimate the weighted average effect size.

To calculate the effect size of each study,we used the formula proposed byBorenstein
et al. [8].We then transformed each effect into theHedges’g using theHedges’ correction
[11, p. 27]. Finally, to estimate the weighted average effect size, we combined the effects
based on the random effects model [11, p. 69]. This model was chosen because the study
samples were drawn from populations with varying effect sizes [27]. As recommended,
each study contributed a single effect size [8].

Finally, to rule out Hawthorne effects [22], we did not consider studies that did
not involve a control condition. Consequently, we included pretest-posttest with con-
trol (PPC) and posttest only with control (POWC) research design studies [22]. The
guidelines to interpret the effect sizes were as follow: −0.15 < g < 0.15 negligi-
ble; 0.15 ≤ g < 0.40 small; 0.40 ≤ g < 0.75 medium; 0.75 ≤ g < 1.10 large,
1.10 ≤ g < 1.45 very large; and 1.45 ≤ g huge [28].

2.4 Moderating Effect Analysis

This analysis was performed to evaluate whether the impact of m-learning on student
achievement varied according to the specific characteristics of the studies. We tested
the homogeneity of effect sizes across studies using the Q, I2, and p statistics [27]. The
values of these statistics (see Table 2) indicated heterogeneity in effect sizes, suggesting
the possibility of moderator variables. We conducted a preplanned analysis to identify
whether the pedagogical approach, the learning environment, the education level, the
control treatment, or the mobile device influenced the overall effect size.

Pedagogical Approach. This analysis helped identify which learning theories best sup-
port each specific situation. This data can be used to inform researchers about what
strategies to implement in m-learning interventions. We classified the studies accord-
ing to categories proposed in previous research [20, 29]: game-based learning (GBL),
cognitive theory of multimedia learning (CTML), situated learning (SL), collaborative
learning (CL), project-based learning (PBL), and inquiry-based learning (IBL). If a study
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included elements of different approaches, we coded it according to the more influential
approach in the intervention [20]. Similarly, if a study did not explicitly mention a peda-
gogical approach, we identified the underlying approach by analyzing the characteristics
of the intervention [30].

Learning Environment. This analysis was important in identifying which contexts
favor students’ achievement and enable them to make the most of the advantages of
using mobile devices. We classified the learning environment in each study, following
suggestions in previous research [30]: formal settings (FS) (classrooms and laboratories),
semi-formal settings (SS) (field trips, outdoor activities, museums, and homes), infor-
mal settings (IS) (means of transportation, parks, and recreational places), and multiple
settings (MS) (more than two settings simultaneously).

Education Level. This analysis revealed which levels of education benefit the most
from m-learning, allowing us to establish under what conditions it is advantageous
or not to use mobile devices in education. We coded the education level in each study
according to the UNESCO classification [31]: early childhood education (ECE), primary
education (PE), lower secondary education (LSE), upper secondary education (USE),
post-secondary non-tertiary education (PNTE), short-cycle tertiary education (SCTE),
bachelor’s level (BL), master’s level (ML), and doctoral level (DL).

Control Treatment. This analysis was crucial as it allowed us to identify the learn-
ing that can be explicitly attributed to m-learning. We coded the control treatment in
each study following the categories recommended in previous research [32]: multime-
dia (M) (other multimedia non-mobile resources), traditional pedagogical tools (TPT)
(non-technological educational resources), and traditional lectures (TL) (lectures and
curriculum-based teaching methods).

Mobile Device. This analysis helped identify which mobile devices should or should
not be used according to the students’ characteristics. Additionally, it provided an idea
of what type of device investments should be directed towards. We classified the mobile
devices used in each study according to the different devices that have been used in
education in the last decade: smartphone (S), tablet (T), personal digital assistant (PDA),
game-consoles (GC), smartwatches (SW), and smartglasses (SG).

3 Results and Discussion

All the effect sizes were found to be positive. According to the guidelines, there were 2
negligible effects, 4 small effects, 22 medium effects, 8 large effects, 6 very large effects,
and 12 huge effects. There was one unusually huge effect size of g = 7.16 [33]. This
study was excluded as its effect could bias the results [34]. We used the random effects
model to calculate the weighted mean effect of the remaining studies.
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3.1 Descriptive Data of the Studies

Fifty-four studies published between 2013 and 2022 were included in the meta-analysis.
The participants (N = 4, 403) were randomly assigned to the m-learning condition
(N = 2, 252) or the control condition (N = 2, 151). Two studies were published in
2013, one in 2014, seven in 2015, four in 2016, six in 2017, four in 2018, nine in
2019, six in 2020, eight in 2021, and seven in 2022. The studies were conducted in 17
different countries on all inhabited continents, which supports the idea that m-learning
has attracted interest worldwide. They were published in 36 peer-reviewed journals and
conference proceedings. As usual in English education, Computer Assisted Language
Learning published the largest number of studies (N = 8).

3.2 Impact of M-Learning on Student Achievement

The overall weighted effect size was g = 0.94, with a 95% confidence interval [0.79 −
1.10] and p < .001, indicating that m-learning positively impacts student achievement
in English education (see Table 2). That is, using mobile devices in English education
can improve knowledge scores by 0.94 standard deviations, which can be classified as a
large effect according to the proposed guidelines [28]. Furthermore, the standard score
indicated significant statistical differences in achievement between the experimental and
control groups (z = 11.91, p < .001).

Table 2. Effect size path coefficients.

Variable Value

Number of samples (K) 53

Total sample size (N ) 4,320

Effect size (g) 0.94

Confidence interval (95%) [0.79–1.10]

Standard score (Z) 11.91

Probability value (p) < .001

Heterogeneity test (Q) 291.77

Heterogeneity test (I2) 82.18

These positive results can be explained by the multimedia nature of mobile devices,
which allow multiple senses to be stimulated to develop skills such as reading, writing,
listening, and speaking [3]. In addition, mobile devices work as pedagogical tools that
students can use to construct learning actively [5]. These tools can extend learning
environments to outdoor spaces, thus eliminating space and time constraints. Finally,
mobile devices’ usability allows students to feel more confident in the learning process
[5], which translates into better academic achievement [15].
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Heterogeneity Test. As depicted in Table 2, the studies included in the meta-analysis
had heterogeneous effects on the evaluated population, suggesting that the variance
among the studies was unlikely to be due to sampling errors [8]. TheQ value was higher
than the critical value (Q = 291.77 > 69.93, df = 52) at a 95% significance level
from the Chi-square distribution table. Similarly, the I2 index was measured to identify
the level of true heterogeneity. This value indicated that 83.40% of the total variance
reflected real differences in effect sizes [35]. Finally, the p − value lower than .05 also
indicated heterogeneity. These three values support the assumption of the random effects
model and imply the possibility of moderating variables.

Publication Bias. Publication bias was evaluated using three methods, namely, a trim-
and-fill plot [36], Egger’s regression test [37], and the classic fail-safeN [38].As depicted
in Fig. 1, the studies are symmetrically plotted according to their combined effect size.
Most of the studies appear in the upper part of the graph, suggesting the absence of
publication bias [36]. This visual inspection was confirmed through Egger’s regression
(t[52] = 5.10, p < .001). Additionally, the classic fail-safe N for this meta-analysis
was found to be 8,926. This value indicates that it would be necessary to include 8,926
“null” studies to nullify the effect. This analysis indicates that the meta-analysis results
are reliable and unlikely to suffer publication bias.

Fig. 1. Funnel Plot of Standard Error by Hedges’ g.

3.3 Moderator Analysis

Table 3 summarizes the moderator analysis. We evaluated the between-group homo-
geneity (QB) using the mixed method approach to identify group differences. This value
allowed us to determine whether a variable moderates the impact of m-learning on
student achievement or not.

Pedagogical Approach. The between-groups analysis indicated that the effect of m-
learning on student achievement differs significantly according to the pedagogical app-
roach used (QB = 12.70, p < .05). The effect was found to be huge on CL (g =
1.50, p < .001), large on SL (g = 0.95, p < .001) and GBL (g = 0.83, p < .001),
and medium on CTML (g = 0.70, p < .001). No studies included PBL or IBL, per-
haps because these approaches are more common in engineering (PBL) or science (IBL)
related fields [9].
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Table 3. Summary of the moderating analysis.

Moderator variable N g 95%CI p I2 QB

Pedagogical approach 12.70*

GBL 9 0.83 [0.52, 1.14] <.001 71.91

CTML 6 0.70 [0.60, 0.80] <.001 19.10

SL 8 0.95 [0.51, 1.39] <.001 79.28

CL 6 1.50 [0.86, 2.15] <.001 86.50

Learning environment 3.692

FS 35 0.81 [0.66, 0.97] <.001 76.42

SS 15 1.11 [0.76, 1.46] <.001 83.13

MS 3 1.59 [0.37, 2.82] .011 91.55

Education level 17.33*

ECE 2 0.51 [0.19, 0.82] .001 0.00

PE 8 1.01 [0.45, 1.58] <.001 87.44

LSE 5 0.56 [0.31, 0.81] <.001 26.62

USE 14 0.98 [0.74, 1.23] <.001 74.07

SCTE 4 0.50 [0.19, 0.80] .001 49.11

BL 20 1.14 [0.82, 1.45] <.001 86.12

Control treatment 18.95*

TL 30 1.05 [0.83, 1.27] <.001 81.82

TPT 16 0.97 [0.66, 1.28] <.001 86.75

M 7 0.47 [0.30, 0.64] <.001 0.00

Mobile device 5.83

S 42 0.98 [0.3, 1.01] <.001 84.19

T 9 0.70 [0.55, 0.86] <.001 0.00

PDA 2 1.58 [0.18, 3.34] .078 94.58

Note: ∗p < .05.

The most positive results from interventions adopting the CL approach can be
attributed to its ability to increase students’ confidence [15] and reduce their cognitive
load and cognitive anxiety [14]. Additionally, the results in interventions adopting the SL
or the GBL approaches were significantly positive. The SL approach helps immerse stu-
dents in real English learning contests [7], while the GBL approach increases students’
motivation, which is vital to succeeding in any learning process [20].

Learning Environment. The between-groups analysis indicated that the learn-
ing environment does not moderate m-learning’s effect on student achievement
(QB = 3.69, p = .16). The effect was found to be very large on SS (g = 1.11, p < .001)
and large on FS (g = 0.81, p < .001). On the other hand, the effect on MS was found to
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be huge (g = 1.59, p = .011); however, the small sample size did not permit establishing
a reliable conclusion regarding this result.

Results showed no significant differences regarding the learning environment, indi-
cating that similar positive results may be produced in all types of environments. This
fact is in line with the results of Chen [17] and further validates the flexibility and versa-
tility that m-learning brings to traditional learning activities by taking education outside
traditional classrooms [2].

Education Level. The between-groups analysis indicates that the education level mod-
erates m-learning’s effect on student achievement (QB = 17.33, p < .05). The effect
was very large on BL (g = 1.14, p < .001), large on PE (g = 1.01, p < .001) and
USE (g = 0.98, p < .001), and medium on LSE (g = 0.56, p = .001). The effect was
also medium on ECE (g = 0.51, p = .001) and SCTE (g = 0.50, p = .001). However,
the small sample size does not allow establishing reliable conclusions regarding those
education levels.

The positive results at all educational levels indicate that using mobile devices is an
effective strategy to help all students learn English, regardless of their age. In BL and
secondary education (USE and LSE), institutions tend to exploit the Bring Your Own
Device (BYOD) concept to lower the costs related to purchasing devices [39]. This fact
positively affects the students’ confidence, yielding better academic results. However,
the BYOD concept is better applied to a mature population, as the risk of distraction
and usability issues is lower [10]. This may explain why LSE students’ results are not
as good as those of students at the USE and BL levels, and perhaps indicate that these
students are not ready to use smartphones as a learning tool.

4 Control Treatment

The between-groups analysis indicated differences in the effect of m-learning on student
achievement according to the control treatment (QB = 18.95, p < .05). The effect was
found to be very large when compared with TL (g = 1.05, p < .001), large when
compared with TPT (g = 0.97, p < .001), and medium when compared with M (g =
0.47, p < .001).

These results were expected as previous research has established that English lan-
guage learning is more effective when active learning techniques are employed [4, 5].
Consequently, the effects ofm-learning aremore evidentwhen comparedwith traditional
passive lectures, which do not motivate the students to learn the academic content. In
the same line, the positive effects of m-learning are less evident when compared with
those of other multimedia resources, as those strategies also represent active learning
techniques.

Mobile Device. Thebetween-groups analysis indicated that themobile device used does
notmoderate the effect ofm-learning on student achievement (QB = 5.83, p = .05). The
effect was found to be large when using S (g = 0.98, p < .001) andmediumwhen using
T (g = 0.70, p < .001). The effect on PDA was found to be huge (g = 1.58, p = .08);
however, the small sample size did not allow us to establish reliable conclusions.
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These results indicate that similar positive effects can be obtained regardless of the
device. Our results contradict the study by Chen [17], as that study found a negative
impact when PDA or smartphone applications were used. However, it is important to
note that the mentioned study included gray literature papers; therefore, the results may
have been confounding.

5 Conclusion

This study aimed to assess the impact of m-learning on student achievement in English
education and to identify the factors that moderate the impact. To fulfill this, a meta-
analysis of 54 empirical studies published from 2013 to 2022 was carried out. As lan-
guage learning is a significant aspect of one’s life, no educational level was excluded.
Based on the results, it can be inferred that m-learning has a large impact on student
achievement. The pedagogical approach, the education level, and the control treatment
significantlymoderate that impact,while the learning environment and the type ofmobile
device do not. Furthermore, even though m-learning’s flexibility and versatility, along
with its availability in time and space, are some of its main advantages, most stud-
ies have taken place in semi-informal or formal settings. As most favorable outcomes
were observed in multiple settings and semi-informal settings, future research should
focus on exploring outer environments to reap the benefits of m-learning and reach its
full potential. Given that modern students grow up surrounded by digital devices and
technological applications, they are more accustomed to handling mobile devices even
from a young age. This fact can justify the positive impact of integrating m-learning
in English education at all educational levels. Additionally, it seems evident that the
positive outcomes are due to using mobile devices and not the intervention, as bet-
ter learning results were observed in m-learning interventions compared to traditional
approaches and other multimedia resources. The results of this study can be invaluable
for researchers and teachers, providing insights to help them design and develop com-
pelling learning experiences, materials, and activities. This study highlights the potential
benefits of m-learning in English education and answers UNESCO’s call to investigate
this matter. It can be concluded that m-learning is a flexible and versatile pedagogical
approach that can be integrated into all education levels, enrich and support existing edu-
cational practices, and be implemented in diverse contexts while providing high-quality
education for everyone.
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Abstract. This study proposes the use of virtual tours as an interactive tool in
engineering laboratories in order to increase the student’smotivation and academic
performance. The experimentation space corresponds to the integrated manufac-
turing systems laboratory on campus, which has specialized machinery, such as
CNC equipment, industrial robots, and material handling and storage systems.
In the first stage, students will not only be able to visit the laboratory remotely
but also learn about the components of a manufacturing system. In this way, they
will be able to identify the elements and their interaction while learning about
specific equipment features. As part of the Industry 4.0 strategy, the virtualization
of systems and analysis tools is a global trend. Through this project, students are
expected to interact with cutting-edge technology and face real situations that will
allow them to develop disciplinary and transversal competencies.

Keywords: Virtual Laboratories · Educational Innovation · Higher education ·
Virtual Environments · Industry 4.0 · Engineering education

1 Introduction

In recent years, due to the increase in the offer of online courses in our institution,
such as FITC (Flexible, Interactive and Technological Courses), Regional Courses and
FDM (Flexible Digital Model), and recently due to the contingency, there is a deficit
in the student’s experiential experience in courses that involve the use of laboratories.
We believe that the use of virtual tours can help to solve this problem. Virtual learning
environments are required to guarantee the experiential experience of the student in those
courses that involve laboratory equipment.

There are different categories of this technology: 360° Tours, Virtual, Augmented,
and Mixed Reality.

360° videos can be used in education to showcase complex scenarios difficult to
explain with images, words, or even conventional video. One basic advantage using
360° video is that the instructor can be on screen and narrate the video, creating teacher
presence without actually being physically there, unveiling the opportunity to record
observations more accurately. Also, using observational techniques for studying group
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collaboration and participation, the 360° video offers a unique opportunity for data
collection [1].

The ability to implement 360° virtual laboratory tours to build student confidence
prior to a laboratory session, or to build their laboratory skills, or even to replace
traditional laboratory classes, can be available to anyone [2].

The implementation of this new technology in teaching and learning increases stu-
dent motivation [3]. Other benefits of incorporating this technology into educational
experiences include improved student engagement and attention, and the opportunity
for students to experience and remember what they have learned [4]. Bridging the gap
between the real world and the digital world makes the environment more flexible, more
adaptable, yet requires greater skill from users [5].

Campbell proposes the need to create and have virtual spaces in the future for educa-
tion. He emphasizes that virtual reality as a tool for education does not seek to displace
current methods of education [6].

The main purpose of this study is to create virtual spaces to ensure students’ remote
access to campus learning spaces, with the aim of developing competencies and skills
for the use of existing equipment in the engineering laboratories.

2 Approach

This proposal offers virtual interaction in engineering laboratories for students to learn
about the equipment present in these laboratories. It begins with the creation of virtual
tours in manufacturing laboratories, where there is specialized machinery, such as CNC
lathes and milling machines, industrial robots, collaborative robots, material handling
systems, among others. These virtual tours show students the distribution of devices and
their main features.

The virtual tour can be accessed using high-end mixed reality devices such as
Microsoft’s Hololens, or more affordable devices such as cardboard viewers, but with
the restriction of no interaction with objects.

Additionally, virtual tours have the possibility to interact with machines, fromwhich
it is possible to obtain descriptions of elements or operational instructions, which allows
the implementation of training without the physical presence of an instructor. During
the virtual tour, it is possible to insert AR elements, such as images, links to instruc-
tional videos, or visual elements overlapping the machines as a tool to point out their
components.

In the first stage, students will have the opportunity to visit the laboratory remotely,
learning about the components of a manufacturing system. In this way, they will be able
to identify the elements and their interaction, at the same time that they learn about
specific characteristics of the equipment.

The variables of interest for this project are academic performance and student moti-
vation. For the registration and measurement of academic performance, standardized
tests will be used to show the student’s learning accomplishment with the use of technol-
ogy in engineering laboratories. On the other hand, motivation will be analyzed through
the evaluation instrument called “Self-Efficacy”, which measures the motivation that an
individual can show to produce specific performance achievements [7].



360° Tour as an Interactive Tool for Virtual Laboratories: A Proposal 267

3 Actual or Anticipated Outcomes

Analyzing the impact of learning in the use of tools within a virtual laboratory through
Virtual Tours, Augmented Reality, and Mixed Reality activities linked to laboratory
practices to generate a training report that meets the evidence of technical competencies
and transversal competencies.

By the use of a 360 camera and specialized software such as UNITY, an image study
was carried out for the creation of a virtual tour, which allows students to have access
to the campus manufacturing laboratory remotely.

The procedure is not complicated, 360 captures are taken at different points of the
space of interest, taking into account the occlusions and overlaps in the views of the
images, so that, when processed in the selected software, a complete view of the elements
available in the laboratory is obtained.

We named the technique used: “Spatial distribution of 360° objects for navigation”.
Figure 1 shows an example of this proposal outline, where the 360° elements are dis-
tributed in spheres over the layout of the laboratory, emphasizing the points where
the information is located to be displayed. The interaction with the machines will be
developed through links to external tools of the virtual tour.

Fig. 1. Spatial distribution of 360 objects for navigation.

Figure 2 shows some of the screenshots taken for the creation of the virtual tour of the
manufacturing laboratory, through panoramic images that can be spherically observed
that are essential for the creation of the strategy proposed, and Fig. 3 shows a distant
view of the virtually generated laboratory (generated with matterport software).

Students would be working through this platform to do different kinds of practice
tasks, in which theywill be able to identify the elements inside the laboratories, as well as
learn about the functions they perform individually and what is their role within an auto-
mated manufacturing system. With remote access, students can also self-manage their
learning and progress at their own pace without the direct supervision of an instructor.
This strategy reinforces disciplinary and transversal competencies that help the integral
development of the student. Academic reinforcement and motivation are two essential
factors for the development of the competencies proposed in the TEC21 model.

Besides the academic purposes, there is the possibility of generating distance collab-
oration links with other educational institutions, providing the opportunity not only to
bring students and professors who do not have physical spaces like these closer together



268 F. Hernández-Rodríguez and N. Guillén-Yparrea

Fig. 2. Sample images for 360 view of the manufacturing laboratory

Fig. 3. Distant view of the virtual laboratory (generated with matterport software)

but also to promote the development of more complete and feasible solutions through
the exchange and ease of cooperation offered by virtual spaces.

The instruments used for the evaluation of the success of the strategy will be focused
on checklists and surveys that show the level of acceptance by users, giving us to know
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the motivation generated by the use of the tool for student learning. In the same way,
quick tests will be conducted to measure the level of knowledge that is being generated
individually, being able to implement a personalized strategy for each student.

4 Conclusions

This project is aligned with the strategy of the TEC21 educational model of Tecnologico
de Monterrey, developing tools related to the Industry 4.0 trend, and providing students
with competitive advantages at a professional level.

The strategy will be of relevance for the educational and industrial sectors, and for
those researchers interested in finding effective methods with the use of technology to
promote the development of skills and knowledge in students of any discipline. This plan
gives rise to the generation of innovative resources to reinforce learning and encourage
motivation toward self-learning. In addition to being a versatile tool for teachers in charge
of training in collaborative spaces.

As part of the expected results of the implementation, is the increase inmotivation and
academic performance of students. Through virtual environments, such as engineering
laboratories, the transversal competence related to digital learning is reinforced under
the conditions of distance education models.
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Abstract. Data is an important prerequisite for research on smart education. The
development of sensing technology and flexible wearable devices have greatly
improved the ability of data collection, data analysis, and data application. In this
review, based on the analysis of the features and functions of sensing technology,
and the history of wearable devices, we analyze the trajectory of sensing data
approaches to flexible wearable devices for smart education. Likewise, we sum-
marize recent advances in wearable devices in different educational situations,
with particular emphasis on the methods and applications of wearable devices in
smart education based on sensing data. The challenges and opportunities relating
to wearable devices based on sensing data for smart education are also discussed.

Keywords: Wearable devices · Sensing data · Smart education ·Wearable
technology · Affordance

1 Introduction

The application of wearable devices has significantly reshaped many practices in the
field of educational informatization, while continuous improvement based on sensing
data on smart education of their iterative productsmight dictate our educational future. In
recent years, wearable devices have been an explosion in the range of smart education,
including more than hundreds of wearable devices available to teachers and students
across a range of teaching and learning sectors, such as Google Glass, Fitbit, Oculus
Rift, and Brain link. For instance, wearable technology can support record tracking of the
surgical videos in training of novice orthopedic OR nurses [1], help collect motor action
and heart rate data in physical education, [2] and enhance students’motivation in running
class. [3]Wearable devices are defined as “portable, flexible, and smart electronic devices
in various forms” [4] that are used to collect, analyze, and present data in real teaching
circumstances.

With the flourishing wearable markets, there has been considerable growth in the
research into the application and affordances of wearable devices in education [5, 6]
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over the past several decades and there is evidence that technology as a research disci-
pline is now maturing.[7] During this process, the amount of data that can be collected
continues to expand, and the types of data are becoming more diversified, which makes
it possible for the teaching paradigm to move from experience to data-driven. Yet, the
application of wearable technologies in smart education from the perspective of sensing
data remains limited. Without an understanding based on sensing data, educators cannot
fully comprehend the affordances of wearable devices in smart education, and hence
struggle to bring into full play wearable devices, thereby affecting the effectiveness of
teachers’ teaching and students’ learning.

This paper analysis the features and functions of sensing technology and sensing data,
and the history of wearable devices to examine and recount the methods and application
of wearable devices in different educational environments from an angle of sensing
data. From this perspective, we understood and interpreted the related methods and
application documents,whichmayhelpfind and address the challenges and opportunities
of wearable devices in smart education and thus guide us in the quest for future smart
education.

2 Sensing Technology and Sensing Data

2.1 Sensing Technology

Sensing technology is a high-accuracy, high-efficiency, and high-reliability technology
for collecting, recording, and transmitting various data, which is partly like an extension
of the human senses. Basic sensors consist of not only light sensors(eyes), taste sen-
sors(tongue), touch sensors(hands), hearing sensors(ears), and chemical sensors(nose),
but also motion sensors, temperature sensors, humidity sensors, position sensors and
other variables [8].

Under the context of the Internet of Things, sensing technology has become smaller,
smarter, and more integrated with each passing day. First, the volume and mass of
the sensing element are becoming smaller and smaller, and have been developed to be
portable and miniaturized [9]. Some sensors are often combined with daily accessories,
such as wristwatches, glass, and smartphones, which are easy to carry and use. Sec-
ondly, sensors can not only expand human biological organs to sense vision, hearing,
tactile sensation, temperature, and so on but also be more sensitive and efficient than
human senses. Meanwhile, with the support of Internet technology, sensors have essen-
tially dominated the efforts to collect data automatically and preprocess the data, store
data and compute data, which are known as “smart sensors” or “intelligent sensors”.
Thirdly, multiple sensing elements can be integrated on one platform or embedded into
smart terminals, like smartphones, and tablet PC to collect data in real-time and realize
multi-functional integration by analyzing data and presenting results. In particular, the
ingenious combination of micro miniaturization, intellectualization, and integration ren-
ders sensors or sensing technology with such unique qualities that are nearly impossible
for other elements or technologies to rival.
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2.2 Sensors and Sensing Data

Sensors are defined as “devices that transform physical quantities into output signals
that serve as inputs for control systems.” [10] Sensors can be divided into a variety
of categories according to different classification methods. According to the operating
principles, sensors are classified into resistance sensors, capacitance sensors, inductance
sensors, photoelectric sensors, grating sensors, thermoelectric sensors, piezoelectric sen-
sors, infrared sensors, optical fiber sensors, infrared sensors, and laser sensors. Based
on application scenarios, it can be used in various fields such as agriculture, business,
sports, entertainment, education, and other fields. Regardless of classification used, it is
possible to classify: motion sensors, biosensors, and environmental sensors according
to functional differences. [11] According to this sensor classification method, its spe-
cific sensor type and corresponding measurable sensor data can be further subdivided
(Table 1).

Table 1. Types of Sensors and their measurable sensing data.

Sensor Type Sensing Data

Motion sensors Acceleration sensor Acceleration

Rotation sensor Rotation angle

Gyroscope sensor Palstance

Force sensor Tension, pressure, gravity

Biosensors EEG/ERP Brain waves

EKG Heart rate, blood pressure, oxygen
saturation of blood, respiratory rhythm

EDA/SCR Skin conductance

Glucose sensor Plasma glucose concentration

Eye-tracking Eye movements, eye blink rate

Emotion sensor Facial expression, gesture, heart rate,
blood pressure

Environmental sensors Position sensor Position

Humidity sensor Humidity

Pressure sensor(barometers) Pressure

Temperature sensor Temperature

Light sensor Strength of illumination

Air quality sensor Concentrations of CO2, SO2, PM2.5

The motion sensor is a tiny element placed in various parts of the human body to rec-
ognize human activities(HAR), including sensing data like acceleration, rotation angle,
palstance, gravity, etc. [12, 13] Motion sensors, which can be used to monitor joint and
muscle motion with the aim of sensing posture, movement, and even breathing. Thus,
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motion sensors had been frequently used asmedical and nursingmonitoring instruments,
sports training aids, and sports teaching evaluation tools. Biosensors can measure the
physiological characteristics of the human body without feelings and perception, whose
data list includes brain waves, heart rate, skin conductance, eyemovement, facial expres-
sion, etc., and realize continuous monitoring through real-time data transmission. With
this supremacy, biosensors have essentially dominated the efforts to monitor health
and diagnose diseases in the medical field, record visual tracks, recognize expressions,
and measure attention changes in psychology, seek regular patterns of brain activity in
neuroscience. Environmental sensors can capture information of the human living envi-
ronment, for instance, using GPS to get location data, using a thermometer to monitor
ambient temperature, and collect pressure data from barometers. The sensors of the envi-
ronment concept would lead to a smart home design. The integration of multiple sensors
to build a sensing unit could provide users withmore robust and comprehensive informa-
tion. [14] Sensing data as part of data becomes a popular term and key phenomenon in
the information society nowadays in the promotion of the Internet and wearable devices
[15], which captured intense attention from worldwide education researchers.

3 Wearable Devices

The history of wearable devices has gone through four stages: the origin stage, the initial
stage, the development stage, and the exploration stage.

3.1 The Origin Stage (the 1960s—early 1970s)

In the 1960s, the rudiment of wearable devices started with mathematicians’ research
on the probability of casino games. In the 16th century, Girolamo Cardano was the
first to systematically calculate the probability. Subsequently, the probability theory has
been developing continuously. Many mathematicians began to study and practice casino
games and explored whether they could fight against opportunities through scientific
computing. Among them, Edward O. Thorp, a math professor at MIT came up with
the idea of wearable computers to improve the success rate of roulette gambling in
casinos. [16] He and his cooperative partner Claude E. Shannon seemed to succeed
when they applied the equipment to a roulette game test in the underground laboratory
and increased the winning rate by 44% in 1961. However, Keith Taft invented George, a
wearable computer operated by big toes, but lost 4000 dollars in a weekend in 1972. The
quest that led to wearable devices has been bittersweet with accumulated contributions
from numerous dedicated mathematicians.

3.2 The Initial Stage (the 1970s—early 1990s)

Since the 1970s, Steve Mann, an electronic maniac, has been using wearable computers
to help improve his vision. In that seminal work, he installed a display screen on his
right eye and connected the computer and the Internet through the device. This can be
called the first wearable glasses. It was not until 1975, the world’s first calculator watch,
Pulsar, was officially released, with a price of 3750 dollars, triggering a fashion trend.
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Therefore, the appearance of this watch makes wearable devices get rid of gambling and
enter people’s daily life.

One well-known work that must be emphasized was conducted by Professor Alex
Pentland, the director of the Human Dynamics Laboratory at MIT. He established the
“wearable computing” project in the era before the development ofwireless networks and
mobile technology in the 1980s. Thanks to the project, the wearable devices with “social
measurement signs” that can measure movement, capture sound, detect Bluetooth and
communicate face-to-face had attracted much attention. Since then, Alex had become
one of the most cited scientists in the field of wearable computing and human behavior
analysis, and is knownas the “father ofwearable devices”.Nevertheless, he had cultivated
such outstanding talents as Steve Mann, the electronic maniac, and Thad Starner, the
development director of Google Glasses, for the wearable device field. Armed with the
knowledge of wearable devices and the guidance of Alex, Steve Mann designed the
backpack computer whose display was a camera viewfinder connected to the helmet in
1981. He connected an Apple II 6502 computer to the backpack with a steel frame to
control the photography equipment. He also developed a wearable wireless camera to
record life and began to upload images to the network in 1994. Such pioneering work
offered the second camera to appear on the network, and can be viewed as “the first
person to record life”. Although several wearable devices had been developed under the
guidelines, there had been failure cases. The first digital hearing aid resulted failure due
to its large size and endurance in 1987.

3.3 The Development Stage (the Late 1990s—early 20th Century)

With the development of computer hardware and Internet technology, universities and
other research institutions have promoted the first wave of wearable devices. Mas-
sachusetts Institute of Technology, University of Toronto, Columbia University, Xerox
Europe Laboratory, and other scientific research institutions began the prototype devel-
opment of wearable computers. The Massachusetts Institute of Technology, Carnegie
Mellon University, and Georgia Institute of Technology jointly sponsored the first Inter-
national Symposium on Wearable Computers (ISWC) in 1997. The convening of the
seminar not only caused a sensation in the academic community but also attracted exten-
sive attention from the industry. American academia and defense departments started
to research wearable technology from 1998 to 1999. For example, the National Science
Foundation of the United States continues to fund research projects in the field of wear-
able computing in the people-centered program. In addition, military forces, such as the
U.S. Department ofDefense and theNational Aeronautics and SpaceAdministration, are
also important funders of wearable computing. Professor Chen Dongyi of the University
of Electronic Science and Technology of China developed the first wearable computer
prototype in China in 1999. The European Commission launched the wearable comput-
ing research project wearIT@work in 2004, which was the largest single civil project
in the world. After that, research institutions in Japan, South Korea, Russia, France, the
United Kingdom, and other countries also set up special wearable-related laboratories
or research groups.
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3.4 The Exploration Stage (20th Century to Present)

The sluggish progress and sharp decrease in wearable devices were due to the emergence
of the Internet bubble at the end of the 20th century. Blessed by the development of
technology, wearable devices were booming, gradually improving in form and function,
and expanding in application fields in the 21st century. In the field of fitness, Nike and
Apple jointly launched Nike + iPod in 2006. The device allows users to synchronize
their personal sports data to the iPod Sport Kit. James Park and Eric Friedman jointly
established Fitbit in San Francisco, theUnited States in 2007, and launched Fitbit Tracker
in 2009, which could record user’s step data through the device.

Since then, the functions of wearable devices had been gradually expanded, showing
application potential in many fields. The pebble smart watch appeared in 2012. Users
could view communicationmessages (such as SMS, incoming calls, email, social media,
etc.), browse the web, and receive real-time email alerts through the watch. Google
released Google Glass in April of the same year.Wearing glasses, people could complete
a variety of practical operations, such as direction recognition, video calling, voice
control photography, processing text messages, and e-mail.

After the preliminary exploration in 2013, the products on themarketwere constantly
emerging. China Wearable Computer Promotion Alliance was established in Chengdu
and discussed the blowout growth market of China’s wearable technology at the meeting
in November 2013. Amazon established its wearable technology store, which was also
known as the “Wearable Year” in 2014.[17]. The 2015 OFweek China Wearable Device
Summit Forumwas held in Shenzhen, where the industry and academia jointly discussed
the construction of the wearable ecosystem in April 2015. Subsequently, the Baidu
Gudong bracelet, Intel launched “responsive clothing”, INDEMIND mixed reality head
displayMELLO,Samsungwearable smart belt, and other products, andwearable devices
continued to upgrade in appearance design, interaction mode, data collection, and other
aspects, covering sports, medical, entertainment, games and other fields.

In retrospect, the late 1980s witnessed the first wave of enthusiasm for wearable
devices, mainly driven by American national defense, enterprises, and universities in
various countries, hence, it established a technique reserve for wearable technology
entering the industry. The work of Google launching Google Glass inspired a wave of
efforts in designing and developing more wearable devices for the public, which had
given rise to the ‘quantified self’ phenomenon [18].

4 Wearable Devices for Smart Education Based on Sensing Data

Wearable devices can not only simulate people as an extension of human senses but also
help people through interaction between wearable devices and humans, which set the
foundation for the potential application of wearable devices for smart education.

4.1 Research History of Wearable Devices for Smart Education

The waves of wearable devices in other fields cover a sequence of key discoveries and
technical achievements that eventually led to the birth of wearable devices in education.



276 Q. Dong and R. Miao

Based on literature analysis on the Web of Science and CNKI, Nakasugi developed a
wearable computer system to help individuals understand history in 2002, which was the
starting point of wearable devices applied in education. [19] After decades of sporadic
attempts [20], the accumulated experience provided a sufficient technology reserve for
the researchers attempting to integrate these wearable devices. There were more than 10
studies on wearable devices in educational applications every year since 2015.

When evaluated in terms of studying period, colleges and universities were listed as
the no.1 among the over 100 researches that used wearable devices for smart education
from 2002 till now, and primary and secondary schools followed closely. Besides, wear-
able devices were widely used in physical education, medicine, psychology, science
and engineering, literature and history, economics and management, as well as inter-
disciplinary school activity competitions, STEM/maker education, etc. Among them, it
had the most application in physical education, followed by medical and psychological
applications.

With further development of wearable devices, Christine Kern summarized seven
kinds of products of wearable devices in education, including Autographers camera,
Key gloves, Muse headband, VR ant vision wearable helmet, Smart Watches, GoPro
camera, and Google glass. [21] All seven kinds of devices can be the foundation for
learning or teaching tools because these technologies help to cultivate students’ abilities
of team cooperation, problem-solving, and independent learning.

4.2 Method and Application of Wearable Devices for Smart Education

When considering smart education, multi-wearable devices ideally should be able to
partly assume the role of human beings. For instance, use motion sensors to collect
position, displacement, and acceleration sensing data to improve students’ running per-
formance, use biosensors to shed light on physiological changes in the learning process
by measuring students’ heart rate and skin electrical sensing data to help teachers adjust
the instructional design, and use environmental sensors to monitor temperature or light
changes for creating a better learning environment to provide evidence-based decision-
making reference for education administrators. [22] For smart education, scholars use
sensor data collected by wearable devices to establish a connection with learning state
indicators in the learning process.

In physical education, the application of wearable technology can collect students’
heart rate, steps, breathing, position, and other sensing data, not only to evaluate exercise
load, and reduce sports accident injuries [23, 24], but also to integrate the game-based
teaching method and help students improve their sports enthusiasm with the interactive
function of wearable devices. For example, Lindberg R et al. [2] developed a sports
game called Running Othello 2(RO2) which were used in physical education class of
third-grade students in Korean primary schools. It found that students who used RO2
showed higher heart rates and class participation. Another example is the work reported
by Chaloupsky et al. [25], who designed a fitness tracker and conducted a two-year
experimental study on 133 college students. The results showed that the number of
students in the experimental group (wearing wearable devices and helping students
know their own position and heart rate data) who passed the running course standard
increased, besides, the students’ enthusiasm for running also improved.
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Despite the application in physical education, wearable devices with biosensors
that can collect brain waves, and facial expression sensing data were widely used in
understanding students’ mental states in learning activities. At a preschool stage, there
are both SH09 wearable devices for children aged 3–6, which continuously collect
children’s emotional development data through face recognition, emotion recognition,
and behavior recognition sensors [26], and emotional perception monitoring devices
for autistic children to improve their participation in learning activities [27]. In primary
and secondary schools, the Brainlink headband can collect students’ EEG sensing data
to understand whether students are concentrated or relaxed. In the field of colleges
and universities, laboratories in the United States, Germany, and the United Kingdom
are also constantly designing, developing, and testing wearable devices to understand
students’ learning status and brain changes. For example, Woolf’s team at the University
of Massachusetts Amherst in the United States developed an intelligent tutoring system
based on real-time computing agents from 2007 to 2011. The system determined the
emotional state of students at any point in time and provided adaptive support. Research
showed that long-term use could improve students’ learning [28].

As one of the typical patterns of an online education communication system,
smart education also consists of five components: student(S), teacher(T), instructional
resources(I), educational communication tools(C), and teaching activities(A) [29]. Stu-
dents and teachers are the subjects of teaching behavior. Instructional resources reflect
the role of technology in knowledge expression and presentation. Communication tools
reflect the intermediary role of technology. Teaching activities are the core of driving the
operation of other elements of the model. Among all applications of wearable devices
in smart education, the most complex process of wearable technology in the dynamic
interaction of various elements was T-C-I-C-S-C-T. For example, when the University of
California, Irvine School of Medicine [30] practiced in anatomy and hospitals, teachers
(T) presented the specific operating procedures of anatomy and other courses (I) through
Google Glasses (C), and made voice calls with students (S) through Google Glasses (C).
They can also record and play students’ video-sensing data through Google Glasses (C),
and transmit it to teachers (T). In this process, the interaction flow between elements was
T-C-I-C-S-C-T. Wearable devices not only establish a connection for the transmission
of teaching content between students and teachers but also serve as an interactive bridge
for communication between teachers and students. They also helped teachers collect and
record student data, and then conducted targeted feedback.

Wearable technology is the extension of human function, and can create new teaching
interaction modes, and expand the learning environment [31] based on sensing data.

5 Conclusion and Discussion

This paper demonstrates the features and functions of sensing technology and sensing
data, and the trajectory of sensing data approaches to flexible wearable devices for
smart education. It can be concluded that the application of wearable devices for smart
education based on sensing data is in adolescence.An increase in the number of published
papers related to the affordances of wearable devices is to be expected, as well as more
papers related to technology compatibility, and data security of wearable devices based
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on sensing data. All this research effort is in order to achieve fully smart education in
the near future.

5.1 Adolescence of Application

Brian Arthur, a well-known economist proposed that common technologies will gather
into clusters, which form a “domain” to share the phenomenon group and the common
goal or share the same theory in the book The Essence of Technology. The life cycle of
the domain includes four distinct stages: (1) the birth stage: solving specific problems
in the parent domain, solidifying and developing in understanding and practice; (2)
adolescence: solving obstacles in development, generating feasible technologies, and
applying them to the market; (3) maturity stage: the market moves from fanaticism to
calmness, and the new domain deeply affects the economy in its own way, entering a
stable growth stage; (4) old stage: few important ideas are produced, some domains will
be replaced, but most of them can still exist and serve mankind [32].

According to Arthur’s life cycle division of domains, the application of wearable
devices for smart education based on sensing data is in adolescence. Combined with the
development history of wearable technology, it can be found that wearable technology
was first used in casinos, and entered daily life after the 1970s. In 2014, various devices
continued to emerge, and new technologies were constantly generated in medicine,
sports, fitness, games, communications, and other fields and applied to the market. At
present, the market is relatively stable. However, the application of wearable technol-
ogy in education is later than that in the fields of communication, fitness, medical care,
entertainment, etc., but appears in the booming period when the number of wearable
devices increases and the technology is relatively mature. From the perspective of an
application function, the educational application of wearable devices based on sens-
ing data mainly focuses on the migration of more mature technologies in other fields,
such as physiological indicator monitoring in the medical and fitness fields. In terms
of applied subjects, wearable technology is also widely used in physical education to
collect heart rate data, and in other courses to monitor students’ mental state data. At
present, the application of wearable devices for smart education based on sensing data
is still solving the problems and obstacles of technology in education, exploring feasible
new technologies, designing and developing new devices, and testing their application
in teaching practice. Therefore, wearable devices as a whole are in the middle period of
transition from adolescence to maturity, and their application in smart education based
on sensing data is in adolescence.

5.2 Challenges and Opportunities

Although the rapid advances in the Internet and wearable technology over the years
have been driving the explosive growth of wearable devices in smart education based on
sensing data, the shadow of challenges of technology compatibility, and data security
still long existed. According to Bower [33], wearable devices can provide affordances in
education as follows: pedagogical uses (in situ contextual information, recording, simu-
lation, communication, first-person view, in situ guidance, feedback, distribution, gam-
ification), educational quality (engagement, efficiency, presence), logistical and other
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implications (hands-free access, free up spaces). Meanwhile, Bower also provided a
summary of issues of wearable technologies, grouped into the two emergent themes of
educational quality (distraction, cheating, overreliance on wearable technology, tech-
nology before pedagogy, familiarization with interface, small interfaces) and logistical
and other implications issues (privacy, cost, technical problems, technical support, legal
issues, development of software, processing power). Accordingly, the affordance of
wearable devices in smart education based on sensing data needs to be expanded and
improved.

Wearable technology, like Pandora’s box, has two sides, but it is our responsibility to
use it responsibly. [34] As Kirschner said, education has always been a unique combina-
tion of technology, society, educational background, and affordances. [35] In practice,
on the one hand, in line with the current education problems and needs, and on the basis
of the education theory, we need to do a good job in top-level design, define the purpose,
connect indicators representing learning process and wearable devices that can collect
corresponding sensing data, and then carry out technology development to achieve the
organic integration of technology and education; on the other hand, it is necessary to
conduct long-term in-depth analysis and research on the impact of wearable devices on
smart education quality.
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Abstract. Verbs are not only the core of sentences, but also the focus of vocabu-
lary research and teaching. This paper takes a commonly used verb xiàn ‘trap’ as
an example to explore the use of verbs. This word is listed in The Chinese Profi-
ciency Grading Standards for International Chinese Language Education, which
has been newly implemented worldwide since 2021. This study has analyzed the
syntactic use of xiàn ‘trap’ from the aspects of syntactic functions and intensity of
syntactic collocations, as well as the semantic use of xiàn ‘trap’ from the aspect
of its semantic roles. It combines quantitative statistics and qualitative analysis
to explore the syntactic and semantic use, which not only deepens the linguis-
tic research of verbs, but also provides reference for verb teaching in language
education and the compilation of Chinese learners’ dictionaries.

Keywords: Verbs · Syntax · Semantics · International Chinese Language
Education

1 Introduction

Verbs, occupying a dominant position in languages, are the focus of linguistic research
and teaching. The Grammatical Knowledge-base of Contemporary Chinese—A Com-
plete Specification [1] established a part-of-speech system according to the principle
of grammatical function distribution and classified more than 73,000 words; the verb
database in this Knowledge-base shows verbs’ grammatical properties. Yang and Shi
[2] explored the internal mechanism of quasi-valence verb acquisition from three per-
spectives: the construction of box-type consciousness, unconventional form-meaning
relationships, and special interface features. They pointed out that the acquisition of
quasi-valence verbs is characterized by many sources of errors, acquisition difficulty,
and a long acquisition cycle. The research of Hao,Wang and Liu [3] showed that learners
experience a comprehensive acquisition of verb valence ability of verbs, but the acqui-
sition of most of the valence functions has not reached a native level of target language
proficiency. Specifically, there is an insufficient use of adverbs, objects, compound sen-
tence relationships, adjuncts of tenses and an excessive use of subject and conjunction
relations; affected by the mother tongue, the development of verb valence of second lan-
guage learners is more complex than that of Chinese children; the development of verb
valence of learners is a continuous, gradual, and changeable process. Also, it is a process
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where learners’ understand verb’s main valences first and then understand and perfect
its secondary valences gradually. Although there are many studies on Chinese verbs, the
research of their syntactic and semantic features based on large-scale corpora is quite
limited; existing dictionaries do not have enough syntactic and semantic information
about verbs either. A corpus is an indispensable and powerful helper for lexicography
[4]. The system constructed by Fu, Wu, Zhang and Li [5] aims to manage lexicography
workflow through human-computer interaction. It includes establishing new dictionary
projects, setting entry structure, selecting words and establishing projects, editing, revis-
ing, approving, retaining entries and retrospective editing and reviewing process, as well
as auxiliary dictionary writing, etc. At the same time, it also integrates multiple corpora,
existing dictionaries, and word lists, which serves as a reference for dictionary editors.

Dependency grammar is featured with conciseness of form and simplicity of anno-
tation and application [6, 7]. From the perspective of natural language processing, the
analysis of syntactic and semantic categories of languages according to dependency
grammar is of great significance [8]. Liu and Feng [9] proposed a Probabilistic Valency
Pattern (PVP) for natural language processing. This pattern not only helps to explain the
process of language understanding and generation from a probabilistic point of view,
but also plays a certain role in the search for better statistical-based natural language
processing algorithms. Liu [10] proposed a methodology for constructing syntactic net-
works based on a syntactic theory and summarized some statistical properties of Chinese
syntactic dependency networks based on two different types of Chinese treebanks. In
addition, there are also many Chinese linguistic studies based on dependency grammar.
Liu, Niu and Liu [11] found that the proportion of parts of speech serving the same
syntactic functions in different language styles (oral and written) is quite different. It
is reflected in the fact that most subjects in written language are nouns while most
subjects in spoken language are pronouns; the correspondence between attributes and
parts-of-speech is relatively scattered, and nouns dominantly serve as attributes inwritten
language, etc. Li and Liu [8] constructed a corpus of Chinese children’s three-word sen-
tences based on dependency grammar and quantitatively analyzed syntactic properties
including dependency types, dependency relations, and average dependency distance.
Combining the characteristics of Chinese imperative sentence dependency grammar, Tu
and Zhu [12] proposed a classification method of imperative sentences based on the
meaning of core words. It used dependency grammar to extract core words with seman-
tic features in imperative sentences and then used Word2Vec to represent words in a
distributed manner.

The Chinese Proficiency Grading Standards for International Chinese Language
Education [13] was published by the Ministry of Education of the People’s Republic of
China and the State Language Commission on March 24, 2021. It was implemented on
July 1 of the same year, which is the latest standard of teaching Chinese as a second
language. It stipulates the level of language proficiency for learners to communicate in
life, study, work, and other fields, which it is an important standard for the teaching,
testing, and evaluation of international Chinese education. This paper has selected the
advanced-level verb xiàn ‘trap’ to analyze its syntactic and semantic use based on depen-
dency grammar. This study can not only enrich the research on Chinese verbs, but also
meet the needs of Chinese language education.
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2 Research Methods

This study collected sentences of xiàn ‘trap’ using the following procedures [14, 15].
First, downloaded all the passages that contain xiàn ‘trap’ from the following corpora:
Sogou Lab [16], BCC, CCL, People’s Daily, Reference News, Chinese Gigaword (used
through Chinese Word Sketch) [17, 18], and Tencent News. Among them, the two sub-
corpora of BCC, literature and newspapers, were selected, since their language use is
more canonical than other sub-corpora likemicro-blogs. The limit for downloading BCC
sentences is set at 10,000 sentences per sub-corpus, and all sentences of xiàn ‘trap’ in
other corpora were fully downloaded. Second, split the downloaded paragraphs with
end-of-sentence punctuations, kept the sentences containing xiàn ‘trap’, and deleted the
incomplete sentences in the right window.

As the syntactic function of a word is embodied in a clause, this study screened out
the single sentences and excluded complex sentences with two or more clauses.

To achieve this, the following steps were performed. First, the sentences containing
Chinese commas (,) and Chinese semicolons (;) were excluded, and complex sentences
are excluded to obtain a single sentence set A. Second, excluded single sentences con-
taining non-Chinese characters and non-Chinese punctuation marks; only the sentences
whose punctuations conform to Chinese norms were retained, and thus single sentence
set B is obtained. Third, performed word segmentation and part-of-speech tagging on
the single-sentence set B. This study further excluded single sentences with xiàn ‘trap’
with a non-verbal part-of-speech and xiàn ‘trap’ as a morpheme; it also excluded single
sentences with two or more xiàn ‘trap’ and single sentences which exceeds 20 words.
After deduplication, a single sentence set C is obtained, with a total of 436 single sen-
tences. Given the complexity of syntactic and semantic annotation, this paper randomly
selected a total of 257 sentences for annotation, which accounts for 58.94%. Finally,
after collecting single sentences of xiàn ‘trap’, this paper used the annotation tool [14,
15] to perform the annotation based on dependency grammar through the API interface
of the Language Technology Platform [19].

3 The Use of Xiàn ‘Trap’

According to dependency grammar, if a word modifies another word in a sentence,
then the modifier is called a subordinate word or a dependent word, while the modified
word is called a dominant word or a core word [20]. The syntactic functions of xiàn
‘trap’ mentioned in this section are the cases when xiàn ‘trap’ is a subordinate word; the
semantic roles refer to the words that are dominated by xiàn ‘trap’.

3.1 The Syntactic Use of Xiàn ‘Trap’

This section explores the syntactic use of xiàn ‘trap’ from the perspectives of syntactic
functions and the intensity of syntactic collocations of xiàn ‘trap’.

Syntactic Functions of Xiàn ‘Trap’
When a verb is syntactically subordinate, the type of syntactic dependency arc pointing
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to the verb can determine the syntactic function that the verb fulfills. The syntactic depen-
dency labelling of single sentences reveals that the syntactic functions that xiàn ‘trap’
can function in single sentences are head (HED, that is, a predicate), verb-object (VOB),
attribute (ATT), coordinate (COO), subject (SBV) and preposition-object (POB), with
the percentages of 56.03%, 18.68%, 13.62%, 10.12%, 1.17%, and 0.39% respectively,
as shown in Table 1. The common function of verbs is to serve as a predicate, which
takes up over half of the sentences.

Table 1. The syntactic function distribution of xiàn ‘trap’

Category Number Percentage Examples

HED 144 56.03% Wǒmen bùyào zài xiàn jìn zhè zhǒng jiǒngjìng lı̌ qù le
we_don’t_again_trap_enter_this_kind_awkward situation_inside_go_ASP
‘Let’s not be trapped in this awkward situation any more.’

VOB 48 18.68% Wǒmen bùnéng ràng zhème duō de rén niánjì qı̄ngqı̄ng jiù xiàn zài shı̄yè de nítán lı̌
we_can’t_let_so_many_DE_people_age_young_(adverb)_trap_in_
unemployment_DE_quagmire_inside
‘We can’t let so many people get stuck in the quagmire of unemployment at a young
age.’

ATT 35 13.62% Wǒmen yı̌ bǎituō guòqù zhè ge xiàtiān shēn xiàn de kùnjìng
we_already_get rid of_past_this_CL_summer_deep_trap_DE_dilemma
‘We’ve come out of the dilemma that we’ve been stuck in this past summer.’

COO 26 10.12% Fángzhı̌ xı̄n cún jiǎoxìng, xiàn de tài shēn, zǒu dào bùkějiùyào de dìbù
avoid_heart_exist_lucky, trap_DE_too_deep, walk_reach_hopeless_DE_situation
‘Avoid taking chances and getting too deep into the hopeless situation.’

SBV 3 1.17% Xiàn chē shì jiāchángbiànfàn
trap_car_be_common occurence
‘Cars getting stuck are common occurrences.’

POB 1 0.39% Ruògān jūnguān céng duì méngguó zì xiàn Yı̄lākè de nízhǎo sı̄xià biǎoshì guānqiè
some_military-officer_once_to_allied country_self_trap_Iraq_DE_quagmire_
privately_express_concern
‘Several military officers have privately expressed concerns about the allied countries
trapping in the quagmire of Iraq.’

Total 257 100.00% /

The Intensity of Syntactic Collocations of Xiàn ‘Trap’
This part calculates the syntactic dependency dominated by xiàn ‘trap’ to obtain the
syntactic collocation intensity of this verb. The calculation formula [21] is as follows:

Dintensityof syntactic collocations =
(
Anumberof syntacticdependenciesdirectlydominatedby theverb − BnumberofWP

)

÷ Snumberof single sentencescontaining theverb (1)

In this formula, A represents the number of syntactic dependencies directly domi-
nated by the verb. According to the labeling specification of dependency grammar, the
syntactic dependencies directly dominated by verbs contain punctuation marks, but they
have nothing to do with the syntactic functions of a verb. Therefore, when calculating
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the syntactic collocation intensity of the verb D, it is necessary to subtract the number
of WP (punctuation marks). The result is shown in Table 2.

Table 2. The intensity of syntactic collocations of xiàn ‘trap’

Type Number

A number of syntactic dependencies directly dominated by the verb 946

B number of WP 145

A-B 801

S number of single sentences of the verb 257

D intensity of syntactic collocations 3.12

The greater the number of syntactic dependencies dominated by a verb, the stronger
its syntactic collocational ability is. It can be seen from Table 2 that the overall inten-
sity of syntactic collocations of xiàn ‘trap’ is 3.12. That it, it usually has about three
dependencies in a single sentence.

3.2 The Semantic Use of Xiàn ‘Trap’

This section analyzes the semantic use of xiàn ‘trap’ from the perspectives of its semantic
roles. Agent-like roles and patient-like roles are two most important semantic roles of
a verb. The statistical results of the semantic roles of xiàn ‘trap’ are shown in Table 3.
Among the agent-like roles of xiàn ‘trap’, Experiencer (78.72%) far exceeds Agent
(12.34%), which shows that trapping emphasizes more on things which have no sub-
jective initiative. Among the patient-like roles of xiàn ‘trap’, Content (5.53%) slightly
exceeds Patient (3.40%).

Table 3. Agent-like roles and patient-like roles of xiàn ‘trap’

Semantic Roles Number Percentage Example

agent-like
roles

Agent 29 12.34% Rìběn qı̄nlüèzhě zài nínào zhōng yuè xiàn yuè shēn
Japan_aggressor_exist_quagmire_in_gradually_trap_gradually_deep
‘The Japanese invaders fell deeper and deeper into the mire.’

Experiencer 185 78.72% Měiguó de nóngyè yě shēn shēn de xiàn zài wéijı̄ zhōng
America_DE_agriculture_also_deep_deep_DE_trap_exist_crisis_in
‘American agriculture is also deeply in crisis.’

Total 214 91.06% /

patient-like
roles

Patient 8 3.40% Jı̌ liàng kǎchē hé sǎo xuě jı̄ bèi xiàn jìn le xuěduı̄
several_CL_truck_and_sweep_snow_machine_PV_trap_in_ASP_
snowdrifts
‘Several trucks and snowplows got stuck in the snowdrifts.’

Content 13 5.53% Dálìsāngdéluó zhuǎnhuì zài xiàn yíyún
Dalisandro_transfer_again_trap_doubt
‘Dalisandro’s transfer is again in doubt.’

Total 21 8.94% /
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The statistics of the situational roles of xiàn ‘trap’ is shown in Table 4. The most
frequently collocated situational role of xiàn ‘trap’ is Location (LOC), accounting for
72.87%; followed by Manner (8.91%), State (6.98%), Time (5.43%), Feature (4.65%),
Measure (0.78%), Scope (0.39%). In contrast, Tool, Material, and Reason generally do
not act as situational roles of xiàn ‘trap’.

Table 4. Situational roles of xiàn ‘trap’

Situational
Roles

Number Percentage Example

Location 188 72.87% Rénmen wàngjì le xiàn jìn bı̄ng kū de wéixiǎn
people_forget_ASP_trap_enter_ice_cave_DE_danger
‘People forget about the dangers of falling into ice caves.’

Manner 23 8.91% Níhèlǔ bùxı̄ yı̄ cì yòu yı̄ cì de xiàn zài zìxiāngmáodùn de nítán zhōng
Nehru_not
stint_one_CL_again_one_CL_DE_trap_exist_self-contradiction_DE_mire_inside
‘Nehru did not hesitate to fall into the mire of self-contradiction again and again.’

State 18 6.98% Tóngchuān méikuàng xiàn tānhuàn zhuàngtài
Tongchuan_coal mine_trap_paralysis_state
‘Tongchuan Coal Mine is in a state of collapse.’

Time 14 5.43% Xiànzài suǒyǒu de jūmín lóu dōu xiàn zài hēi’àn lı̌
now_all_DE_resident_building_all_trap_exist_dark_inside
‘All residential buildings are now in darkness.’

Feature 12 4.65% Chē xiàn de zuìshēn shí lián jiàshı̌shì de mén dōu dǎ bù kāi
car_trap_DE_deepest_when_even_driver’s cab_DE_door_even_do_no_open
‘Even the cab door cannot be opened when the car sank the deepest.’

Measure 2 0.78% Nántóu xiàn zhúshān zhèn mínzhái réng xiàn zài tǔ shí duı̄ zhōng
Nantou_county_Zhushan_township_ civilian
house_still_trap_exist_earth_stone_mound
‘Some civilian houses in Zhushan Township, Nantou County are still trapped in
the mound of earth and rock.’

Scope 1 0.39% Zhè jiàn shì nı̌ hé wǒ xiàn de yı̄yàng shēn
this_CL_thing_you_and_I_trap_DE_same_deep
‘You are as deeply involved as me in this matter.’

Total 258 100.00% /

4 Conclusion

Averbhas complex syntactic and semantic relationships in a sentence,whichhas been the
focus of linguistic research and language teaching. This paper has selected a commonly
used verb xiàn ‘trap’ as an example to explore the use of verbs. It is a word listed in The
Chinese Proficiency Grading Standards for International Chinese Language Education,
which has been promulgated and implemented around the world since 2021. This study
screened out 257 single sentences from various Chinese corpora and further analyzed
the use of xiàn ‘trap’. This study found that, in terms of the syntactic use, the three
most commonly used syntactic functions of xiàn ‘trap’ are Head (56.03%), Verb-Object
(18.68%), and Attribute (13.62%). In terms of the semantic use, it often collocates with
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Experiencer, up to 78.72%, indicating that an unconscious subject often appears in the
sentences. The situational role of xiàn ‘trap’ most commonly appears as a Location,
accounting for as much as 72.87% of its usage, which indicates that the spatial aspect
of the action frequently appears in sentences. The quantitative and qualitative analysis
of the syntactic and semantic features of xiàn ‘trap’ in this study not only deepens the
linguistic research of verbs, but also provides reference for the application fields of
Chinese learners’ dictionary compilation and verb teaching.
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FAH; MYRG2019–00013-FAH).

References

1. Yu, S., et al.: The Grammatical Knowledge-Base of Contemporary Chinese—A Complete
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Linguistics (yǔyán wénzì yìngyòng) 107–116 (2017)

9. Liu, H., Feng, Z.: probabilistic valency pattern theory for natural language processing (zìrán
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Abstract. Vocational education and training in Germany are distinguished by the
separation of training groups of different learning levels. In chef training, the-
oretical teaching content is mainly conveyed using lectures and textbooks. The
abstract presentations and texts are not suitable for inclusive education. By pur-
suing a design science research process, a digital-analog learning application was
developed for trainees with and without mental impairment. The tangible pro-
totype for teaching meat cutting from pork was evaluated using 7 participants
(trainee chef, trainee kitchen assistants and employees in the kitchen of a shel-
tered workshop) in an inclusive teaching setting with a mixed-method approach.
The usability was evaluated with a User Experience Questionnaire, the results
of which were positive. The learning outcomes using the 3D model were sur-
veyed by means of a qualitative questionnaire and showed a high level of potential
among all target groups. Two unstructured classroom observations documented
the social interaction of the trainees. The learning application facilitates learning
and promotes collaborative work.

Keywords: Inclusive Vocational Education · Interactive Learning · Game-based
Learning · Serious Games · 3D Printing · Rapid Prototyping

1 Introduction

With the ratification of the UN Convention on the Rights of Persons with Disabilities in
2009, Germany committed to implementing equal opportunities and participation at all
levels for people with disabilities and to preventing discrimination [1]. Article 24 calls on
States Parties to ensure an “inclusive education system at all levels and lifelong learning”
[2]. Article 27 focuses on the “equal right to work of persons with disabilities” [2]. Both
the German Vocational Training Act (BBiG) and the Handicrafts Code (HwO) require
that people with disabilities be trained in the general dual system, which features a direct
connection between vocational schools and training companies as learning locations
[3]. The practical implementation, however, features substantial deficits [4]. The legal
foundation contrasts with the often-rigid structures of the education system, which is
characterized by segregated learning of trainees and people with learning disabilities to
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the point of the clear separation of people with intellectual disabilities (PWD) [5]. More
than 90% of the students with mental impairment start working in sheltered workshops
(SW) after leaving school, and these do not offer qualifications for access to the general
labor market [6]. The employment rate from SW to the general labor market is less
than one percent [7]. According to §66 of the Vocational Training Act, people with
learning disabilities are offered less theoretical training to become kitchen assistants
[8]. “Inclusive vocational training could be broadly described as the right of PWD to
participate in vocational education in a recognized training occupation, to be provided
in shared learning facilities with people without disabilities.” [9].

This study examines how theoretical learning content can be conveyed in a practical
and inclusive way with the help of learning technologies using the example of training
to become a chef. New teaching formats, methods and inclusive teaching materials are
needed to bring together the three training groups of trainee cooks, kitchen assistants and
kitchen staff in sheltered workshops to implement inclusive vocational education [10].
Digital technologies offer great potential for improving equal participation and reducing
barriers to access [10]. The development and design of digital learning applications for
PWD usually focus on specific groups, e.g. blind or deaf people. People with intellec-
tual and mental impairments, on the other hand, are given little consideration in current
research [11]. Serious Games in particular are usually developed for people without
impairments instead of following a “design for all” approach. Using Serious Games in
the classroom can help to convey theoretical knowledge in a playful way while address-
ing different cognitive abilities and impairments [11]. Using a design science research
process, a haptic, digital-analog learning application was developed for trainees with
and without intellectual disabilities [12] (Fig. 1).

Fig. 1. Design science research process according to Pfeffers et al. [12].

In order to analyze requirements, user research was conducted in three institutions of
vocational education (Oberstufenzentrum Prignitz, BBZ Berufsbildungszentrum Prig-
nitz GmbH and Lebenshilfe e.V. Prignitz). In the first iteration, a low-fidelity proto-
type was created, which was evaluated by employees of the SW. The results provided
the basis for the conceptual development of a functional high-fidelity prototype. The
digital-analog learning application was then evaluated with 7 participants (chef trainees,
kitchen assistants and employees of an SW) in an inclusive classroom setting using a
mixed-method approach consisting of qualitative and quantitative methods [13]. The
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standardized User Experience Questionnaire (UEQ) was used to assess usability aspects
of the learning application [14]. Additionally, a qualitative questionnaire was used to col-
lect data on learning success and increased motivation through the use of the prototype.
Two independent, unstructured, and non-participatory observations in class documented
the social interaction and cooperation of the trainees as well as the development of solu-
tion strategies. The aim was to use gamified and hands-on concepts to teach theory in
a sustainable way, to include all learners by differentiating the teaching content and to
increase the interaction between trainees in inclusive lessons.

2 State of the Art

A literature review was aligned with the propositional inventory method [15, 16]. For
searching in Google Scholar, IEEEXplore and dblp.org, the keywords selected were 3D
printing, vocational training or vocational education, and disabilities or impairments. The
search was conducted including synonyms and related terms in German and English.
The review of the articles describing concrete applications shows that to date only assis-
tive projects in the field of physical disabilities (16 publications) have been published
in the analyzed field, and in particular on severe visual impairments (9 publications).
3D printing now plays a major role in the context of prosthetic prototyping for physical
deficits such as amputations, which originated, for example, in the co-creation of devel-
opers and PWD in inclusive makerspaces [17]. No publications were identified that used
haptic learning or 3D printing for PWD in inclusive learning scenarios. However, upon
expanding the search to other educational domains, numerous papers were found that
used 3D printed objects to better communicate knowledge and save resources, for exam-
ple, in veterinary medicine [18]. In human medicine, 3D printing has already been used
and researched as a learning tool for around 10 years [19]. 3D printing offers the option
of fast reproduction from current or historical 3D data (e.g. MRI, CT) for many learners
at the same time, which has also led to less reliance on human plastinates in anatomy
teaching. The advantages of tangible learning objects from the 3D printer described in
the literature can now be combined with the possibilities of reduction and simplifica-
tion of anatomical models in such a way that easily understandable anatomical objects
are created for inclusive teaching, e.g. for meat cutting, which also provide cognitively
impaired trainees with intuitive, communicative and playful access to training content.

3 Prototype

3.1 Learning Objectives

The learning objectives of the meat cutting topic are an integral part of chef training.
Currently, vocational school teaching content is predominantly taught using theoretical
methods (lecturing) and abstract graphics from the textbook, “The Young Chef” [20].
The lack of time, resources and raw materials means that real butchered animals are
seldom cut. The aim of the learning application is to help trainees to name the parts of
the pig correctly, to identify them according to shape and position and to describe how
they are cooked.
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The constructivist learning culture describes the learning process not in terms of
knowledge transfer, but as the independent acquisition of knowledge by learners. Only
through one’s own experience can practical knowledge be taught in a sustainable way.
Three basic principles for student-centered teaching have been identified: (1) a vari-
ety of methods with a focus on action orientation, (2) the awareness of the increas-
ing heterogeneity of learners and their individual support through differentiation of the
teaching content, and (3) the strengthening of the learners’ responsibility for their own
actions through opportunities to participate in the design of the learning environment
[21]. Instructional content is learned more effectively through independent exploration
using the “research-based learning” method [22]. When experimenting in the context of
research-based learning, the teacher can support the learning process to various degrees
[23]. For this purpose, the teacher’s role changes from imparting knowledge to providing
support through a gradual reduction of instruction to moderation, which allows learners
a steadily increasing degree of autonomy in the learning process [23]. The degree of
independence must be adjusted to the needs of the class or, in an inclusive setting, to the
needs of the individual learner [23].

First, the learning objectives for the three test groups were defined and elaborated
together with trainers and a special educator from the vocational training kitchen at
the SW. The “à la Carte” module of regular chef training covers the topics of texture,
processing and the cutting up of meat from different slaughtered animals [24]. These
animals include mainly cattle, pigs, and sheep. The sub-area of “pork” was selected
for inclusive teaching because it is most frequently prepared in German kitchens. The
individual learning objectives differ in the amount of knowledge acquired and are deter-
mined by the students themselves. Learning objective 1 covers the rough cutting of the
pig and the naming of the cuts. For learning objective 2, trainees should also be able to
locate and name the offcuts from the fine cutting process, as well as identify pieces of
meat by their shape, size, muscles and bones. In addition, they are familiar with the use
and appropriate cooking methods for the various cuts of meat. Learning objective 3 is
an independent identification of the position and naming of all cuts including alternative
terms (e.g. pointed leg = trotter).

3.2 Concept

For the concept of an inclusive learning application, knowledge should be written in
simple language and the amount of information should be adaptable [11]. Users with
heterogeneous learning levels must not be deterred by the abundance of information
[11].Categorizing information and teaching in several stageswith increasing information
density is suited to this purpose. To promote interaction and collaboration among learners
with different educational backgrounds, different levels of teaching content should not be
processed separately. For this purpose, the content is transformed into practical scenarios.
The application can be used both for group collaboration and alone for practice purposes.
The differentiation of learning requirements is not about developing a separate concept
for each of the three target groups (trainee chefs, kitchen assistants and SW kitchen
employees), but rather an inclusive teaching experience that is shared by all trainees
as a common path. For different learning requirements, needs, and abilities, learning
applications should provide infinite levels of difficulty to avoid clustering within the
classroom [11] (Fig. 2).
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Fig. 2. 3D printed pig in the 5 colors of rough cutting

The learning application includes a 3D printed model of half a pig, a poster and
16 cards to go with it. The poster shows the 5 rough cutting parts on the front and the
16 fine cutting parts on the back. The 3D model consists of a total of 16 parts (fine
cutting). There is one card from the set for each part of the pig. The cards contain all
the additional information: professional terms, appearance and position of the cut. The
back has detailed information about the texture of the meat, alternative names, methods
of preparation and possible dishes. On the edges of the poster are colored markers for
each piece of pork. The corresponding playing cards are placed on the correct piece on
the poster. Then the 3D pieces of the pig are assigned to the corresponding card. If the
solution is correct, the colors of the poster, card and 3D part match.

3.3 Implementation

A 3D veterinary anatomical model of a pig was used as the basis for the professional
implementation.Toextract themeat cuts, themodelwas adapted inCinema4D,Maya and
Rhinoceros and, among other things, superfluous organs and textures were removed. The
3D print-out was created using the FDM (FusedDepositionModeling) rapid prototyping
method, as it both conserves resources and is time-efficient. Three Prusa MK3S printers
were used for this purpose. To prevent the risk of injury, improve the touch and feel
and minimize wear, a flexible thermoplastic elastomer was used as the printing material.
Fiberflex filament can be printed at temperatures of 200–220 °C and requires a heating
bed temperature of 50–70 °C. To enable the printed meat cuts to be easily assembled,
small neodymium magnets were embedded in the prints. Organs and bone structures
were embodied by a supporting base plate made of birch plywood. The volume was
represented by the layering of wooden slices created with a laser cutter. In addition, the
names and outlines of the meat cuts were engraved on the model. The slices are glued
together and painted with wood stain.

4 Evaluation

4.1 Test Setting

The test was conducted in inclusive vocational school lessons at the Oberstufenzen-
trum Prignitz. Two teachers led the lesson working as a team; a special needs teacher
assisted the participants from the SW, and two vocational schoolteachers supported the
lesson as inactive audience. A rehabilitation psychologist and an interaction designer
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conducted unstructured, non-participant observations during testing. Three trainee chefs,
two trainee kitchen assistants and two employees of the SW took part in the lessons (n
= 7). The class was divided into 3 heterogeneous groups of 2–3 people. First, the basics
of the topic of butchery were taught. This was followed by more in-depth information
on rough and fine cutting. For using the prototypical learning application, all 3 groups
received a task sheet. The cuts of meat, their uses and cooking methods had to be col-
lected and filled in a table with 3 columns. The missing information had to be completed
with the help of the learning application. Working groups that were able to solve all
tasks were given additional tasks with more difficult questions to be answered with the
help of the study cards (Fig. 3).

Fig. 3. Testing the learning application in inclusive education; color-coded card set

4.2 UEQ+

The usability of the interactive learning application was evaluated using the UEQ +
standardized test procedure [14]. To evaluate the accomplishment of the objectives, 9 out
of 20 available evaluation categories were selected: Perspicuity, Stimulation, Novelty,
Haptics, Usefulness, Value, Visual Aesthetics, Intuitive Use and Quality of Content.
Eachdimension included4 items consisting of two termswith contrastingmeanings (e.g.,
efficient and inefficient). On a 7-point Likert scale, participants rated the usability aspect
very negatively (−3), neutrally (0) or positively (+3). An opening sentence described
the context of the respective dimension [25]. There was an additional item with which
the participants indicated the relevance of the respective UX dimension for the overall
impression of the product.

The mean values of all items surveyed are in the positive range above 0 (between
1.29 and 2.71). The best rating was achieved by the item’s clarity of teaching content
(M = 2.71; SD = 0.45), preparation of the teaching content (M = 2.71; SD = 0.70),
intuitive use of the learning application (M= 2.71; SD= 0.45) and value of the product
(M= 2.71; SD= 0.45). The lowest scores were given to the item’s learning application
innovation (M= 1.29; SD= 1.48), ease of handling (M= 1.57; SD= 1.99), excitement
during the game (M = 1.71; SD = 0.70), and visual aesthetics of the prototype (M =
1.71; SD = 0.88) (Table 1).
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Table 1. Means for all 36 UEQ + items (n = 7).

UX Dimension Left item Right item M SD

Perspicuity

not understandable understandable 1.86 1.64
difficult to learn easy to learn 2.29 0.70
complicated easy 2.43 0.73
confusing clear 2.29 1.03

Stimulation

not interesting interesting 2.29 0.70
boring exiting 1.71 0.70
inferior valuable 2.29 0.88
demotivating motivating 2.43 0.49

Novelty

dull creative 2.57 0.49
conventional inventive 2.14 0.35
commonplace leading edge 2.14 0.83
conservative innovative 1.29 1.48

Haptics

unstable stable 1.86 0.64
unpleasant to touch pleasant to touch 2.43 0.73
rough smooth 2.43 0.49
slippery slip-resistant 2.14 0.64

Usefulness

useless useful 2.14 0.35
not helpful helpful 2.43 0.49
not beneficial beneficial 2.00 0.76
not rewarding rewarding 2.29 0.45

Value

inferior valuable 1.86 0.64
not presentable presentable 2.71 0.45
tasteless tasteful 1.86 1.12
not elegant elegant 1.86 0.83

Visual Aesthetics

ugly beautiful 2.14 0.64
lacking style stylish 2.00 0.93
unappealing appealing 2.00 0.53
unpleasant pleasant 1.71 0.88

Intuitive Use

difficult easy 1.57 1.99
illogical logical 2.57 0.73
not plausible plausible 2.71 0.45
inconclusive conclusive 2.57 0.73

Quality of Content

obsolete up-to-date 2.14 0.99
not interesting interesting 2.29 0.70
poorly prepared well prepared 2.71 0.70
incomprehensible comprehensible 2.,71 0.45

It is assumed that the item “demanding - effortless” was not correctly understood by
all participants. This pair of terms is an exception in the dimension “Intuitive use”. This
is also indicated by a strikingly high variance value of 4.62. On average, the dimensions
“Quality of content” (M= 2.46; SD= 0.78) and “Intuitive use” (M= 2.36; SD= 1.23)
received the highest mean values for their four associated items. The dimensions “Visual
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aesthetics” (M = 1.96; SD = 0.78) and “Novelty” (M = 2.04; SD = 1.02) received the
lowest overall scores for their associated items.

When assessing the relevance of usability criteria, the dimensions “Perspicuity” (M
= 2.29; SD = 0.70), “Intuitive use” (M = 2.14; SD = 0.83), and “Quality of Content”
(M= 2.14; SD= 0.83) were rated on average as most important for the evaluation of the
SG. The dimensions “Haptics” (M = 1.71; SD = 0.88), “Visual aesthetics” (M = 1.96;
SD = 1.12) and “Novelty” (M = 2.04; SD = 0.83) received the lowest mean values.
Overall, the evaluation of all 9 scales is in the positive range (>0.8) and are considered
important aspects for the quality of the learning application by the test subjects.

4.3 Survey

All 7 trainees in inclusive education participated in the qualitative survey. With 17
items, the trainees assessed their personal learning successes using the prototype and
the acceptance of the inclusive training setting. On a 6-point Likert scale, participants
indicated whether they strongly disagreed or agreed with the given statement (1 =
strongly disagree; 6 = strongly agree) (Fig. 4).

Fig. 4. Results of qualitative survey; 17 items assessing learning successes and acceptance of
inclusive training setting.

The mean values of all 17 items were above 4 out of a maximum of 6. Accordingly,
the majority of participants tended to agree with every statement. The statements F6 “I
got along well with the set of cards and the 3Dmodel” (M= 5.86; SD= 0.38), F3 “I felt
accepted and respected” (M = 5.57; SD = 0.79), F7 “The cards and the 3D pig made
learning easier for me” (M= 5.57; SD= 0.53), and F11 “I liked the card set very much”
(M = 5.57; SD = 0.53) received the highest agreement. Items F2 “I was able to learn
at my own pace” (M = 4.29; SD = 1.11) and F8 “I will use the cards at home” (M =
4.29; SD = 1.11) received the lowest level of agreement.

Two further items ask for personal opinions on the realization of the learning appli-
cation with open answer options. The question “What did you like best about the card
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set or 3D model of the pig?” was answered by six out of seven respondents as follows:
“You had something in your hand and didn’t just have to imagine it.“, “The vividness
of the pictures.“, “The 3D pig and the explanations on the cards. “, “You can learn well
with it.“, “The concepts were easily understood, and the explanations are good.“, “It was
very nice to look at all of cards and the poster; visually appealing, super prepared, a lot
of knowledge in a relatively compact form.”.

Learning material that you can work with very well. “There was one answer to the
second question”, “What did you not like and what would you change about the learning
set or the 3D model?”, which was, “The magnets in the 3D model are a little weak.”

4.4 Observation

Two researchers conducted unstructured, non-participatory observations. One observa-
tion focused on the collaboration of a group of three while using the learning application.
The second observation followed all of the classroom activities. The observation time
covered the entire lesson of 3× 45 min. To evaluate the findings, the observations were
divided into four categories: (1) interaction between trainees, (2) learning behavior of
the target groups, (3) inclusive didactics, and (4) handling of the learning application.

Interaction Between Trainees: The game prompted ongoing interaction in the groups.
The cards were distributed. To complete the tasks, the participants read out the rele-
vant cards. They actively discussed with each other and searched for the answers. The
trainee chef took on a guiding role and pedagogical tasks in the team, such as assigning
responsibilities.

Learning Behavior of the Target Groups: The active participation of the participants
in the lessons increased when trainees had enough time beforehand to think about the
questions and tasks. Compared to the other participants, the employees of the sheltered
workshop were more hesitant in the beginning, but they were motivated by encourage-
ment and praise. In terms of content, everyone was able to follow the lessons well. To
some extent, the trainee chefs had tomakemore of an effort to involve all groupmembers
to the same degree.

Inclusive Didactics: The lesson was taught by two teachers working as a team. In the
beginning, the trainees found it difficult to follow the lessons due to the frequent swapping
between teachers. In the second half of the lesson, each teacher took over the presentation
role for longer periods, which made the lessons more structured. It was helpful if the
second teacher was available to advise the groups. However, the teachers should only
provide support when needed. It is noticeable that the trainee chefs were addressed more
frequently by the teachers. Inclusive teaching requires a high degree of relationship work
without prejudices and special treatment. The two vocational schoolteachers commented
very positively on the structure, process and content of the learning application.

Handling of the Learning Application: The teacher used the 3D model to explain
rough and fine cutting. Card matching was easy even without reading ability and with
increasing complexity.Whenworkingondifferentworksheets, trainees becameconfused
about the order of tasks to be solved. Therefore, structured instructions for handling the
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application during the lesson are needed. If no differentiated work assignments were
given, trainees with higher support needs were unable to follow.

5 Discussion

Theanalysis of the theoretical foundations inSect. 3 indicates that in vocational education
and training too (1) a variety of methods with a focus on action orientation, (2) the per-
ception of the increasing heterogeneity of learners and their individual support through
differentiation of the teaching content, and (3) the strengthening of learners’ responsibil-
ity for their own actions through opportunities to co-design the learning environment are
successful. Given this theoretical background, the present study was designed with the
aim of promoting the development and research of gamified and hands-on approaches to
inclusive, vocational education and training, aswell as the sustainable delivery of instruc-
tional content in chef training. The differentiation of the teaching content is intended to
integrate learners with and without intellectual disabilities and to promote interaction
between trainees in inclusive teaching. The overall perception of the learning application
was positive across the whole class. In particular, the participants rated the “preparation
and quality of the content” and “intuitive use” of the learning application very positively.
They confirmed that they "got along well" with the learning application. Despite the fact
that the set was developed digitally, once in front of the learners it was not perceived by
them to be “technological”. In terms of post-digitization [26], the avoidance of a screen-
based user interface contributed to the low-barrier nature of the learning application.
The qualitative survey made clear that the prototype facilitates inclusive learning, so
that new knowledge is acquired and consolidated, and the imagination is improved. The
evaluation confirms noticeable learning success from the participant’s point of view.

The Serious Game promoted inclusive group work, which increased interaction
between trainees, so all participants felt respected and accepted. Two factors need to
come together for successful inclusive learning of practical teaching content: goodmate-
rial and qualified teachers for inclusive vocational training. Team teaching proved to be
an important motivating factor, with one teacher leading and the other being available to
provide individual support. While groups work on tasks and do not actively ask for help,
teachers do not need to offer guidance. The social nature of communication between
teachers and learners makes learning easier in inclusive classroom settings [27].

The participants agreed least with the statements that they could "learn at their own
pace" with the learning application, as well as "would also use the learning application
at home”. For individual use, the game became effective especially with a concrete work
instruction like questions about the information on the cards or placing the cuts of meat.
Co-teaching of different educational groups would be more successful if there were dif-
ferentiation of learning objectives and certified qualifications, as well as suitable appli-
cations for acquiring the learning content. A game manual for different purposes with
differentiated formulations of tasks could support the promotion of personal strengths
in the team (e.g., through role assignment, integration of automated feedback).

Three separate educational systems present a significant challenge in coordinating
an inclusive instructional setting in terms of time and space. The trial could only be
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conducted with a small number of participants, due to logistical reasons as well as
pandemic contact restrictions. From the results of the cross-sectional study conducted
here, tendencies can be inferred but no cause-and-effect conclusions can be drawn. In
addition, it was not possible to identify any accessible, standardized survey methods
for evaluating the usability of learning applications and successful learning outcomes in
vocational training for people with cognitive impairments. There is substantial potential
for future research into and development of inclusive survey tools.

The application supports teachers in inclusive vocational education and can be easily
integrated into the curriculum. The analog handling reduces the need for preparation
and training of digital competencies, allowing trainees with higher support needs to be
involved more quickly. Digital creation enables sharing and adaptation of the learning
materials as Open Education Resources (OER). The potential for further development
of the learning set can be increased through the simplification of 3D printing hardware
and software. Furthermore, the game principle of the 3D application is applicable to
virtual space. A virtual reality (VR) learning application holds additional possibilities
in vocational education. The use of VR could make a significant contribution to equal
participation for special educational requirements in the target group of PWD. However,
to date, accessibility, and the perspective of PWD have barely been considered in the
creation of VR applications and have not yet been systematically researched [28].
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Abstract. There is an urgent need to advance theoretical research and broaden
academic conversation in relevant domains in order to undertake strategic initia-
tives for the digitalization of education. The topics of metaverse and educational
ecological reconstruction, artificial intelligence (AI) and future educational devel-
opment, big data and educational governance, and future educational research
paradigm change are thoroughly discussed through interviews with 16 experts in
the field of educational information technology. The study found that: (1) ‘Meta-
verse’ should be substituted to the development of education, it brings new prob-
lems to education, and also put forward new requirements for modern education;
(2) Artificial intelligence is an all-round challenge to education, which has a sig-
nificant impact on talent training, both in teaching and learning, as well as the
restructuring of the entire education system; (3) Under the background of artifi-
cial intelligence, the future education will mainly lead to changes in educational
values and objectives, and changes in the means of educational scenarios will also
lead to changes in traditional educational forms; (4) The duplexing empowerment
between education research and new technology; (5) In the context of new tech-
nologies, such as AI and the Metaverse, science fiction could be used as a new
method for educational research..

Keywords: Artificial Intelligence · Virtual Reality · Digital Transformation ·
Big Data · Educational Restructuring

1 Introduction

At present, the new technological revolution represented by artificial intelligence (AI),
virtual reality (VR), cloud computing and big data is booming, and the human society has
entered the era of intelligence. Education is the core driving force of the current AI tech-
nology revolution, and it is also themost important application scenario and development
direction of AI. Education technology can improve the effectiveness of decision-making
and work efficiency of educational subjects, realize personalized teaching and break
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through the barriers of time and space to traditional education models. This has come to
the fore in the global educational response to the COVID-19, and has pushed the global
digital transformation of education to a new wave. The use of information technology
to drive educational change has become an international consensus and has been incor-
porated into the education-related policies of various countries, such as the National
Education Technology Plan of the United States and the Mast Plan of Singapore, all
of which have plans on how to use technology to promote innovation and ecological
restructuring in education. It can be said that, education as a core area of technology
use and reform and innovation, has also become a sector that has not been reshaped
by technology so far. The issues of ‘how artificial intelligence technology will reshape
the future education ecosystem’ and ‘how new technologies can contribute to the future
development of education’ have become the focus of discussion in education and society
as a whole.

The general assertion that ‘technology is transforming education’ is indisputable,
but in the face of this ‘dark horse’ artificial intelligence technology, especially as several
schools to realize the great potential of smart technology and began to introduce, relying
toomuchon emotional alienation resulting fromsmart technology, knowledge of cocoon,
the digital divide, gender discrimination, as well as to the issues of education fairness
concerns are increasingly apparent. The uncertainty brought by the new technological
revolution to education, especially the increased risk of technology abuse, has brought
different degrees of anxiety and worry to all stakeholders in the field of education.[1]
Then, what new ideas, technologies and challenges will the digital transformation of
education bring to the field of education? What new opportunities and new space will
there be for education and research in the field of education in the future?

In order to answer these questions, the research team conducted in-depth inter-
views with 16 experts from the field of educational information technology on topics
such as ‘metaverse and future education’ Artificial intelligence and machine learning’
‘The development of computational social science’ and ‘Prospects for future education
research’. Specific topics of discussion and main progress were as follows: (1) Whether
‘metaverse’ is a concept that must be incorporated to characterize the new impact of new
technologies on education, or a novel but transient concept. If the concept of ‘metaverse’
is incorporated into the field of educational research, what will be the impact on educa-
tional research, and how can we cope with it; (2) Starting from the large-scale education
reform caused by artificial intelligence, we deeply analyzed the problems of how to
carry out teaching and learning under the technological conditions created by artificial
intelligence, and how to feed back the development of artificial intelligence technology
in education; (3) From the perspective of the systematic reform of education in the era of
artificial intelligence, we discussed the general picture and trend of the future education
system and education form; (4)With the influence of artificial intelligence andmetaverse
on educational research methods and paradigms, how science fiction can be used as a
future educational research paradigm and how to realize it. For the discussion of these
issues, we can share the research contents of talent strategy and theoretical frontier in the
intelligent era, intelligent application scenarios and educational governance, intelligent
learning and teaching innovation, and the reshaping of educational ecology driven by
artificial intelligence, so as to outline the future picture of educational ecology.
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2 Digital Transformation of Education in China

At present, China is in an important stage of digital transformation and upgrading of
traditional industries, and the driving force for the development of digital trade is strong.
In October 2021, Iresearch (a data research institute) published the “global digital trade
white Paper” pointed out that in 2020, the scale of China’s digital economy reached
39.2 trillion yuan, accounting for 38.6% of GDP, ranked the world’s second, with a
year-on-year growth of 2.4% points, the world’s first growth rate [2].

In recent years, China has developed the education informationization as a strategic
high ground, take the initiative tomeet and adapt to the change of information technology,
technology education to promote education reform, improve the efficiency of education,
reshape the education ecology, especially the outbreak of COVID-19 in 2020, makes
the rapid development of online education, accelerated the pace of education informa-
tization. According to the 2022 China Internet Statistics Report released by the China
Internet Network Center, the country’s Internet penetration rate has reached 74.4%, and
this figure is also reached 58.8%in rural areas [3]. According to the statistics of Foresight
Industrial Research Institute, the number of online education users in China reached 342
million in 2020 [4]. The popularization of the internet is the basic guarantee for the
development of online education, which makes education informatization continue to
advance, the digital construction of educational resources become more abundant, and
promotes the flow of high-quality resources among different regions, which is conducive
to promoting educational equity and improving educational efficiency.

The strategic action to digitise education has been included in the priorities of the
Ministry of Education in 2022. Officially launched in March 2022, the platform pro-
vides basic education, vocational education and higher education such as high-quality
digital education resources and university students’ employment service, to serve the
students’ all-round development, teachers’ teaching, service all-round social progress
as the basic criterion, the digital education in talents cultivation, the whole process of
teaching reform, education management and social service. Adhering to the principles
of demand-oriented, application is king, service is Paramount, economy and efficiency,
it has gathered 34,000 basic education course resources, 6,628 high-quality online voca-
tional education courses, and 27,000 high-quality higher education courses. According
to data released by the Ministry of Education, 111 live courses of “Internet plus career
guidance” have been launched on the platform, with 310 million viewers.[5].

While promoting the digital transformation of education, the Chinese government
has issued a series of regulations and policies to guide and regulate this process.Since
2018, the Chinese government issued a series of related documents of the key of the
education informationization, on one hand, attention and encourage the development of
the education of information technology, at the other hand, strengthen the management
on the use of the information technology education and guidance, establish and improve
themechanismof sustainable development of education informationization, construction
of network, digital, intelligent, personalized, the lifelong education system. Table1 lists
several key documents and main contents (Table 1).

At present, the integration of artificial intelligence, 5G, big data and education is
accelerating, promoting the rapid evolution of education informatization into education
digitalization. The smart education industry has been developing during the epidemic.
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Table 1. China’s Policy on Education Informatization (2018–2022)

File Date Main Point about Education
Informationization

Education Information Technology2.0
Action Plan

Apr.13, 2018 Internet + Education: deep integration
of information technology and
education teaching

China Education Modernization 2035 Feb.23, 2019 Build an intelligent campus

Opinions on Deepening Educational
Teaching Reform to Comprehensively
Improve theQuality of Compulsory
Education

Jun.23, 2019 Promote the integration of information
technology and education teaching
applications. Accelerate the
construction of digital campus and
actively explore Internet-based
teaching

Promoting the Healthy Development
of Online Education

Sep.25, 2019 Provide online education services,
increase the effective supply of
educational resources

Strengthening the application of the
“three classrooms”

Mar.5, 2020 Support the construction of a new
ecology of ‘Internet + education

Strengthening Information
Technology in Education
Management in the New Era

Mar.15, 2021 Coordination of education
management informatization; improve
education data management and
infrastructure support capability

Specifications for the Construction of
Digital Campus of Higher Education
Institutions

Mar.16, 2021 Systematic construction of network
security, intelligent connection of
information resources, digital
transformation of campus environment

Highlights of the Department of
Higher Education of the Ministry of
Education for 2022

Feb.23, 2022 Comprehensively promote the
digitalization of higher education
teaching

Access Management Specification for
National Public Service Platform for
Intelligent Education

Jul.28,
2022

management of platforms at all levels
that access the National Public Service
Platform for Smart Education

The Chinese government has realized that smart education is of great help to China’s
sustainable development strategy and policy, and the application of smart technology
in education still has great potential, but at the same time, the uncertainty brought by
the new technological revolution to education also brings different degrees of anxiety
to people. Based on the current situation of educational digital transformation in China,
how shouldwe understand the impact of technological change on education in the future?
In section one, we have stated the purpose and intention of this research. Next, we will
elaborate the research proposal.
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3 Data Collection and Analysis

3.1 Interviews

Interviews are themain source ofmaterial for analysis in descriptive analysis of phenom-
ena in order to clarify the structure of participants’ conceptions of particular phenomena.
This interview was conducted in a semi-open-ended questioning session with the aim of
obtaining information on: (1) the understanding of and attitudes towards ‘metaverse’;
(2) the new problems and challenges that new technologies bring to education; (3) what
new requirements AI poses for modern education; (4) how education feeds into the
development of AI technology; (5) future trends in education in the context of AI; (6)
the impact of AI on educational research methods.The interviews were conducted in the
form of face-to-face talks, which lasted from 20 to 40 min, with an average length of
30 min.

The interviewees included 16 faculty members from universities in Beijing, Shang-
hai and Guangzhou, working in 12 different universities. The interviewee have not only
been engaged in teaching and research in universities for more than ten years, but some
of them also hold administrative positions (e.g. dean of teaching, department head, etc.).
They are involved in teaching, research or management of information technology in
education, and have a broad theoretical knowledge and practical experience of infor-
mation technology-assisted teaching. Participation in this study was voluntary and after
consulting the respondents, whose real names are not presented in the text (replaced by
codings), the basic information of the respondents is listed in Table 2.

3.2 Data Analysis

To ensure the authenticity of the data, the interviews were recorded throughout. After
the interviews were completed, the researcher transcribed the audio recordings into text
and analyzed them. First, the researcher repeatedly read the narratives of the speakers to
ensure that the information and details provided by each participant had not beenmissed.
The researcher then sorted through the participants’ statements and categorized them. In
this process, the focus was on the respondents’ perceptions of the digital transformation
of education and their vision of the future of education in this context.

At the same time, an analysis of relevant literature, including Chinese government
policy documents and articles published by scholars on education digital transformation
strategies, was used to sort out the government strategies on education digital trans-
formation in China. Data from respondents and documents were analyzed through the
development and application of codes, and the researchers categorized all new ideas rele-
vant to the study into themes. For example, the Opinions on Promoting the Development
of ‘Internet+ Education’ at the end of 2021, and the Ministry of Education included the
digital transformation of education as a key task in 2022, reflecting the high importance
attached to this change at the national level. Combining the above two aspects of textual
analysis, the conclusions of this paper are drawn.
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Table 2. Basic Information About the Interviewees

Serial number Coding Gender Identity Title Interview time

01 M01 Male Director of
MIS/educational
researcher

Professor 40 min

02 M02 Male dean/educational
researcher

Professor 20min

03 M03 Male dean/educational
researcher

Professor 30min

04 M04 Male educational
researcher

Professor 20min

05 M05 Male educational
researcher

Professor 40min

06 W01 Female educational
researcher

Professor 25min

07 M06 Male educational
researcher

Professor 30min

08 M07 Male Dean/educational
researcher

Professor 20min

09 M08 Male dean/educational
researcher

Professor 30min

10 M09 Male educational
researcher

Professor 30min

11 M10 Male educational
researcher

Professor 30min

12 M11 Male educational
researcher

Professor 20min

13 M12 Male dean/educational
researcher

Professor 30min

14 M13 Male educational
researcher

Professor 30min

15 M14 Male educational
researcher

Researcher 40min

16 M15 Male educational
researcher

Researcher 35min
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4 Findings

4.1 Understanding and Attitudes Towards of Metaverse

‘Metaverse’ is one of themajor emerging global buzzwords in 2021. The Oxford English
Dictionary defined it as ‘a virtual reality space inwhich users can interact with computer-
generated environments and other people’. Wikipedia defined ‘aMetaverse as a physical
reality that is convergent and physically persistent through virtual reality, a 3D virtual
space based on the future Internet with connectivity perception and sharing character-
istics’. Semantically, Metaverse refers to the creation of an immersive, virtual, invisi-
ble, immense, permanent, evolving, 24-hour-a-day online artificial electronic space that
enables a virtual mapped version of the human real world - one in which people in the
real world can break the boundaries of space and time and live in a variety of digital
avatars. in which people in the real world can break the boundaries of time and space
and live in a variety of digital forms, thus achieving a perfectly immersive experience
that transcends reality [6–7]. In reality, it is hoped that the "metaverse" can be created as
an artificial online virtual world (space) that is unconnected, parallel to and independent
of the real world through a variety of high-tech, internet, mobile communication and
specialized devices.

For educational researchers and practitioners, is the ‘metaverse’ a fleeting concept,
or is it a concept that has new implications for education? Scholars have different under-
standings. From the results of the interviews, respondents’ attitudes can be broadly
divided into two parts: one is positive towards the new concept and practice of ‘meta-
verse’, believing that ‘metaverse’ develops along with educational theory. Still, there is a
cautious attitude towards this new concept, believing that the use of the term ‘metaverse’
is inappropriate in terms of doctrine, that virtual space is not the main direction for the
future development of education and educational technology, and that the gap between
the virtual and the real is too wide and not fully interoperable. Here are some of the
responses from the participants, explaining briefly how they understand the concept of
‘metaverse’ and their attitude towards this new concept’.

‘Our attitude should be to unleash our imagination while embracing reality’.He also
added that, ‘metaverse is an ultimate goal of digital transformation in education, and the
changes it brings are to facilitate the reorganization of the entire educational ecology.’
(M01).

‘The vision of education is to create another virtual space, or a world that is a
combination of the real and the imaginary, touchable, recognizable and understandable.’
(M04).

There are also some scholars who believe that metaverse can be judged as a typical
research question, without drawing definite conclusions for the time being, and are
generally optimistic about moving forward.

‘Metaverse integrates the real world with the future world in depth, and modern
technology is moving so fast that as educational researchers we should take the initiative
to take up the challenges of new technologies in education.’ (M03).

In addition, a few scholars are still cautious about the concept of ‘metaverse’. It is
believed that the use of metaverse is theoretically inappropriate, as the original meaning
of metaverse refers to the virtual reality, while the current human knowledge of the
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universe is very limited, and it is impossible for humans to virtually predict and transcend
what they do not yet know, and it is impossible to transcend the universe. Therefore, we
should treat this thing seriously and calmly.

4.2 New Issues and Challenges in the Field of Education Brought About
by the Metaverse

There is a consensus that AI and Metaverse will deeply extend the space of human
life, expand human perception and enrich the human existence experience [8]. However,
the digital or virtual existence of human beings cannot replace modern existence, and
the Metaverse must also follow the legal and ethical bottom line. Is the Metaverse a
technological utopia, or is it the inevitable result of the development of information
technology? Researcher conducted in-depth interviews with the interviewees on the
theme of ‘What challenges does the Metaverse bring to education’, focusing on the
following questions.

Firstly, what are the effects of the Metaverse as a new technology and a new way
of practice on education nowadays? On a technological level, through the reshaping of
the economy and society to create a new world that approaches the infinite openness
of space. At the level of pedagogy, it can empower teaching methods in pedagogical
practice, help teachers and students engage in deep dialogue, and improve audiovisual
effects and provide students with the opportunity to subvert the experience [9].

Secondly, what new issues mightMetaverse bring to education? As a technology, the
development of Metaverse is still facing the following challenges: (1) Technology risk,
The technology related toMetaverse is still in its infancy, and technical limitations are the
biggest bottleneck for development; (2) market risk, the current software and hardware
ecology in the Metaverse track is not yet mature, whether the scenario application has
real market demand is still unknown; (3) policy risk, the free trading and decentralization
of the Metaverse (e.g. digital system, NFT trading, games), which faces risks in terms
of policy regulation.

Thirdly, what new issues does the Metaverse pose in the context of the educational
arena? One is the overlap between ‘digital identity’ and ‘value systems’. Digital identity
is the condensation of real identity information into a digital code, forming a public
secret key that can be queried and identified through the Internet and related devices,
while the value system is the superposition of the Metaverse own value system and the
real value system.

Forthly, there was the issue of addictiveness. Some interviewees felt that the problem
of addictiveness is more prominent in 3D immersion experiences as young students.The
last was the issue of humanistic interactivity. While educational technology opens up
possibilities for pedagogical innovation, it may also face the challenges, such as:

‘terminal friendliness, transmission capacity and computing power, modelling speed
for the cost of developing massive amounts of content, and security and corroboration.’
(M02).
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4.3 AI Poses New Requirements for Modern Education

AI is an all-round challenge for education, with a significant impact on talent training,
teachers’ teaching and students’ learning, as well as the reconfiguration of the entire
education system.

Firstly, AI + education places higher demands on talent development goals.
‘The judgment of a person’s knowledge is not about being talented or rich in learning,

but that talents in the AI era place more emphasis on creativity, communication skills,
cooperation skills, and the ability to empathize with society.’ (M06).

Secondly, AI is changing the teaching. AI + education places new demands on
teacher literacy. Rather than purely technological applications, AI + education uses
technological intelligence to make teaching a truly nurturing art. Teachers should not
only improve their ability to apply technology, but more importantly, innovate their
pedagogy and develop an awareness, philosophy and ability to match AI education.

‘The most important thing is that through big data analysis, using smart classrooms
and machine translation, to the right teacher, it also allows the teacher to match the
right student.’ (M07).

Thirdly, AI is transforming students’ learning. Human learning has to learn from
machine learning, butmore importantly, it has to go beyondmachine learning. It is impor-
tant to break away from rote learning and ‘fill the classroom’ approaches in teaching
and learning, and to engage students in hands-on participation and experience, moving
from ‘learning to use’ to ‘using to learn’.

4.4 Duplexing Empowerment Between Education (Research) and AI, Big Data
Technology

AI and big data technology will lead to the paradigm change of educational research.
Firstly, the technology of big data provides full sample data for educational research.
Secondly, big data technology provides polymorphism data for educational research.
Thirdly, big data technology provides theoretical basis for educational reform and imple-
mentation of practical activities. Fourthly, AI and computer simulation provide a lot of
support for complex educational experiment research.

AI technology is a huge boost to education. In turn, can education feed into AI
technology and drive the development of the technology? How does education feed back
the development of AI technology? Firstly, human learning mechanisms and skills in
the education process would be a huge boost to AI machine learning. Human learning is
not about the simplistic, mechanistic parameters of making models for a single category,
but has a plethora of mechanisms that inspire association. Secondly, the application
of human recognition mechanisms to machine learning systems would greatly reduce
energy consumption.

‘Most human target recognition originates from the human visual system. The human
visual system has only a very short consumption relative to a computer to enable the
construction of a computer system as a whole.’ (M10).
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4.5 Future Trends in Education in the Context of AI

In the context of AI, the future of education will mainly undergo relatively large changes
and transformations in two aspects: on the one hand, a large number of heavy and
mechanical human tasks will be replaced by machines, which will lead to changes in
educational values and goals; on the other hand, the means of educational scenarios,
which will lead to changes in the traditional form of education. Specifically, the future
of education is likely to see the following development trends.

Firstly, education will change from serving the known to serving the unknown. The
rapid development of network technology and AI, the rapid turnover of old and new
fields and industries, the future development has a strong uncertainty [10].

Secondly, the school form will transform from a temporal and spatial homogeneity
to a scattered step-by-step transformation. In the future, technologies such as big data,
AI and the Internet will break the existing temporal and spatial limitations of educa-
tion, make the analysis of educational content, data resource construction and individ-
ual learning data more three-dimensional and precise. Virtual simulation technology
and multimodal interactive technology will further compress space and time, making
educational situations more realistic and effective.

Thirdly, teaching and learning will shift from a predominantly manual to a collabora-
tive human-machine approach. In future education, not all those engaged in teachingwill
be teachers, and not necessarily full-time teachers, but there will be human-computer
collaboration and a fine division of labour. As an interviewees said:

‘I think that teachers as learning guides mainly carry out guidance on learning
methods, cultivate excellence and strengthen home-school communication, etc.’ (M07).

Finally, AI and Metaverse may change the research methods and paradigms in edu-
cation. Some researchers have suggested that, ‘science fiction can be used as a method
and tool for studying the future, pulling thinking about the future into the present, think-
ing about reality based on a vision of the future, and thus developing non-deterministic
ideas or theories about the possibilities of the future and the present.[11].

‘science fiction can be used as a method and tool for studying the future, drawing
on the narrative method of science fiction to intersect the two temporalities of the future
and the present, pulling thinking about the future into the present, thinking about reality
based on a vision of the future, and thus developing non-deterministic ideas or theories
about the possibilities of the future and the present.’ (M13).

4.6 How AI Will Drive the Future of Education

In the future, educationwill be graduallymoving froman industrialized education system
to an intelligent education system. How can artificial intelligence drive the future of
education? It can be summarized by three key words: personalization, diversification,
and human-computer cooperation. First of all, the future of education should realize
the organic combination of large-scale education and personalized training. Diversity
includes not only the educationmodel, the content of education, but also the interaction of
teaching and learning, especially the revolutionary restructuring of educational thinking.
Secondly, in terms of the evaluation system of education, a more flexible and diversified
teaching and evaluation integration system should be constructed. Thirdly, in the teaching
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process, human-machine cooperationmeans thatmachines and teachers collaborate with
each other to achieve a more efficient way of learning.For example, three interviewees
made the following statement:

‘What will the future of education be like? Different students learning different
content at different times and places to reach the highest level he can reach.’ (M06).

‘Education combined with artificial intelligence, in terms of the evaluation system of
education, should be a process of teaching and learning, a process in which the learning
ability and nature of each person is fully developed, without using a uniform evaluation
scale to evaluate it, but rather a process of teaching people to fish.’ (M11).

‘The class is a virtual reality class where students are brought in to wear a headset,
and the virtual human classroom allows all students who take the class to break the
space barrier, hundreds of people in a new, virtual, interactive environment have an
immersive experience.’ (M14).

5 Conclusions

The implementation of strategic initiatives on the digitization of education urgently
requires deepening theoretical research and increasing academic dialogue in related
fields. Through interviews with 16 experts from the field of educational information
technology, this paper has conducted in-depth discussions on topics such as Metaverse
and education ecological reconstruction, AI and future education development, big data
and education governance, and future education research paradigm change. These topics
involve research on issues that create a holistic, strategic and forward-looking future
educationdevelopment, and are important for dissecting education reformand innovation
and serving national education decision-making. The research results show that Most
of the scholars treat the Metaverse as research question to be explored, but do not draw
any definite conclusions for the time being, and generally take an optimistic attitude to
move forward.

The ‘Metaverse’ brings new problems to the development of education, and put
forward new requirements for modern education. It will extend the space of human
life, expand human perception and enrich the experience of human existence. However,
the digital or virtual survival of human beings cannot replace modern survival. This is
because the metaverse also has to follow the legal bottom line and the human ethical
bottom line.

AI is an all-round challenge for education, with major implications for talent devel-
opment, teachers’ teaching and students’ learning, and the reconfiguration of the entire
education system.In turn, education can feed into AI technology.

In the context of AI, the future of education will mainly change in two aspects:
Firstly, a large number of heavy mechanical human work is replaced by machines, so
that the value andobjectives of educationwill change; Secondly, themeans of educational
scenarios, so that the traditional form of education will change.

The duplexing empowerment between education research and new technology: the
rapid development of data science and AI technology have become the main object of
educational research and utilization. In turn, education feed into AI technology and drive
the development of the technology.
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Overall, the digitalisation strategy for higher education has become an important part
of China’s national development strategy. There is an urgent need to build an interdisci-
plinary research framework, analyse the impact of AI on learning, knowledge innovation
and teachers according to the demands of society on education in the era of AI, study the
role of AI in reconstructing the education ecosystem, and ultimately outline the blueprint
of future education reshaped by AI as a whole, so as to provide a basis for national policy
formulation in the areas of AI, ethics and education regulations. The study will provide
a basis for the formulation of national policies on AI, ethics and education regulations.
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Abstract. Children and adolescents with special health care needs require spe-
cialized pediatric care and, possibly someperiod of hospitalization in a tertiary care
center with high complexity. This work aims to help the treatment of this children
identifying well-being factors during the hospitalization and home care convales-
cence through game-based co-creationmethods. The explorative study follows the
qualitative and multimethod approach. In this paper, it is described the co-creation
procedure and the methodological proposal for children and adolescents.

Keywords: Children studies · Game-based learning · Co-creation · Complex
Health Conditions

1 Introduction

The term Adolescent Children with Special Health Care Needs (NANAS) was first
defined in the United States as “all those who have or are at risk of presenting a chronic
physical, developmental, behavioral, emotional illness and who also require increased
utilization of health services” [1]. Studies in developed countries show a prevalence of
NANAS between 13% and 19% [2–4]. This has meant an increase in the number of
children with chronic pathology, sometimes with lifelong disabilities, with increased
frailty and medical complexity [5, 6].

Among NANAS there is a small group characterized by the presence of severe and
widespread conditions that are defined as Complex Health Conditions (CHC) [7]. CHCs
are defined as children and adolescents with a duration of symptoms that can be expected
to exceed 12 months (barring death), involving different systems, but large enough
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to require specialized pediatric care and, possibly some period of hospitalization in a
tertiary care center [7, 8]. Examples include infants and adolescents with congenital or
acquired diseases, severe neurological conditionswith significant functional impairment,
or cancer patients or cancer survivors with ongoing disability [9].

The prevalence of CHC continues to increase due to reduced infant mortality, access
to new technologies, and improved social and health markers [10, 11]. Thirty years ago,
children with this condition did not survive. Today, however, they can be treated and
survived with fragile medical profiles and special care needs [9]. In the specific case of
cancer, 80% of affected European children survive to adulthood, but many of them need
ongoing medical follow-up to treat associated complications [12].

Although children with CHC represent less than 1%, their care needs are significant
and substantial [13, 14], representing a significant proportion of hospital disease [3]. This
is relatedmainly to the fact that there aremanyhospitalizations, a higher rate of admission
to intensive care units (ICU), more extended stays, a greater need for technological
assistance, and a greater need for services with a higher level of specialization [13, 15–
17]. In the study conducted byCliment et al. [18], it was possible to identify that themean
hospitalization of children admitted with CSC is usually 25 days. Besides, this is a group
of patients more susceptible to diseases such as infections, respiratory deterioration,
nutritional problems, and complications derived from technological support, which,
together with the possibility of exacerbation of their underlying disease, can lead to
frequent readmissions [13, 18, 19].

Child hospitalization is defined as a situation that places infants and adolescents in
a crisis’ situation [20]. During this process, they must face a new reality, in which they
depend on third personswho are strangers, lose their autonomy and privacy, experiencing
a possible dependence on health professionals, accepting special rules, as well as our
living habits for their feeding and of are [21]. In this sense, the experience of suffering
from non-nominal malingering is governed by the somatic manifestations kicked by
children and adolescents, however, social, cultural, and relational experiences [22].

Pediatric patients and suffering physical discomfort due to all that their disease
implies, the hospitalization process implies a loss of references about their daily life; it
can become a traumatic experience [23]. It implies a high rate of mental health problems,
as is the case of anxiety and depression [24, 25]. Specifically, depressionmay accompany
hospitalization because this situation requires the patient to face conflicts of dependence
and separation from family and friends [26]. Also, the pediatric patient must adapt to
health personnel and other patients, people who may be seen as intruders.

Feelings of anxiety and depression, pores and fears that often characterize child-
hood hospitalization, can cause significant behavioral alterations such as oppositional
behaviors, aggressiveness, lack of adherence to medication, sleep disorders, avoidance
responses, mutism, and attention deficits [26]. In general, the presence of mental health
problems, especially in children and adolescents hospitalized for medical or surgical
problems, as is the case of HCC, is associated with more admissions and worse thera-
peutic outcomes [26] and leads to worse pain management [25]. On the other hand, the
psychological state of the child and adolescent, determined by their habits, beliefs, and
behaviors, can condition the immune response and lead to the disease’s evolution.
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The increase of children and adolescents with CHC [18] demands a change of men-
tality in pediatric care planning programs, which must be focused on providing com-
prehensive, multidisciplinary, and coordinated care [18]. Health professionals must be
aware of the problems and uncertainties typical of the infant-juvenile hospitalization
process and their family environment to be able to offer and optimize global care of the
pediatric patient, thus promoting, in this way, excellence in infant-juvenile hospital care
[27].

Hospitalized children and adolescents need their family, play, extracurricular activi-
ties, guidance, and individualized attention for all their care to avoid developmental delay
and, as far as possible, to ensure an everyday life appropriate to their stage of development
[28, 29]. Adverse experiences during childhood are related to some painful health out-
comes in adulthood [30]. These circumstances justify the need to develop and implement
specific interventions to reduce the adverse effects of hospitalization, aimed at promoting
physical activity during their free time, providing emotional recovery, reducing school
deficiencies, cultivating children’s joy and their social relationships, attending to the for-
mation of the child’s character and will, achieving adaptation to hospitalization and the
situation of discomfort, reducing the adverse effects as a consequence of hospitalization
and in general, improving the quality of life of the hospitalized child and adolescent
[31, 32]. In this sense, play-based activities take on relevance. For this reason, in this
work, we aim to identify through game-based co-creation methods factors of well-being
during hospitalization and home convalescence in children and adolescents with CHC.
The aim of this study is to identify factors of well-being during hospitalization and home
convalescence in children and adolescents with Complex Health Conditions.

2 Research Methods

The following qualitative studywas designedwith an exploratory andmulti-method app-
roach: observational - co-creation spaces with pedagogical materials designed ad hoc
and selective - use of standardized tests. The sample included children and adolescents
with Complex Health Conditions, their families, and professionals participating in their
care. The sample included participants from multiple rural and urban provinces of Cat-
alonia, hospitalized or receiving convalescence care. The data was collected through the
organization of co-creation spaces with pedagogical materials designed for each group
on an ad hoc basis. Participants also completed standardized tests adapted to their age on
“Resilience”, “PsychologicalWell-being”, and “PositiveMental Health” before each co-
creation space. Analysis: Qualitative data was analyzed using the Diamond Technique
and MAXQDA program and quantitative data was analyzed using the non-parametric
Mann Whitney U test, establishing a type I error of 0.05 and the R Statistical Program.

3 Game Based Co-creation Proposal

Co-creation allows us “to offer the group an X-ray, as rigorous as possible, of its prob-
lems, but it also has to make all its members feel identified with them, that is, as a
consequence of the imitation of the results of the whole process […] it also involves a
recurrent and organized reflection, which allows people to clarify their needs” [33].

Co-creation is organized in three phases.
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1. In the first phase: situations are identified that generate benefits for the participants
(from the imagination of the future but considering their experiences) (Fig. 1).

2. In the second phase: the relationships among them are established (group catego-
rization)

3. In the third and last phase: the diamond strategy is used [34] (Fig. 2).

The procedure followed in co-creation is as follows: the session begins by presenting
an initial stimulating situation through the game, representing the first phase of co-
creation and how the conversation will be activated. Once the children have connected
with the activity, the session continues with the two remaining phases of co-creation:
establishing relationships and reflectingwith the community. The sessions are conducted
virtuallywith hospitalized and convalescent children (co-creation and questionnaire) and
their families (questionnaire).

The types of games are designed according to age, with symbolic play being chosen
for the age ranges 3 to 5 years and 6 to 8 years. The rules game is applied to the age range
of 9 to 12 years and the simulation games in the age range of 13 to 18 (adolescents).

Fig. 1. Games used in the first phase of co-creation.

Fig. 2. Diamond technique used in the third phase of co-creation with 3–5-year-old
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All participants in the co-creation spaces answer a test of resilience or positive
health-emotional state. The purpose is to be able to co-relate the results of the test with
different personal variables: age, gender, type of illness, context (hospital - home), being
a participant in a situation of illness or being a family member; and at the same time
to co-relate them with the results of the co-creation space (well-being factors). The co-
creation results are extracted with the diamond technique, and the results are analyzed
with the qualitative analysis program (MaxQDA). An interpretative analysis is also per-
formed to obtain the analytical evidence and factor orientation about the frequency and
concurrence of well-being factors (the concepts at the voltage of each factor - relational
maps/numbers) and their interpretation and triangulation. Besides, standardized tests
are performed to analyze the relationship between categorical quantitative variables and
discrete and continuous quantitative variables.

4 Conclusion

The experience of hospitalization and home convalescence is decisive in the adequate
evolution of patients and their family environment, and in the appearance of sequelae.
Hence, it is necessary to explore the perspective of these patients and their families to
identify indicators of well-being that can be utilized as reference to optimize the process
of hospitalization and home convalescence. This project presents the opportunity to
achieve bolder empowerment of health, growth, and development.
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Abstract. Nowadays, overwhelmed as people are by the amount of
information available, it becomes more and more difficult to build an ade-
quate cognitive process of knowledge building and discovery, on any one
knowledge domain. Therefore, having knowledge-building tools at dispo-
sition, especially in the age of schooling, is of great importance. Knowl-
edge building occurs by linking new concepts to already learned ones,
thus connecting concepts together by means of semantic links represent-
ing their relationship. To accomplish this task, most of learners use Con-
cept Maps, that is graphic tools, particularly suitable, to organize, repre-
sent and share knowledge. In fact, a Concept Map can explicitly express
the knowledge of a person or group, about a given domain of interest:
from primary school to university, and to professional/vocational train-
ing, Concept Maps can stimulate and unveil the occurrence of the so-
called meaningful learning, according to the Ausubel’s learning theory. In
this paper we investigate the use of a deep learning-based architecture,
called TransH, designed for Knowledge Graph Embedding, to support
the process of Concept Maps building. This approach has not been yet
investigated for this particular educational task. Some preliminary case
studies are discussed, confirming the potential of this approach.

Keywords: Knowledge Graph Embedding · Concept Maps ·
Meaningful Learning

1 Introduction

In recent years, digital innovation has undergone a very strong acceleration, due
both to the Covid-19 pandemic, and to the ever increasing amount of knowledge
available through the Network. The development of digital technologies is at
the basis of advancements in many fields of human activities and in particular
in Education [1,6,11,12,19]: using tools that allow to represent, build and share
knowledge is of fundamental importance in training and education fields. To this
aim, Concept Maps (CMs) are very powerful tools for representing and sharing
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one’s vision about a knowledge domain [21,23]. Consequently, CMs are widely
used and recommended in the educational field both for students and teach-
ers. On the one hand most of students use CMs at school to better represent
and share their learning process, while, on the other hand, teachers exploit the
potential of CMs to evaluate students’ skills. To learn meaningfully, individuals
must be able to connect the new information to relevant concepts and propo-
sitions they already possess: knowledge occurs through meaning processing. In
rote learning, on the other hand, the content is already defined in its meaning
and the learner has to imprint it in the mind only. In fact, graphical represen-
tations can help both teachers and learners: teachers can access/visualize the
learner’s state of knowledge, while learners can show her knowledge, as well as
being helped learning about a domain of which a knowledge representation is
given [2,21,22]. Consequently, concept mapping, i.e., the activity of drawing and
updating a CM, allows experts and non-experts to express, clarify and establish
their own understanding of how the knowledge is structured in a given Knowl-
edge Domain (KD). From a structural point of view, a CM can be considered a
Directed Acyclic Graph (DAG), where nodes depict concepts, and relationships
between couples of concepts are represented by edges (arcs) with their semantic
labels [9,10,18,25]. Moreover, a CM shows a hierarchical structure involving all
the elements of a KD: the key and secondary concepts, the links between them,
giving the possibility to follow and reconstruct the unfolding of reasoning: this
typical structure makes a CM a Knowledge Graph (KG), that is a useful and
valuable tool to support meaningful learning. In fact, KGs have emerged as an
effective way to integrate disparate data sources and model underlying relation-
ships for applications such as search and knowledge discovering and building.
A KG, also known as a semantic network, represents a network of real-world
entities, i.e., objects, events, situations, or concepts and shows the relationships
between them. This information is usually stored in a graph database and visu-
alized as a graph structure [14,15]. So, CMs are special kinds of KGs, based on
a DAG topological structure. In order to be automatically processed, CMs need
to be represented in such a way to be easily managed, and Knowledge Graph
Embedding (KGE) is that area of Deep Learning that deals with representing
KGs, such as CMs, through embeddings i.e., through vectors of real numbers in
an n-dimensional space [8]. In this paper we present an engine based on KGE,
designed and implemented to help students build knowledge, that is, connect
concepts to each other, as in the case of the CM building activity. Our main
goal is to investigate the feasibility of using a KGE engine to build a system
to help students build CMs. In practice, we use the deep learning TransH KGE
architecture by [17] training a deep neural network in a supervised way: at run-
time, given two concepts, the system suggests a semantic relationship between
them. This approach could be useful to develop help systems for students with
special needs, where the phase of connecting concepts could be a hard process
[4]. So, the research question of this paper is the following:
RQ: Is the KGE-based engine able to help students in their CM building activity?
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To verify the RQ, we propose two case studies, for a first system qualitative
evaluation.

This work is organized as follows. Section 2 briefly introduces some important
works on Knowledge Building systems and CMs. Section 3 shows the architecture
and the workflow of the system. In Sect. 4 two case studies are discussed for a
first qualitative evaluation of the system, together with the final discussion of
the RQ. In Sect. 5, some conclusions are drawn.

2 Related Work

In this section we give a brief background both on CMs and on KGE.

2.1 Concept Maps

CMs were first theorized by Novak [21,23,24] and later developed with Gowin
and Johansen [23], as a novel strategy to help students learn and represent the
meanings of scientific concepts. In particular, CMs are based on some important
pedagogical theories such as Cognitive Constructivism, Meaningful Learning, on
the role of Prior Knowledge [3], on Learning by Experience, Scaffolding [7]. In
Fig. 1, an example of a CM is shown, where the KD is Water : the main concept
is represented in the highest node while the relationships between couples of
concepts can be represented both by lines (reading from the top to the bottom)
or by arrows (as in the case of cross-links). Moreover, each semantic connection
is labelled with the type of the corresponding relationship. The basic unit of
a generic CM is the triple T ≡ {head, link, tail}, where head is the starting
concept, link is the semantic relationship, and tail is the second concept.

The literature proposes many cloud-based web platforms that allow people
to build and share CMs by visual drag and drop techniques.

The Graphed system, proposed by Ionas and Geana [16] allows users to build
CMs through a visual environment on the web. The characteristic of this plat-
form is to have the availability of a set of standard relationships between concepts
the user can choose from to build her own CM. Moreover, a CM can be shared
among multiple users1. This standard set of relationships is used by our system
as a links dictionary (explained in detail in the next section).

Another web and also stand-alone platform is Cmaptools [9]. It is a web
platform which helps users build, navigate, share and criticize knowledge models
represented as CMs. This platform allows users to build CMs in their local
machine, share them on servers anywhere on the Net. Moreover, users can link
their CMs to other CMs stored on distributed servers and automatically create
web pages showing their CMs. Finally, users can search in the web for information
relevant to a CM2.

1 https://graphed.igiresearch.com.
2 https://cmap.ihmc.us/cmaptools/.

https://graphed.igiresearch.com
https://cmap.ihmc.us/cmaptools/
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Fig. 1. A CM representing the Water KD.

2.2 Knowledge Graph Embedding

By means of KGE, a KG is embedded into a low-dimensional continuous vec-
tor space while certain properties of it are preserved [5]. In recent years, many
knowledge embedding methods have been developed, usually including the fol-
lowing three approaches: KGE models with only symbolic triplets, Embedding
with Textual Information models, and Embedding with Category Information
models [13]. In our context the first approach only is used, because in the CMs
context, we use a limited set of relationships between concepts. However, at
our knowledge, the use of KGE for CMs has not been proposed yet. Here we
present some similar approaches based on deep learning and in particular on
graph embedding applied to KGs.

In [20], the authors propose a system based on a deep learning approach for
measuring CMs similarity. They use two sentence embedding technique: Infersent
and Universal. All the two CMs triples T , are first embedded by the sentence
embedding engine and after compared among them to compute a similarity mea-
sure. This approach has been validated by a group of teachers with positive
results. Our system uses a deep learning approach as well, but for helping stu-
dents build their own CMs.

In [13], the authors propose a Knowledge Graph Embedding with Concepts
model that embeds entities and concepts of entities jointly into a semantic space.
Their embedding model performs concept space projection for KGE, where the
loss vector of a triplet T is projected onto a concept subspace as a hyperplane that
represents the concept relevance between entities. They evaluate with positive
results their approach on several benchmark datasets, showing the goodness of
their choices. Differently from us, they add other information to the triplets,
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such as textual and concepts information. Our approach takes into account the
triplets only, in order to help students: no other information is needed, because
our set of relationships is limited to the one proposed by the graphed system.

3 The System

Currently, the system is in its early stage of development and we experimented
its engine only. However, we designed its architecture with its general modes of
operation. The main goal of the system is to help students build their knowledge
on a particular KD, according to the Ausubel’s learning theory.

3.1 The Architecture

The system consists of two main layers: The Graphic User Interface (GUI) and
the Engine, as shown in Fig. 2.

Fig. 2. The architecture of the system.

The GUI is the module by which the user, i.e., the student, interacts with
the system. By this module, she can select two concepts, from the CM she has to
build, and proposes a semantic link between them choosing the link lu or from a
predefined list of suggested links or directly input by her. Then she can compare
her choice with the one proposed by the system.

The Engine is activated by the GUI. It receives in input the student triple
Tu. After that, the Link Prediction module processes the couple (hu, tu) pro-
ducing the correct link ls. The Links Comparison module compares lu with ls,
communicating the difference to the GUI.

The Link Dictionary is a collection of predefined semantic links taken by the
graphed platform (see Sect. 2) [16], where a set of standard predefined semantic
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connections are proposed. In our system, the dictionary can be enriched by
adding new relationships by the student or by the teacher, to be used for future
sessions.

3.2 The System at Work

The overall system’s workflow is depicted in Fig. 3. A student has to build a
new CM on a specific KD and has some problems to connect the concepts A and
D, as shown in Fig. 4a).

So, through the GUI, the student selects the two concepts (A,D) to be con-
nected and proposes the semantic connection or link Ru, selected from the Links
Dictionary or inserted as a new one. The Result View module sends the triple
Tu ≡ {A,Ru,D} to the Link Prediction Module which processes the triple Tu

through its neural engine. Consequently it produces the suggested semantic con-
nection Rs.

Finally, the Links Comparison module compares the user link Ru Vs. the
system link Rs, evaluating their difference and acting as follows:

Fig. 3. The UML sequence diagram of the system workflow.
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Fig. 4. Abstract CM with missing link between A and D (a) and with link (b)

– if Rs = Ru => the engine will communicate to the GUI a success message;
– if Rs �= Ru => the engine will communicate to the GUI an error message

together with the right connection.

The result is showed in Fig. 4b.
If the user is not satisfied by the system suggestion can add her own link,

enriching in this way the Link Dictionary.

4 Case Studies

In this section we show two case studies. As the KD we use the Natural Science
domain and in particular the Solar System. The first case study shows a sim-
ple suggestion to connect two given concepts. The second case study shows an
example on how the system can help for meaningful learning.

4.1 First Case Study

The student is asked to complete the CM shown in Fig. 5. Following the workflow
shown in the previous section, we have:

1. CM preparation. In this step, the teacher prepares a set of those concepts
composing the CM, that is: CM ≡ {C1, C2 . . . Cn};

2. TransH model training : for this first experiment we prepared a dataset com-
posed of 137 training records in the form of the triples T ≡ {h, l, t}. However
it can be extended later;

3. Input. Here the user is asked to select, through the system GUI, for each
couple of concepts, the right relationship;

4. The System Answer. The system will suggest its relationship between the two
concepts;

5. Links Library Updating. In the case of a new relationship, the student or
the teacher can update the Links Dictionary by adding it. Consequently, the
TransH model will be updated.
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Fig. 5. The CM with two entities and without a link between them.

As shown in Fig. 5, the student has to accomplish the task to choose the right
relationship between the two concepts solar system and milky way. The system
shows the list of the pre-defined links, stored in the links dictionary, allowing the
student for selecting one of them. Meanwhile the two concepts are given in input
to the neural model, obtaining in output the ranked list shown in Tab. 1. The
student has two possibilities: to propose the right relationship without taking
into account the suggested ranked list or to choose the relationship directly from
the ranked suggested list. In the first case, her choice is compared to those ones
proposed by the system. If the student is not satisfied by the system suggestion,
she can add her relationship into the Links Dictionary.

Table 1. The ranked list proposed by the system to connect the two concepts (Solar
System) and (Milky Way).

head relation tail score result link direction link type

solar system is included in milky way 8.555538 −1 inclusion

solar system generates milky way 0.823429 1 action

solar system has type milky way 0.820323 1 characteristic

solar system composed of milky way 0.389552 1 inclusion

As shown in Table 1, the system suggests not only the relationship but also
its direction:

– link direction = “1” means that the relation has direction from head to tail
(parent to child);

– link direction = “0” means that the relation is bi-directional (sibling to sib-
ling);

– link direction = “−1” means that the relation has direction from tail to head
(child to parent).
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Fig. 6. The CM completed with the suggested relationship.

In this case, the suggested link direction is d = −1, that is a link from the tail
(Milky Way) to the head (Solar System). So, from the empty CM of Fig. 5 we
have the one shown in Fig. 6.

4.2 Second Case Study

This case study is useful to better highlight the power of the help system to
enhance meaningful learning. Let us suppose that the student inserts the two
concepts Solar System and Mars as the input couple of concepts. Then, the
system will respond with the ranked relationships shown in Table 2.

Table 2. The ranked list prompted by the system as the answer to the Solar System
and Mars concepts.

head relation tail score result link direction link type

solar system includes mars 8.25749 1 inclusion

solar system generates mars 0.823429 1 action

solar system composed of mars 0.383369 1 inclusion

solar system is included in mars 0.334567 1 characteristic

solar system has type mars 0.219367 −1 characteristic

We notice how the model finds out a relation between the two given con-
cepts, generalizing in such a way what learned during the training step where
this relationships did not belong to the training dataset, as shown in Fig. 7. This
case allows us to conclude that the system, is able to suggest new and unex-
pected links between concepts having the same semantic relationship (in this
case <includes>), but not present in the initial Links Dictionary. It is worth of
noting that this relationship has not been inserted directly into the Links Dic-
tionary but it is the result of the neural engine inference. This result reinforces
the meaningful learning process since it helps students for the connection of new
knowledge to prior knowledge, according to Ausubel’s theory.
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Fig. 7. The CM completed with the connection (in dashed line) between Solar System
and Mars, a link not belonging to the initial Links Dictionary but inferred by the neural
model.

4.3 Discussion

The system has not been implemented in all its parts, but we verified its effective-
ness simulating two important case studies. The first one showed that a student
can be helped through the hints provided by the system, at the time when he
or she should have some difficulty to find out the right link. In the second case
study, the simulation showed the capability of the system of supporting mean-
ingful learning: new relationships can be suggested between concepts that were
not expected when training the neural model. We can conclude, from this qual-
itative evaluation, that our RQ is satisfied: the system has a good potential to
support the CM building process.

5 Conclusions and Future Work

In this paper we have presented a system, in its initial stage of development,
to help students construct concept maps. The system is based on a deep learn-
ing architecture called TransH which is used to perform the Knowledge Graph
Embedding operation. This makes it much easier to process computationally and
semantically organized knowledge bases such as concept maps. Through two case
studies we have illustrated the potential of this approach which is able to sug-
gest connections between concepts and new connections to the student thereby
enhancing meaningful learning. As a future development we plan to implement
all functional blocks and carry out a strong experimentation with students and
teachers.
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12. Gomede, E., Gaffo, F., Briganó, G., De Barros, R., De Souza Mendes, L.: Appli-
cation of computational intelligence to improve education in smart cities. Sensors
18(1), 267 (2018)

13. Guan, N., Song, D., Liao, L.: Knowledge graph embedding with concepts. Knowl.-
Based Syst. 164, 38–44 (2019)

14. Gutierrez, C., Sequeda, J.F.: Knowledge graphs. Commun. ACM 64(3), 96–104
(2021)

15. Hogan, A., et al.: Knowledge graphs. ACM Comput. Surv. 54(4), 1–37 (2021)
16. Ionas, I.G., Geana, M.V.: A web-based concept mapping application for instruc-

tion and research. In: The Seventh International Conference on Higher Education
Advances, pp. 563–570 (2021)

17. Ji, G., He, S., Xu, L., Liu, K., Zhao, J.: Knowledge graph embedding via dynamic
mapping matrix. In: Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing, vol. 1: Long papers, pp. 687–696 (2015)

18. Limongelli, C., Marani, A., Sciarrone, F., Temperini, M.: Measuring the similarity
of concept maps according to pedagogical criteria. IEEE Access 10, 27655–27669
(2022)

19. Liu, D., Huang, R., Wosinski, M.: Development of smart cities: educational per-
spective. In: Smart Learning in Smart Cities. LNET, pp. 3–14. Springer, Singapore
(2017). https://doi.org/10.1007/978-981-10-4343-7 1

https://doi.org/10.1007/978-3-030-86618-1_12
https://doi.org/10.1007/978-3-030-86618-1_12
https://doi.org/10.1007/978-3-540-39984-1_27
https://doi.org/10.1007/978-3-540-39984-1_27
https://doi.org/10.1109/ITHET46829.2019.8937376
https://doi.org/10.1109/ITHET46829.2019.8937376
https://doi.org/10.1007/978-3-030-80421-3_38
https://doi.org/10.1007/978-3-030-80421-3_38
https://doi.org/10.1007/978-981-10-4343-7_1


332 F. Pes et al.

20. Montanaro, A., Sciarrone, F., Temperini, M.: A deep learning approach to concept
maps similarity. In: The 26rd International Conference Information Visualisation
(IV), p. In Press (2022)

21. Novak, J.: The importance of conceptual schemes for teaching science. Sci. Teach.
31(6), 10–13 (1964)

22. Novak, J.: Meaningful learning: The essential factor for conceptual change in lim-
ited or inappropriate propositional hierarchies leading to empowerment of learners.
Sci. Educ. 5(86), 548–571 (2002)

23. Novak, J., Gowin, D., Johansen, G.: Meaningful learning: the essential factor for
conceptual change in limited or inappropriate propositional hierarchies leading to
empowerment of learners. Sci. Educ. 5(67), 625–645 (1983)

24. Novak, J.D.: Learning How to Learn. Cambridge University Press, Cambridge
(1984)

25. Sciarrone, F.: Machine learning and learning analytics: Integrating data with learn-
ing. In: 2018 17th International Conference on Information Technology Based
Higher Education and Training (ITHET), pp. 1–5 (2018). https://doi.org/10.1109/
ITHET.2018.8424780

https://doi.org/10.1109/ITHET.2018.8424780
https://doi.org/10.1109/ITHET.2018.8424780


Flexible Heuristics for Supporting
Recommendations Within an AI Platform

Aimed at Non-expert Users

Andrea Vázquez-Ingelmo1(B) , Alicia García-Holgado1 ,
Francisco José García-Peñalvo1 , Esther Andrés-Fraile1, Pablo Pérez-Sánchez2 ,
Pablo Antúnez-Muiños3 , Antonio Sánchez-Puente4 , Víctor Vicente-Palacios5 ,
Pedro Ignacio Dorado-Díaz2 , Ignacio Cruz-González3 , and Pedro Luis Sánchez3

1 GRIAL Research Group, Computer Science Department, Universidad de Salamanca,
Salamanca, Spain

{andreavazquez,aliciagh,esther.andres}@usal.es
2 Biomedical Research Institute of Salamanca (IBSAL), Salamanca, Spain

3 University Hospital of Salamanca, CIBERCV and Biomedical Research Institute of
Salamanca (IBSAL), Salamanca, Spain

pedrolsanchez@me.com
4 University Hospital of Salamanca and CIBERCV, Salamanca, Spain

5 Philips Ibérica, Madrid, Spain

Abstract. The use of Machine Learning (ML) to resolve complex tasks has
become popular in several contexts. While these approaches are very effective
and have many related benefits, they are still very tricky for the general audi-
ence. In this sense, expert knowledge is crucial to apply ML algorithms properly
and to avoid potential issues. However, in some situations, it is not possible to
rely on experts to guide the development of ML pipelines. To tackle this issue,
we present an approach to provide customized heuristics and recommendations
through a graphical platform to build ML pipelines, namely KoopaML, focused
on the medical domain. With this approach, we aim not only at providing an easy
way to apply ML for non-expert users, but also at providing a learning experience
for them to understand how these methods work.

Keywords: Information system ·Medical data management ·Medical imaging
management · Artificial Intelligence · Health platform · HCI

1 Introduction

Machine Learning (ML) has become a powerful method to tackle complex problems
in different contexts. These algorithms ease the analysis of great quantities of data to
discover hidden patterns, reach new insights, and even predict events.

Some data-intensive contexts, like the health domain, benefit from developing
ML pipelines for their data, to support time- and resource- consuming tasks, such as
diagnoses, disease detection, segmentation, assessment of organ functions, etc. [1–3].
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However, applying these algorithms is not straightforward. There are some algo-
rithms that work better under some specific circumstances, or with datasets that have
certain characteristics [4–8]. Otherwise, if ML algorithms are applied without under-
standing the process, the outputs of the trained models could lead to wrong conclusions,
discrimination, and other hazardous issues [9–11].

While health professionals have a deep understanding of the input data, they could
lack skills related to theoretical and practical foundations of ML. In this context, it
is necessary to provide novice, lay, and non-expert users with tools that alleviate the
learning curve of ML. This way, non-expert users can benefit from the application of
ML without risking the quality of their models.

In this work, we present an approach to customize heuristics and recommendations
for assisting novice users in the development ofMLpipelines. This approach is integrated
in a graphical platform (KoopaML) [12] that allow the instantiation and design of ML
pipelines through visual means.

The goal of integrating the management of heuristics in KoopaML is to assist users
in the development of their pipelines while providing a learning experience related to
the suitability of certain algorithms given the input data, or the problem to solve.

The rest of this paper is structured as follows. Section 2 provides an overview of
KoopaML’s architecture. Section 3 describes the heuristicsmanagementmodule. Finally,
Sect. 4 discusses the approach and presents the conclusions of this work.

2 Architecture

Due to the constant improvement and evolution of ML approaches, it is necessary to
rely on a flexible architecture. For this reason, KoopaML is based on different modules
that communicate with each other through data streams [12].

These modules include the user management, the pipelines management, the tasks
management, and the heuristics management.

Particularly, the heuristics management module is in charge of providing an interface
for designing heuristics in the form of decision trees. These heuristics sets are stored
persistently and can be interchanged to apply different sets of heuristics depending on
the problem.

The defined heuristics are then used by the pipelines management module to yield
recommendations given the current state of the workspace, as will be detailed in the next
section.

3 Heuristics Management

As introduced in the previous section, the heuristics management module of KoopaML
provides functionality to create, modify, delete, and apply different rules to obtain useful
recommendations for novice users while designing ML pipelines.
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Figure 1 shows the main interface for this module, where a list of the available
heuristics of the system is displayed. Each available set of heuristics can be modified
and deleted at any time, as well as marked as default (so it is applied to every new
pipeline).

Fig. 1. Available heuristics interface. Contents in Spanish.

Fig. 2. Definition of a new heuristic. The interface is composed by a text field in which the
heuristics are codified (left) and a canvas that shows the generated tree from the DSL (right).

The Domain Specific Language (DSL) provided by the flowchart.js (https://github.
com/adrai/flowchart.js) library is then employed to define the rules and conditions of the
heuristic’s decision tree (Fig. 2). This library allows textual and graphical representation
of flow charts, which provides a fine-grained manipulation of heuristics and rule-based
recommendation.

https://github.com/adrai/flowchart.js
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The heuristics are then processed in the backend to restructure them as a nested
dictionary that can be easily traversed programmatically. This dictionary is stored and
finally employed by the workspace to yield the recommendations.

After defining the heuristics and starting a new project, the process carried out in the
workspace is as follows:

1. Every time the workspace is initialized or modified, a request is sent to the backend
containing the current state of the workspace (number and type of the nodes, dataset
characteristics, etc.)
2. The backend retrieves the default heuristic and goes through the dictionary using the
current state. In this step, each condition is read and applied using the available data
from the workspace.
3. Whenever a condition reaches a leaf node, the process is stopped, and the
recommendation is sent back to the client.
4. The interface shows the text obtained after applying the rules of the heuristic.

This process is displayed in Figs. 4 and 5. In Fig. 4, the workspace is empty, so a
non-expert user could have some difficulties knowing where to start. In this case, the
default heuristic guides the user and recommends them to insert a “Data import” node
to upload their data.

Once the requested nodehas been included, the process described above is fired again,
but, as the state of the workspace has changed and now it includes a “Data import” node,
the recommendation text differs from Fig. 3. At this point, the system recommends the
user to add a node to deal with missing data before training any model (Fig. 4).

Fig. 3. Recommendation yielded in an empty workspace: “Insert the first node «Data import»
and select the data file that you want to use”. Contents in Spanish.
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Fig. 4. Recommendation yielded after including a “Data import” node: “Insert the node «Fill
missing values»”. Contents in Spanish.

4 Discussion and Conclusions

This work presents a flexible approach based on heuristics for guiding non-expert users
in the development of ML pipelines without the necessity of having programming skills.

The heuristics can be dynamically defined through a graphical interface using a
DSL, which enables the possibility of evolving the rules based on new evidence, or even
applying different sets of rules depending on the type of user.

Using tangible heuristics has been pointed out in previous works. Some authors, for
example, have noticed that heuristics can lead to greater insights and greater engagement
of the users in the process of applying ML [13, 14]. In addition, some works remark
the importance of using human-readable rules when selecting AI algorithms in certain
contexts [15].

Another potential benefit of using these kinds of recommendations in KoopaML is
the educational experience offered to the users, which can learn from the heuristics and
trace the explanations related to the recommendations yielded by the system, providing
more transparency to the recommendation process.

Future research will involve the evaluation of the heuristics management module
and their usefulness with non-expert users.

Acknowledgements. This research was partially funded by Ministry of Science and Inno-
vation through the AVisSA project grant number (PID2020-118345RB-I00). This work was
also supported by national (PI14/00695, PIE14/00066, PI17/00145, DTS19/00098, PI19/00658,
PI19/00656 Institute of Health Carlos III, Spanish Ministry of Economy and Competitiveness
and co-funded by ERDF/ESF, “Investing in your future”) and community (GRS 2033/A/19, GRS
2030/A/19, GRS 2031/A/19, GRS 2032/A/19, SACYL, Junta Castilla y León) competitive grants.



338 A. Vázquez-Ingelmo et al.

References

1. Litjens, G., et al.: A survey on deep learning in medical image analysis. Med. Image Anal.
42, 60–88 (2017)

2. González Izard, S., Sánchez Torres, R., Alonso Plaza, Ó., Juanes Méndez, J.A., García-
Peñalvo, F.J.: Nextmed:Automatic Imaging Segmentation, 3DReconstruction, and 3DModel
Visualization PlatformUsingAugmented andVirtual Reality. Sensors (Basel) 20, 2962 (2020)

3. Izard, S.G., Juanes, J.A., García Peñalvo, F.J., Estella, J.M.G., Ledesma, M.J.S., Ruisoto,
P.: Virtual reality as an educational and training tool for medicine. J. Med. Syst. 42(3), 1–5
(2018). https://doi.org/10.1007/s10916-018-0900-2

4. Rivolli, A., Garcia, L.P.F., Soares, C., Vanschoren, J., de Carvalho, A.C.P.L.F.: Meta-features
for meta-learning. Knowledge-Based Systems 240, 108101 (2022)

5. Vanschoren, J.: Meta-learning. Automated machine learning, pp. 35–61. Springer, Cham
(2019)

6. Taratukhin, O.,Muravyov, S.:Meta-learning based feature selection for clustering. In: IDEAL
2021: Intelligent Data Engineering and Automated Learning – IDEAL 2021, pp. 548-559.
Springer International Publishing (Year)
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Abstract. Grammar instruction has long been an important task in foreign lan-
guage teaching to foster students’ grammatical competence. However, in terms of
sentence grammar, the current grammar instruction gives preference to teaching
the usage of certain syntactic patterns, while ignoring the clause-complex-level
grammar that governs clause combing.As a result, studentsmay encounter difficul-
tieswhen organizing several clauses into a clause complex, and thus fail to produce
long sentence of high quality. To unveil the issue, this study proposed a classi-
fication system for grammatical clause-combining strategies under the Clause
Complex Theory, and explored how Chinese EFL learners master four subtypes
of grammatical strategies based on the CLEC corpus. The error analysis reveals
that unfamiliarity of the strategies and the negative transfer of mother language
are two main reasons for the misuses of grammatical clause-combining strategies.
Hence, a systematic grammar instruction on the clause complex level is called for,
so as to improve Chinese EFL learners’ ability to write structurally-correct clause
complexes.

Keywords: Grammatical strategies · Clause complex · Chinese EFL Learners

1 Introduction

Clause complex, a notion first introduced by Halliday, is defined to be a grammatical
construction consisting of two or more clauses. As for how the clauses are related to each
other, Halliday proposed that two basic systems play a role: the taxis system describes the
interdependency between clauses and the logico-semantic system describes the logico-
semantic relations between them [1]. Such a proposal, however, roots in the functional
nature of Halliday’s theory, and thus gives few insights into the formal or structural
aspects of clause combining.

Unlike Halliday, Song takes a formal and structural perspective and put forward the
Clause Complex Theory [2]. Under the theory, three mechanisms contribute to clause
combining, including component sharing, lexical reference and logic-semantic relation-
ship.Being the focus of the theory, the component sharingmechanismare carefully inves-
tigated in both Chinese and English corpus. It is found that although Chinese and English
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share common component-sharing patterns, they have different pattern distributions and
may adopt different grammatical strategies to realize each pattern.

The findings under the Clause Complex Theory give a new insight for the grammar
instruction in second language acquisition. By far, most grammar instruction takes a
traditional grammar perspective and focus on teaching certain syntactic patterns, such as
relative clauses, expletive constructions, conditional clauses, etc. [3]. Although grammar
instruction of this kind does help students produce correct sentences with no more than
two clauses, they may perform poorly in constructing longer sentences made up of
several clauses.

This paper proposed grammar instruction on clause complex level. A classification
system for grammatical clause-combining strategies is put forward.Meanwhile, Chinese
EFL students’ mastery of these strategies will be investigated with error analysis on the
CLEC corpus. The results are expected to reveal the importance of grammar instruction
of clause-combing strategies for Chinese EFL students.

2 Clause Complex Theory

Clause Complex Theory defines a clause complex to be a combination of NT clauses
through component sharing, lexical reference and logic-semantic relationship [2]. In
terms of NT clause, it refers to a clause composed of a naming and a telling, with the
naming defined as a referential component occupying a position at the beginning of a
clause and the telling as the component that predicates or explains the naming. A clause
complex may apply three mechanisms simultaneously to combine clauses, or may use
just one of the mechanisms. Example 1 presents a clause complex that applies all the
three mechanisms. It should be noted that all the examples in Sect. 2 and Sect. 3 are
chosen from the Wall Street Journal corpus of the Penn Treebank.

Example 1: 
She gives the Artist a sense of purpose, 

but also alerts him to the serious inadequacy of his vagrant life. 

The clause complex in Example 1 consists of two clauses. Firstly, the clause complex
utilizes the component sharingmechanism by combining the two clauses with the shared
pronoun “She”. Secondly, the noun “the Artist” is reproduced as “him” and “his” in the
second clause, which is a mechanism to combine the clauses by referential relation-
ship. Thirdly, the conjunction “but also” connects the two clauses that hold progressive
relationship.

3 A Classification of Grammatical Strategies for Clause Combining

Among the three mechanisms mentioned above, the component sharing mechanism and
the lexical reference mechanism rely on the structural or formal connections between
clauses, while the logic-semantic relationship relies more on semantic relations. This
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paper is concerned with the former two mechanisms and refer to both of them as gram-
matical mechanisms. Meanwhile, based on the previous corpus annotation [4], spe-
cific strategies under each grammatical mechanism could be summarized, and they are
classified and shown in Fig. 1.

Fig. 1. A classification system for grammatical strategies for clause combining.

From Fig. 1, it can be seen that there are two major grammatical strategies for clause
combining. Strategies under the component sharing mechanism fall into the category
of structural strategies, while those under the lexical reference mechanism fall into
the category of lexical strategies. Based on the position of the shared component, the
structural strategies can be classified into naming sharing, whose shared component is
at the beginning of a clause, and non-naming sharing, whose shared component is in the
middle or final position. Example 1 presents an instance of naming sharing, since the
shared component “She” locates at the beginning of a clause. Meanwhile, as the naming
“She” is nominal in syntactic nature, this instance is an example of non-clausal naming
sharing. The following examples show other types of structural strategies.

Example 2 is an instance of clausal naming sharing, which is adopted when a telling
shares a clause or a series of clauses as its naming. In this example, the last line of the
clause complex is a non-finite clause and a telling for the clausal naming; the clausal
naming is a combination of three constituents, namely “Leon J. Level”, “F. Warren
McFarlan” and “were elected directors”. Apart from non-finite clauses, relative clauses
introduced by the relativeword “which” or an appositive could also take a clausal naming.
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Example 2: Clausal Naming Sharing 
[Leon J. Level,  

       vice president of this computer services concern, 
and F. Warren McFarlan, 

|                                 a professor at Harvard University,]  

were elected directors, 
increasing board membership to nine.  

Example 3 is an instance of direct non-naming sharing andExample 4 is an instance of
indirect non-naming sharing. These two strategies are subtypes of non-naming sharing,
since the shared components do not appear at the beginning of a clause. However, they
are also different since they share the components in different ways. In Example 3, the
marks “ +” in the second and third line suggest a direct non-naming sharing. As can be
seen from the example, the shared component of this instance is in themiddle of a clause.
Meanwhile, by being direct, it means that the omitted constituent can be supplemented
by simply copying expressions appearing previously. Unlike Example 3, the instance
in Example 4 is an indirect non-naming sharing, since the elided information following
“why” cannot be supplemented by simple copy. Meanwhile, it is worth noting that the
supplement of omitted information for this case involves some internal indeterminacy,
since the number of the book being described may be one or two. Hence, there are two
possible resolutions for the wh-clause.

Example 3: Direct Non-Naming Sharing
Delivery of the first aircraft is set for early November,
++++++++ a second+++++++++ for December 

and++++++++ two +++++++++ for April 1990. 

Example 4: Indirect Non-Naming Sharing 
Briefly describe one or two books  

        |                             that you have read in the last year  
|                             that have most affected you  

and explain why <the book/books has/have most affected you>. 

As for the lexical strategies, there are two subtypes, including nominal-antecedent
anaphora and non-nominal-antecedent anaphora. The distinction is made based on the
syntactic nature of antecedents; the former represents an anaphoric strategy which takes
a noun phrase as its antecedent while the latter represents an anaphoric strategy which
takes an antecedent of clausal nature. Examples of lexical strategies are shown as follows.

Example 5: Nominal Antecedent Anaphora
There are many successful schools scattered throughout this nation,
some of them in the poorest of ghettos,
and they are all sending us the same message.

Example 6: Non-Nominal Antecedent Anaphora
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I told him to make Mitchell reach for everything,
and that’s what we did.

In Example 5, the pronouns in both the second and third line of refer to the noun
phrase “many successful schools” on the first line. In Example 6, the pronoun “that” on
the second line is also referential, while it refers to a clausal antecedent in the first line,
namely “to make Mitchell reach for everything”.

4 Chinese EFL Learners’ Misuses of Grammatical Strategies
for Clause Combing

Ideally, Chinese EFL learners should be instructed to apply the above-mentioned strate-
gies to produce English clause complexes in appropriate ways. However, the truth is
that a systematic instruction of clause-complex-level grammar has long been ignored
in foreign language teaching. As a result, students will undoubtedly make mistakes
when producing clause complexes, for example, choosing wrong grammatical strate-
gies or using certain grammatical strategies in improper ways. This section will present
and analyze Chinese EFL learners’ misuses of these clause-complex-level grammatical
strategies, with an aim to gain more attention for the issue.

A case study method is adopted for analyzing Chinese EFL learners’ misuses of four
infrequently-discussed grammatical strategies, including three subtypes of component
sharing strategies and one subtype of lexical reference strategies. All the error cases are
withdrawn from the Chinese Learner English Corpus (CLEC corpus) [5]. The CLEC
corpus has a scale of over one million words and cover essays of Chinese EFL learners
of different levels, including middle school students, non-English-major students and
English-major students. Each essay is tagged with various kinds of linguistic errors, but
no special tags are designed for the clause-complex-level errors. Hence, the software
AntConc is used for the effective searching of targeted error cases. It should bementioned
that the error tags in the CLEC corpus will be deleted in all the examples shown below.

4.1 Misuses of Clausal Naming Sharing

This section chooses cases of sentential relative clauses, one of the grammatical
constructions taking clausal namings, for error analysis.

Based on the traditional grammar, a sentential relative clause is a kind of relative
clause whose antecedent is a clause, a sentence or even a series of sentences [6]. This
kind of relative clause is most frequently introduced by the relative word “which”, and
a comma should be used to separate the main clause and the sentential relative clause.
According to Quirk, sentential relative clauses undertake functions similar to those of
comment clauses, for example, to deny or affirm propositions in previous clauses, or
to state the effectives of the events expressed in previous clauses. By observing data
from the CLEC corpus, it is found that some Chinese students do not fully understand
the functions of this strategy, and would use it improperly. Example 7 is an instance of
misuse of sentential relative clauses.
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Example 7: Some working mothers make a success in their career, which does give
them pride and self-confidence, but also makes them “guilty” towards their children.

Semantically, the relative word “which” should refer to the state of achieving success
in their career. However, under such a grammatical construction, the word “which” can
only refer to the previous clause as a whole, whose proposition is not as required. A
better choice is to replace “which” with the phrase “this kind of success”. Meanwhile,
another mistake exists in this example, that is, the second and third clauses should not
be connected with the conjunction “but also”. This is because the two clauses are in
concession relation, while the conjunction suggests a progressive relation.

4.2 Misuses of Direct Non-naming Sharing

Direct non-naming sharing is a strategy to combine two clauses by sharing components in
themiddle or at the end of a clause. This strategy usually appears in parallel constructions,
and the components shared could be verb phrase or head nouns of noun phrases, etc.

Example 8: The first step is the basis, and the second step is based on it, and the third
step is based on the second, and so on.

In Example 8, the second and the third clauses are in parallel construction, and hence
the direct non-naming share strategy could have been applied to make the expression
more concise. Specifically, the third clause could share the verb phrase “is based” in the
second clause, and be changed into “and the third step on the second one”. To adopt a
more concise expression, even the head noun “step” could be omitted, and hence the
third clause could be further changed into “and the third on the second”.

4.3 Misuses of Indirect Non-naming Sharing

Indirect non-naming sharing is a special strategy for component sharing. Clauses com-
bined through this strategy do not share the exact component, since some adjustments
should be made before the “shared” component is supplemented for certain clauses.
This kind of strategy is applied in one type of ellipsis, that is, sluicing, which elides
everything from a question sentence except for the question word.

Example 9: Some of the phenomena are so common that we all take them for granted,
but Gelileo asked why and tried to find the answers.

In Example 9, the use of “why” is an instance of indirect non-naming sharing. Yet,
it is not used in appropriate ways. There may be two reasons accounting for the misuse.
One reason is the literal translation of the Chinese expression “(Gelileo总是)问为什么”,
which is used to embody the curiosity of a person. The literal translation misinterprets
the meaning of the Chinese expression. Another reason is that the student did not master
the non-naming sharing usage of “why”. Under such a construction, the word “why” is
used to question some propositions expressed in previous clauses, and this is obviously
not what the student tried to express. The student is not aware of the function of “why”
under this construction, and hence does not realize the mistake in this clause complex.
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4.4 Misuses of Non-nominal Antecedent Anaphora

For non-nominal-antecedent anaphora, two typical pronouns are “this” and “that”, which
are revealed to be distributed differently in terms of the attentional state and the inten-
tional structure of discourse [7]. In terms of the attentional state, “this” is used for
establishing the referent cognitively within the addresser’s discourse sphere as well as
for signaling persistence of the same topic, while “that” signals the intended referent
is not cognitively or subjectively within the addresser’s discourse sphere. In terms of
the intentional structures, “this” usually “falls into discourse units that elaborate a topic
through explanation, interpretation and result relations”, while “that” usually falls into
those elaborating a topic through contrast, condition and topic-comment relations.

Example 10: Once you are well off, that means you have spare money besides the
expense affording the daily life.

In Example 10, the pronoun underlined in the main clause is used to refer to the
proposition expressed in the subordinate clause. While the clause complex is correct in
terms of syntax, it is strange from the perspective of pragmatics. Two reasons account for
this strangeness. Firstly, the pronoun “that” falls into a discourse unit whose relationwith
the previous one is atypical in English. In Example 10, the conjunction “once” suggests
that the two clauses hold the circumstance relation, with the first clause being a time
adverbial.However, the pronoun“that” is generally not usedunder this context. Secondly,
the misuse of “that” in this example is also related to the negative transfer of Chinese
construction “一旦…,就意味着…”。In this Chinese construction, the proposition in the
first clause is referred to in the second clause with zero anaphor. Hence, the Chinese
student simply used this construction to organize and express ideas in English, and
adds the pronoun “that” as a subject to satisfy the syntactic demand, while ignoring the
pragmatic constraints of using “that” as discourse deixis marker.

5 Conclusion

This study proposed a classification system for grammatical strategies for clause combin-
ing under the Clause Complex Theory. The classification system divides the strategies
into component sharing strategies and lexical reference strategies, each of which are
further divided into subtypes. Meanwhile, a case study method is adopted for error anal-
ysis of four less-frequently discussed grammatical strategies with instances withdrawn
from the CLEC corpus. It is revealed that some students fail to utilize these grammatical
strategies in correct ways. There are two reasons behind this situation: 1) they do not
have systematic knowledge of these strategies, and therefore fail to choose appropriate
strategies under different situations, and may ignore usage constraints for each strategy;
2) the way of clause-combining in Chinese is negatively transferred into English clause
combination. The result shows that the instruction of certain syntactic patterns is far
from being enough, and that that a systematic instruction of clause-combing is needed
to help Chinese students get rid of the negative transfer effects of mother language and
write clause complexes with multiple clauses in an appropriate way.
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Abstract. Business English (BE) is widely taught around the world, especially
in China. In order to improve the teaching of BE in China, the fundamental lexical
and syntactical features of BE writing by undergraduate students are investigated
under the theoretical framework of sociolinguistics. First, students BE writing
was collected to construct a writing corpus. Then, the corpus was quantitatively
analyzed with self-coded Python programs. At last, the lexical and syntactical
features were also manually examined to ensure the accuracy of the research.
The results of this study find that the linguistic features of BE writing by Chinese
undergraduate students are in concordancewith sociolinguistic theories, especially
from a developing perspective. This finding may be helpful in BEwriting teaching
and curricula design in China.

Keywords: Corpus-Based Study · Sociolinguistic Study · Business English
Teaching · Chinese Undergraduate English Writing

1 Introduction

Business English (BE), as a variety of ESP (English for Specific Purposes) [1], is widely
taught around the world, especially in China. According to official data, by the beginning
of 2019, BE major is taught in totally 393 colleges and universities with about 100,000
undergraduate students engaged in learning [2]. BE is a variety used in business world
and variety is, in fact, a sociolinguistic perspective of seeing a language. Theoretically,
sociolinguistics can be a framework for BE study, but there are only a few studies from
this perspective, such as [3, 4]. BE, beside the features of sociolinguistic variety, also
occupies an important niche in second language acquisition (SLA) studies, especially in
the field of BE writing. Second language writing itself is a central topic in SLA research
and practice. BE writing, with more complicated features and requirements, draws a lot
of attention in teaching practice. However, the sociolinguistic features of undergraduate
BE writing are still waiting for discovery, especially the development of those features
along students’ learning of BE in colleges and universities.
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2 Related Works

2.1 Sociolinguistic Study of Second Language Acquisition

Second language acquisition,which is also known as second language learning, ismainly
about the process of learning a new or foreign language.Many people believe that second
language learners should focus primarily on communicating messages to meet imme-
diate needs rather than paying any attention to sociolinguistic variation of the learning
language. However, Geeslin argues for the importance of sociolinguistic awareness in
the context of SLA and emphasizes that “failure to understand the social norms for
communication may lead to difficulties in social interactions as well as commercial and
academic ones” [5].

A central theme in SLA research is interlanguage [6]. This theory indicates that
the language that learners learn and use is not a static result of differences between
their native languages they already know and the target language that they are learning,
but “a complete language system in its own right”, with its own systematic rules. This
interlanguage is a continuum from a blank sheet to near native proficiency of the target
language, which gradually develops as learners are exposed to the targeted language.
The development covers every dimension of the language, including phonology, lexicon,
syntax and pragmatics and so on [7].

The development of interlanguage depends on the exposure of learners to the target
language context, which is also a key research field in sociolinguistics known as lan-
guage contact. Language contact occurswhen speakers of different languages or varieties
interact and influence each other. The possible outcomes of language contact can be put
into three categories: language maintenance, language shift, and language creation [8].
Among the three categories, language shift is closely related to SLA. As indicated by
Bayley [9], sociolinguistic study of SLA from variationist perspective makes four poten-
tial contributions: (1) a clear way to study the effects of language transfer, which focuses
on the speakers’ first language; (2) how the target language function in language transfer
and language acquisition, which focus on the learners’ target language, especially the
non-standard input of the target language; (3) a means of testing SLA process in the
transfer; and (4) the examination of the acquisition patterns that learners may move (or
fail to move) beyond the formal style of classroom instruction. These four contributions
are all about language shift or transfer, which clearly shows the advantage of studying
SLA from the perspective of sociolinguistics.

2.2 Business English Learning as SLA

SLA, as an important branch of applied linguistics, mainly studies people’s second
language learning process and its result, which can facilitate the formation of people’s
learning process and help people learn a second language better [10]. BE learning, as
part of SLA, including the acquisition of the same four fundamental language skills of
listening, speaking, reading, and writing, only that they are usually performed in certain
business situations or tasks [11]. Researchers and teachers carried out BE learning in
all the four skills area, such as listening [12], speaking [13], reading [14], and writing
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[15]. Certainly, there are some studies focusing on the combination of BE teaching as a
whole set [16], and some about BE evaluation [11, 17].

The research methods adopted in BE studies and especially in BE teaching studies
are all the same as in SLA studies or language teaching studies. One thing should be
emphasized is that the corpus application in BE teaching, such as [4, 13, 17], represents
impressive achievement.

2.3 Business English Writing and Corpus Study

BEwriting includeswritings of different types andgenres for different business situations
and tasks. The categorization of BE writing is a complicated issue [1].

BE writing can be briefly defined as the creation of written discourse in a business
context with English as the medium [17]. With the expansion of international trade,
the demand of the society for the number and quality of BE talents has also increased,
and the scope of BE writing has gradually expanded. Researchers based on the review
of BE writing textbooks in the past 30 years in China, summed up three stages of the
development of BE writing textbooks: (1) the stage of writing foreign trade letters and
telegrams, which mainly focuses on letters, telegrams, telexes and other genres, and
the teaching content mainly focuses on the application of commonly used terms and
sentence patterns in business activities; (2) at the stage of BE practical writing, in such
textbooks, common genres in international business and trade appeared in the textbooks
to cope with various writing demands in the workplace, and the teaching content also
extended to economics, law and finance; (3) at the stage of business communication
focused textbooks, these textbooks are influenced by foreign business English textbooks,
covering social culture, work scenes and business events at large [18]. The teaching
content of BE writing is not limited to discourse level discussion, but also goes deep
into social customs, culture and professional knowledge behind the discourse. It can be
inferred from this review that in the past decades, the teaching of BE writing in China
has gradually expanded in both breadth and depth.

As previous studies indicate that lexical items, including BE terms, are one specific
feature for the evaluation of BEwriting quality [17]. Clear communicationwith short and
logical sentences is also an essential requirement in business situations [1]. Therefore,
this study is going to investigate the progress of undergraduate students in their BE
writing learning across three semesters (one and a half years) regarding these features
with corpus-based method.

3 Research Design

3.1 Learner BE Writing Corpus

In order to observe the development of students’ BEwriting, a learner BEwriting corpus
was compiled. The corpus consists of 901 pieces of writing from 53 undergraduate BE
majors. Since the students started their BE writing class at the beginning of their first
year in university, they were required to finish and hand in one piece of BE writing
every two or three weeks for three semesters (one and a half years). The writings were
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collected in MicroSoft Word format. Every piece of writing was corrected and evaluated
by the BE writing instructor. All the original writings were transformed into.txt format
and saved as one corpus file with tags of messages, such as title, writer, time, and score,
etc. The description of the corpus is shown in Table 1.

Table 1. A description of the learner BE writing corpus.

Corpus section No. of files No. of tokens No. of word types Topic areas

1st semester 371 49708 1198 Narration, Description,
Exemplification,
Analysis by Division,
Process Analysis, Cause
and Effect,
Classification,
Comparison and Contrast

2nd semester 318 47165 1241 Memo, E-mail,
Application Letter, Letter
of Congratulation,
Apology Letter,
Invitation Letter

3rd semester 212 80495 2296 Business Report,
Business Contract,
Company Profile,
Business Proposal

After the collection of all 901 pieces of writing, all tables, references, figures and
charts were removed from the texts so as to prepare them for analysis.

3.2 Procedures of Analysis

The purpose of this study is to examine the development of BEwriting by undergraduate
students in the learner BE writing corpus under the theoretical framework of sociolin-
guistics. To achieve this purpose, quantitative analysis was first conducted to investigate
the lexical items, including BE terms, to identify the developing trend of BE learners’
ability to write different types of BE articles in different stages. Then, the sentence
length in the three subsections BE writing corpus was analyzed. Along with quantitative
study of the lexical items and sentence length, the writing content, including lexical and
syntactical features were also examined through manually reading and evaluation of the
course instructor.

Self-coded Python programs are adopted to analyze the lexical features and sentence
length of the corpus.
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4 Results and Discussion

4.1 Overall Developing Trend

During the three semesters in one and a half years, BE major students are required to
write paragraphs in the first semester, short essays in the second and long articles in
the third. The topics range from short narrations and descriptions to long reports and
proposals. Table 2 presents the overall development of BE writing.

Table 2. The overall development of undergraduate BE writing.

Corpus section Ave. Length Standard deviation Min. Length Max. Length

1st semester 133.98 19.83 78 179

2nd semester 148.32 23.54 75 222

3rd semester 379.69 26.58 213 471

FromTable 2 we can see that the average length of students’ BEwriting is growing in
every semester. One reason is certainly the development of students’ writing competence
and the other is the difference of writing topics. Paragraph writing in the first semester
is the shortest; memo, email and letter writing in the second semester goes in between;
and report and proposal writing in the third semester is the longest, which present a
clear communicative purpose of different writing prompts and topics. The variation of
writing length is quite consistent, with a minor increase in different semesters, which
also reflects the features of different topics. Through manual reading, it can be found
that the differences also originate from students’ progress of writing capability.

4.2 Lexical Items

As reviewed in Sect. 2.1, lexical items used in BE writing are worth investigating from
the perspective of sociolinguistics. One feature that widely adopted in lexical studies is
type-token ratio (TTR), which can represent the lexical complexity of a piece of writing.
There are actually many different ways of calculating the feature of lexical complexity
[19]. Since the writing texts collected are written by college students of same or similar
English proficiency and the length in each subsection of the corpus is similar, the simple
formula is adopted:

type − token ratio = (number of types/number of tokens) ∗ 100 (1)

The calculated TTR for students’ BE writing in the three semesters are 2.41, 2.63,
and 2.85 respectively, which shows that students are making use of more and more new
words in their writing along with their learning of BE. Yet, through manual evaluation
of students’ writing, it is found that the progress of lexical complexity is not obvious
since students are more tending to use short and simple words, which is also a salient
feature of BE.
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4.3 Sentence Length

Sentence length is often adopted in writing quality evaluation as a predictive feature [17,
19]. BE writing is usually “based on a core of the most useful and basic structures” [1].
Thatmeans that sentence length should be limited in BEwriting. The calculated sentence
length is listed in Table 3 with titles, openings and closings of writings excluded.

Table 3. Sentence length of undergraduate BE writing.

Corpus section Ave. Length Standard deviation Min. Length Max. Length

1st semester 16.32 7.62 3 39

2nd semester 14.51 6.59 3 32

3rd semester 19.72 10.08 5 52

FromTable 2we can see that the average length of students’BEwriting is not growing
as lexical complexity in every semester. The second semester writing is relatively shorter
than the writing in the first semester. The reason is obviously the sociolinguistic feature
of BE that business English expressions, idioms or business terms used in emails and
letter are succinct, concise and suitable to express writers’ opinions. Certainly, business
reports and proposals have much longer sentences, which is also within expectation as
they are more formal writing than those in the first two semesters.

5 Conclusion and Implication

Through computerized andmanual investigation of Chinese undergraduate students’ BE
writing, fundamental lexical and syntactical features are uncovered. It is hoped that the
findings of this study could complement BE writing research on Chinese undergraduate
students and thus inform BE writing teaching in BE classroom and contribute to BE
writing curricula design.
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Abstract. Learner portrait is a term derived from “user portrait” in business mar-
keting. Many educational apps try to model a portrait for individual users, so
that targeted course recommendations can be provided for each learner. With the
wide adoption of blended learning, learning apps has become an indispensable
part of college education. Scholars have been working on more accurate portrait
constructing, so that more personalized learning plans and better content recom-
mendations can be achieved. Compared to studies on portrait modeling, much less
research has been done in the role learner portrait plays for learners and teachers—
the two key possible users of learner portrait. Even less literature can be found in
the use of portraits for intermediate and advanced language teaching and learning,
which is more skill-based and less easy to provide a clear knowledge map. This
research focuses on the impact of portrait feedback provided by a listening and
speaking app used in a blended college level English as a Foreign Language (EFL)
course. The app generates group portraits for teachers, which divide learners into
9 categories based on a profile of learners’ time on app and academic performance.
Individual portraits that summarize their performance in the app are also provided
for individual learners. Through platform data analysis, questionnaire surveys
and in-depth interviews, the study finds that: 1) Teachers’ interventional guidance
based on group portraits effectively promotes student learning; 2) Students adjust
learning plans based on portrait feedbacks; 3) Students hope that the platform can
provide more refined portraits with more detailed analysis of learning behavior
data.

Keywords: Learner Portrait · Blended Learning · College English

1 Introduction

The concept of “learner portrait” originated from the term “user persona” proposed by
Alan Cooper, who used the term to present a range of users sharing some same natural
or social traits. Based on the profile of a user’s attributes, preferences, and behaviors,
computer algorithms can extract the user’s traits, and sketch a highly generalized portrait
of the user, which highlights the user’s traits and makes the user easier to understand.
User portrait has been widely applied in marketing, especially in the field of product
recommendation.
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In the educational field, learners are often viewed as users of services, and a learner
portrait can be viewed as an objective summary and specific description of learner fea-
tures [1]. Efforts have been made on more targeted and detailed description to students
[2]. For example, now most language learning applications recommend courses based
on the interest tags users choose and clicks users make in the app [3]. However, a learner
portrait is more than tags and clicks, and its role should not be limited to recommen-
dations. Xiao et al. [4] proposes that learner portrait can be used to support targeted
learning design, and thus improve learner participation in online courses. Sun and Dong
[5] propose to collect learners’ online learning behavior data and build learning style
models, so that we can assess online learners’ risk of academic failure, and recommend
resources, design activities, and adjust teaching methods accordingly. Zhao et al. [6]
design a learner portrait model based on knowledge mapping, and applied it in a high
school physics course. The result shows that the model helped with the learner’s knowl-
edge construction and ability development. Chen et al. [7] develop a personalized portrait
model with tags for an online computer programing course and found that the portraits
constructed can express the learner traits, and contribute to personalized learning.

Most learner portrait applications are designed for courses of business, science and
technology [8]. Courses in these fields usually have a clear knowledge map. Little lit-
erature can be found in language teaching and learning for intermediate and advanced
learners, which is more skill-based and less easy to provide a clear knowledge map. Lan-
guage learners at this level usually benefitmore from personalized teaching and learning.
With wide adoption of blended learning, learning apps has become an indispensable part
of College English courses [9]. A portrait based on the analysis of a learner’s learning
behaviors in the app has great value both for the learner and the teacher. The current
study focuses on the impact of the learner portraits generated by a listening and speaking
app used for a blended college level English as a Foreign Language (EFL) course, and
tries to answer the following questions:

1) What impact do learner portraits have on learning?
2) What are the learners’ attitudes towards the portrait constructed?
3) How refined do learners want the portrait to be?

2 Learner Portrait Modeling and Application

A portrait construction undergoes five steps—Objective setting, data collection, model
building, portrait output, portrait application [10]. A learning app generates learner
portraits to encourage better learning, so both summary and specific description of learner
features are included. Two groups of data are usually collected—static data, like the basic
information about the learners, and dynamic data reflecting the online study behaviors,
including the starting and ending time of each task, repeating times of each task, answers
for each question, scores for the tasks, etc. The collected data is then cleaned, mined,
and modeled, with features extracted and tagged. Then a learner portrait is established
and visualized for output. A learner can adjust his/her learning behavior according to
the portrait generated, while a teacher can intervene when necessary. The five steps are
shown in Fig. 1.
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Fig. 1. Five steps of learning portrait building and application

This study is based on a listening and speaking training app adopted in a college
EFL blended course. Altogether 4138 students signed up for the course. The online
training part consists of six units, each about a specific topic, like sports, health, etc. All
the six units have parallel structures, including video lectures, listening comprehension
tasks, and a listen-and-repeat practice. For each unit, students first finish the online
learning tasks, and then go to the classroom for oral activities like discussion, debate, or
presentation. Each unit provides a portrait for individual users, and a group portrait for
the teacher.

3 Learner Portrait for Teachers

A nine-category group portrait is generated for teachers. In Fig. 2, the horizontal axis
shows the time a learner spends on the materials and tasks in the unit. The vertical axis
represents the score a learner gets for the unit. This group portrait guides teachers in
decision making on intervention. For example, learners tagged with A1 have the below-
average study time, and achieved less than 60% correct answers. For learners with this
tag, teachers should intervene in time to figure out if they are real low achievers with
low motivation, or if they were just hindered by technology problems. Different actions
should follow for different situations. Learners taggedwith B1 andC1 spend average and
above average time on learning, but with very low achievements. Interventions can help
them to find out what adjustment they need to make to their study plans. As is shown in
Fig. 2, different interventions are suggested for different learner groups. Special attention
is suggested for A1, B1 and C1 students, while encouragement and specific helps are
recommended for other groups. Details for each learner are available with some clicks,
so that teachers can make more informed decisions based on individual learner portraits.

Figure 3 and Fig. 4 show the average score of the six units and the average time spent
on each unit. The effect of the portrait-based personalized intervention is shown by the
steady increase of the average score for each unit, and the continuous decrease of the
time spent on each unit.

Figure 5 shows the number of students with different tags in the group portrait. The
three lines on top shows the number of high achievers with a unit score of over 80%,
wheremost of the students belong.We can see that the number of efficient high achievers
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Fig. 2. Group portrait for Unit 1

Fig. 3. Average scores Fig. 4. Average time

with reasonably low study time, labeled as A3, are on a steady rise, from 293 in Unit
1 to 1322 in Unit 6. Low efficient high achievers (C3) with comparatively long study
time decreased from 1854 to 1240. Interventions with these two groups achieves the best
result.

4 Learner Portrait for Students

The portrait for individual learners summarizes the learning behaviors in general, with
a comparison to the average performance of the whole class. It also includes a detailed
description of the oral performance from three perspectives—accuracy, fluency, and
complexity (Fig. 6).
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Fig. 5. Numbers of students with different tags for six units

Fig. 6. Portrait output for individual learners

The result of a 5-point Likert questionnaire after the course show students’ positive
attitude towards the portrait. Almost all students say that they check their portrait gen-
erated by the app regularly, especially the scores for the practices, and adjust learning
plans based on the feedbacks. As for the ranks of students in class or among all the
learners of this course, which most apps include in learner portrait, the students in the
survey did not show that much interest. They care more about their own performance.
Figure 7 shows that except for a summary report of the behaviors and scores, students
want to see their performance record together with the labels indicating the purpose of
each practice task—which knowledge points it covers, whether this is a critical point,
and what skill this task tries to develop. This need for a more refined portrait, especially a
more detailed description of the language ability they have displayed during the practice,
is not satisfied by the learner portrait currently available.
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Fig. 7. Survey results for student feedback needs on a 5-point Likert scale (n= 186, Cronbach α

= 0.965)

5 Conclusion

Learning applications now can generate learner portraits for both teachers and students.
The current study based on a listening and speaking app adopted by a blended learning
College English course finds that.

1) Group portraits help teachers to make informed decisions and offer appropriate
interventions in time to achieve better results;

2) Students adjust learning plans based on portrait feedbacks;
3) Portraits for individual learners summarize their performance in general, but the

current available portraits cannot provide more detailed feedbacks learners want.

It is obvious that the purpose and usage of user portrait and learner portrait remain
of significant difference. A user portrait is generated for producers or service providers
rather than for a real user. On the contrary, a learner portrait can serve for all the parties
involved—app providers, school administrators, teachers, and most importantly, learn-
ers. So in the design of learner portrait modeling, app developers should take different
end users into consideration, extract different data, and sketch portraits of different styles
of the same user to meet different needs. More studies should be done in what portrait
style learners and teachers need, and how to use these portraits in everyday teaching and
learning.
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Abstract. Motivation, both intrinsic and extrinsic, are fundamental in language
learning. This study aims to conceptualize and construct a gamified flipped model
for English as Second Language (ESL) classes for secondary schoolers to explore
whether they can be motivated to learn English, and to examine participants’ atti-
tudes toward themodel. The gamified flippedmodel, which is a dynamic combina-
tion of the flipped classroom with game elements, is to foster ubiquitous learning
by students both in and out of class. The author reviewed relevant literature on
ESL, gamification, and flipped classrooms, and designed a model to turn the tra-
ditional ESL class into a real-person boardgame. Preliminary feedback shows that
participants are motivated to increase their out-of-class learning thanks to the new
model. The study can shed light on the pedagogy of ESL.

Keywords: Gamification · Flipped Class · English as Second Language (ESL) ·
Motivation

1 Introduction

Because of modern technology, people have begun to “take high-intensity engagement
and active participation for granted” (Mcgonigal, 2011, p. 91). Schools today face sig-
nificant problems motivating students and keeping them engaged in the learning process
(Lee & Hammer, 2011). A major reason is that traditional schooling is perceived as
ineffective and boring by many students (Dicheva et al., 2015).

Recently, much has been written about whether gamification or gamified elements
(for example, points, badges, and leaderboards) can promote learning, and how. The
purpose of gamification is to equip non-game activities with game mechanics (such as
progress, rewards, and competitions) to increase student engagement in learning activi-
ties (Kapp, 2013). First used in business settings (Robson et al., 2015), gamification has
proved helpful in teaching and reinforcing learning behaviors and supporting important
skills such as problem-solving, collaboration, and communication. As a result, gamifica-
tion is regarded as a potential means of engaging and motivating learners in educational
settings (Dicheva et al., 2015; de-Marcos et al., 2014).
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However, most of the previous studies on gamified learning focused only on learning
in the classroom, omitting the out-of-class self-learning of students. Out-of-class expe-
riences are indispensable, for they provide rich contexts for learning, allowing young
students to take part in learning activities that are personally meaningful and engaging
(Bell et al., 2013; Crowley et al., 2015). For ESL learners, out-of-class learning consti-
tutes an important context of language learning because it affords authentic language
exposure and use and plays essential roles in maintaining student motivation in learning
(Benson, 2011; Richards, 2015).

Research on ESL has primarily been conducted in instructional situations, and not
enough attention has been paid to out-of-class contexts (Lai, Hu, & Lyu, 2018). As
a result, the earlier studies do not form connections between classroom performance
and out-of-class learning experiences. How can learners’ out-of-class experiences be
integrated into the class? Some scholars have designed out-of-class platforms tomotivate
student learning, such as the Reading Battle (Chu, 2016). Another possible solution is
the flipped classroom, the literature of which has focused on multimedia lectures that
are provided for students to watch out of class and at their own pace (O’Flaherty and
Phillips, 2015). To some extent, the flipped classroom model can serve as a complement
to gamified learning. Borrowing the concept of gamification and flipped classroom, this
section aims to construct a model combining gamified elements and flipped concepts to
devise new ways to engage learners both in and out of class.

2 Literature Review

2.1 Gamification in Educational Scenarios

Gamification is the use of game elements and game-design techniques in non-game
contexts (Werbach and Hunter, 2015) to promote desired behaviors and drive corporate
learning outcomes (Zainuddin et al., 2020). With game elements, gamified settings can
be used in any environment, including the workplace and the classroom (Table 1).

Table 1. Common game elements and explanations (from Werbach and Hunter, 2015)

Game Elements Explanation

Points Numeric accumulation based on certain activities

Badges Visual representation of achievements for the use shown online

Leaderboard How the players are ranked based on success

Progress Shows the status of a player

Levels A section or part of the game

Avatar Visual representation of a player or alter ego

Social Elements Relationships with other users during the game

Rewards System for motivating players who complete a task

Achievements The goals achieved
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Gamification has been the subject of research, discussion, and application in second-
language (L2) learning and second-language acquisition (SLA). Despite the differences
in methods, the core of language teaching and learning lies in intensive training. Given
that language training in most cases consists of repetition and reinforcement, language
learners need to bemotivated, and gamification opens the door for L2 learners to enhance
their language-learning experiences, acquiring at the same time the skills needed to solve
any language task or challenge both inside and outside the classroom, and meet instruc-
tional goals (De-Marcos et al., 2014). Berns, Gonzalez-Pardo, and Camacho (2013)
constructed a 3-D virtual environment to explore students’ motivation to learn German.
Students were given language training in a virtual world, and their learning behav-
iors were recorded. The researchers report that the games resulted in easier and faster
learning, providing real-time feedback that helped players succeed in the various game
activities. The immersive game environment and the fact that vocabulary was presented
in context made it easier for students to understand and learn, the researchers conclude.
Hwang et al. (2017) developed a problem-based English listening game and analyzed
the progress and learning anxiety of 77 ninth-graders. It was found that the gamified
approach benefited the learning achievement and motivation of the students.

Most of the studies concluded that gamification has a positive influence on language
learning. Yet, there are a few studies that indicate contradictory effects. For example,
Hanus and Fox (2015) conducted a comparative study and found that students in a gam-
ified course demonstrated less motivation, satisfaction, and empowerment over time
than those in the non-gamified class, and that the test scores of the gamified class were
also lower. Berkling and Thomas (2013) reported the negative influence of gamifica-
tion elements on student learning motivations when students view gamification as an
unnecessary hindrance in studying for exams. Overall, research on gamification and its
relevance to second-language education is far from sufficient and systematic, and there
is much to be explored.

2.2 The Flipped Classroom

The flipped-classroom movement was inspired in part by the work of Salman Khan,
who created the “Khan Academy,” a library of free online tutoring videos spanning a
variety of academic subjects. Khan reported that his motivation was to eliminate the
“dreary process that sometimes went on in classrooms -- rote memorization and plug-in
formulas aimed at nothing more lasting or meaningful than a good grade on the next
exam” (2012, p. 7). The term “flipping” comes from the idea of swapping homework
for classwork. Students typically are assigned a video to watch as homework, thereby
freeing up class time that was formerly devoted to lectures in favor of hands-on activities
(Ash, 2012). The motivation behind flipping is that students can receive more one-on-
one attention from the classroom teacher if they actively work on an assignment in class.
Proponents claim that the flipping approach leads to a better understanding of a given
lesson (Davies, Dean, & Ball, 2013). Abeysekera and Dawson (2015) define the flipped
classroom as a type of blended learning, integrating online learning and the classroom
experience. However, certain differences are apparent. First of all, the students vary in
how they are oriented to take the course. Unlike the traditional online course, a flipped
class provides students with short and to-the-point videos designed to enable them to
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familiarize themselveswith the course. The second feature is its individualization. Rather
than following the progress of the whole class or the teachers, or the syllabus, students
can learn at their own pace with the help of short videos. In this way, they are more
engaged and motivated.

2.3 The Definition of the Gamified Flipped Model

Previous studies have demonstrated the effectiveness of gamified elements and the
flipped model in teaching and learning. Still, there are obvious research gaps.

First, the gamified approach to learning mostly disregards the out-of-class self-
learning by students. Out-of-class learning is often seen as “a mechanism to help
explain achievement differences among students and as a means to improve achieve-
ment” (Schunk & Zimmerman, 2012, p. vii). It is thus necessary to examine whether
and how gamification canmotivate students’ self-learning after class. Second, the flipped
classroommodel relies heavily on the students’ self-regulation rather than on their moti-
vation. The flipped classroom can largely help bridge the gap between class learning
and self-learning, but only when students are strongly motivated to finish the preview
and review the material after class.

In this section, game-thinking and game mechanics are used to engage users and
solve problems (Zichermann & Cunningham, 2011). The flipped classroom refers to
pedagogical approaches that move most information-transmission teaching out of the
classroom, thus freeing up class time for learning activities that are active and social,
and that require students to complete pre- and/or post-class activities (Abeysekera &
Dawson, 2015). Combining the features of gamification and the flipped classroom, the
author intends to construct a gamified flipped pedagogical method that adopts game
elements to engage learners both in and out of class, in which students learn basic
linguistic knowledgeoutside the classroomvia theflippedmethod andfinish aboardgame
quest inside the class. This model aims to facilitate ubiquitous learning for English-
language instruction. The model proposes that gameplay be utilized during class hours,
that students be directed to preview and review course content and homework outside
class, and that the out-of-class performance of students be transferred as enhancements
for class gameplay.

3 Extrinsic and Intrinsic Motivations: Theoretical Foundations
of the Gamified Flipped Learning Model

Scholars tend to believe that many of our behaviors have purposes and are directed
toward specific goals (Watts & Swanson, 2002), which can be described as motivation.
Deci & Ryan (1985) proposed the Self-Determination Theory (SDT), which distin-
guished between different types of motivation based on the different reasons or goals
that give rise to an action. The most basic distinction is between intrinsic motivation,
which refers to doing something because it is inherently interesting or enjoyable, and
extrinsic motivation, which refers to doing something because it leads to a separable
outcome (Ryan & Deci, 2000). While both motivations are important, researchers have
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Fig. 1. A taxonomy of human motivation (Ryan and Deci, 2000)

found that intrinsic and extrinsic motivations can have different effects on behaviors and
how people pursue goals (Fig. 1).

Individuals need the satisfaction of three basic psychological needs, innate and uni-
versal, to be motivated. These needs are autonomy (a personal endorsement of one’s
action deriving from self), competence (self-confidence in the ability to complete activi-
ties), and relatedness (positive interpersonal relationshipswith others).When these needs
are satisfied by the individual’s social milieu, the individual becomes more motivated to
act and shows greater positive outcomes in the education setting (Deci & Ryan, 1985,
2002).

Language learning motivation is often perceived as important by teachers and stu-
dents alike and has a very significant role in explaining failure and success in language
learning contexts (Dörnyei, 2001; Dörnyei and Csizér, 1998). Second language learning
requires much repetition, and thus heavily relies upon the learner’s motivation. We can
thus ground the gamified flipped classroom in the motivations theory.

4 The Classroom Boardgame: A Gamified Flipped Class

4.1 The Formation of a Gamified Flipped Class

A typical Gamified Flipped Class is divided into three parts that are closely linked to
each other. The first is Before Class, in which students preview the knowledge points
to be taught and learned. Secondly, in the Class Hours session, students will experience
gamified teaching and learning-basedQuests. Thirdly, in theAfterClass session, students
finish more quests to improve their proficiency.

Following the course design of Hew et al. (2016), the gamified courses is set in a
real-person board game, in which students will form groups and finish each goal by
answering questions. The course content is taken from students’ textbooks offering the
language points for a certain daily communication setting.

In the model, there are several highlights. First, there is a link between before-class
preview, in-class gameplay, and out-of-class review. By integrating game elements in
the overall process, students will be motivated to learn during regular class hours and in
out-of-class self-learning and practice sessions. Second, the use of game elements will
not be isolated. Students’ out-of-class learning and practice will also be gamified with



368 K. Peng and X. Qin

elements of points, badges and leaderboards, all of which can be calculated together and
then transferred into “powers.”

Simply put, students can “level up” and gain new competitive edges in the gameplay
during the next class. This will better involve students not only in class, but also out of
class. Third, student performance will be recorded and analyzed so that teachers may
provide better-targeted tasks for their class gameplay (Fig. 2).

Fig. 2. The Gamified Flipped Model

4.2 Integration of Game Elements

The class hours are set into a real-person board game, in which students form groups
and finish the goal by answering textbook-related language questions (Fig. 3).

Fig. 3. Real-person boardgame layout (taken by the author)

Winning State: In a group competition setting, the group that first finishes the board
will be declared thewinner. In an individual competition setting, the student who finishes
the board with the most number of correct answers will be the winner.
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Points: In an ordinary block, one point will be given for a correct answer, and in the
joker’s block, three points will be given. Students with the highest points will be given
badges.

Badges: There are four badges in the game that are given to individual students,
namely, the achiever, the socializer, the explorer, and the killer. The criteria for each
badge are in the following Table 2.

Table 2. Samples of Badges.

Badges Criteria

The student who has the most number of correct answers

The student who answers most questions

The student who offers the most help in answering questions

The student who gives the mostnumber of correct answers to open questions

Leaderboard: The rankings are determined by the total badge number for either
individual students or groups. All students can access the leaderboard to see their ranking
and badge accumulations compared to all other students. Each will be required to create
an anonymous avatar to view his/her achievements without direct comparison (Table 3).

Table 3. Samples of Leaderboard.

Rank Group Name or Student Name Badges Won

1 Zeus X

2 Guns ‘n Roses

3 Hobbit
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5 Participants’ Acceptance of the Model

A pilot study was carried out with 14 learners of ESL, who participated in a 7-day
English learning Winter Camp. They followed the course requirements as per the gami-
fied flipped model. After the one-week session, they are asked to return a questionnaire,
the fundamental questions of which are listed in the following Table 4:

Table 4. Major questions in the questionnaire.

Category NO Questions Response Options

General 1 What did you like best in the
real-person boardgame?

Empty field to write a comment

2 What suggestions do you have
for its improvement?

Empty field to write a comment

Playing the Game 4 Did you learn more
words/grammar/sentences with
the boardgame?

Yes, Neutral or No

5 Compared to a traditional
teaching class, would you
prefer a boardgame class?

Yes, Neutral or No

6 Would you like to play the
boardgame again?

Yes, Neutral or No

7 To win in the boardgame, how
much time are you willing to
spend after the class?

Empty field to fill in a number

8 Did you win badges? Yes, Neutral or No

9 Were your team on the
leaderboard?

Yes or No

10 Will winning badges or being
on the leaderboard be exciting?

Yes, Neutral or No

11 Are the game rules clear? Yes, Neutral or No

12 Did you have fun playing the
game?

Yes, Neutral or No

13 Will you do more exercise after
class to win the game in the
class?

Yes, Neutral or No

Game Design 14 Is the question level appropriate
for the learning content?

Yes, Neutral or No

15 Is the number of questions
appropriate for the boardgame?

Yes, Neutral or No
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The participants came from an English learning Winter Camp, consisting of junior
and senior school students. Their consent were acquired before implementing the Gami-
fied Flipped Model, and they agreed to take the questionnaire voluntarily after the 7-day
session. These participants received traditional lecture-based classes at school and were
exposed to the new model for a week, so they can compare the differences of the two
teaching methods. The demographic information of the participants is as follows (Table
5):

Table 5. Demographic information of the participants.

Gender Grade Years of English Learning

Male: 8 Junior Grade One: 1 1–3 Years: 3

Junior Grade Two: 7 4–5 Years: 7

Female: 6 Senior Grade One: 4 ≥5 Years: 4

Senior Grade Two: 2

Total: 14

Analyzing the responses revealed the following trends. In the first part, the answers to
the first two open questions indicate participants’ overall satisfactionwith the real-person
model. A majority of the students like the gamified class because it is fun, active, and
competitive. Also intriguing to themwas the social element, because they can form teams
and “battle” with each other. These elements, they reported, were not in their former
English classes. Most of their suggestions, however, did not pertain to the Gamified
Flipped Model, but rather to whether they could design their own avatars or badges.

In the second part, more than half of the participants reported that they had learned
more language points with the boardgame, and an overwhelmingmajority of participants
preferred the gamified approach to traditional English classes, and reported that they
would like to play with the boardgame again (Fig. 4).

Fig. 4. Participants’ reply on Q4–6

Regarding question 7, two-thirds of the students replied they are willing to spend
more than one hour with the course material before the class, in order to win on the
boardgame. Almost 80% of participants won at least one badge in the 7-day session, and
50% were on the leaderboard more than once (Fig. 5).
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Fig. 5. Participants’ reply on Q7–9

When asked whether they were excited about winning (badges or being on the
leaderboard), almost everyone replied yes. Also, 3/4 of the participants considered the
rules clear. Most of them (75%) were having fun when playing with the boardgame
during the class (Fig. 6).

Fig. 6. Participants’ reply on Q10–12

More than 80% of the participants reported that they would do more exercise after
the class. However, given that participants came from different grades, only one-third
of them thought the language content was suitable for their language proficiency. About
half of them considered the number of questions appropriate for the game (Fig. 7).

Fig. 7. Participants’ reply on Q13–15
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6 Conclusion and Future Research

In the Metaverse era, learning has become more immersive. Traditional language teach-
ing methods, though proved to be applicable, should be complemented by more meth-
ods to raise students’ learning motivation and engagement. The author conceptualized
a gamified flipped model to turn a language learning class into a real-person boardgame
and examined students’ attitudes towards such a model. A pilot study and preliminary
results show that the gamification + flipped approach can be an instrument for the ESL
teacher’s toolbox when applying a blended learning concept. The initial feedback we
collected indicates that the model is appropriate to tackle the requirements identified for
the intended use. Above all, participants confirmed the effect of raising learning moti-
vation and fun in the context of language-loaded content. Of course, more evaluation is
necessary to gain sound findings. Future research can focus on the implementation of
more game elements, and evaluate the effects of different elements on students’ EAL
learning motivation. Also, more could be studied regarding the age groups suitable for
such a gamified flipped model. The conceptualization and construction of such a model
enriched ESL teachers’ toolbox of language teaching.
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Abstract. While previous studies have focused on the outcomes of using dub-
bing apps to foster learner’s development of English news broadcasting ability,
this study, grounded in cognitive apprenticeship (CA), is an investigation of the
learning processes, which included modeling, coaching, scaffolding, articulation,
reflection, and exploration, involved in the use of a dubbing approach. Partici-
pants included 216 college students at a university in the mainland China. Data
included deep speaking pre-and post-test scores, initial and final dubbing videos,
learning logs, and reflective essays. The results showed that after engaging in
video dubbing the students improved their English-speaking and English news
broadcasting ability, in terms of accuracy and fluency. Coaching and modeling
were ranked as the two most useful processes which supported students as they
improved their English-news broadcasting ability through repeatedly listening,
echoing, and imitating. Implications and limitations of the study are discussed.

Keywords: Video dubbing · EFL · English News-broadcasting ability ·
cognitive apprenticeship

1 Introduction

Speaking is the most demanding skills among the main language skills because it is
commonly equated with knowing a language [1]. Many researchers have claimed that
speaking is considered to be the most crucial skill among the four language competences
of every language [2]. English speaking, however, may be a challenging for English as a
Foreign Language (EFL) learners [3] as it involves combining knowledge of vocabulary,
grammar, semantic rules et al. with communication skills. EFL learners have to spend
much time on speaking training in order to improve English speaking skills.

Teaching the spoken language has long been a challenge for EFL teachers because
of many factors (e.g. Limited hours, heavy learning burdens). To find a solution to
EFL learners’ needs for ample speaking practice in authentic contexts, different types
of rehearsed speaking activities (such as shadowing, repetition, mirroring, and elicited
imitation) are alternative ways of practicing spoken English [4]. Meanwhile, some new
mediated ways, such as video creation [5] and video dubbing [6] are also integrated into
the language learning contexts to facilitate students’ speaking ability. These activities
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are proved to be successful as they can provide authentic language use opportunities for
learners to go through constant meaningful language input and output practices [7].

This paper focuses on effect analysis of English video news based dubbing activities
in Chinese EFL undergraduates’ course learningwhich isACritical Approach to English
News. By using cognitive apprenticeship(CA) as the theoretical framework, this research
wants to explore whether the students can enhance English news broadcasting capability
after the experiment. The following research questions guided the study:

a. What is the impact of English video news dubbing on EFL students’ English news
broadcasting ability?

b. To what extent does CA-supported process in the video dubbing process affect EFL
students’ English news broadcasting ability?

2 Literature Review

2.1 Cognitive Apprenticeship

Cognitive apprenticeship(CA) is a theoretical framework that allows learners to learn
from an experienced person by cognitively internalizing knowledge while engaging in
an activity in which they are interested [8]. It is a method of teaching aimed primarily
at teaching the processes that experts use to handle complex tasks. The focus of this
learning-through-guided-experience is on cognitive andmetacognitive skills, rather than
on the physical skills and processes of traditional apprenticeships.

There are six processes for cognitive apprenticeship which are modelling, coaching,
scaffolding, articulation, reflection, and exploration. Modeling means a strand of behav-
ioral modelling whereby learning occurs through observation, and then the leaner will
reciprocate the behavior (such as imitating it) without any comment or reinforcement of
the behaviors. Coaching means the skilled master teach or guide the novice how to do
through a wide range of activities. Scaffolding is the support the master gives appren-
tices in carrying out a task. This can range from doing almost the entire task for them
to giving occasional hints as to what to do next. Articulation is discussing one’s thought
processwith otherswith the aim ofmaking thinking visible. Reflection allows students to
“compare their own problem-solving processes with those of an expert, another student,
and ultimately, an internal cognitive model of expertise” [9]. A technique for reflection
could be to examine the past performances of both expert and novice and to highlight
similarities and differences. The goal of reflection is for students to look back and ana-
lyze their performances with a desire for understanding and improvement towards the
behavior of an expert. Exploration involves giving students room to problem solve on
their own and teaching students exploration strategies.

To summarize, cognitive apprenticeship has been widely used as the theoretical
framework to support effective learning in different areas. The study chooses CA as the
theoretical framework, while modeling and reflection will be mainly discussed in it.

2.2 Video Dubbing and EFL Speaking Training

Originally, dubbing means a way of translating and dubbing films, cartoons and TV
shows when the original language is replaced and the other is completely superimposed
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on the video. Dubbing is a particularly powerful didactic tool because it involves “not
only the construction of more or less parallel texts, but also a process of reception and
production of linguistically and culturally complex objects, enriched with extra-verbal
elements” [10] It can be a compelling language learning tool if students participate in
the dubbing process themselves.

Video dubbing, also known as lip-synchronized dubbing, enables learners to substi-
tute the speech of characters in videos with their own voices [11]. It offers learners a
chance to approximate the intonation, pronunciation, and speed of native English speak-
ers by imitating them so that it has been accepted into language classroom to support
learners’ English-speaking development [12].

There are some studies which use video dubbing to help EFL students’ speaking
skills. Mandasari [13] and Martinsen [14] reported that video dubbing could improve
learners’ English-speaking performances such as vocabulary enhancement, phonology
comprehension and phoneme perception. Burston [15] found that learners selected the
videos they are interested and monitored autonomously to improve their oral perfor-
mance by re-dubbing as often as needed to get the best possible results. Other studies
which revealed that video dubbingmobile apps have positive effects on learners’ English-
speaking skills development in terms of pronunciation [16], phonetics [17] and oral per-
formances [18]. Huang [19] found accomplishing video-dubbing tasks could enhance
English speaking proficiency, reduce foreign language anxiety and increase group cohe-
sion. The research result of Jao et al. [20] showed that after engaging in video dubbing
the students improved their English-speaking ability, in terms of accuracy and fluency.
The study also used cognitive apprenticeship theory and discovered that coaching and
modeling were ranked as the two most useful processes which supported students as
they improved their English-speaking ability through repeatedly listening, echoing, and
imitating.

In summary, the previous studies mainly focused on the effects of video dubbing
approach on EFL learners’ speaking performances, less have seen on the improvement
of their oral English news broadcasting ability by application of video dubbing from
the perspective of language teaching and learning. Therefore, as mentioned above, this
study is an exploration of the impact of the processes of a video dubbing approach with
CA theory on EFL college students’ development of English news broadcasting ability
in a college English course in China.

3 Method

3.1 Participants

A group of 62 Chinese EFL college students who are sophomore participated in this
study. 32 students served as the experimental group (Class A) and another 30 as the
control group (Class B). They are all less commonly taught language (LCTL) students.
The majors of Class A are Turkish, Persian and Hebrew and those of Class B are Arabic,
Urdu, Hindi.
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3.2 Research Design

This Study Involved an 8-Week Video English News Listening and Exercise Doing
activity. One piece of English news is distributed every week to both Class A and B
on the self-learning website, and all students are required to listen to the news and do
exercises according to the news content. It last 8 weeks.

Simulated English News Broadcast Self-Training and News Watching Together
with Exercise Doing. During the 8 weeks, the students of Class A are asked to do the
following tasks: a) Watch the English news and write down some information such as
the features of the reporter’s pronunciation and intonation, the tone, the speed and the
body language. Watch how the reporter does with those noted parts. b) Do simulated
English news broadcast self-training, and think carefully the noted parts, try to do just
like the news reporter do. The Class B are asked to listen to the distributed news and
finish the exercises attached and meanwhile to summarize the news by recording their
speaking and upload to the website. They are also asked to explore some extra news
connected with the given topic to have an Extensive listening.

Video Dubbing Activity. Dubbing based on English news videos was carried out for
Class A every two weeks. They will use a dubbing app to do this and save their dubbing
work through the app. They will also do live dubbing about the same news in class. And
Class B are asked to summarize the news, record their speaking summary and upload it
to the website at the same week time.

Speaking and Broadcasting Assessment Criteria. The study chooses China’s Stan-
dards of English language Ability- oral expression rubric as the speaking assessment
criteria. In order to be easily controlled, the study chooses the following four major
criteria for each dubbing: pronunciation, accuracy, fluency, communication capability
and matching degree with the original reporter.

Questionnaire Design. Design a questionnaire to obtain the students’ attitude as well
as effect after the experiment. It concludes 10 questions, in which 4 are open.

3.3 Procedures and Data Collection

This study is undertaken in three phases and the procedures are like the followings.

Do Speaking Achievement Pre-test. Carry out English speaking achievement pre-test
to both Class A and B. Class Ameanwhile will do a short English news dubbing pre-test.
Save all the scores of pre-test which gives the beginning level of all the students.

8-Week Video English News Listening, Watching and Dubbing Activity. Both Class
A and B are asked to listen to the distributed news and finish the exercises attached it.
Then Class A do the dubbing self-training and live dubbing activities while Class B do
summary speaking and extensive news watching activities.
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Do Speaking Achievement Post-test. Carry out speaking achievement post-test to both
Class A and B. Class A also will do a short English news dubbing post-test. Save the
post-test scores which give the end level of all the students.

Questionnaire. Distributed 32 questionnaires and received 32 valid ones. The ques-
tionnaire return rate was 100%.

4 Results

4.1 The Impact of English Video News Dubbing on EFL Students’ English News
Broad-Casting Ability

The Comparison of the Two Classes in Pre- and Post-test in Terms of Being Pertinent
to the Topic of the Effect of English Video News Dubbing on EFL Students’ English
News Broadcasting Ability, That Class A do Better than Class B. The result of the
pre-test shows that there are 19 students in Class A (experimental group) whose English
spoken language are regarded as good, while in Class B, there are also 19 students.
The percentage in different class is 59.4% and 63.3% respectively. It shows, in terms of
being pertinent to the topic who are better while speaking English as well as English
news reporting, the students in both classes are almost at the same level. In the post-test,
the number of good students in Class A is 29, while in Class B is 25, with the percentage
90.6% and 83.3% respectively. The number as well as the percentage in Class A is higher
than that in Class B, which shows that the students in Class A do better than Class B
after the experiment. It just answers the first research question that English video news
dubbing is effective in improving EFL learners’ English new broadcast ability. Table 1
shows the comparison of the good student’s number and percentage of two classes in pre-
test and post-test in terms of the effect of English video news dubbing on EFL students’
English news broad-casting ability.

Table 1. Effect of English video news dubbing

number and percentage of the good students

pre-test post-test

Class A 19 (59.4%) 29 (90.6%)

Class B 19 (63.3%) 25 (83.3%)

The final exam results comparison in the semester also shows this point. The fol-
lowing Table 2 reflects the comparison of the final exam scores of the courses learning
between the experiment ClassA and control group of Class B. The proportion of achieve-
ments in ClassA is 100%, Class B is 93%. The results show that the scores of the students
in Class A are generally higher than that of Class B.
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Table 2. Final exam comparison

Proportion of achievements (%)

Class Rate Excellent Good General Pass Failed

A 100 4 23 3 1 0

B 93 2 20 5 2 2

Within-group Comparison of Pre-test and Post-test in Experimental Group. There
are great changes within-group comparison of pre-test and post-test in the experimental
class. By using the four major assessment criteria for each dubbing: pronunciation (P),
accuracy (A), fluency (F), communication capability (C) and matching degree with the
original reporter (M), we can get the kinds of scores. Table 3 shows the difference at
the same group comparison. It shows after the video news dubbing, the pronunciation,
accuracy, fluency, communication capability and match degree with the original news
of the experimental Class all increase. The match degree grows abrupt, which means the
student have an excellent result for this item after English video news dubbing. Then are
the fluency and communication capability, both of them rise greatly. All of these point to
the result that English video news dubbing can greatly improve EFL students’ English
news broadcasting ability.

Table 3. Within-group comparison

Mean and growth rate of the pre- and post-test with Class A

Pronunciation Accuracy Fluency Communication capability Match degree

pre-test 82 65 63 61 45

post-test 90 88 90 87 80

rate 9.80% 35.38% 42.86% 42.62% 77.80%

4.2 Modeling Plays the Strongest Role in Improving English News Learners’
Speaking Tone, Body Language and Communication Capability

One of the result the questionnaire shows is that modeling plays the strongest role in
enhancing EFL learners’ speaking tone, speed and communication capability, especially
in English new broadcasting capability construction. News broadcast ability is a profes-
sional skill that requires hard training, so as English speaking skills. Modeling just has
the function of letting expert showing how a task is completed. The new learners or the
novice can just observe the experts both how to do by showing both skills and attributes.
English news broadcast is different from general English speaking. How to report in a
suitable and energetic tone with a not too slowly or too fast speed, how to report with
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a neutral accent and how to use communication capabilities like eye contact and other
body language skillfully? All of these are behavioral performance and language learners
can get these experience and dealing methods by watching and imitating how the experts
do. And video dubbing is just the suitable way to satisfy the requirements of English
news learning and broadcasting in EFL context.

4.3 Reflection Plays an Important Role in Improving English News Learners’
Pronunciation, Intonation, Accents and Dialects

Another result the questionnaire shows is that reflection plays an important role in
enhancing EFL learners’ pronunciation and intonation while reporting English news.
English newsbroadcast is different fromgeneral English speaking. For pronunciation and
intonation, the reporters always enunciate eachword carefully by pronouncing eachword
fully and correctly with a not too slowly or too fast speed. They also use a neutral accent,
avoid slang and colloquialism and stay away from filler words like “um” and “uh”. All
of these are behavioral performance and language learners can get these experience and
dealing methods by watching, imitating and reflecting how the experts do. By reflection,
learners can compare the experienced performancewith his own and adjust theirmethods
so as to gain the effective to go on training.

5 Conclusion and Discussion

The present study set out to explore the effect of employing video dubbing as a cogni-
tive apprenticeship strategy on Chines EFL students to foster their English news broad-
casting ability. A quasiexperiment is carried out, research data are collected and ana-
lyzed. It can be concluded that the approach of English video news dubbing is efficient
in enhancing Chinese EFL students’ English news broadcasting ability. While Modeling
plays the strongest role in improving English news learners’ speaking tone, body lan-
guage and communication capability, reflection is more powerful in improving English
news learners’ pronunciation, intonation, accents and dialects.

There are still some questions to be discussed for the future study such as enhancing
the accuracy of pre-test and post-test result. Much work should be done to improve the
test. For specific function analysis of more tools of Cognitive apprenticeship for Chinese
EFL learners, it need to study deeply. The study sample also needs to be expanded.
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Abstract. Even though computers and mobile devices are widely applied to lan-
guage teaching and learning, few attempts have been made to explore the learn-
ing engagement of higher vocational college students in MALL environment.
This study set out to investigate learning engagement of higher vocational col-
lege students in MALL by using validated learning engagement scale. A total
of 339 students were enrolled in the investigation. The data were analyzed from
three dimensions: behavioral engagement, emotional engagement and cognitive
engagement. The results reveal that higher vocational college students’ learning
engagement in MALL environment is at a moderately high level. Additionally
we found that there is no significant difference between male and female college
students in English learning engagement. And there is no significant profession
difference on emotional and cognitive engagement, but a significant profession
difference exists on behavioral engagement in MALL environment.

Keywords: Learning Engagement · Higher Vocational College Students ·
Mobile-assisted Language Learning (MALL) · Investigation

1 Introduction

With the rapid development of Internet and information technology, mobile devices are
widely used among college students. Mobile learning becomes a new way of online
learning. Smart phone becomes an important tool for college students to get information
and for entertainment. Because of the flexibility and ease of access, mobile learning has
been integrated with language learning and teaching. Mobile-assisted language learn-
ing(MALL) mode has emerged as a widespread learning mode for EFL learners. More
recent attention has focused on the provision of using smartphone in language learning
[1, 2].

Learning engagement refers to the positive, fulfilling, learning-related state of mind
that a learner puts into the learning process [3]. Learning engagement has been con-
sidered as an effective indicator that reflects the quality of online school education [3,
4]. However, a major problem in language learning is low level of engagement. Low
levels of engagement have been found in quite a few studies on MALL [5, 6]. There-
fore, it is of great practical significance to explore the factors that may influence student
engagement in mobile learning. While some research about learning engagement has
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been carried out in China, there have been few empirical investigations into higher voca-
tional college students. The aim of this essay is to investigate the overall situation on
student engagement in higher vocational college and seek to obtain data which will help
to strengthen students’ engagement inMALL, and ultimately improve their independent
learning ability.

In the literature, student engagement can be defined as a meta-construct that includes
behavioral, emotional and cognitive engagement [7]. The three dimensions of engage-
ment are closely interrelated. Behavioral engagement is relating to positive conduct in
class and at school, involvement at academic tasks, and participation in school activities
[7, 8]. Behaviors include engaging in class event, attending classes, following the rules
and performing tasks. Emotional engagement relates to the extent of positive (and nega-
tive) reactions to teachers, classmates, academics or school [9]. Emotional engagement
includes students’ affective reactions such as happiness, sadness, boredom, anxiety, and
interest [7, 8]. Cognitive engagement is concerned with psychological investment in
learning and strategic learning [8, 9].

Mobile technology provides various resources and tools for language learning that
encourage learners to be more motivated, autonomous, and socially interactive [1]. But
students may not maintain constant high level of learning engagement in MALL, espe-
cially higher vocational college students. In compared with undergraduate students,
most higher vocational college students are enrolled because of lower scores. There-
fore, their academic achievement and English proficiency is not very high. According to
some research, their learning motivation is insufficient, and some of them lack effective
learning methods and self-control [10, 11]. On the other hand, it is found that higher
vocational college students’ learning values tend to be more practical and they hope to
learn practical technology and practical skills [12].

Gender variation exists in school students’ motivation levels, engagement and inter-
action behaviour to learn English when using mobile apps [13]. Among the personal
factors, gender is identified to be a predictor to explain the differences in students’
attitudes toward MALL [14]. However, there is a dearth of studies on gender-based
engagement for MALL involving higher vocational college students.

Most studies in the field of student engagement have only focused on undergraduates.
In the study, we set out to answer the following questions:

(1) What is the overall situation of higher vocational college students’ learning
engagement in MALL?

(2) Is there any gender or profession difference of higher vocational college students’
learning engagement in MALL?

2 Method

2.1 Participants

The participants in this study are college students from a higher vocational college in
Guangzhou, China. A total of 424 questionnaires were sent out, 424 were returned and
339 were valid, with effective recovery of 80%.



Exploring Learning Engagement 387

The data of 339 students were analyzed in the survey. All the participants have one
or two-year experience of using mobile devices in English classes. The data can be seen
in Table 1.

Table 1. Frequency and percentage of the participants by gender and major

Items Categories N Percent (%)

Gender Female 219 64.60

Male 120 35.40

Major English major 41 12.09

liberal arts 89 26.25

science and engineering 165 48.67

art 44 12.98

Total 339 100.0

2.2 Instrument

Many researchers haveutilisedvalidated self-reported scales tomeasure learning engage-
ment [2, 15–17]. Interviews and observations are also common methods for assessing
students engagement [9, 19].

The instrument of the study was adapted from existing validated scales. The origi-
nal scales of online learning engagement can be used in MALL learning environment.
Thereby, we only modified the items based on MALL learning environment. The scale
used a 5-point Likert rating (5 = strongly agree, 4 = agree, 3 = neither agree nor dis-
agree, 2= disagree, 1= strongly disagree). The learning engagement scale was adopted
and modified fromDixson (2015) [15], Shuang Li &Chen Yu (2015) [16] and Kuo, et al.
(2021) [17]. The 23-item scale is designed tomeasure three types of learning engagement
in terms of behavioral engagement, emotional engagement and cognitive engagement.

All analyses were carried out using online statistical analysis software SPSSAU [18].
First we evaluate the validity and reliability of the scale. Next we explore the overall
situations of learning engagement through descriptive analysis, independent t test, one
way ANOVA analysis of variance.

3 Results and Discussion

3.1 Reliability and Validity Test Analysis

The learning engagement scale contains three dimensions: behavioral engagement (6
items), emotional engagement (7 items) and cognitive engagement (6 items).

As can be seen from Table 2: the reliability coefficient value are 0.909, 0.917, 0.867
respectively, which are all above 0.8, thus indicating a high quality of reliability of the
study data.
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Table 2. Reliability Statistics

Cronbach Alpha

N of Items n Cronbach α

behavioral engagement 6 339 0.909

emotional engagement 7 339 0.917

cognitive engagement 6 339 0.867

The validity was verified using KMO and Bartlett’s test. The KMO value was 0.950,
with a KMO value greater than 0.8, indicating a good validity.

3.2 Overall Situation of Higher Vocational College Students’ Learning
Engagement

The basic principles followed in this study are: the higher the score, the higher level of
engagement; the lower the score, the lower the level of engagement. The scores of 1–5
indicate respectively “strongly disagree” to “strongly agree”. Theoretically, the average
value is 3 points. Higher than the theoretical average means that students have a better
learning engagement.

Table 3 shows that students maintain a moderately high level of engagement in
MALL environment. The scores of cognitive engagement, behavioral engagement, and
emotional engagement are all above 3. This indicates that students have a better learning
engagement. From the perspective of each dimension, emotional engagement has the
highest average mean value(M = 4.001), which indicates that students have positive
attitudes to teachers, classmates and course contents in MALL environment. The lowest
is the average mean value (M= 3.901) of cognitive engagement, which reflects that stu-
dents’ learning strategies in MALL environment needs improvement. The average mean
value of behavioral engagement is 3.970, which aims at exploring students’ learning
activities and performance in class.

Table 3. Descriptive statistics of overall learning engagement

Items N Min Max Mean Std. Deviation

behavioral engagement 339 2.000 5.000 3.970 0.678

emotional engagement 339 1.143 5.000 4.001 0.636

cognitive engagement 339 1.000 5.000 3.901 0.594

3.3 Descriptive Analysis of Behavioral Engagement

The study investigated the current situations of higher vocational college students’ behav-
ioral engagement in the scale (item B1–B6), including participation, interaction and
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absorption in MALL. As shown in Table 4, item B4 “I am actively involved in chatting,
discussing, ormaking comments in online English discussion forums, or communicating
with teachers and other students via email.” has the lowest average value (M = 3.844),
showing a lack of interaction activities for students in class. The English proficiency
of higher vocational college students is generally not high. Most students are shy to
communicate with teachers and their peers. The highest average value is item B1 (M
= 4.127) “I follow and keep up with the progress of the online class.”, showing that
students get involved in class when using mobile devices. The average value of item B5
“I always listen carefully and take good notes when using mobile devices in class.” is
3.914, indicating that students are not focused enough in class when using smartphones.

The rest of average value are as follows: item B2 “I complete the online videos and
exercises on time” (M= 4.097), itemB3 “I listen and read the English material delivered
carefully.”(M = 3.971), item B6 “If I have a problem, I do something to figure it out”
(M = 3.864).

Table 4. Descriptive statistics of behavioral engagement

Items N of samples Min Max Mean Std. Deviation

B1 339 2.000 5.000 4.127 0.802

B2 339 2.000 5.000 4.097 0.795

B3 339 1.000 5.000 3.971 0.849

B4 339 2.000 5.000 3.844 0.861

B5 339 1.000 5.000 3.914 0.778

B6 339 1.000 5.000 3.864 0.819

3.4 Descriptive Analysis of Emotional Engagement

In terms of emotional engagement, the scale includes 7 items (E1-E7), covering desire,
interest, attitudes and values in MALL. As can be seen in Table 5, item E1 “I am willing
to use mobile devices to assist English learning.” has the highest average value (M =
4.118), suggesting that students have a strong desire to use mobile devices in class. The
lowest average value is item E5 (M = 3.912) “I like using mobile devices to complete
English exercises.”, showing that students are not interested in usingmobile devices to do
exercises or submit an assignment. Item E6 (M=3.976) “My experience in MALL class
has had a significant impact on my academic and professional development.” and item
E7(M=4.003) “What I learned in MALL class is very important to me.” were designed
to measure students’ values. The results of item E6 and E7 reflect that students are aware
of the significance of learning experience and technique.

The rest of average value are as follows: item E2 “I feel that using mobile devices
to assist in English learning is convenient and fun.” (M = 4.074), item E3 “I like to
use mobile devices in English language learning process.”(M = 3.979), item E4 “ I am
interested in the course content on my mobile device.” (M = 3.944).
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Table 5. Descriptive statistics of emotional engagement

Items N of samples Min Max Mean Std. Deviation

E1 339 1.000 5.000 4.118 0.744

E2 339 1.000 5.000 4.074 0.787

E3 339 1.000 5.000 3.979 0.794

E4 339 1.000 5.000 3.944 0.777

E5 339 1.000 5.000 3.912 0.849

E6 339 1.000 5.000 3.976 0.737

E7 339 1.000 5.000 4.003 0.760

3.5 Descriptive Analysis of Cognitive Engagement

In three dimensions, cognitive engagement has the lowest average value. The result is not
consistent with the research conclusions of Zhen-zhen, Chen (2019) [2]. Zhen-zhen finds
that cognitive engagement is higher than behavioral engagement among undergraduates
[2].

In the investigation, item C1-C6 were designed to measure students’ learning strate-
gies in MALL. As shown in Table 6, item C1 “Even without the weekly quizzes, I still
use mobile device to assist English learning” has the lowest average value (M= 3.805),
which indicates a lack of self-motivation in language learning. Item C6 “When encoun-
tering setbacks in studies, I will find some ways to strengthen and regain confidence.”(M
= 3.959) had the highest average value, showing that students can use emotion man-
agement strategies to adjust emotions. The average value are: item C3 “Before using
mobile devices for English tests, I will plan how to review.” (M = 3.867), C5 “I can
organize study time when using mobile devices to assist English learning” (M= 3.897).
The results of item C3 and C5 indicates insufficient self-directed learning abilities of
higher vocational students.

The rest of average value are: item C2 “I try to look for some course-related infor-
mation on other resources such as videos, articles, and news, etc.” (M = 3.929), item
C4 “I will search for relevant materials and ask for help when meeting problems.” (M
= 3.947)

Table 6. Descriptive statistics of cognitive engagement

Items N of samples Min Max Mean Std. Deviation

C1 339 1.000 5.000 3.805 0.859

C2 339 1.000 5.000 3.929 0.774

C3 339 1.000 5.000 3.867 0.756

C4 339 1.000 5.000 3.947 0.716

C5 339 1.000 5.000 3.897 0.772

C6 339 1.000 5.000 3.959 0.716



Exploring Learning Engagement 391

3.6 Comparison of Gender Differences in Learning Engagement

In this study, independent t test was used to investigate gender differences of higher voca-
tional college students’ three dimensions of learning engagement. As Table 7 shows, the
p-values of the variance between male and female students on behavioral, emotional and
cognitive engagement are all above 0.05 (p> 0.05). It means that there is no significant
difference between male and female students on their English learning engagement in
MALL environment.

However, due to the large number gap between male and female students and the
limited data available in the study, the result of “no significant difference” is only the
result in this study. It does not represent the gender difference in students’ learning
engagement in a broader scope.

Table 7. Statistics of independent t test on gender differences

Gender (Mean ± Std. Deviation) t p

Female (n = 219) Male (n = 120)

behavioral engagement 3.96 ± 0.67 3.99 ± 0.70 −0.445 0.657

emotional engagement 4.02 ± 0.58 3.97 ± 0.73 0.708 0.480

cognitive engagement 3.90 ± 0.54 3.89 ± 0.68 0.164 0.870

* p < 0.05 ** p < 0.01

3.7 Comparison of Profession Differences in Learning Engagement

This study used one-way ANOVA to investigate profession differences of higher voca-
tional college students’ three dimensions of learning engagement. As can be seen in
Table 8, the p-values of the variance of majors on emotional and cognitive engagement
are all above 0.05 (p > 0.05). It means that there is no significant profession difference
on emotional and cognitive engagement in MALL environment.

What is surprising is that p-value of the variance ofmajors on behavioral engagement
presents a 0.05 level of significance (F= 2.995, p= 0.031). This finding was unexpected
and suggests that there is a significant profession difference on behavioral engagement
in MALL environment. The results show that art students and science and engineering
students are significantly higher than English major students in terms of behavioral
engagement.
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Table 8. Statistics of one-way ANOVA on major differences

(Mean ± Std. Deviation) F p

English major
(n = 41)

Liberal arts (n
= 89)

Science and
engineering (n
= 165)

Art (n = 44)

behavioral
engagement

3.73 ± 0.56 3.91 ± 0.67 4.03 ± 0.69 4.10 ± 0.70 2.995 0.031*

emotional
engagement

3.95 ± 0.55 3.98 ± 0.58 3.98 ± 0.70 4.16 ± 0.58 1.023 0.383

cognitive
engagement

3.82 ± 0.56 3.85 ± 0.56 3.91 ± 0.63 4.04 ± 0.54 1.311 0.271

* p < 0.05 ** p < 0.01

4 Conclusion

This study investigates the overall situation of higher vocational college students’ learn-
ing engagement in MALL environment. First of all, the descriptive statistics reveal that
higher vocational college students’ learning engagement in MALL environment is not
at a low level. The mean values of the three dimensions are ranging from 3.901 to
4.001. Emotional engagement performs best, with a mean score of 4.001, while cogni-
tive engagement shows the lowest level (M = 3.901). The results indicate that higher
vocational college students show positive engagement in learning, but students’ learning
strategies needs further improving.

Second, the findings show that there is no significant gender difference betweenmale
and female students on learning engagement in MALL environment. Third, the investi-
gation shows that there is no significant profession difference on emotional and cognitive
engagement, but a significant profession difference exists on behavioral engagement in
MALL environment. The results show that art students and science and engineering stu-
dents have a higher level of behavioral engagement than English major students. Limited
data and scope may be one important factor for this result. The data was collected from
one or several classes in one vocational college, not in a large scope. Another important
reason is that learning engagement is influenced by a variety of factors. Individual and
environmental elements should be considered [19]. Thus, the results may be influenced
by the class learning atmosphere, environment, teaching method, interaction with peers
or teachers. It is equally possible that students who have good academic results may be
disengaged from learning tasks and school activities [20].

5 Limitations and Future Research

Derived from the theory of learning engagement and based on the results of the for-
mer research, this study investigated the overall situation of higher vocational college
students’ learning engagement in MALL environment. Our findings may not reflect all
the phenomena in MALL environment. The main weakness of this study is the small
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sample size and limited scope. The investigation was conducted in one higher vocational
college. Another limitation of this study is that the measurement of learning engagement
has been conducted only via survey items and questionnaire.

In spite of its limitations, this study certainly adds to our understanding of the higher
vocational college students’ learning engagement in MALL environment. Further inves-
tigations, using a broader range of samples, could shed more light on students’ learning
engagement. Future studies could employmore rigorous data collectionmethods, such as
teacher self-report and observation, student self-report observation, or stratified sampling
to improve the data quality.
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Abstract. This paper focused on students’ learning experiences in a flipped data
science class integrated with peer instruction and just-in-time teaching. Univer-
sity students in Hong Kong participated in the research during the pandemic.
Students’ perceptions of the flipped learning mode were investigated by a 5-point
Likert scale questionnaire.According to the results,most students felt they enjoyed
learning with the flipped mode since it allowed them to learn flexibly and indepen-
dently. The course materials (i.e., instructional videos, lecture notes, and in-class
exercises) were well-designed, and students perceived the materials were useful
and user-friendly. As suggested by the students, more time should be given to
the pre-class learning activities. Based on the suggestions, the researchers pro-
vide practical implications on improving teaching in the flipped science class.
This study demonstrates how to flip a data science class and proves its value on
students’ learning, providing implications for using flipped learning during the
pandemic period.

Keywords: Flipped Learning · Peer Instruction · Just-in-time teaching

1 Introduction

Flipped classroom are commonly used in different educational fields. It refers to an
instructional model that makes learning activities conducted in the classroom become
home activities, whereas the homework to be finished after classes become classroom
activities [1]. In this learning mode, students access learning via videos or other media at
home and conduct hands-on activities during class [2]. However, face-to-face teaching
cannot be achieved due to the pandemic issue. The flipped classroom is integrated with
other online learning tools to support teaching and learning. Zoom, a web-based a video
conferencing tool that allowed users to communicate synchronously, was chosen as
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an educational tool in higher education during the pandemic period [3]. With Zoom,
online lectures, meetings, and webinars can be held. Beason-Abmayr et al. [4] flipped
a physiology class with Zoom; similarly, Roy et al. [5] flipped a medical lesson with
Zoom.

Computer science is one of the major educational field that adopted flipped learn-
ing [6]. It emphasized computational thinking and problem-solving abilities, while the
current pedagogical approaches have failed to achieve these purposes [7]. In addition,
teachers were difficult to adjust individual needs due to the student-center nature of com-
puter science work [8]. It was challenging for instructors to conduct one-on-one class
time. Therefore, this study aims to flip a data science class with peer instruction (PI) and
just-in-time teaching (JiTT), which were the approaches based around problem-solving
and collaborative learning [9]. Students’ learning experiences and perceptions of flipped
learningwill be investigated. It helps practitioners understand students’ attitudes towards
the class and provides implications for conducting flipped learning during the pandemic
period. The following questions guides the present research:

(1) What were students’ attitudes towards a flipped classroom?
(2) How to further improved the flipped data science classroom?

2 Literature Review

2.1 Flipped Classroom

Flipped classrooms enhanced learning outcomes, enabled students to learn flexibly, and
improved high-order thinking skills [1, 10], making researchers frequently adopt this
method in higher education. For example, Awidi and Paynter [11] flipped an undergrad-
uate biology course in their study. Results indicated that students were satisfied with the
flipped approach. They reported that pre-class learning helped them construct knowl-
edge because they could easily access information and resources, and clearly understand
the assessment criteria. Zou et al. [12] integratedWikipedia with flipped learning. It was
found that students had a better learning outcome in a flipped mode outperformed com-
paring with the traditional mode. The flipped learning approach enabled students to
have richer collaborative opportunities during class; therefore, they paid more effort
to improve their wiki entries. Similarly, Hsieh et al. [13] flipped an English class and
revealed that flipped classrooms motivated students to learn, enhanced students’ aca-
demic performances, and engaged students in the learning tasks. Students tended to
pay more effort in learning since they needed to plan their after-class time reasonably,
resulting in self-regulated learning.

Studies also revealed several challenges of conducting flipped learning. Akçayır
and Akçayır [1] reported that challenges of the flipped classroom from a pedagogical
perspective included the inability to receive help while out of class, the inability of
instructors to know students’ learning progress, and inadequate guidelines for students
to learn at home. Zou et al. [10] had similar findings that teachers could not guaranteed
that students finished the pre-class learning tasks. From students’ perspectives, they
reported that flipped learning required additional time and effort at school and home [1,
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13]. Students in Awidi and Paynter [11] were also unsatisfied with the design of the in-
class learning activities. They claimed the activities were ineffective and the group size
of discussion was too big. To address the issues above, additional learning approaches
should be adopted.

2.2 Just-In-Time Teaching and Peer Instruction

Peer instruction (PI) is a teachingmethoddeveloped in physics but successfully applied in
computing [14]. It supported student-center learning by allowing students to construct
knowledge based on a question-based approach with discussion [15]. In a PI class,
the instructors posed a ConceptTest (a multiple-choice question), and students were
required to answer them individually in the first place. Next, the learners discussed the
same question and might revise their answers. The instructor facilitated the whole class
discussion and provided further explanation [14, 16]. Both PI and computer science
emphasized student-center learning, and hence, PI was frequently used in computer
science education [14, 15].

Just-in-time teaching (JiTT) is a set of online pre-instruction assignments that prepare
students before class, which extends classroom instruction via the Web [17]. It might
include watching videos, completing tasks, and reporting learning difficulties regarding
the assignments [9]. JiTT was regarded as a complement of PI as it provided feedback
on students’ learning progress at home [9, 17]. These two approaches were widely
adopted in various education fields, and their significance was well recognized [e.g.,
17–19]. Researchers also proved that integrating PI and JiTT in the flipped classroom
helped enhance students learning since these approaches provide students to conduct
individual and collaborative learning [9, 19]. As flipped learning and peer instruction
were frequently adopted in computer science, it was essential to understand students’
perceptions of these approaches. Furthermore, current studies mostly focus on either one
of these approaches rather than combing PI and JiTT in a flipped computer science class,
which requires further exploration of the usefulness of the combined approaches. To fill
these gaps, this research was conducted to investigate students’ learning experiences in
a PI and JiTT-supported flipped data science class.

3 Methodology

This study was conducted in a semester-long computer science class (i.e., Data Structure
and Object-oriented Programming) at a university in Hong Kong. The instructors would
upload instructional videos and online exercises to the learning platform a few days
before the class. Students needed to watch the videos and complete relevant exercises
that promote critical thinking skills before coming to class. In this way, students have
some basic understanding of the learning content. Due to the pandemic issue, the in-
class learning activities would be conducted via Zoom. The instructor would quickly
review the videos and deliver the key concepts to students in the first place. Next, students
needed to finish the exercises by themselves without discussion. Examples and guidance
would also be provided for guiding students. After that, students discussed the exercises
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with their groupmates. At the end of the lesson, the instructor reviewed all the answers
and summed up the lesson. Questions that students had could also be raised at this stage.

After completing the class, students filled in an online questionnaire about their
learning experiences in the flipped classroom. The first part of the questionnaire consists
3 questions that focus on students’ experiences with the flipped model. 7 questions were
included to investigate students’ attitudes toward the course materials in the second part
of the questionnaire. An open-ended question on how to improve the flipped classroom
was also included in the questionnaire. The participants reported with reported their
attitudes with a five-point Likert scale, ranging from 1 strongly disagree and 5 strongly
agree. In total, 14 responses were received.

4 Results

As shown in Fig. 1, 50% of the participants felt that they enjoyed the flexibility of
the flipped classroom, and 35.7% of the participants had a stronger sense of feelings.
However, 14.3% of the participants had a neutral attitude toward this statement.

Fig. 1. Attitudes towards the flexibility of the flipped classroom

Participants also felt they had greater independence and control over learning, with
71.4% of participants sharing this opinion (Fig. 2). 21.4% of the students were neutral
towards this opinion, and only 7.1% did not think they were more independent during
flipped learning.

Regarding the perceptions towards JiTT and PI instruction activities, 50% of stu-
dents had neutral attitudes towards them. Figure 3 also showed that 28.6% of the par-
ticipants felt they enjoyed the activities, and 14.3% of the students strongly agreed
with the statement. Some students did not enjoy those activities, with 7.1% of the total
participants.

From the perspective of students’ perceptions of the course materials, we divided
them into pre-class learning activities, lecture notes, in-class reviews, and in-class exer-
cises. Overall, most students had positive attitudes toward the pre-class learning activi-
ties, with 92.9% feeling the materials were useful, leaving and 7.1% of the participants
being neutral about them. Similarly, 92.9% of students agreed that the lecture notes
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Fig. 2. Interdependence and control over flipped learning

Fig. 3. Students’ perceptions of JiTT and PI instruction activities

were well-designed, and 7.1% held a neutral attitude. For the in-class review section,
50% of the participants felt it was helpful to consolidate their knowledge, and 42.9% of
students strongly agreed with it. In addition, students agreed that the in-class exercises
were useful and interesting, which accounted for 57.1%. Moreover, 35.7% of students
strongly agree with the statement.

42.9% of the participants felt the learning materials increased their motivation, and
35.7% strongly agreed; 57.1% regarded the learning materials as user-friendly, and
21.4% agreed. Furthermore, it was showed that 64.3% of the participants agreed that the
overall designwas good, and 28.5^% strongly agreedwith it, leaving 7.1%of participants
to hold a neutral attitude.

Students also gave some suggestions to improve the flipped course. The common
suggestion they provided was that more time should be given for the pre-class learning
tasks and in-class exercises. Some students also suggested that the key concepts could
be taught at the beginning of the semester since they were unfamiliar with them.

5 Discussion

The results showed that the participants had positive attitude of the flipped learning
model. They enjoyed learning with this model since it allowed them to learn flexibly
and independently. It was in consistent with the previous study that flipped classroom
benefited students in allowing students to learn flexibly [1, 2]. It might be because that
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flipped classroom allowed students to learn anywhere and anytime. Our research also
found that flipped learning allowed students to gain greater impendence and control over
their learning. This was also revealed in previous study that flipped classrooms helped
cultivate students’ learning autonomy and self-regulation [10]. The nature of flipped
learning was student-centered [2, 10]. It enabled students to pause and re-watch the
videos, thereby enhancing students’ learning independence and autonomy.

Our study also revealed that students were satisfied with the course materials, includ-
ing the instructional videos, lecture notes, in-class review, and in-class exercises.We inte-
grated JiTT by providing instructional videos for students to get a basic understanding
of the concept before class so that students were well prepared for the in-class activities.
It gave students a sense of ownership since the activities were tailored for their specific
understandings of the topics [19]. Students were also asked to complete the in-class
exercises and discuss with their peers, which was used to demonstrate PI. It was dif-
ferent from the traditional flipped approach in that students only received instructors’
feedback without attempting to find out solutions [9]. Students were highly engaged
in discussions to solve related issues and learned from each other [19]. Higher-order
thinking and problem-solving abilities were developed during this process [1, 9], which
was essential for computer science education. It showed that integrating PI and JiTT into
flipped learning model enabled collaborative learning and provided adequate practice of
critical thinking [9, 19], which helped overcome the common challenges identified in
data science classrooms [8].

Students suggested thatmore time should be given to the pre-class learning activities.
Akçayır and Akçayır [1], Karabulut-llgu et al. [2], and Zou et al. [10] also revealed a
similar problem that students reported the workload of pre-class learning was heavy,
which required more time for it. Therefore, we suggested that the practitioners upload
the learning materials earlier to give students more time to complete them. Students in
this study also reported that they were not engaged during group discussion since they
were weak in coding. It was hard to engage all students in learning was another common
problem in the flipped classroom [2]. In this case, a teacher-led class-wide discussion
was needed. It provided students with more detailed and in-depth explanations, which
was essential for students with lower learning abilities [14]. Therefore, the practitioner
needs to further explain the learning content by conducting a whole-class discussion.

6 Conclusion

This study investigated students’ learning experiences in a flipped data science classroom
that integrated with PI and JiTT. It was found that students enjoyed the flipped learning
model since it allowed them to learn flexibly. They held positive attitudes toward the
learning materials (i.e., instructional videos, in-class exercises, and lecture notes) since
they were useful and user-friendly. Further improvement of the flipped model included
more time should be given to the pre-class learning activities, and more elaboration
should be given on the key concepts.

However, our study had its limitations. First of all, the sample size was small. Future
research could apply this model to a larger sample to get a generalizable result. In
addition, we only adopted the quantitative method in investigating students’ learning
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experiences. Future research might consider conducting an interview to get more in-
depth analysis. Our research demonstrated how to flip a data science class with PI and
JiTT. It helped solve common challenges in data science classes and could be adopted
in practical classroom settings.
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Abstract. Providing feedback in a LMOOC context is challenging. Video feed-
back has the potential to serve online language learners on a large scale, as they
can download, study, revise these feedback videos repeatedly and hopefully trans-
fer their learning to complete future tasks. Vicarious learning feedback videos
have not been investigated extensively, as most previous studies focused on the
extent to which feedback receivers can learn from their own mistakes and feed-
back directly addressed to their work. The opportunities to learn from others’
mistakes and feedback on others’ work have more significant potential to serve
an extensive online learning community. This study filled the gap by investigating
and comparing learners’ preferences and the use of two types of vicarious learning
feedback videos as self-directed learning resources in LMOOCs, i.e., teacher and
peer feedback videos.

This study collected both quantitative and qualitative data from 16 s language
learners. Quantitative data mainly came from the dashboard of a learning man-
agement system, including frequency (the frequency of each video being played)
and engagement level (the proportion of each feedback video being watched).
Qualitative data referred to participants’ reflections on their learning experiences
with these videos. The results suggested that 1) teacher feedback videos were
watched more frequently than others as learners regarded them as their desired
performance and ultimate learning goals. They preferred teachers’ explanations of
the expected learning outcomes and elaborations of marking rubrics in the videos;
and 2) the online learners watched a much higher percentage of the content in
peer feedback videos, which indicated a higher engagement level with the peer
feedback videos than teacher feedback videos. Interview data suggested that it was
in the peer feedback videos that online students carried out more peer evaluation,
self-reflection, and assessment practices.

Keywords: Video Feedback · Technology-mediated Feedback · Teaching
Chinese as a Foreign Language

1 Introduction

LMOOCs (Language Massive Open Online Courses) are faced with the challenge of
providing feedback at a large scale since it is difficult to track and offer interactions for
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thousands of registered online learners all over the world [1]. Additionally, developing
learning resources for LMOOCs is challenging as it needs to promote greater use of
self-directed learning strategies in a virtual environment with a low level of supervision.
After all, some empirical studies suggested online learners’ disengagement to perceive
LMOOCs as information resources rather than a communicative space with opportu-
nities for productive knowledge [2, 3]. To deal with these challenges, learning from
others’ mistakes and feedback experiences has excellent potential to serve a massive
number of online language learners and create an active learning community for them
to increase their engagement level. Therefore, developing teacher and peer video feed-
back as instructional materials for online learners is believed to promote greater use of
self-directed learning strategies, and lead to better learning outcomes in online courses
for second language learning.

2 Literature Review

2.1 Two Models of Feedback Practices

There are two popular language teaching and learningmodels when discussing the effec-
tiveness of various feedback practices or the relationship between learners and teachers,
i.e., the information-transmission model and the shared-responsibility model. Teacher
video feedback refers to the first one, which is based on cognitivism and puts more
emphasis on feedback providers. In contrast, the peer vicarious learning feedback videos
are proposed based on socio-constructivism, which stress more learning autonomy from
a student perspective [4]. In other words, the peer feedback video emphasizes feedback
receivers’ initiatives and capabilities in learning from the feedback given to other peers’
work, comparing their own work with those identified mistakes and feedback, and using
the feedback to revise their performance in future tasks.

As a conventional andwidely accepted practice, the studies based on the information-
transmission model identified the key features and characteristics of feedback practice
or feedback givers, linking them with learners’ improved learning outcomes. In other
words, it largely neglected feedback receivers’ initiatives and roles in seeking, digesting
and acting upon the received information. It was assumed that as long as the proper
feedback was given to students at the right time and under suitable conditions, they
should learn and react without exercising personalized control or understanding [5, 6].

The shared-responsibility model, however, focused on the other side of the feed-
back practice, which highlighted the value of self-regulation, learners’ engagement, and
further revisions. In other words, it put feedback receivers at the center and considered
them “proactive recipiences” rather than passive listeners [7, 8]. Learners’ participa-
tion from the beginning of feedback sessions was considered vital, such as feedback
seeking and identifying potential feedback givers. A meta-review of feedback research
conducted by Van de Kleij and others [9] also confirmed that the two models produced
different conceptualized student roles, including transmission, information processing,
communication, and dialogical categories. It suggested that the studies in recent years
had evolved to student-centered perspectives, and there was increased recognition of
students’ interaction and engagement in their learning processes.
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2.2 Synchronous, Asynchronous and Vicarious Video Feedback

The frequent use of learning technologies in second language education led to video-
based feedback, which stimulated interest, conveyed more information and provided
permanent learning records [10]. There are three types of video feedback based on
its relevance to the reviewers. The first type referred to synchronous video-mediated
feedback in a communicative approach, in which learners received personalized feed-
back from their teachers or peers and interacted in video format. This mode made up
for traditional feedback’s deficiencies by increasing visual elements and the sense of
interpersonal connections, and students reported this dialogical feedback to be more
supportive [11, 12]. The second type was asynchronous recorded video-mediated feed-
back, in which online learners watched their own performance recorded by videos, and
then they received feedback from their instructors, peers or themselves [13]. In this way,
teachers provided verbal explanations with the help of recorded videos to give students
specific feedback and point out the weaknesses or achievements for students to better
understand directly and visually [14, 15].

The third type, which had not received sufficient attention, referred to learners study-
ing the video feedback to others vicariously. In other words, the video feedback did not
directly address the viewers’ work, but others’ work. The reviewers were expected to
take advantage of the openness of feedback, observe video comments on others’ work,
and transfer what they learned from others’ mistakes and suggestions into further revi-
sions of their work. Therefore, this type of feedback video has great potential to serve
online learners at a much larger scale and create a learning community. This idea was
mentioned by Mayes [16], who proposed vicarious learning as the learning process of
observing others in multimedia recorded versions of tutorial dialogues. Regretfully, lim-
ited studies have focused on the use of vicarious feedback videos. This study fills in
this gap by focusing on this category of video feedback to investigate LMOOCs learn-
ers’ preferences for two types of vicarious video feedback and the reasons behind their
choices. Two research questions are being raised:

1) What are the online language learners’ preferences of learning teacher and peer
vicarious feedback videos in LMOOCs?

2) What are the underlying reasons behind learners’ choices?

3 Method

This study collected data from an established online one-and-one language program pro-
vided by a well-known teacher training university in the Greater Bay area, China. The
15-week program aimed to provide free Chinese language courses for overseas students
whose first language was not Chinese. Each online course lasted 1.5 h per week during a
semester between one teacher and one student. Invitation letters were sent to all enrolled
learners in the program, and finally sixteen adult participants agreed to participate in the
study. They were lower-intermediate participants in HSK levels 2–3, with an average
age of 22 and a similar number of males and females. Most participants had bachelor’s
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degrees in fields ranging from linguistics, international trade, sports education to litera-
ture. Their main nationalities were Canada, Italy, Thailand, Vietnam, Kenya and South
Africa.

After consulting experienced language teachers in this program, two rounds of data
collection (four videos of teacher and peer feedback) were developed as online learning
materials to examine students’ preferences and justifications (Table 1). The teacher
and peer feedback videos were recorded based on the same textbook unit. The first
round targeted the vocabulary knowledge of relevant topic dressing, and the second
round focused on the vocabulary knowledge about time. The content of teacher feedback
videos included: 1) demonstrating expected vocabulary learning outcomes, 2) presenting
common mistakes and problems based on their previous teaching experience, and 3)
giving feedback and solutions to these common mistakes without explicitly addressing
any individual student. The content of peer feedback videos consisted of three aspects:
1) the performance of some language points in Chinese by one language learner, 2)
the provision of peer feedback by the other learner, and 3) the discussion of these
language points or the mistakes made from the two learners to better improve personal
understandings. In total, four videos were recorded on two different topics, and consent
forms from teachers and learners in these video recordings were obtained before these
materials

Table 1. Video materials

Feedback Name Content

Video 1 Teacher-to-all feedback on the vocabulary knowledge with the topic of
dressing

Video 2 Peer feedback on the vocabulary knowledge with the topic of dressing

Video 3 Teacher-to-all feedback on the vocabulary knowledge with the topic of
time

Video 4 Peer feedback on the vocabulary knowledge with the topic of time

These teacher-to-all and peer feedback videos were uploaded to a learning manage-
ment system, and participants were reminded to study these videos online and encour-
aged to play those videos or use navigation functions such as pausing, rewinding or
fast-forward to learn from the teacher or peer feedback videos as they prefer, or even
comment to share their ideas.

The quantitative data were obtained from the dashboard of the online learning man-
agement system to collect and generate watchers’ analytics automatically, including
frequency (the frequency of each video being played) and engagement level (the propor-
tion of each feedback video being watched). The qualitative data regarding the reasons
for their choices were collected through the transcripts of semi-structured interviews,
then analyzed thematically. The initial coding system came from the critical components
in the self-directed learning strategies, including goal settings, motivation maintenance,
self-evaluation and feedback seeking [17, 18].
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3.1 Quantitative Results

In response to the first research question, descriptive data (Table 2) revealed that the
teacher feedback videos in the two rounds were played 41 and 36 times respectively,
more frequently by the participants, while the peer feedback videos were only played 21
and 29 times. It suggests that the learners played the teacher videos more often than the
peer feedback videos. However, playing the videos many times did not mean that these
learners had studied most parts of them. In terms of the proportion of each video being
watched, the data suggested that a much higher percentage of the peer feedback videos
had been viewed (91.3% and 62.5%) in both rounds, compared with the two teacher
feedback videos (45.3% and 48.0%). These results can be interpreted as online language
learners’ higher preference level in engaging with the content in the two peer feedback
videos. Overall, the descriptive data indicated that in comparison with peer feedback
videos, the participants played the teacher feedback more often, while watching only a
relatively small part of them.

Table 2. Descriptive data about learners’ choices.

Feedback videos View frequency Percentage viewed

Teacher-to-all (first round) 41 45.3%

Peer (first round) 21 91.3%

Teacher-to-all (second round) 36 48.0%

Peer (second round) 29 62.5%

3.2 Quantitative Results

The interview transcripts offered more insights into the preference for teacher feedback
videos and the engagement of peer discussion videos. Participants watched the teacher
videos more frequently, and they reported two reasons, including 1) their perceptions
to consider teacher videos as their desired performance and ultimate learning goals,
because teachers provided exemplars for students to follow, and in this way, they gained
improvement from experts’ versions of expected learning outcomes; and 2) they pre-
ferred learning teachers’ elaborations of vocabulary knowledge and feedback towards
students’ performance in the videos,with experts’ annotations or explanations ofmarking
rubrics to reduce them misinterpretations and improve their assessment understanding.
For example, two interviewees reflected,

I listened to teacher’s all the time because she definitely knows a lot of Chinese
than I… I must listen to her all the time, and I compare my knowledge with her.
If I were wrong, I would correct myself.

I prefer the first one, the longest teacher’s video…I liked how the teacher taught,
and I also like the way she explains the languages…I just like how the technical
things are used.
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Moreover, these second language online learners watched a much higher percentage
of the content in peer feedback videos, which indicated a higher engagement level and
students’ interest in these videos. Interview data found that these participants had carried
out more peer evaluation and self-reflection practices when studying the peer feedback
videos. In other words, they used what they learned from the teacher feedback videos
to evaluate the two peers’ work in the peer feedback videos, identify their own mistakes
by comparing peer performance with their own work, and then self-generated feedback
with those in the videos. As two participants reported,

You can also hear howmuch more fluent Adam (note: the high-level student in the
video) speaks than Sean (note: the low-level one). I think that’s how I judge…I
just look at their fluidity and I compare their pronunciation to the native-speaking
teacher.

Because you know they doubt themselves…he is not very sure, and so I avoid
repeating what he is saying, so that I don’t fall into the same mistakes.

Last, four online learners subscribed to the channel of uploaded feedback videos on
this learning management system, demonstrating these participants’ increased level of
interest and commitment to using these materials further. Moreover, two students posted
positive comments Awesome and excellent work to show their satisfaction with these
feedback videos.

4 Discussion

The research results suggested that teacher feedback videos were watched more fre-
quently than others as learners regarded them as their desired performance and ultimate
learning goals. They preferred teachers’ explanations of the expected learning outcomes
and elaborations of marking rubrics in the videos. The possible reason may be that stu-
dents regarded teachers’ explanations and feedback as the best learning examples to
follow in their daily study. It echoes previous studies that revealed students’ authority-
dependent intention. Learners in academic English courses reported their preference
for teachers’ evaluative feedback and their willingness to act on it, rather than proac-
tively seeking feedback themselves [19]. Comparedwith self-and peer-assessment, some
undergraduates reported their concerns about lecturer feedback because of the struc-
tured content and its usefulness in guiding students to realize their levels to achieve deep
learning [20].

The results also suggested that online learners watched a much higher percentage
of the content in peer feedback videos, which indicated a higher engagement level with
the peer feedback videos than in teacher feedback videos. Interview data suggested that
it was in the peer feedback videos that online students carried out more peer evalua-
tion, self-reflection and assessment practices. It can be interpreted as students’ increased
sense of belonging in an active learning community to improve their engagement level
when watching peer feedback videos. Therefore, their learning autonomy is believed to
be promoted with improved motivation and greater use of self-directed learning strate-
gies. As some studies revealed [21, 22], online feedback encouraged students’ deeper
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cognitive processing of target language knowledge and their practice, which motivated
them to revise their work and achieve self-reflection and knowledge transfer. Lee &
Mori [23] also suggested similar findings, in which students reported the reinforced
value of receiving peer feedback as a learning resource and its diagnostic function for
their personalized learning needs to improve their self-directed learning competencies.
These students also indicated their preferences for teacher feedback which backs up this
research’s findings.

5 Conclusion

In conclusion, this study focused on vicarious learning feedback videos, which have
not been investigated extensively by previous research. It filled the gap by examin-
ing learners’ preferences and engagement of two types of vicarious learning feedback
videos, i.e., teacher-to-all and peer feedback videos, as self-directed learning resources
in LMOOCs. Employed mixed research methods, this study suggested two perspectives
from second language learners. Firstly, teacher-to-all feedback videos were watched
more frequently than peer feedback videos, as learners regarded them as their expected
performance and ultimate learning goals. They preferred teachers’ explanations of the
desired learning outcomes and teachers’ elaborations of marking rubrics in the videos.
Secondly, these online learners watched a much higher percentage of the content in peer
feedback videos, which indicated their higher engagement level with the peer feedback
videos than teacher-to-all feedback videos. They performed more peer evaluation and
self-reflection, with the help of the obtained knowledge from teacher-to-all feedback
videos, to assess the two peers’ performance and identify the mistakes of their individ-
ual work. Eventually, they achieved self-generated feedback in an active online learning
community.

Some limitations should also be addressed. This study only used the dashboard of
an online learning management system and semi-structured interviews to collect data. It
would be better to triangulate the findings with user analytics retrieved from servers as
second language learners’ actual online video watching behaviors, to determine if their
self-reportedwatching preferences and feedback video engagement were consistent with
their actual online learning processes. Also, only 16 participants watched the two types
of vicarious feedback videos, which could have caused bias of the findings.

Further research on vicarious learning feedback videos should employ a longitudinal
design to explore the learning mechanisms of second language students. When they are
offered these feedback videos in LMOOCs in the long-term, their subsequent revisions of
their own work and second language performance are recommended to be investigated,
together with their perceptions of vicarious learning feedback videos. This investigation
would provide a comprehensive picture of how second language learners realize the
potential benefits of these self-directed learning resources in an online community-based
environment.

Funding. This research was supported by the Education Fund of the Macao Special Adminis-
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Abstract. This paper provides a review of empirical studies on the adoption of
a blended learning approach in teaching English as a second/foreign languages
since 2021. The review contributed to the topic by documenting and synthesizing
latest empirical evidence. To select articles, two international education databases
were included: SCOPUS and Web of Science. After excluding theoretical paper,
literature review and commentaries, 9 articles remained. The in-depth analysis
revealed that the current main topics of these studies included the student percep-
tion, teacher perception, enhancing learners’ specific language skills as well as
students’ language learning autonomy. In addition, the blended learning designs
in these studies were various, combining different instructional methods, multiple
delivery media, and pedagogical approaches. It can be concluded that with the
significant effectiveness of blended learning approach in English study, numer-
ous context-specific challenges were existed. In addition, there is a need for more
related studies to focus on the K-12 setting as well as the long-term influence of
blended learning approach in learners’ English proficiency and abilities.

Keywords: Blended learning approach · Teaching English as a second/foreign
language · Effectiveness · Challenges

1 Introduction

In the last few decades, educationists have advocated a modern approach to the teach-
ing and learning process, named a “blended learning approach”. According to Driscoll
(2002), the connotation of blended learning is highly flexible as it denotes the mixture of
different things, such as different instruction methods, diverse teaching pedagogies, and
a combination of physical and virtual classroom study. Driscoll (2002) stressed that as
the blended learning possesses the “untapped potential” (p. 1) it means different things to
different people. Similarly, Singh (2021) emphasized that the use of a blend of learning
approaches enables organizations to provide “the right content in the right format to the
right people at the right time” (p. 16).

When describing the blended learning, Graham (2006) pointed out that the blended
learning combines face-to-face instruction with computer-mediated instruction (p. 5). In
another definition, Garrison and Kanuka (2004) defined the blended learning approach
as “the thoughtful integration of face-to-face learning experience with online learn-
ing experience” (P.96). Garrison and Kanuka emphasized the quality dimension of the
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blended learning approach: the thoughtful plan of combination. According to Staker and
Horn (2012), this kind of curriculum could be implemented flexibly through mixtures
of online instruction and face-to-face activities, such as collaborative project design,
private tutoring, small group discussions, and peer-review activities. In other words, the
blended learning is regarded as a scalable and flexible way of teaching and learning,
which provides students more opportunities to engage in learning activities in and out
of classrooms (Senffner and Kepler, 2015).

2 Blended Learning Approach in English Teaching and Learning

According to Osguthorpe and Graham (2003), educators who are in favor of blended
learning approach hold the belief that there are inherent benefits of online methods
and traditional methods. The combination of them aims to “achieve a harmonious bal-
ance between the easy access to online knowledge and face-to-face human interaction”
(p. 228). With the influence of the blended learning approach in mainstream educa-
tion, researchers of second/foreign language education have paid more attention to the
adoption of the blended learning approach in English teaching and learning.

The present study focused on related empirical research to documentwhat latest data-
driven research has been conducted since 2021 and to identify gaps of understandings
of benefits and challenges of employing blended learning approach in English teaching
and learning. Due to the space limit of this paper, empirical studies included were
selected from two international education databases: SCOPUS and Web of Science.
The search term was “blended learning in English teaching and learning”. The initial
research yielded 92 articles. After reading article titles, abstracts and full text versions,
when necessary, studies were excluded if they were theoretical papers, commentaries
and literature reviews. The final selection yielded 9 studies.

Among the 9 studies, five of them focused on stakeholders’ perceptions of adoption of
the blended learning approach in English teaching and learning; three of them discussed
the effectiveness of blended learning approach in improving learners’ specific language
skill; the final one examined how to enhance learners’ study autonomy by adopting the
blended learning mode.

For the studies related to English lecturers’ and students’ perceptions of the blended
learning approach, two of them adopted a holistic view to examine both teachers and
students’ perception; another two of them solely focused on teachers’ perception; one of
them only focused on students’ perception. One common theme recurred in these stud-
ies was both teachers’ and students’ favorable attitude towards the blended learning in
English teaching and learning, such as the flexibility, high efficiency and convenience.
According to Watanapokakul (2022), most of teachers and students from a Thailand
University in the study agreed that blended on-line learning (a mixture of the live virtual
classroom and asynchronous online learning platform LMS) for the course of founda-
tion Englishwas beneficial in improving students’ overall language proficiency. Students
thought that the synchronous online learning mode saved their time and money as they
did not need to travel to the university. Meanwhile they valued the asynchronous online
learning because of the easy access to the learning materials at any time anywhere. How-
ever, it seemed that students’ positive perception (i.e., suitable and convenient) of this
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blended on-line learning mode was related directly to the social distancing caused by the
pandemic. Unlike the blended on-line learning mode in Watanapokakul’s (2022) study,
the design of a mixture of face-to-face learning and the online learning platformMOOC
was adopted in the study ofWu and Luo (2022). Participants in this studywere university
students and lecturers in China. Learners expressed that they had a better understanding
of the learning content, and a richer learning experience, a higher motivation as well
as a higher level of interaction. The instructors also identified the positive impact of
the blended learning mode. Although both of these two studies focused on the tertiary
education context, they focused on different courses with different blended learning
design in different countries. Therefore, they reported distinct challenges encountered
by students and teachers. While the biggest challenge of the course of Watanapokakul’s
(2022) study was that it was less effective in improving students’ oral and writing skills
of English due to the lack of immediate feedbacks on students’ assignment, participants
in the study of Wu and Luo (2022) reported that their normal face-to-face instruction
time was not less and the on-line learning was additional. Hence, students reported that
they were overwhelmed by the on-line tasks. Unlike the mixed research method adopted
by these two studies, another study by Bezliudna et al. (2021) mainly used the quan-
titative data and reported the favorable perception of master students from a Ukraine
university perception of the blended learning (a mixture of online and offline learning)
for the course of English for Specific Purposes. Different to challenges mention by the
previous two studies, Bezliudna et al. (2021) identified the inequality of technological
support facilities and infrastructures as the biggest challenge in this study. Therefore, it
can be concluded that learners and lecturers’ challenges were susceptible to the specific
local context. It is necessary for educators and school managers to raise their awareness
for identifying concrete difficulties encountered by in-service teachers and students.

Another two studies of Le et al. (2022) and Mulyono et al. (2021) did not targeted
teachers’ perception of blended learning approach for one particular course but their
general attitude towards the innovative pedagogy. One contrasting feature of these two
studies was that Le et al. (2022) adopted a qualitative design whileMulyono et al. (2021)
employed a quantitative design. It may because that Mulyono et al. (2021) focused on
the similarities and differences of Indonesian foreign language (EFL) teachers’ percep-
tions of blended learning in reference to their gender and teaching levels (i.e., lower
secondary school, upper secondary school, university, informal education and other lev-
els). Differently, Le et al. (2022) aimed to gain an in-depth understanding of the barriers
and drawbacks encountered by 30 English teachers in Vietnamese university when they
implemented blended teaching. Le et al. (2022)’s study found that teachers’ challenges
included their lack of related knowledge, skills, experience and insufficient time, which
were partially congruent with findings of Mulyono et al. (2021). Mulyono et al. (2021)
reported that compared with teachers of other teaching level, university English teachers
had a better understanding of the context of blended learning. For all English teacher of
various teaching levels, the primary challenge was the insufficient training and supports
on blended learning. Therefore, although blended learning in English teaching and learn-
ing has received considerable attention during the past two decades, there is still a large
space for its improvement as in-service teachers still possess insufficient knowledge and
training for its design and implement.
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For studies examining the effectiveness of blended learning approach in improv-
ing learners’ specific language skill, while one of them focused on learners’ writing
skills, another two examined learners’ oral and reading skill respectively. It is worth
mentioning that the study by Akbari et al. (2021) was different from others in terms
of comparing three learning approaches: the traditional approach, the blended learning
approach (a mixture of on-line and off-line mode), and the virtual teaching approach
based on web-based technologies. Hence, students’ participants in Iranian universities in
this study were divided into three groups accordingly to examine the effect of different
teaching mode on improving reading comprehension. Findings indicated that the group
of virtual teaching approach made the most significant progress in comparison with the
other two groups. It might because that virtual learning environment led to learners’
better confidence in reading comprehension. As Akbari et al.’s (2021) study adopted
the quantitative approach, they failed to provide in-depth explanation for the advantages
of the virtual learning environment in enhancing learners’ confidence compared with
the blended learning approach. Different to the study of Akbari et al.’s (2021), there
were two compared groups of participants in the study of Teng and Zeng (2022). They
reported that the blended learning method had remarkable effect on the improvement
of learners’ oral accuracy and fluency, but not complexity in a Chinese middle school.
The significant improvement of accuracy might be because of teachers’ feedback on
students’ oral tasks and the easy access to correct pronunciation audio files. Meanwhile,
because of the flexibility of on-line learning, learners’ anxiety for their oral practice
reduced and their oral influence was improved. However, due to their concern about
making mistakes, they tended to avoid use complex sentences and words, and their com-
plexity of oral English was not changed obviously. However, it is doubted that whether
the students’ oral competence development could last over a longer period of time.

Similar to the study of Teng and Zeng (2022), another study by Florence and Kolski
(2021) also focused on the K-12 setting. Unlike Teng and Zeng (2022), Florence and
Kolski (2021) examined the effect of a specific blended teaching and learning approach:
the flipped classroommodel on high school students’ writing quality without a compared
group by a mixed-method. Findings indicated that the flipped classroom model helped
students improve their writing skills as well as their engagement in learning. It might
because that the flipped classroom model enabled the students to gain deeper and mean-
ingful learning by watching vivid videos, finishing on-line tasks with promote feedback,
completing collaborative tasks with peers and obtaining individualized instruction. It
can be included that these empirical studies provided evidence for the effectiveness of
the innovative pedagogy. However, as their aims, designs and contexts were distinctive,
it is quite difficult to make comparison between them. In addition, none of them focused
on the long-term impact of the blended learning mode on learners’ language skills.

Unlike previous studies, Wang and Zhang (2022) developed an optimized SPOC-
based blended learningmode by combing on-line and offline teaching in English to stim-
ulate Chinese university students’ learning motivation and cultivate their autonomous
learning ability. Learners were required to finish the learning tasks before class with
the technical support, and rich resources of E-learning and the knowledge extension
activities after the situational communication and interactive discussion in face-to face
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class. One prominent feature of this study was that it continually collected stakehold-
ers’ perception of the design of the blended learning mode to optimize its function. By
emphasizing students’ individuality and providing students personalized learning expe-
rience, it was helpful in turning learners’ inefficient passive learning into effective active
learning. However, similar to previous discuss, the long-term impact of the blended
learning mode on learners’ autonomous learning ability still needs to be testified.

3 Conclusion

To conclude, while most of empirical studies acknowledged the positive impact of and
favorable attitudes of students and teachers toward the blended learning mode in English
teaching and learning, there were still numerous challenges reported by different stud-
ies. It can be concluded that the challenges were susceptible to specific and concrete
contexts. Therefore, it is necessary for school managers and teacher educators to raise
their awareness to notice local challenges, to focus on students and in-service teachers’
perception of the blended learning mode continuously, and provide appropriate external
support. In addition,more studies are needed to examine the long-term impact of blended
learning approach on improvement of students’ language skill or learning ability. Finally,
most of the current empirical studies focused on university students and lecturers, more
attention is needed to be paid to the K-12 setting.
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Abstract. With the advancement of online learning technologies, translation
learning, teaching, and learning motivation have been influenced and even
reshaped. So, there is a need for empirical investigations on the motivation in
learning translation online. Under the framework of the L2 Motivation Self Sys-
tem, this study uses exploratory factor analysis and structural equation model to
analyze 150 college students’motivation for online translation learning and identi-
fies sixmotivation factors: IL2S Factor, Escape/Stimulation Factor, Social Contact
Factor, Social Service Factor, L2LE Factor, and OL2S Factor. The research find-
ings show that motivation in online translation learning is not instrumental, and the
Ideal L2 Self is the most significant and dominant motivation in online translation
learning.
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1 Introduction

In contrast to motivation studies in language learning, the motivation underlying trans-
lation learning, an essential component of language learning, has been far less studied.
Translation learning and language learning are similar but not the same. Considerable
researches have previously established the significance of motivation, which is an essen-
tial factor determining academic performance, in language learning [1–4]. But in trans-
lation learning, the structure and influence of motivation has not been well revealed.
Besides, the advancement of technology has always been closely linked with learning
and teaching a second language [5]. Technology cannot significantly advance foreign
language learning if pertinent theories are not incorporated into foreign language learn-
ing.With the advancement of online learning technologies, translation learning, teaching
and learning motivation have been influenced and even reshaped. So there is a need for
empirical investigations on the motivation in learning translation online.
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The growing interest in studying translation education has been observed in recent
years [6–9]. But few researches have touched on the topic of motivation in online trans-
lation learning. The research attempts to model the structure of motivation in online
translation learning by exploratory factor analysis and structural equation model (SEM).
Considering the role of motivation in L2 learning, this research will investigate the rela-
tionship between online translation learning motivation and L2 Motivation Self System
(L2MSS), which is a powerful analytical framework for reconceptualizing L2 learner
motivation [10].

2 Literature Review

2.1 L2 Motivation Self System

To interpret individual variations in motivation for language acquisition, Dörnyei intro-
duced theL2Motivational Self System (L2MSS) in 2005. Several theories have an impact
on the L2MSS, most notably the socio-educational model [11–13], the self-discrepancy
theory, and the possible self’s theory [14]. A central assumption of the L2MSS is that
learners may be motivated to close perceived gaps and achieve the desired end-state
when they see a difference between their present state and their future self-guide (i.e.,
ideal or ought). The first anthology putting this theory to the test was published in 2009,
presenting a series of empirical studies that, in thewords ofDörnyei, provided substantial
confirmation for the proposed self-system [15].

The Ideal L2 Self, theOught-to L2 Self, and the L2 Learning Experience are the three
parts of the L2 Motivational Self System (L2MSS) theory. Due to the desire to narrow
the gap between one’s actual and ideal selves, the concept of the ‘Ideal L2 Self’(IL2S)
or ‘L2-specific facet of one’s ideal self’ serves as a powerful motivation for learning the
L2 (e.g., traditional integrative and internalized instrumental motives). Ought-to L2 Self
(OL2S) concerns are the attributes one thinks one should have to live up to expectations
and prevent undesirable results. This component relates to ought self and, as a result it
relates to more external instrumental motives. L2 learning experiences include situated
and executive motivations specific to the current learning environment and experience
(such as the school environment, the teacher-student interaction, and the success/failure
experience).

Numerous studies have confirmed L2MSS and its various components. Recent
research on the L2MSS revealed that the ideal L2 self is still arguably the biggest moti-
vator for language learners [16–19]. To a significant extent, learners’ intentional effort
or motivated conduct in L2 learning is mostly impacted by the ideal L2 self-compared to
ought-to L2 self and L2 Learning Experience [20]. In several investigations, the impact
of the ought-to L2 self on effort is negligible [21], negative [22] or positive but not very
strong [1]. The ideal L2 self shows a more explanatory power in learners’ motivation
than integrativeness, according to Liu’s research of Chinese EFL learners [3]. Yu’s study
of 190 Chinese college students found that most students have a high ideal L2 self and
a positive L2 learning experience. This study also finds that the ideal L2 self explained
more variation in students’ motivation. The ideal L2 self of English majors was higher
than those of non-English majors, despite the lack of a significant difference in their
ought-to L2 self [23].
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More research on L2MSS is required in light of the diversity of learners, complexity
of SL/FL learning and motivation, and rapidly accelerating globalization [24, 25], even
though numerous studies conducted within the framework of L2MSS have produced
interesting findings.

According to previous studies, IL2S as a part of L2MSS is the biggest motivator for
L2 learners, but there are few studies having tested the influence of IL2S on translation
learning motivations. There is a need to combine L2MSS theory with online translation
learning study to better comprehend student’s translation learning motivation.

2.2 Motivation in Translation Learning

To investigate motivation in translation learning, Liu (2019) used a Master student’s
diaries reflecting on daily translation training and semi-structured interviews to investi-
gate factors influencing students’ translation learningmotivation. The findings also show
how the ideal self, the ought self, the actual self, and the feared self-interact dynami-
cally with one another in the dynamic setting [26]. This study indicates that L2MSS
could help to explain motivation in translation learning. The conclusions of this study,
however, need to be tested further because it only looks at one case. Jabu (2021) inves-
tigated Indonesian students’ motivation to translation training and found that students’
portrayals of their future selves serve as their primary sources of motivation for taking
the translation course [27]. Obviously, it can be regarded the same as IL2S. In terms of
technology and translation learning motivation, Kassem (2021) found that employing
computer-aided translation has a significant positive impact on students’ motivation and
translation [28]. This suggests that technology may affect the motivation to learn trans-
lation. In order to determine whether there is a difference, it is necessary to investigate
the motive for online translation learning. Besides, many other studies focus on moti-
vation to do translating instead of motivation in translation learning or training. Studies
on motivation in translation learning is not abundant.

2.3 Online Learning and Non-constraint Learning

With the popularization of the concept of lifelong learning and the rapid development of
network communication technology, adult online learning and autonomous learning will
become a new normal. Online learning, based on lifelong learning, is active and non-
academic, referred to in this paper as unconstrained learning. Exploring the motivation
assessment scale for learning in this free state allows for the analysis and observation of
the original composition of motivation for learning. The assessment scale of this study
is developed by the type of non-constraint learning or adult learning because the online
learning in this study belongs to non-constraint learning. The factors of online translation
learning are very similar to this assessment scale.

Wu Feng (2015) investigated the assessment scale of motivation for adult online
learning. Based on previous research and substantial data, his new assessment scale was
created using eight exploratory factor analysis and reliability and validity tests. His scale
has a total of 43 items and comprises six dimensions: cognitive interest, professional
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advancement, interpersonal relations, getting out of routine, external influence, and com-
munity service [29]. This scale’s most significant distinction from earlier research is that
it considers the characteristics of online learning.

Under the premise of lifelong learning, students place more value on active learning,
heightening the cognitive interest factor. According to its range of applications, this
evaluation scale with non-constraint is appropriate for all kinds of adult online learning
scenarios.

In studies about online learning motivations, Kim (2011) found that when starting
self-directed online learning, people are more likely to be motivated if they believe the
learning objectives to be more pertinent and have more excellent technological profi-
ciency [30]. Besides, strong inner motivation (ideal self) and external motivation (ought-
to self) positively influence students’ perceptions of online classes. The more driven stu-
dents learn English, the more open-minded they are to the online courses [31]. Previous
researches on motivation in online learning suggests that IL2S and OL2S could be just
as helpful as normal and that academic success online is still significantly influenced by
motivation.

The following are the study’s research questions:

1. What is the motivation structure of online translation learning?
2. .How do OL2S, L2LE, and IL2S fit into the motivation structure? Is IL2S still the

primary motivation for those learning translation online?
3. What factors influence IL2S or are influenced by IL2S?

3 Methodology

3.1 Survey Design and Data Collection

First, a questionnaire for this study was created on the basis of the assessment scale
for adult online learning indicated above because it considers the characteristics of
online learning. The questionnaire, which has a 5-point Likert scale, has six dimensions:
cognitive interest, professional advancement, interpersonal relations, getting out of rou-
tine, external influence, and community. The questionnaire has a total of 22 questions
selected from 43 items of the former scale, and each question represents a factor of
online translation learning (Table 1).

The online poll was completed by 156 college students (150 valid) from 69 different
universities who have learned translation online. They included 78% of participants who
have been using online translation learning platforms for more than a month, 30% who
have been using them for more than six months, and 17.3% who have been using them
for more than a year. Among the respondents, 64% are majoring in a foreign language
now or have previously done so, compared to 36% who have not.

3.2 Exploratory Factor Analysis

Next, the team looked at the validity and reliability of the survey data (Table 2).
The Cronbach’s alpha coefficient is 0.942, indicating that the questionnaire’s reli-

ability is very high; the KMO coefficient is 0.896; and the Bartlett Test of Sphericity
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Table 1. Dimensions and Factors

Dimension Factors Code

Cognitive Preference Thirst for knowledge A1

Profession Preference A2

Make up for Shortcomings A3

Accomplishment A4

Career and Academic Development Qualification B1

Career Preparation B2

Academic Achievement B3

General Skills B4

Further Study B5

Interpersonal Communication Expand socially C1

Integrate into the group C2

Improve relationships C3

Earn Respect C4

Out of the Box Passing Time D1

Break the routine D2

Spiritual support D3

Diversion D4

External influence Influenced by others E1

Recommended by experts E2

Influenced by COVID-19 E3

Social Services Help others F1

Serve Society F2

Table 2. Validity and Reliability

Cronbach’s α KMO Bartlett Test of Sphericity

0.942 0.896 P=0.000***

shows that the significance p-value is 0.000***(p<0.01), indicating that the variables
are correlated and the data is appropriate for factor analysis.

After testing validity and reliability of data collected from the survey, the authors
attempt to find out new public factors by exploratory factor analysis. For psychological
assessments such as motivation assessments, internal structure-based validity evidence
is crucial, and factor analysis helps assess this internal structure [32] (Table 3).
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Table 3. Factor loading (Rotated)

Code Factor Loading (Rotated) Community

Factor1 Factor2 Factor3 Factor4 Factor5 Factor6

A1 0.835 0.175 −0.021 0.091 0.119 0.035 0.751

A2 0.801 0.157 0.104 0.071 −0.016 0.066 0.686

A3 0.637 0.082 0.106 0.093 0.267 0.357 0.631

A4 0.716 −0.078 0.179 0.21 0.279 0.018 0.673

B1 0.482 0.171 0.473 −0.02 0.291 0.146 0.591

B2 0.456 0.084 0.456 0.297 0.296 0.158 0.624

B3 0.504 0.149 0.183 0.004 0.27 0.59 0.731

B4 0.59 0.225 0.125 0.338 0.113 0.344 0.661

B5 0.597 0.159 0.344 0.312 −0.069 0.038 0.604

C1 0.208 0.494 0.681 0.173 0.14 0.157 0.825

C2 0.121 0.2 0.755 0.275 0.164 0.155 0.751

C4 0.216 0.247 0.454 0.455 −0.09 0.494 0.774

D1 0.185 0.772 0.208 0.235 0.157 0.064 0.758

C3 0.087 0.373 0.754 0.129 0.138 0.192 0.788

D2 0.056 0.448 0.214 0.537 0.15 0.407 0.725

D3 0.11 0.803 0.238 0.177 0.203 0.087 0.794

D4 0.133 0.792 0.243 0.142 0.153 0.142 0.767

E1 0.186 0.3 0.121 0.156 0.817 −0.04 0.833

E3 0.204 0.418 0.351 0.024 0.518 0.186 0.642

E2 0.174 0.15 0.183 0.349 0.608 0.314 0.677

F1 0.391 0.353 0.194 0.647 0.24 0.094 0.8

F2 0.279 0.229 0.239 0.713 0.24 0.081 0.76

The next step is to give them new names. High factor loadings for factor 1 are found
in A1 (0.835), A2 (0.801), A4 (0.714), and A3 (0.637). It demonstrates that all Cognitive
Preference components have high loadings for Factor 1, yet Factor 1 also has significant
loadings for other items like B5(0.597) and B4 (0.59). Therefore, the combination of
cognitive preference and academic and career development constitutes Factor 1. What
if we changed a perspective?

The survey question of A1, on which Factor 1 has the highest loading, is “I am
eager to learn many new things and want to satisfy my desire for knowledge.” The
question of A3 is “I want to make up for my shortcomings in translation studies.” A4 is
“Mastering a lot of new knowledge will give me a greater sense of accomplishment.” B5
is “I hope to study translation in depth to prepare for further study in translation studies
(graduate school, Ph.D.) in the future.” The phrase IL2S describes the positive self-image
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of oneself that learners have for their future L2 acquisition and usage [33], and the ideal
L2 self serves as a potent motivator if one is aware of the mismatch between their actual
L2 competency and the intended future self-image. According to the narratives of the
above questions, Factor 1 can proportionally name as “IL2S Factor”. Besides, the “IL2S
Factor” has the highest explained variance among the 6 extracted new factors, so IL2S
is still the primary motivation in learning translation online.

Factor 2 is highly loaded in the dimension of “Out of the Box”. The survey questions
in this dimension are as follows, D1: I hope to pass the time and fill the emptiness in my
life through online translation learning; D3: I hope to find spiritual and mental support
through online translation learning, and D4: I hope to be able to divert my attention
from other difficulties and problems through online translation learning. Because of
this, Factor 2 may be titled as “Escape/Stimulation Factor”,

Interpersonal communication factors with high loadings in Factor 3 include C1: I
hope to expand my social circle and make new friends through the online translation
learning platform; C2: I hope to become more integrated into my current circle and take
part in more group activities; and C3: I hope to strengthenmy bonds with my classmates,
friends, and even family through the online translation learning platform. Factor 3 can
thus be titled as “Social Contact Factor”.

Factor 4 might be referred to as the “Social Service Factor” because it strongly
suggests that social services are one of its features.

The high factor loadings of Factor 5 exist in Dimension E, “External Influence”.
The external influence in this case is particularly connected to translation learning or
L2 learning. The survey question of E1 reads, “I was influenced by my classmates,
friends, and teachers before I started to use the online translation learning platform.”
E2: “Excellent learners and experts on the Internet or around me recommend using
online translation learning platforms.” E3, “I started to use the online translation learn-
ing platform because I was affected by the epidemic and could not or did not want
to participate in offline translation learning.” L2 learning experiences include situated
and executive motivations specific to the current learning environment and experience
(such as the school environment, the teacher-student interaction, and the success/failure
experience). So, this factor is reasonably named as “L2LE Factor”.

The two future self-guides representing possible (ideal and ought-to) selves have tra-
ditionally received more theoretical attention within the L2 Motivational Self System,
leaving the third key feature of the construct, the L2 Learning Experience, somewhat
under-theorized. However, empirical research that repeatedly shows that the L2Learning
Experience is not only a significant predictor of numerous criterion measures but is fre-
quently the most potent predictor of motivated behavior shows that this third component
is not minor in significance [34].

Factor 6 is a little bit different. It has high factor loadings across different dimensions
as the “IL2S Factor”. The high loadings of Factor 6 exist on B3 (0.59) and C4 (0.494).
B3 is classified as “Academic Achievement” and its survey question reads: “I would
like to learn through the online translation platform and achieve good grades in my
school courses.” C4 is tagged as “Earn Respect”, and its narrative is “I want to learn and
enhance my translation skills through online translation to gain recognition and respect
from others.” A good box to B3 and C4 is OL2S. The properties one believes one should
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possess to live up to expectations and avoid negative outcomes are known as ought-to L2
Self (OL2S) concerns. This element has to do with one’s obligation, therefore it also has
to do with more external instrumental motives. In the narratives of B3 and E2, “learning
translation online” is compared to a tool or equipment that one can use to get goodmarks
and win respect. So, Factor 6 is the “OL2S Factor”.

3.3 Structural Equation Model

To better investigate the structure of the six factors, the authors attempted to develop
a structural equation model. The structural equation model was used to investigate the
motivation for video-synchronous speaking practice, asynchronous collaborativewriting
practice, course satisfaction, and the mediating role of course satisfaction on behavioral
intentions to use language learning technology in the context of a fully online foreign
language English course. Chen (2022) investigated the motivation to utilize the dig-
ital game-based learning software CHEN-slate among Taiwanese undergraduate EFL
students studying English-to-Chinese translation. According to the study’s findings,
the most common motivations for Taiwanese students to pursue translation studies are
improving their self-image and having a positive translation learning experience [35]. It
suggests the primary role of IL2S in translation learning. But in terms of online trans-
lation learning, what factors influence IL2S or are influenced by IL2S? In other words,
what’s the relationship between the six factors extracted from survey data?

In order to answer the question, the authors employed a structural equation model
(SEM). Then, the author investigated how IL2S influences the other five motivations.

Fig. 1. Howdoes IL2S influence other Factors in SEMofOnline Translation LearningMotivation

Figure 1 shows the paths connecting IL2S and the other 4 major motivations, and
all of the four path coefficients indicate that IL2S has a positive influence on OL2S,
L2LE, Social Service, Social Contract, and Escape/Stimulation. In previous studies,
Zhao (2022) found that for English majors in China, the ideal L2 self positively predicts
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Table 4. Estimates and significance of each path in the SEM

Path Estimate Standard Error P

IL2S→Escape/Stimulation 0.704 0.154 0.000***

IL2S→Social Contact 0.724 0.162 0.000***

IL2S→Social Service 0.857 0.145 0.000***

IL2S→L2LE 0.803 0.152 0.000***

IL2S→OL2S 1 0.149 0.000***

the L2 learning experience [10]. According to the statistics on Fig. 1, the conclusion is
valid in online translation learning.

According to Table 4, the other five motives and IL2S have direct positive linear
correlations, and the p-values for all of the paths were all less than 0.01, indicating the
significance of these linear correlations (Fig. 2).

Fig. 2. How do other Factors influence IL2S in SEM of Online Translation Learning Motivation

The strong direct positive linear correlations are not present along the path towards
IL2S. The high association is only visible along one line from OL2S to IL2S. No other
factor has as much of an impact as IL2S. The estimates of other paths are quite small
and their p-values are all bigger than 0.5, so other correlations are not significant.

4 Results and Discussion

To develop themotivationmodel for online translation learning, the authors conducted an
exploratory factor analysis. IL2S is themain driving force for online translation learning,
followed by “Escape/Stimulation,” “Social Service,” and “L2 Learning Experience,” all
of which have comparable factor weights. Out of the six motivations, OL2S comes in
last. This study’s empirical findings support those of earlier studies: IL2S is arguably the
strongest motivator for language learners, while OL2S may be positive but isn’t a very
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strong motivator for online translation learning. It further demonstrates that motivation
is not instrumental motivation when studying translation online (Table 5).

Table 5. Factor Weight

Component Variance Rotated (%) Accumulative Variance
Rotated (%)

Weight (%)

IL2S Factor 18.961 18.961 26.325

Escape/Stimulation Factor 14.635 33.597 20.319

Social Contact Factor 13.332 46.928 18.509

Social Service Factor 9.835 56.764 13.655

L2LE Factor 9.24 66.004 12.829

OL2S Factor 6.024 72.028 8.363

By developing structural equation models, the authors found that IL2S has direct
positive linear correlations with all other five factors, but only OL2S has the same
influence on IL2S.

The ideal L2 self is still arguably the biggest motivator for language learners, accord-
ing to a recent study on the L2MSS. This study has further validated this conclusion.
The Ideal L2 Self is the biggest and dominant incentive in online translation learning,
and it has a significant influence on all other motivations in online translation learning.

As a controllable factor, motivation can be encouraged or adjusted using the results
of motivation research. Since motivation is dynamic and changes depending on the
environment and has its developmental patterns, this interaction can affect learning
outcomes.

5 Conclusion

This study investigates 150 college students’ motivation in online translation learning
and then uses exploratory factor analysis and structural equation model (SEM) two
methods to model the structure of motivation in online translation learning and explores
the relationship between the motivation structure and L2 motivation self-system.

This research finds six types of major motivations in online translation learning:
IL2S Factor, Escape/Stimulation Factor, Social Contact Factor, Social Service Factor,
L2LE Factor, and OL2S Factor. Among the motivations, IL2S is the strongest motivator
for language learners, while OL2S may be positive but isn’t a very strong one. It further
demonstrates that motivation in online translation learning is not instrumental. Besides,
IL2S has direct positive linear correlations with all other five factors, but only OL2S has
the same influence on IL2S in response.
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Abstract. Translation for children inevitably involves editing to the text as chil-
dren have their own cognitive characteristics and restrictions. In this regard, this
study takes translation of children’s literature as a kind of transediting and probes
into the principles and methods of transediting children’s literary works. Taking
the classic children’s literature The Wizard of Oz and its Bookworm bilingual
version as a case for analysis, this study finds that transediting of children’s lit-
erature involves considerations from three dimensions—narrative, language, and
culture. To tailor to children’s cognitive characteristics, transeditors usually make
adaptions to the original text. Such measures include deleting branching plots and
extracting the main storyline, using basic vocabulary and simple sentence struc-
tures, and transforming foreign cultural elements into familiar ones. The study
also points out that technology-empowered children’s literary books have shown
their advantages in enhancing children’s reading experience and in giving full play
to the educational significance.

Keywords: Transediting · Children’s literature · Technology · Education

1 Introduction

Children’s literature is one of the earliest forms of discourse that individuals have access
to in their growth, having an important influence on and guidance in the enhancement of
language competence, the development of cognitive ability, and the formation of values.
Therefore, children’s literature is an integral part of children’s education. An excellent
children’s literary work will resonate with children in emotion and bring them spiritual
pleasure, and in this way cultivate their sentiment and help with their aesthetics and
ability to create.

In order to expose children to a more diverse culture context and improve their cog-
nitive ability, the introduction and translation of children’s literary works from other
countries has become a usual complement to readings originally created in their own
mother language and culture context. As children’s literature is often created and trans-
lated by adult professionals, during the creation and translation process, they have to
always bear children in their mind, taking account of the necessary background informa-
tion to facilitate comprehension, the potential language difficulties and barriers, as well
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as the cognitive characteristics of children. Otherwise, it will inevitably bring trouble
to children’s understanding of the text, thus failing to achieve the expected educational
effect.

Due to the above concerns including the differences in cultural contexts and the
characteristics of children’s cognition, translation of children’s literature often involves
adaptation and reconstruction of the original text, so it is more precisely a kind of
“transediting”, a phenomenon that editing is involved in the translation process. In
transediting, the translator may change the content and the form of the original text
to a certain extent in order to suit the need of the target readers (e.g., children) or to meet
a particular purpose of the translation [1]. At the same time, to bring children’s literature
into full play in cultivating children’s literacy and fulfilling its educational significance,
application of various technologies, such as the use of talking pens and multimodal
display of information, has become commonplace for children’s literary works. Taking
The Wizard of Oz from the Oxford Bookworm bilingual series as an example, this study
explores the editing and translation strategies adopted in the transediting of children’s
literature in the age of technology.

2 Studies on the Translation of Children’s Literature

Since the 1980s, researchon children’s literature has become increasingly popular around
theworld (e.g. [2, 3]). Accordingly, studies of children’s literature in translation have also
flourished with abundant research monographs published (e.g. [4–6]). Some representa-
tive ones include Coillie and Verschueren’s [7] collected volume on translation of chil-
dren’s literature and Lathey’s [8, 9] two books The Translation of Children’s Literature:
A Reader and The Role of Translators in Children’s Literature: Invisible Storytellers
published in 2006 and 2010 respectively. These studies cover a wide range of topics
including polysystem theory, country-specific studies, translation history, ideology and
censorship.

Translation activities of children’s literature in China began in the late Qing Dynasty
[10]. Although earlier litterateurs and writers, such as Lin Shu, Zhou Zuoren and Lu
Xun, translated foreign children’s literary works into Chinese, few relevant studies were
conducted at that time. With the deepening of globalization and the large-scale intro-
duction of foreign children’s literature to China in the new millennium, studies on the
translation of children’s literature have received more attention (e.g. [11–13]). In the
past decade in particular, relevant studies have shown an increasing trend. Zhao Juanli
[14] combed through studies on translation of children’s literature in China in the past
30 years and categorized previous studies into eight aspects, viz. Translation standards,
translation methods and strategies, retranslation studies, descriptive studies, translator
subjectivity, translation history, translator studies, and translation criticism. It is pointed
out that the main problems of relevant research lie in a lack of depth and width and that
the overall research in China lagged behind that of the international circle. Based on
analysis of the current situation of the translation and spread of Chinese children’s liter-
ature to other countries, Zhao Jirong [15] found that there were not enough translation
practitioners and researchers in the field and a systematic model with effective paths
for the translation and spread of Chinese children’s literature overseas has not yet been
established.



Transediting of Children’s Literature in the Age of Technology 435

3 Transediting for Children

Transediting is a form andmethod of translation. It happens when a text is not only trans-
lated into another language but also edited to a certain degree as need be. Therefore,
transeditors have to possess both abilities of translating and editing. Apart from lan-
guage competence, relevant professional knowledge and translation skills, the abilities
to analyze, synthesize, and restructure information are also indispensable [16]. Through
transediting it may help create the same effects in the target text readers what the original
author expects to have on the source text readers. According to Zhang Meifang [1], the
term “transediting” itself implies the meaning of “change”. Transeditors make changes
to the content and sometimes the form of the original text to suit the need of the tar-
get reader. At present, transediting has been widely explored in journalistic translation
[17–19], and its application to studies of children’s literature is still limited.

Translation of children’s literature is in many cases a kind of transediting as it
often involves adaptation and adjustment of the text to suit the different readership,
the altered discourse environment, as well as the cultural and ideological requirements.
Such transediting often involves rearrangement of the structure, narration, perspective
and focus of the original text to ensure the coherence and acceptance of the translated
text. When a children’s literary work is translated, the text is inevitably rewritten and
recreated by the transeditor from a target-oriented perspective and their mediation may
reflect a certain degree of ideological manipulation. Translation, therefore, becomes a
form of rewriting and adaptation. This is particularly true in the spread of children’s
literature as many stories and fairytales have become welcomed and enjoyed worldwide
through translation [20].

In this technology era, children are exposed to not only paper books but also var-
ious technology-facilitated readings such as audio books. These technology-enhanced
children’s literary works have contributed to the cultivation of children’s literacy and
cognitive ability. In this regard, this study takes transediting of children’s literature in
a broad sense. Against the backdrop of the new era, transediting of children’s literature
involves not only changes to the discourse, but also alterations to the form of children’s
literary works in conveying information and knowledge. We will explore how chil-
dren’s cognition and literacy can be enhanced by reading such technology-empowered
transedited literary works.

4 Case Study

4.1 Bookworm Bilingual Series

The Bookworm is a series of bilingual literary works for young readers co-published
by Oxford University Press from the UK and Foreign Language Teaching and Research
Press from China. Each book in the series consists of such sections as preparatory
work, adapted story, Chinese translation, comprehension exercises, and grammar points.
Therefore, by reading these books readers can not only learn about the content and
relevant knowledge of the story but also enhance their language competence in both
Chinese, their mother tongue, and English, the first choice of foreign language to learn
for most Chinese children. The books in the series are graded in seven levels according
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to their difficulty in vocabulary and language. Books of the introductory level are in the
form of comics, while books of Levels 1 to 6 are arranged in an English-Chinese parallel
format with key words annotated on each page and exercises following the main content
to help test the readers’ comprehension and their command of English. Each book in the
set comes with an MP3 CD containing the audio materials of the content, read by native
professionals.

This paper takes The Wizard of Oz from the Bookworm series as an example for
case study. The book was written by L. Frank Baum, a journalist from the Midwest of
the U.S., and was rewritten by Rosemary Border from the U.K. The translator of this
English-Chinese version for children is Xiao Yue from China.

4.2 Transediting of The Wizard of Oz

4.2.1 Overall Adjustment

TheWizard of Oz talks about the adventure of Dorothy, a young girl from the countryside
ofKansas. The book is also commonly regarded as an allegory for the political, economic
and social events of America in the late 19th century [21, 22]. At that time, due to major
fiscal redistribution, most farmers in the west of the U.S. became debtors while the
bankers in the east became creditors. When the price level fell, the true value of the debt
rose accordingly, thus enriching the banks at the expense of the farmers’ interests. The
solution to the problemwas to mint silver coins. However, as money supply was actually
determined by the amount of gold, the interests of farmers could not be guaranteed. In this
regard, the political, economic and social allegory is thus manifested. Meanwhile, many
metaphors are employed in the original text. For example, when describing Dorothy’s
hometown, the writer portrays the landscape of Kansas prairie as gray to indicate the
unfortunate life of farmers. The witch’s silver shoes and the golden brick road are used
to allude to the monetary policy of the time.

Considering that such background information may be unfamiliar to the Chinese
young readers, the Bookworm version deleted all the descriptions of the “gray” tone and
replaced “silver” shoes with “red” shoes. The later adaption might be influenced by the
change from silver shoes to ruby slippers in the 1939 movie as it was believed that out
of technical considerations “red showed up more vividly on the film stock of the period
than silver” [23]. In addition, the color of red is a more pleasing and typical color in
Chinese culture, thus more comprehensible for the target Chinese young readers.

In the transedited version, some subplots and details of the main storyline were
removed, resulting in a combination of many chapters into one. This was done with the
target reader in mind as complicated plot with too much information might be hard for
children especially those from different cultural background. Therefore, extracting the
main story and simplifying the storyline can help reduce the reading and comprehension
barriers for young readers of the transedited text.
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4.2.2 Treatment of the Specific

In this section, examples selected from the first two chapters of the transedited version
will be analyzed and discussed in detail.

4.2.2.1 Title
The original book published in 1900 was entitled The Wonderful Wizard of Oz. The

English title of the Bookworm series is The Wizard of Oz, naming after the adapted
musical staged in 1902. With the word “wonderful” being left out in later versions, it
leaves more space for the readers to form ideas through their own reading rather than
telling them right at the very beginning that the wizard is in fact “wonderful”. Such
adaptation helps in enhancing children’s independent cognitive ability.

An early Chinese version for the title is奥兹国的魔法师, which is a literal transla-
tion of “The Wizard of Oz”. Later,绿野仙踪, which literally means “green field fairy
trace”, gradually dominated themarket and receivedwide acceptance among theChinese
readers. The latter version of the Chinese title takes into account the cultural differences
as wizards are rarely mentioned in the Chinese cultural context, thus relatively unfamil-
iar to the target reader. In this regard, the Chinese version adopts “fairy trace (仙踪)”,
a more pleasant-yet-mysterious word in connotation, to translate the title. In addition,
the adoption of four-Chinese-character-phrase for the title is in line with the preference
of Chinese for book titles, pleasing in sound and easy to remember. In transediting the
title, the pre-determined commentary word “wonderful” was removed from the English
version, and the Chinese title was translated in a way that is more in line with the reading
habits of Chinese readers.

4.2.2.2 Setting
In laying the setting of the story, the author described the living conditions ofDorothy

as follows.

The phrase “the great Kansas prairies” in the original text might be difficult for
Chinese young readers to understand for they do not have sufficient background knowl-
edge nor relevant life experience, so it is left out in the transedited text. In addition,
the transedited version omits some details, such as the identity of Uncle Henry and the
conditions of the house. The original two complex sentences are combined into one
simple sentence with clear subject-verb-object structure after transediting. Such change
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takes into account the cognitive abilities of the target reader as children might be easily
confused by too complicated information. The removal of unnecessary details, therefore,
helps children to grasp the main story clues rather than being distracted by unnecessary
information.

The cellar is perhaps the most important item in the setting, and the story starts from
the cellar.

Comparing the different versions, we can find that the logic of the transedited version
is clearer. It first introduces what “cyclone (龙卷风)” is, followed by description of its
mighty power that it could blow away people, trees, even houses. Therefore, under every
house there was a cellar, which was used to protect people against cyclones. The original
text, however, seems to assume that the readers already have enough knowledge about
the windiness of the Kansas prairies, so it refers to the cellar directly without much
introduction. In addition, the adoption of both “cyclone” and “whirlwind” in the original
text might bring confusion to children who do not have a large vocabulary. In order to
avoid unnecessary reading obstacles, the adapted text and the transedited text avoid the
word “whirlwind”, or旋风 in Chinese and chose to use “cyclone (龙卷风)” consistently
throughout the whole section.

It is worth noting that despite the distinction between “cellar” and “cyclone cellar” in
the original textwhich denies the existence of the former in the neighborhood, the adapted
and the transedited texts make no distinction of the two and directly mention cellars as
something commonplace or even a necessity for each household. Such transediting helps
in smoothing out the logic of the story and in presenting it in a more friendly way for
young readers. In addition, the simplified vocabulary in the transedited text helps in
facilitating child readers’ reading and comprehension.

The cyclone is the trigger of the story. It was the cyclone that blew Dorothy away to
another world. In the original text, the author described the cyclone in great detail.
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The original text describes the process when the house was being blown up by the
cyclone in much detail, not only depicting the change of state of the house, explaining
in depth the formation of the cyclone, but also giving the reason why the house could be
raised up by the cyclone. In contrast, the transedited text does not include any in-depth
depiction of the house as it was being hit by the cyclone nor a scientific explanation
for how it could be blown up into the sky. It simplifies the whole process into one
short sentence and omits all the detailed information to make it easier for children to
understand. In addition, the transedited text adopts three repetitive “up (升高)” to mimic
the feature of child language. With the combination of audio and visual effects, it helps
in arousing children’s interest and making them fully immersed in the story.

4.2.2.3 Characters
On the journey to the Emerald City, Dorothy had three friends accompanying her.

Scarecrow and Tin Man were two of them. In the original text the author stated how the
little girl made friends with them, but in the transedited text changes were made to this
section.
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In the original text, the author adopted quite a number of adverbs such as “polite-
ly” and prepositional phrases such as “in wonder” and “with a smile” in the reporting
clauses to describe the tones and attitudes of the speakers in the dialogue. Despite the
simplification in the adapted English text, its Chinese equivalence, the transedited text,
follows the Chinese norm of using a variety of reporting verbs to vividly represent the
tone of the speaker (e.g. 惊叫 “astonishedly cry”) or the function of the utterance in
contributing to the coherence of the dialogue (e.g.回答道 “answer say”).

It isworth noting that as children’s books becomeaudio, it largely enhances children’s
reading experience. By listening to the story, children are not only more immersed in it
but also providedwith opportunities to imitate the tone of different characters in different
contexts and at the same time to learn new words and enhance their overall language
competence.
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In introducing the Tin Man, the original text adopts a first-person narration, which
enables readers to cast themselves into the role of the characters. The adapted and the
transedited texts, however, shift the point of view to third-person narration, which may
unfortunately weaken the reading experience as it has lengthened the distance between
the reader and the characters.

Such undermined experience is also reflected in the order of information as discrep-
ancy is found between different versions. In the original text, what Dorothy saw is stated
in detail at the beginning with the fact that it was actually a tin man placed at the end.
In contrast, the transedited text reveals directly at the beginning that the man was made
of tin, which unduly damages the effect of suspense, a key factor in creating surprise in
literary works.

4.2.2.4 Events
Dorothy was blown by the cyclone into another world and by accident smashed an

evil witch to death when her house fell onto the ground. The Witch of the North, in
gratitude, showed Dorothy the way to home and gave her a kiss which could give her
protection. This event is a foreshadow of the following story as the kiss indeed protected
Dorothy on her way home.
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The focus of this section is that the witch’s kiss can protect the little girl. The original
text chooses to put the focus in the front, while the adapted and transedited texts move
it to the back. As it is mentioned above, saving the key information to later revelation
contributes to the creation of suspense, thus enhancing the reading experience.

The original text describes the kiss as “a round, shiningmark” which is more abstract
compared with “a small red flower” in the adapted text or “little red flower (小红花)” in
the transedited version. The image of red flowers is very familiar to children, especially
toChinese, as red is an auspicious color inChinese culture thus commonly used and seen.
In this connect, the employment of the red flower simile helps not only in facilitating
comprehension but also in conveying the positive connotation of the kiss.

4.3 Technology in Bilingual Literary Books for Children

In the age of technology, various technological inventions have been applied to educa-
tion. As far as children’s bilingual books are concerned, technology contributes to the
educational significance of children’s literature on at least three aspects—language com-
petence, cognitive capability and social skills. Taking the Bookworm bilingual series as
an example, the use of talking pens not only facilitates children’s vocabulary learning
but also adds great fun to book reading. By a simple touch with the pen, readers can get
easy access to the pronunciation of the words or expressions they want to learn about.
The availability of the audio versions of the books brings more vivid stories with both
audio and visual narrations to children. By listening to and imitating the tones of differ-
ent characters in different contexts, children will have better understanding of emotion
and interpersonal communication, thus improving their cognitive capability and social
skills. Meanwhile, audiobooks can enhance children’s interest in literary works offering
them with different and novel reading experiences.

Taking into consideration the features of educational technology in children’s bilin-
gual books, transeditors of children’s literature may make full use of its advantages to
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create more enjoyable and instructive books for children. For example, given the acces-
sibility of audiobooks, transeditors may use more dialogues and onomatopoeia in their
transediting of children’s literature.

5 Conclusion

Transediting is a kind of tailored translation for specific purposes or for special target
readers. Based on our discussion and case analysis, it can be found that transediting of
children’s literature in the age of technology mainly involves considerations from three
dimensions—narrative, language, and culture.

Considering children’s limitations in cognition, language and the world knowledge,
transeditors usually make adaptions to literary works to ensure smooth reading and com-
prehension. Such measures include deleting branching plots and extracting the main sto-
ryline, using basic vocabulary and simple sentence structures, and transforming foreign
cultural elements into familiar ones. At the same time, some contents that are incom-
prehensible or unsuitable for children, such as cultural metaphors and violence, might
be removed in the transediting process.

In this new era, technology has empowered many works of children’s literature.
Some transedited children’s literary books are presented as audio or even video books.
In this regard, the educational significance of these books particularly their contribution
to language acquisition turns to bemore prominent. Meanwhile, technology-empowered
books also add fun to the reading process thus enhancing children’s reading experience.
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learning strategy on the platform, experiment design and analysis of
experiment data, the study finds how the knowledge network acceptabil-
ity can enrich students’ translation learning strategies, learning resources
management strategies.

Keywords: Knowledge network · Translation learning · Learning
strategy

1 Introduction

With the boost of online learning and multi-language communication, advanced
technologies are utilized in the language teaching-learning field. Language learn-
ers commonly adopt learning resource management strategy, including references
and computers, in order to advance the efficiency in the novel learning activ-
ity [1]. As a language learning method, translation requires multifaceted activ-
ities from the perspectives of lexicon, syntax and text, in which professional
knowledge is connected in a systematic network. Textwells, a computer-based
translation learning platform, has been designed and developed by our research
team, where knowledge nodes in/between Chinese and English translation are
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annotated based upon the knowledge network. An intelligent algorithm can auto-
matically recommend related knowledge as learners click to learn, which helps
learners form the translation knowledge network and learning strategy.

Interdisciplinary approaches support the research project, which are nat-
ural language processing, translation studies, bilingual corpora, EFL (English
as a Foreign Language) education, information management, functional lin-
guistics, computer science, etc. Textwells provides a revolutionary and efficient
knowledge-network-based learning model for the bilingual learners in classroom
or Internet-based courses to alleviate their resource management pressure.

2 Translation Knowledge Network

2.1 Knowledge Network

Some papers have reviewed the concept of knowledge network in a general man-
ner. This paper aims to introduce the term, knowledge network, in a specific
field, namely translation education field. In Web of Science database, the con-
tent in the topic was searched as (knowledge network AND (translation teaching
OR translator education OR translator training OR translation pedagogy)), 186
pieces of records are retrieved. The term, knowledge network, was firstly used by
Hamburg in translation field in 1983, while “knowledge” has many meanings. It is
widely applied in different disciplines like computer science, education research,
communication and engineering, whose records are representatively 118, 72, 52
and 37 in the whole database [2,3]. And some papers have applied the term into
translation education field in recent years [4–6]. The publications has remark-
ably increased each year since 2010, reaching the peak in 2020. Accordingly,
another database, CNKI (China National Knowledge Infrastructure) was also
retrieved in order to gain more literature information, where several authors
explore knowledge network in translation education field. The published papers,
which both discuss knowledge network and translation education, usually lay
emphasis on the macro framework in teaching-learning activity, namely how
to construct corpus-based systems; however, there are not enough feasible and
empirical studies about how knowledge network can influence translation learn-
ing activity and how to testify that [7,8]. In the research, a further exploration is
made between knowledge network acceptability and learning strategy. The for-
mer term comes from one dimension of knowledge network, which means learners
can accept the definition, knowledge correlation and understandability of knowl-
edge network. These data and phenomena indicate knowledge network is a novel
and meaningful concept in translation education field, where related researches
are at its initial stage and further discussions will be beneficial.

2.2 Computer-Based Platform Design

The Textwells is mainly designed for translation educators and learners, who
interact through annotated bilingual texts, online recorded translation courses
and translation practice projects [9,10].
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For the learner account, there are six options in the navigation bar area,
namely translation learning, translation practice, course interaction, Q&A
(Questions & Answers), user data and my favorites (Fig. 1). Translation learning,
as the indispensable part, is comprehensively and precisely annotated by scholars
in accordance with a systematic knowledge node classification, which is the base
of knowledge network [11–13]. There are totally six categories, namely lexicon,
syntax, text, information, rhetoric and intertextuality, and fifty-six knowledge
nodes, such as semantic matching, sentence component addition and rhetorical
device alteration. Scholars extracted adopted knowledge nodes from classic or
representative texts as they have a good knowledge of text linguistics, stylistics,
functional linguistics, and discourse studies. In the knowledge-network-based
translation learning section, learners can click to study according to text themes
(eight first-level themes: culture, finance, law, literature, public affair, technol-
ogy, prose and media; thirty-one second-level themes, such as education, natural
scenery and holidays) or genres (five first-level genres: expository, narrative,
argumentative, descriptive and applied writings; fourteen second-level genres,
such as academic writing, publicity writing and narration of events), where learn-
ers form their own knowledge network. In the user data section, the learner’s data
are automatically monitored by the platform, which helps learner adjust their
learning strategy.

Fig. 1. Translation learning of the Textwells platform.

For the teacher account, the platform endeavors to provide a convenient
teaching information management system, including teaching management, exer-
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cise & homework management, and project management. Teacher can give feed-
backs to their students as they study knowledge nodes to form knowledge net-
work.

The innovations of this platform lie not only in its advanced algorithm but
also in its scientific and theory-supported translation knowledge annotations. As
a technology-driven system, this platform provides favorable interactive expe-
rience among students, teachers and these knowledge networks. The advanced
algorithm endeavors to support students based-upon knowledge network mon-
itoring. This platform, like a map, provides a translation knowledge learning
channel, while the knowledge network forms the road for the learners on the
platform.

3 Experiment Design

Facilitated by the computer-based translation learning platform, this research
aims at proving that students can widely accept translation knowledge net-
work, and computer-based translation learning strategy. Textwells, a knowledge-
network-supported platform, helps the experiment testify that knowledge net-
work is feasible to influence translation learning activities.

3.1 Participants

The experiment involved 82 junior undergraduates majoring in English-Chinese
translation, one experienced English teacher, and two trained teachers to con-
duct the teaching experiment in Anhui Province, China. These students had
studied translation between English and Chinese for three semesters in offline
courses, which indicated they mastered basic translation knowledge, including
translation methods, strategies and skills. Before they participated in this online
experiment, they had attended computer operating courses and were familiar
with information technology. Based on this, every student could well operate
the platform, Textwells, as they were instructed.

3.2 Data Collection

Diagnostic and Formative Assessments/Tests. 82 students attended a
diagnostic assessment at the initial stage in order to test their translation ability.
In the diagnostic assessment, the source text is an English text about 220 words,
whose theme is natural scenery (Fig. 2) [14]. During the teaching-learning activ-
ity, teacher instructed students to learn translation knowledge nodes, including
9 knowledge nodes which appear in the text of formative assessment. The 9
knowledge nodes are: (1) positive-negative alteration; (2) semantic matching;
(3) rank alteration; (4) sequence alteration; (5) voice alteration; (6) perspective
alteration; (7) sentence component alteration; (8) rhetorical device alteration;
and (9) notional word omission, which belong to four categories, namely lexi-
con, syntax, text and rhetoric. In the knowledge nodes learning process, students
accepted and formed knowledge network through inner correlation among nodes.
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Fig. 2. Diagnostic assessment.

At the end of the semester, all students participated in a formative assessment
to testify their knowledge network acceptability and its influence on translation
learning. In the formative assessment, the source text is an English text about
210 words, whose theme is people and events. The source texts in diagnostic
assessment and formative assessment both belong to literature, which are similar
in language style.

In the whole experiment, teacher and students were allowed to use this plat-
form and English-Chinese paper dictionaries instead of other electronic and
paper resources. As they were informed to translate another text in the forma-
tive assessment, students could develop their independent learning strategy with
this platform after knowledge nodes were explained by their teacher. To ensure
the reliability and accuracy of test, students could not turn to other pages on
the platform except the translated text page when the paper dictionaries were
the available references.

The scores were recorded on the platform as two trained teachers mark scores
and provide comments on all translation versions. They mark scores according
to the translation scoring standards of TEM-8 (Test for English Majors, Band
8, which is used to test senior undergraduates). When the threshold between
two scores was or less than 7 points towards the same translation version, the
two scores were averaged as the final score of the tested students. Otherwise, the
experienced English teacher scored for the third time and the three scores were
averaged as the final score. With the help of SPSS 26.0, one statistical software,
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the study analyzed these scores to form quantitative results and verify how to
improve translation learning by knowledge network learning strategy.

Besides the diagnostic assessment and formative assessment, the research also
collected useful data through Likert Scale questionnaire and one-one interview
to explore students’ acceptability towards translation knowledge network and
this translation learning strategy based-on knowledge network in a comprehen-
sive view. The following figure illustrates the methods to collect data in this
experiment and detailed description (Fig. 3).

Fig. 3. Methods to collect data.

Questionnaire. The questionnaire consists of six questions, which were
designed according to Likert Scale. In the Likert Scale, there are five answers
in each question, where the numbers, 5, 4, 3, 2, and 1, respectively indicate
strongly agree, agree, somewhat agree, disagree and strongly disagree [15]. The
research verifies the reliability of the questionnaire structure and validity among
questions for further factor analysis. The reliability is demonstrated by the value
of cronbach’s alpha as validity is proved by the value of KMO in the software
SPSS 26.0. The details and data analysis will be introduced in the next section.

Interview. One-one in-depth interviews were conducted among 82 students.
The interviewed question is: How do you evaluate the platform and knowl-
edge network learning strategy and please give a specific evaluation description
instead of giving a simple grade evaluation. Before they were interviewed, the
above question was sent to the students several days in advance. Their answers
were non-structured and non-standard, which cannot be analyzed by software
directly. After the answer texts were processed into semi-structured form, the
study selected the text processing software, KH Coder, to explore the deep opin-
ion towards knowledge network and this learning strategy. Data analysis will be
presented in the next section.
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4 Analysis of Experiment Data

4.1 Score Data

Fig. 4. Histograms of score D-value and scores in each group.

The research counted and calculated 164 records of scores of 82 students, which
were made by three teachers and collected in the diagnostic assessment and
formative assessment. The experiment aims to prove that translation knowledge
network improves learners’ translation learning by analyzing the two groups
of scores and their difference. The relationship among scores was analyzed by
paired sample t-test, where scores in each group and D-value (score of formative
assessment subtracts one of diagnostic assessment) of two groups need to be in
accordance with normal distribution.

At the initial stage to analyze, the scores in each group and score D-value of
the same student in two groups are approved to be taken as normally distributed
in SPSS 26.0, whose results are respectively illustrated in the following figures
(Fig. 4). The histograms of diagnostic and formative assessments demonstrate



452 Y. Mu et al.

that the distribution of the scores and student number in each test is symmetri-
cal, which is the typical feature of normal distribution. As observed in the same
way, D-value and student number can also be regarded as normally distributed.
According to the above analysis, it is feasible to apply the paired sample t-test.

The paired sample t-test is one type of hypothesis tests, where H0 (invalid
hypothesis) and H1 (alternative hypothesis) indicate the difference between two
groups and their statistical meaning. In the research, H0 is that there are no
changes between two groups of scores after they accepted the translation knowl-
edge network learning strategy. In H0 hypothesis, the mean of D-value is zero.
H1 is that there are changes and the mean of D-value is not zero. In paired
sample t-test, three tables are essential in the following. In this condition, the
standard α is set as 0.05 to decide to accept which hypothesis.

As can be seen from Table 1, the score in diagnostic assessment is 72.57± 2.91
while the score in formative assessment is 77.38± 2.68. The score mean (77.38)
in formative assessment is higher than the one (72.57) in diagnostic assessment,
which shows students’ translation ability had been improved from a whole view.
From the perspective of standard deviation, the scores in formative assessment
are closer to the mean.

Table 1. Statistics of paired samples.

Mean N Std. Deviation Std. Error Mean

Diagnostic assessment 72.57 82 2.914 0.322

Formative assessment 77.38 82 2.683 0.296

The table describes the correlations of paired samples, the correlation value
is 0.693, which presents that the data in two groups have a positive correlation
(Table 2). The observed value of p, 0.000, means the correlation is obvious.

Table 2. Paired samples correlations.

N Correlation Sig.

Pair 1 diagnostic and formative assessment 82 .693 .000

From the above table, the observed value of p, 0.000, is less than 0.01 (stan-
dard α is usually 0.05 or 0.01), indicating a convincing result to reject H0 hypoth-
esis and accept H1 (Table 3). The p value supports the great changes between
groups of data. As observed in the above table, mean and t values are nega-
tive, which illustrates the data in diagnostic assessment are less than ones in
formative assessment in general. It can be known from these values that there
are differences or changes between two groups, which are meaningful in statis-
tics. Combined with H1 hypothesis, the conclusions of t-test are: (1) There are
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Table 3. Paired sample test.

Paired differences t df Sig.
(2-tailed)

Mean Std.
Deviation

Std. Error
Mean

95% Confidence
Interval of the
Difference

Lower Upper

Pair 1
Diagnostic-
formative
assessment

−4.817 2.202 .243 −5.301 −4.333 −19.809 81 .000

obvious changes between two groups of scores after they accepted the transla-
tion knowledge network learning strategy; (2) Students can accept knowledge
network and this learning strategy to improve their translation ability.

4.2 Questionnaire Data

Table 4. Questionnaire and Likert Scale results.

English Question Likert Scale

5 4 3 2 1

Q1. The linguistic knowledge involved in the definition of the tagged
knowledge nodes is acceptable after explanation

32 47 3 0 0

Q2. There may be more than one knowledge node involved in the
annotation of the example sentence. There will be other related
knowledge nodes combined to explain the translation method. You
think the combination of knowledge nodes is acceptable

42 38 2 0 0

Q3. The knowledge network learning method of combining the
knowledge nodes mentioned in question 2 is helpful for translation
learning

40 39 3 0 0

Q4. Through this platform learning, you agree to conduct transla-
tion learning with knowledge nodes and their combination of knowl-
edge network learning

40 38 4 0 0

Q5. As shown in the platform, the translation learning of the knowle-
dge network is more accurate in positioning and more effective
in learning and mastering than the explanation of the translation
method in the traditional classroom. You agree with this above-
mentioned statement

31 42 7 1 1

Q6. In the future study, you are willing to consciously cultivate your-
self a translation learning mode that starts from knowledge nodes
and forms a knowledge network

38 39 4 1 0
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82 students finished the online Likert Scale questionnaire after they had attended
the formative assessment. In the Likert Scale questionnaire, there are five answers
in each question, where the numbers, 5, 4, 3, 2, and 1, respectively indicate
strongly agree, agree, somewhat agree, disagree and strongly disagree, which is
clearly showed in the following table. These five questions are designed to explore
students’ acceptability towards knowledge-network-based platform. Knowledge
network acceptability is classified into definition acceptability, knowledge corre-
lation acceptability and understandability acceptability towards knowledge net-
work. The definition acceptability towards knowledge network is studied in the
first question while understandability acceptability is evaluated in the fifth and
sixth questions. Other questions are about knowledge correlation acceptabil-
ity. According to the collected data, only two students disagree the opinion in
the fifth question and one student is against for the sixth question. The student
strongly disagreed with the fifth opinion, which indicates this knowledge network
learning strategy cannot absolutely replace the traditional classroom learning.
Without further analysis, it can be simply concluded that students can accept
the translation knowledge network from its above aspects and the knowledge-
network-based learning strategy. More evidences are in the following tables and
explanation (Table 4).

The scale data are statistically analyzed with the help of these values, mean,
standard deviation, Kurtosis and Skewness. As can be observed in the table,
the means of six questions are all over 4 points, suggesting a strongly positive
attitude toward knowledge network acceptability (Table 5). The listed values of
standard deviation are smaller than 1 point, indicating a rather low discrete
distribution of students’ scale option, which means the scale numbers are very
close to the means in each question. In addition, the value of Kurtosis is over 0
point, showing a wide distribution of scale option in each question, while that
for negative value vice versa.

Table 5. Statistical results of questionnaire.

English question Mean Std. Deviation Kurtosis Skewness

Q1 4.35 0.553 −0.779 −0.066

Q2 4.49 0.55 −0.955 −0.408

Q3 4.45 0.57 −0.776 −0.42

Q4 4.44 0.59 −0.643 −0.497

Q5 4.23 0.758 3.35 −1.288

Q6 4.39 0.643 1.06 −0.861

Considering the above analysis, the questionnaire proves that students have
a strongly positive knowledge network acceptability of this translation learning
strategy, while it is noted that this knowledge-network-based learning strategy
cannot absolutely replace the traditional classroom learning.
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To ensure the rationality and validity of data, it is indispensable to verify
the reliability and validity of the questionnaire, which is proved by the values of
cronbach’s alpha and KMO. The following tables show the details.

Cronbach’s alpha shows the internal consistency and relationship of a group
of items or a set of scales, which is considered one of the most universally adopted
measures of reliability in science research [16]. As cronbach’s alpha is measured
in a questionnaire, it measures the reliability or consistency of 6 interviewed
items and five scales [17]. The following figure illustrates the cronbach’s alpha of
questionnaire discussed in the study, where the coefficient of reliability is config-
ured as α. α ranges from 0 to 1 in the cronbach’s alpha analysis, where high score
means high internal consistency in the items. Based on this premise, cronbach’s
alpha is 0.974 in the result, which shows a very high reliability (Table 6). As a
result, the questionnaire design is reliable and consistent in the study.

Table 6. Reliability statistics.

Cronbach’s Alpha Cronbach’s Alpha Based on Standardized Items N of Items

0.974 0.977 6

In the following table, KMO value is 0.868, which is over 0.5 when compared
with this fixed number (Table 7). It indicates there is a relatively ideal validity
in the questionnaire, proving the correctness of collected data assisted with the
questionnaire. Factor analysis is not the main topic in the study, thus there is
no further exploration about that.

Table 7. KMO and Bartlett’s test.

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.868

Bartlett Test of Sphericity Approx, Chi-Square 873.129

df 15

Sig. 0

4.3 Interview Data

A further exploration about knowledge network is an interview, where the inter-
viewed question is: How do you evaluate the platform and knowledge network
learning strategy and please give a specific evaluation description instead of
giving a simple grade evaluation. The study adopts KH Coder, one text min-
ing software (developed by Koichi Higuchi), to analyze the inner connection in
interviewed text (over 2000 English words), whose co-occurrence result is in the
following figure [18].

In KH Coder, the figure is one form of co-occurrence network of interviewed
text, suggesting words with similar appearance patterns and high degrees of
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co-occurrence. Only the words connected with lines or edges have strong co-
occurrence. The darker or thicker the line is, the stronger the co-occurrence is,
which can be observed by coefficient. The word or node size vividly represents
its frequency (larger nodes for higher frequency words), which can be seen by
frequency value. The colors indicate how central each word plays the role in its
network. Circles representing nodes are colored with colors through light yellow
to dark blue, reflecting their ascending degree of centrality. As can be known
in the figure, there are two most central and strongest co-occurrence networks
except the non-complete meaning networks (Fig. 5). The first network includes
nodes, namely “be”, “very”, “good”, “think” and “platform”. The second net-
work includes nodes, namely “learn”, “knowledge”, “network”, “improve” and
“method”. It can be well illustrated from the above networks that students
think the platform is very good and knowledge network provides a novel learn-
ing method. More evidences can be found in the interview.

Fig. 5. Co-occurrence of interviewed text.

Students commented that “I think this way of learning is very good, and this
kind of translation learning based on knowledge network is also more suitable for
those who want to do translation. Knowledge nodes are more comprehensive and
have wide coverage and strong operability.”, indicating comprehensive knowl-
edge nodes help students learn translation. Although some students described
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this knowledge-network-based learning strategy from different dimensions, they
positively supported this learning model and accepted knowledge network. They
argued that this novel knowledge network model “provides different knowledge
modules to facilitate learning and correction for different problems”, “really
provides me with a very maneuverable and self-learning translation learning
method”, “definitely help our translation study” and “make breakthrough for
the traditional translation practice method”.

It is worth noting that there is one negative scale towards the sixth question
in the questionnaire. In the interview, one student argued that “I personally
think that the method is a little difficult for basic translators. It would be better
if some unfamiliar concepts were explained first.”, indicating students’ learning
habits influence their willingness of forming a novel learning strategy. In gen-
eral, students held positive attitudes towards translation knowledge-network-
based learning strategy. Combined with the detailed interviewed content, it is
believed that students give a much positive evaluation concerning the platform
and knowledge network learning strategy.

5 Findings and Conclusion

The research has drawn on a series of methodologies, Likert Scale and statis-
tical tools, to reveal knowledge network and this translation learning strategy.
Based on the results of diagnostic and formative assessments, it can be seen that
students can accept knowledge network. There are improvements in students’
translation scores after they learn the knowledge nodes to form their knowledge
networks. From the data analysis of questionnaire, the students widely accept
knowledge network and this translation learning strategy. It is essential to con-
clude that this knowledge-network-based learning strategy cannot absolutely
replace the traditional classroom learning; students’ learning habits influence
their willingness of forming a novel learning strategy. The interview supports the
above findings with more detailed evidences. Students believed that “the plat-
form is very good and knowledge network provides a novel learning method.”
These finding are found with the help of qualitative and quantitative method-
ologies. There is no argument about the results of qualitative methodologies,
questionnaire and interview. However, disagreement may be found in the finding
of scores, where knowledge network and this learning strategy cannot completely
determine students’ scores. As can be observed in the scores, there are signif-
icant improvements after students accept knowledge network. To some extent,
it is undeniable that knowledge network has a positive influence on translation
learning.

Finally, there are two main limitations in the research. Firstly, only 82 stu-
dents of the same grade in a certain university attend the experiment, which
limits the universality of findings. It is necessary to conduct further experiments
in order to testify the validity of the universality. Secondly, because of the dis-
tinctive algorithm and platform layout, the knowledge network and this learning
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strategy differ from traditional translation learning tools, suggesting this train-
ing mode may not apply to other teaching platforms. Therefore, the research
team needs to explore further in terms of platform design and application.
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4. Aldahdouh, A., Osório, A., Caires, S.: Understanding knowledge network, learning
and Connectivism. Int. J. Instr. Technol. Distance Learn. 12, 3–21 (2015). https://
doi.org/10.5281/zenodo.46186.E

5. Michael, H., Wolff-Michael, R.: Learning by developing knowledge networks. ZDM
36, 196–205 (2004). https://doi.org/10.1007/BF02655693

6. Zaheer, M.: Role of knowledge networks in distance learning. Pak. J. Distance
Online Learn. 6(1), 221–230 (2020)

7. Bonifacio, M., Bouquet, P., Cuel, R.: The building blocks of a distributed approach
to knowledge management, vol. 8, pp. 652–661 (2002)

8. Liu, H., Jiang, Y., Fan, H. et al.: Visualization analysis of knowledge network
research based on mapping knowledge. J. Sign. Process. Syst. 93, 333–344 (2021).
https://doi.org/10.1007/s11265-020-01595-2

9. Mu, Y., Tian, L., Yang, W.: Towards a knowledge management model for online
translation learning. In: Hao, T., Chen, W., Xie, H., Nadee, W., Lau, R. (eds.)
SETE 2018. LNCS, vol. 11284, pp. 198–207. Springer, Cham (2018). https://doi.
org/10.1007/978-3-030-03580-8 21

10. Tian, L., Mu, Y., Yang, W.: Designing a platform-facilitated and corpus-assisted
translation class. In: Hao, T., Chen, W., Xie, H., Nadee, W., Lau, R. (eds.) SETE
2018. LNCS, vol. 11284, pp. 208–217. Springer, Cham (2018). https://doi.org/10.
1007/978-3-030-03580-8 22

11. Zhu, Y., Chen, J.: The theoretical conception and engineering practice of a corpus-
based computer-assisted translation. Technol. Enhanced Foreign Lang. Educ. 4,
52–57 (2015)

12. Zhu, C., Mu, Y.: Towards a textual accountability-driven mode of teaching and
(self-) learning for translation and bilingual writing: with special reference to a
CityU online teaching platform. Chin. Translators J. 2, 56–62 (2013)

13. Mu, Y., Yang, W.: A teaching experiment on a knowledge-network-based online
translation learning platform. In: Popescu, E., Hao, T., Hsu, T.-C., Xie, H., Tem-
perini, M., Chen, W. (eds.) SETE 2019. LNCS, vol. 11984, pp. 319–328. Springer,
Cham (2020). https://doi.org/10.1007/978-3-030-38778-5 35

14. DiBello, L.V., Roussos, L.A., Stout, W.: Review of cognitively diagnostic assess-
ment and a summary of psychometric models. In: Rao, C.R., Sinharay, S. (Eds.),
Handbook of statistics, vol. 26, pp. 979–1030 (2007)

https://doi.org/10.1177/0149206311432640
https://doi.org/10.1177/0149206311432640
https://doi.org/10.5281/zenodo.46186.E
https://doi.org/10.5281/zenodo.46186.E
https://doi.org/10.1007/BF02655693
https://doi.org/10.1007/s11265-020-01595-2
https://doi.org/10.1007/978-3-030-03580-8_21
https://doi.org/10.1007/978-3-030-03580-8_21
https://doi.org/10.1007/978-3-030-03580-8_22
https://doi.org/10.1007/978-3-030-03580-8_22
https://doi.org/10.1007/978-3-030-38778-5_35


A Study of Knowledge Network Acceptability 459

15. Joshi, A., Kale, S., Chandel, S., Pal, D.K.: Likert scale: explored and explained.
Br. J. Appl. Sci. Technol. 7(4), 396–403 (2015)

16. Cronbach, L.J.: Coefficient alpha and the interval structure of tests. Psychometrika
16, 297–334 (1951). https://doi.org/10.1007/BF02310555

17. Bonett, D.G., Wright, T.A.: Cronbach’s alpha reliability: interval estimation,
hypothesis testing, and sample size planning. J. Organ. Behav. 36(1), 3–15 (2015)

18. Clauset, A., Newman, M.E., Moore, C.: Finding community structure in very large
networks. Phys. Rev. E. 70(6), 066111 (2004). https://doi.org/10.1103/PhysRevE.
70.066111

https://doi.org/10.1007/BF02310555
https://doi.org/10.1103/PhysRevE.70.066111
https://doi.org/10.1103/PhysRevE.70.066111


On the Design of Computer-Aided Translation
Teaching

Beibei Lin(B)

College of Foreign Languages, Zhejiang University of Technology, Hangzhou, China
linbeibei@zjut.edu.cn

Abstract. The current translation teaching turns out to be poor in efficiency.
Many students lack practical ability and cannot sufficiently deal with translation
tasks in reality. How to motivate their study initiative and improve their translation
ability is the question we are interested in. This study tries to make full use of the
computer technology and advance the traditional teaching mode with the aid of
the ClinkNotes online platform, designed for translation teaching. In accordance
with the characteristics of translation course, we, taking the Task-Based Language
Teaching approach, apply this platform and design the classroom teaching in a
new way. Students are well encouraged to participate in the study and give prompt
responses to the translation task with several rounds of discussion. It finds that
the design of this teaching model can have a positive impact on students’ learning
efficiency.We hope this study could be enlightening for the future teaching reform.

Keywords: Online Teaching Platform · Translation Teaching · Task-Based
Language Teaching (TBLT)

1 Introduction

Currently, we adopt a teacher-centered mode in the translation classroom. The teacher
explains the key points in the textbook and then assigns the exercise to the students,
who are required to apply what they have learned just before. The classroom is the
main place for teaching. Problems with such teaching mode have been spotted, and it
proves to be inefficient. First, the listening-and-practicing mode can not fully encourage
students, who are busy with taking notes, to actively participate in the classroom. This
has greatly affected their enthusiasm in learning. Equally important is that the textbook
used is of limited content and it cannot include the latest cases in reality because of the
long process of editing and publishing. Moreover, due to the constraint of class time, it is
almost impossible to allow all students of different levels to effectively master the points
taught. They can not get timely help when they encounter difficulties in the learning
process. In this regard, many students lack practical ability and fail to sufficiently handle
the translation tasks in reality.

How to improve the students’ translation ability while interesting them during the
whole process of teaching? A new teaching mode is apparently in need. Trying to
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redesign the translation course and advance the teaching methods to work out the stu-
dents’ potential and get a better teaching outcome, we resort to the computer-aided
teaching (hereinafter referred to as CAT).

2 Assisting Translation Teaching with the Online Platform

2.1 Literature Review on Computer-Aided Teaching

Since 1950’s when it was first initiated in the USA, CAT has been gaining more impor-
tance. Many researches discuss the integration of computer technology in the process of
teaching. Feurzeig, et al. (1964) is one of the early attempts, which designs a computer
teaching system and applies it to teach medical diagnosis [1]. This century witnesses
the emergence of more teaching systems. Anger et al. (2001) develops a skill-teaching
system and demonstrates the implementation of this system with statistics [2]. Abdou
et al. (2006) discusses the system applied for Arabic-pronunciations teaching and comes
up with a data set to show the accuracy of the speech recognizer [3]. Cavus & Momani
(2009) looks into learning management systems and comes up with an evaluation sys-
tem to choose the most suitable system for different needs and requirements [4]. Cingi
(2013) compares computer-assisted education and traditional-mode education, and finds
that the teaching system makes education more effective and better [5]. Akhtar, et al.
(2017) works on a learning system which may monitor the participation of the students
[6]. Alghamdi et al. (2020) applies an intelligent based examination system, which is
more efficient than the paper-based examination system [7]. Gu & Li (2022) designs
a computer-aided translation teaching system, and finds that this system proposed can
provide students with better English learning experiences [8]. These are just a few of the
discussions on the computer-aided teaching system applied in different disciplines in
the 21 century; they find that assisting teaching with the designed system could improve
the teaching efficiency.

2.2 The Translation Teaching Platform

Translation teaching, involving the conversion of two languages and two cultures,
embraces the technology-enhanced mode. The application of the teaching system has
been a topic of concern. The corpora as the teaching platform is well established and
developed. Among them, we take the ClinkNotes Online Platform to facilitate our teach-
ing. It, with a knowledge-network-based system, is designed to improve the efficiency of
translation teaching/(self-) learning [9]. There are three modules: corpus module, topic
boardmodule, and exercisemodule,which are designed to help realize the network-based
teaching [10, 11]. The corpus module covers different genres of high-quality bilingual
texts. The bilingual data are annotated with a system of knowledge nodes (“tagwords”).
These Annotations explain cultural background, textual phenomena, stylistic effects,
information management, and translation skills in detail, which can be accessed in mul-
tiple modes, such as the taggedwords, feature-based navigation, and so on [12, 13]. They
reflect the translation decision-making process of professional translators. The annota-
tions, with knowledge-based and theoretically-informed relevance, are conducive to the
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self-study of novice translation students and the classroom explanation of translation
teachers. In addition, the topic board provides comprehensive and in-depth explanation
of topic knowledge points, and the multiple exercises on a certain knowledge point, both
of which allow the students to explore further in their studies [14]. In general, this teach-
ing platform has very obvious advantages in translation teaching. It takes “tagwords”,
the key words to annotations, as the knowledge-connection nodes to navigate to the
inter-related points of knowledge; therefore, it gives full play to the potential teaching
value contained, and guides the students to look into translation details to deepen their
understanding of translation.

3 Teaching Design Based on TBLT

After investing time to understand the ClinkNotes online platform so as to skillfully
use it, we try to design a new mode for translation teaching and make an experiment
with the course Advanced Translation, in the purpose of improving students’ theoretical
knowledge, and cultivating their practical translation ability.

3.1 The Advanced Translation Course

Advanced Translation is an elective translation course for senior English-major under-
graduates. It requires the students, who have taken several translation courses before, to
have a relatively good command of English and Chinese, as well as some basic trans-
lation knowledge. In this course, the similarities and differences between Chinese and
English languages and cultures are further discussed, and the students’ translation abil-
ity is expected to be improved with a number of practical training. And the students are
encouraged to explore the translation with some translation theories, which may help
them raise the translation consciousness.

3.2 The Teaching Method

To ensure its reliability and validity, we design the course teaching on the basis of
Task-Based Language Teaching (TBLT), first advanced by Prubha in the “Bangalore
Project” in 1983 [15], and further investigated by many scholars [16–28]. TBLT targets
at cultivating the students’ ability of using the foreign language in the reality [29]. A
task-based teaching method is in consistent with the study of the students’ learning a
foreign language [30]. In this approach, the task is most important. David Nunan, after
reviewing the relevant literature, tries to clarify this key concept of task and defines it as
follows:

“A task is a piece of classroom work that involves learners in comprehending,
manipulating, producing or interacting in the target language while their attention
is focused onmobilizing their grammatical knowledge in order to expressmeaning,
and in which the intention is to convey meaning rather than to manipulate form.
The task should also have a sense of completeness, being able to stand alone as a
communicative act in its own right with a beginning, a middle and an end.” [31]
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The definition indicates that the task, applied in the classroom teaching, gives the
students an opportunity to do with the target language as it is used in the real world, and
it also mentions the general criteria of the task. And there are more detailed criteria of
a task for a better teaching [32]:

“1. The primary focus should be on “meaning”;
2. There should be some kind of “gap”;
3. Learners should largely rely on their own resources (linguistic and nonlinguistic)
4. There is a clearly defined outcome other than the use of language.”

According to Ellis, the class takes the task as its principle component, which consists
of three phrases: (1) Pre-task. It prepares the students to perform the task, including
activities before the task, including establishing the outcome of the task. (2) During
task. It, the only obligatory phrase of the teaching, focuses on the task itself, giving
various instructional options of how to do the task, such as time pressure. (3) Post-task.
It concerns with follow-up procedures on the task performance, affording a number of
option, such as the learner report [33].

3.3 Teaching Design

Here we take the unit “Translation of Sentences” for example to illustrate our design of
teaching. This unit aims to explain the syntactic differences between the Chinese and
English, and improve the students’ translation skills of dealing with sentences, exposing
them to the differences between two cultures and thinking patterns, and cultivating them
teamwork ability. The aims are expected to be achieved with the following teaching
activities, according to the framework of pre-task, during task, and post-task.

(1) Pre-task activity

To get the students ready for the task at the next phrase, we select the topic boards
relevant to our teaching content and ask students to read them, which would help them
to reconsolidate their knowledge of translation. For example, the following topic board
“Clause Management--Alteration of Rank” explains the definition and application of
this translation skill (Fig. 1).
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Fig. 1. The topic board

And the students could refer to the extended topic boards, such as “Clause
Management--Conversion of Voice” to have a better understanding of translation at
the sentential level.

(1) During-task activity

First, the students are assigned the following Chinese-English translation task, which
is taken from the platform, independently (Fig. 2).

Fig. 2. The task

Inevitably, they encounter some problems in translation and therefore they are
encouraged to share their own translations with other students, which would help them
to come up with the debatable points for further discussion. Then, we tried to solve those
problems with the help of the annotations. Clicking the marks before the sentences, we
could see a window jump out (Fig. 3).

It gives the target text (TT) for reference and further explains why it is translated
as such. The source text (ST), as a passive sentence, includes no subject to indicate the
agent. Such sentence structure cannot be reproduced in the translation, so the object of ST
“本地传媒” is taken as the subject of TT “themedia”, and the passive voice is adopted to
avoid mentioning the agent. After explaining the translation of this sentence, it also tells
the students the situations in which the translation skill of Voice Alternation is used and
gives a sample translation. The tagword “VoiceAlteration” links to another page which
shows the definition of this translation skill and much more sample translations (Fig. 4).
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Fig. 3. The annotation

Fig. 4. The tagword

Below every sample translation are two links, one for its explanation and the other
directing to the whole passage from which the translation is taken.

The annotations of the sample translation well demonstrate the application of this
translation skill in the sufficient authentic texts (Fig. 5). And referring to the original
passage allows us to see the translation in the context (Fig. 6).

Those plenty resources help us to solve questions related with voice, voice alteration,
and the like.
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Fig. 5. The annotations of the sample

Fig. 6. The passage

Of course, there is more to be discussed with the translation of one single sentence.
By clicking another mark before it, we could find that this translation is approached
in the aspect of “sentence component alteration”. The original object “增强教育功能”
of the verb “要求” is rendered as the prepositional phrase “for educating the young
people” to indicate the purpose at the end of the sentence, and the sentence structure is
reorganized. The sample translation shows us the application of this translation skill in
another situation.

Similarly, the tagword “Sentence Component Alteration” exposes us to the resources
concerning the translation knowledge point (Fig. 7).

With the support of this knowledge network, we examine every details worthy of
attention in translation,whichhelp reinforce the brainstormof the class and encourage the
students to summarize the translation principles according to their work at the sentential
level and the beyond. This can be very helpful for their work on translation of similar
texts.
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Fig. 7. Sentence Component Alteration

On going through those debatable points sentence by sentence, we activate the
translation of the given text (Fig. 8).

Fig. 8. The translation

The students are asked to further compare their own translations and the onedisplayed
in this teaching system. They couldmake comments, raise questions and advance a better
translation.

(1) Post-task activity

Upon the completion of the translation task, the teacher, according to the students’
observations, summarizes the syntactic differences between the Chinese and the English,
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encouraging them to notice those important details in the translation, and translation
strategies at the sentential level to be noticed in future.

Moreover, the students are asked to take several groups of exercise in the exercise
board (Fig. 9).

Fig. 9. The exercise

The exercise relevant to the tagwords we have discussed in class can help students
reinforce their translation knowledge. At this phrase, most exercises are perfectly done.
If there is any mistake, we’ll ask the students of different opinions to argue with other
parties and find the right answer themselves. And the teacher is ready to help during
their discussion.

After class, the students are encouraged to log in the platform to explore more with
the help of those tagwords mentioned during class in this knowledge-network system,
and they may ask questions as well as discuss with teachers and other teachers online
whenever and wherever possible.

3.4 Assessment

This course Advanced Translation adopts a final examination, which includes one EC
translation and one CE translation, covering the knowledge points explained in class, to
evaluate the students’ learning upon the end of the semester. There are two classes, one
adopting the above teaching design with the ClinkNotes Online Platform, and the other
in the traditional teaching mode, taking the examination. Their examination papers, with
the students’ information blank covered, are marked by two teachers. And it turns out
that the average score of the former is higher and there are more A grades in this class.

4 Conclusion

In our experiment, we find such design of teaching on the basis of the ClinkNotesonline
platform can help us better achieve the teaching aim. The knowledge-network system,
constituted by the different knowledge nodes, allows students to probe into the important
and difficult points via tagwords to gain a more systemetic understanding of translation.
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They are asked to apply the theoretical knowledge to deal with a translation task taken
from the real life, in which the problems they have encountered can be promptly solved
by several rounds of discussion. This improves the teaching efficiency. Besides, this
teaching mode allows them to share their idea in class, and they are more concentrated
in classroom activities, which enhances their leaning enthusiasm and makes them better
participate in class.With the online platform optimizing the learningmode, students gain
a chance to conduct self-learning whenever and wherever they like. The results of the
assessment suggests that the translation quality of students is better than that of students
in traditional teaching mode, which suggests the knowledge-network-based teaching
mode functions well and, to some extent, we can say it is efficient and effective, though
further statics concerning the students’ learning performance and their feedback is still
to be collected. It could be stated that the knowledge-based online platform is capable
of establishing a positive learning environment and further generating an effective mode
for translation teaching.
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Abstract. Communicative rhetoric exhibits the attributes of being transferable
and generative, which facilitate the methodological elements of cognitive appren-
ticeship such asmodelling and scaffolding, encompassing a transfer of knowledge-
transforming skill-set and strategies to sustain the College English reading-writing
teaching. This essay is oriented to explore and visualize the feasible communica-
tive rhetorical paradigms of the teacher and the journeyman situated and recycled
in the real-life-issued reading contexts, which are sustainable and transferable to
be applied in the English advanced writing. Simultaneously based on the commu-
nicative rhetorical modelling in the reading teaching facilitated by the platform of
Rain Classroom and the empirical analyzing of target students’ writings submitted
to the online intelligent assessing system on pigai.org, this research aims to inves-
tigate the validity and effectiveness of the communicative rhetorical modelling
on the improvement of students’ advanced writing through interactive reading
teaching.

Keywords: Cognitive Apprenticeship · Communicative Rhetorical Modelling ·
Transferring and Outputting · Rain Classroom · Intelligent Assessing on
Pigai.org

1 Introduction

Targeting the freshman-year non-Englishmajor learners in recent years’ College English
reading-writing teaching, it has been detected in their in-class interactions in reading
course and after-class discourse outputting that the test-oriented thinking modes have
been overwhelmingly embedded in their preliminary English learning spans, such as
the irreversible preferences for the mechanic memorization of the English language
domain knowledge(the conceptual and factual knowledge)---lexical collocations and
grammatical rules without explorations of further applications in the outputting. These
lopsided tendencies of the second language acquisition have deprived the college fresh-
men learners of the inclination, impulsiveness as well as the initiative to conceive the
discourse outputting of critical thinking and have stereotyped them in the mechanic
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repetition of vocabulary inputting and crammed them in dominant consciousness of
multiple-choosing quiz among grammar and structure.

The communicative rhetorical paradigms such as the prioritizing of advanced vocab-
ulary, the diversifying of syntax, the impromptu branching of controversial issues into
effective paragraphs, and ultimately the well-knit composing of discourse haven’t been
synchronously modeled together with the linguistic domain knowledge. Hence the prob-
lems such as the misspelling, misinterpreting and inappropriate choice of the advanced
vocabulary, the monotony of syntax, as well as the lack of coherence are spotted in
the routine writing practices and exam writings. The preliminary test-oriented teach-
ing mode has bored and bewildered the college English learners and will in the long
term hinder the modelling of sustainable deep learning systems which will sustain the
junior and senior college English self-learning and improve their discourse-composing
competence.

To optimize the reading-writing teaching, by assimilating the methodological ele-
ments of cognitive apprenticeship such as scaffolding and modeling into rhetorical ana-
lyzing and thinking, this research is oriented to visualize the feasible communicative
rhetorical modelling of the expert---the teacher and the journeyman in the blended
reading-writing teaching facilitated by the digital and technical platforms---Rain Class-
room platform and the intelligent writing assessing platform pigai.org (www.pigai.org),
and to promote the transferring of the communicative rhetorical modelling from the
teacher to the students and accordingly help the students to internalize the communica-
tive rhetorical modelling, which will sustainably improve students’ English outputting
competence.

2 Literature Review on Cognitive Apprenticeship and College
English Teaching

2.1 Literature Review on Cognitive Apprenticeship

Cognitive apprenticeship, proposed by Collins, Brown, and Newman in 1987, blends the
idea of apprenticeship with the traditional reading, writing and mathematical classroom
by placing emphasis on the process of tailoring the procedural skills, visualizing the
thinking modes as well as transmitting the heuristic strategies through the integration
and coordination of six teaching modes---modeling, coaching, scaffolding, articulation,
reflection and exploration, oriented to enable students to acquire the cognitive and meta-
cognitive strategies for “using, managing, and discovering knowledge” [1, 2] in the
real-world contexts and problem-solving situations.

To explore the correlative research between cognitive apprenticeship and college
English teaching, the author in this study has conducted an overall survey of the relevant
researches with CNKI (China National Knowledge Infrastructure) as theoretical sources
and searched for academic journals with the key concepts “cognitive apprenticeship”
and “college English”. This retrieving process has yielded about 20 essays. Among these
relevant research essays in China, one has generally tracked down the theoretical devel-
opment of cognitive apprenticeship researches in China [3]; some have focused on the
explorations of the applications of cognitive apprenticeship in the teaching designing of

http://www.pigai.org
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English listening course [4] or college English speaking course [5]; one has conducted
some questionnaire analysis of the feasibility of application of cognitive apprenticeship
in the college English reading teaching [6]; another has centered around using cogni-
tive apprenticeship teaching method in teaching English writing for non-English-major
writing course mainly through sorts of in-class training and activities [7]. There are few
studies on the integrated application of the specific rhetorical modeling methodology
on the basis of cognitive apprenticeship with the digital and technical platforms--- Rain
Classroom and pigai.org. in college English reading-writing blended teaching.

2.2 Cognitive Apprenticeship and College English Teaching

Theapplicationof themodellingmethodologyof cognitive apprenticeship---the strategy-
oriented visualization of the complex skill-set and implicit rhetorical modelling sampled
by the teacher and recycled in the teacher-student interactive reading-writing teaching,
is “designed, to bring these tacit processes into the open, where students can observe,
enact, and practice them with help from the teacher…” [1]. This integrated teaching
mode facilitated by digital and technical platforms perfectly compensates the relatively
inadequate College English teaching hours (2–4 periods weekly in teaching curriculum
in most universities in China) and considerably caters to the freshman-year students’
earnest for the references in the transitional phrase from high school English learning to
college English learning, sets transferable rhetorical modelling for them to imitate and
further extend to their after-class self-learning and self-practicing.

This studywill probe into the specific scheming andmodelling of the enactment in the
interactive reading-writing teaching and will highlight the scaffolding and constructing
of the rhetorical paradigms for the students tomimic, imitate and transfer in the advanced
phase of self-learning. And more crucially, there will be relevant data analyses on the
efficiency of the rhetorical modelling for the pragmatic enhancement of the college
English learners in advanced writing. All the perspectives above will constitute the new
pivotal issues of discussions in this research.

3 Research Design

Learning to read, think and write rhetorically may find overlapping in diverse disci-
plines of linguistic acquisition. In this interactive reading-writing teaching study, rhetor-
ical modelling incorporates rhetorical analyzing, thinking as well as relevantly designed
outputting, which doesn’t refer to the aesthetic adornment of the language---the applica-
tions of figure of speeches, while is oriented to unveil the layers of expert’s communica-
tive rhetorical modelling processes, to deconstruct the underpinnings of the rhetorical
schemes andhabituate the learners to those rhetorical paradigms in the outputting through
interactions and activities.

Simultaneously, this blended interactive reading teaching process facilitated by Rain
Classroom differentiates from the traditional reading procedures such as source-target
language translation, themultiple choices of comprehending the text or the exemplifying
of words and expressions in sentences sampling. It mainly encompasses the inferring
and exploring of the implicit connotations of advanced vocabulary, the analyzing and
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applying of the various syntax, the extending and developing of effective paragraphs and
the reiterating of coherent discourses, which will reciprocally contribute to the learners’
effective discourse outputting in the advanced writing.

3.1 Participants

The participants of this research were the non-English-major freshmen (about 183 stu-
dents from five classes; about 36 students per class) from Grade 2021 in the author’s
college English reading-writing course. Most of them have got averagely high scores
(120+/150 scores) in English in college entrance examination, who had rightly under-
gone the concentrated English tests, acquired a considerable scope of English vocabulary
(approximately 3000 words) while still confronted with the problem of switching from
test orientation to the transferable and generative modelling in reading-writing learning.

3.2 Procedures

As illustrated in Fig. 1, the entire scheming and transferring of this communicative
modelling in the College English reading-writing teaching briefly consist of three steps:
Pre-modelling on the Rain Classroom, four types of rhetorical modelling which are
sampled, activated and recycled through reading-writing interactions and activities in
class with an aid of Rain Classroom and the after-class advanced writing assigned on
pigai.org which is motivated to involve the learners to incorporate, transfer and reinforce
the communicative rhetorical paradigms acquired in the previous learning phases.

Fig. 1. Communicative Rhetorical Modelling
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Specifically, firstly, the pre-class activities and tasks are modelling-oriented and
delivered through Rain Classroom. The students are supposed to preview the self-
learning video resources and PPT and take on some exercises typified in Fig. 2., which
is motivated to prepare for the modelling interactions in class. For instance, the self-
learning video resources include Spoc concerning ways of paraphrasing and introduc-
tions of concrete words and compound words, the rhetorical classification of sentences
and etc. to provide the learners with the fundamental communicative rhetorical concepts
and notions that will serve as the theoretical and strategic prerequisites for the in-class
modelling interactions and activities.

Fig. 2. Rain Classroom Pre-modelling Snapshots

Secondly, in-class: depicted in Table 1, in class, the teacher initializes the sampling
and visualizing of four rhetorical modelling procedures contextualized in the shared
reading environment from the dominant rhetorical vision---the communicative rhetoric
[8]. Avoiding the lengthy and repeated practice of isolated sub-skills such as traditional
vocabulary, grammar and structure analyses, with the aid and applications of inter-
active functions of Rain Classroom platform, the four communicative rhetoric mod-
elling(rewording, re-sentencing, re-paragraphing and re-discoursing) in this study pro-
vides the interpretive and interactive coaching sessions, which mainly focus on the epis-
temological perspective---the modelling of communicative rhetorical paradigms---the
heuristic, applicable and executive “rules of thumb” to accomplish the reading-writing
reciprocal and hierarchical tasks of sequencing complexity and diversity (Figs. 3, 4 and
5).
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Table 1. Communicative Rhetorical Modelling and Compatible Outputting

Fig. 3. Statistics about Bullet Screen and Comments on Rain Classroom

Fig. 4. Frequency of Interactions and Activities On Rain Classroom
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Fig. 5. A Snapshot of Word Cloud Image

The above communicative rhetoricalmodelling, exemplifies and activates the rhetori-
cal distinguishing of the diverse shades of connotations embedded in the advanced vocab-
ulary, the diversifying of various syntax as well as and the simulating of the coherent
paragraphs and the visualizing of epitomized layout of discourse situated in real-life-
issued reading materials in the textbook, which help to attain a multi-dimensional and
in-depth comprehension of the texts and reciprocally to organize and compose effective,
precise and affective discourses in the after-class advanced writing.

Thirdly, by probing into the after-class advanced writings of the participant students
on pigai.org, the transferring of communicative rhetorical modelling could be traced and
tracked in the students’ advanced writings. Through close reading and analyzing of their
writings and collecting of the relevant assessing data on pigai.org, the author detects the
subtle choice of advanced vocabulary such as the high frequency of using the specific
words and compound words, the flexible alternating among different rhetorical sentence
types---the loose sentence, periodic sentence and the paralleled sentence, the coherent
developing of the paragraphs and the well-knit layout of the discourse. Further empirical
analyses and relevant findings could be detected in the following part.

4 Data Analyses and Conclusion

4.1 Data Analyses and Findings

The effectiveness and validity of transferring the communicative rhetorical modelling
in the interactive reading-writing teaching explorations based on the applications and
regulations of methodological modelling of cognitive apprenticeship could be evidently
demonstrated from the following data collection and empirical analyses facilitated by
pigai.org.
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The relevant data collected and analyzed in this study is based on the two national
English writing competitions assigned as after-class advanced writing tasks (writing
task No.2505421 and No.2622702) on pigai.org respectively in October-November,
2021(181/183 students delivered their final writings) and in April-May, 2022(175/183
students delivered their final writings). The majority of the target participants of this
research (in all 183 non-English-major freshmen of Grade 2021) attended these two
national Englishwriting contests. The topic of writing taskNo.2505421 is “MyViews on
Double Reduction” and the topic of writing task No.2622702 is “My View on ‘Together
for a Shared Future’”. The basic requirements for these two pieces of advanced writing
tasks are similar---300–500 words of expository articles.

Firstly, by comparing and contrasting the average linguistic dimension analyses
shown in Table 2, after one-year implementation of modelling-oriented teaching, it is
evident that the average writing competence of the research-targeted freshmen have
been dramatically improved, illustrated by the employment of more advanced vocabu-
lary (5.921:5.725) such asmore specificwords and compoundwords…and the extending
and lengthening of sentences (25.065:22.736), the improvement of spelling accuracy of
vocabulary(0.994:0.989) and the precision of grammar (0.893:0.872) and most distinc-
tively the quantity of complex sentences of variety applied in thewritings (23.667: 2.932).
And shown in Fig. 6, by comparing the statistics of high-frequency errors between writ-
ing task No.2505421 and No.2622702 on pigai.org, it is evident that the overall writing
errors such as punctuation errors, spelling errors, sentence structure problems, and etc.
have obviously declined.

Table 2. Comparison on Average Linguistic Dimension Analyses of Students’ Writings

Average Linguistic
Dimension Data

Writing Task No. 2622702
(April-May, 2022)

Writing Task No. 2505421
(October-November, 2021)

Lexical Difficulty 5.921 5.725

Sentence Length 25.065 22.736

Spelling Accuracy 0.994 0.989

Grammar Precision 0.893 0.872

Quantity of Complex
Sentence

23.667 2.932
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Fig. 6. A Comparison of the Statistics of High-frequency Errors between Writing Task
No.2505421 and No.2622702

Secondly, as shown in the Figs. 7 and 8, the average scores of the writings automat-
ically assessed by pigai.org platform have been improved from 83 scores to 84.3 scores.
More typically, as this study probes into the frequency of students’ self-polishing which
mainly involves the processes of rewording, re-sentencing and re-paragraphing---the cru-
cial methodological elements of this research, the increasing statistics well demonstrate
students’ internationalizing and transferring of the communicative rhetorical modelling
strategies in their advanced writings.

Fig. 7. Data of Students’ Writings of Writing Task No.2505421 (October- November, 2021)
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Fig. 8. Data of Students’ Writings of Writing Task No.2622702 (April-May, 2022)

4.2 Conclusion and Implications

The communicative rhetorical modelling process of interactive reading-writing teaching
in this research exemplifies many of the theoretical features of cognitive apprenticeship-
--the scheming and modelling of communicative rhetorical paradigms, the internalizing
and transferring. It has proved to be remarkably effective in raising students’ perfor-
mances in advanced writing. The most important part of why we select the perspective
of constructing the communicative rhetorical paradigms in the application and explo-
ration of cognitive apprenticeship in this study is that the communicative rhetorical
strategic skill-set is transferring and generating, which will ultimately contribute to the
innovative and original outputting as the applications are situated and recycled in the
dynamic reading contexts. The explorations in this study have provided a set of prompt
and procedural facilitation that is designed to reduce students’ information-processing
burden by allowing them to select from the communicative rhetorical paradigms. Simul-
taneously the author is still expecting to developmore sophisticated and flexible “knowl-
edge telling” strategies and cognitive analyses to facilitate and sustain English learners’
further linguistic self-exploring process.
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Abstract. This research aims to provide an empirical study on the digitalized
application of a self-developed knowledge-network-based online translation learn-
ing platform by conducting the training to junior undergraduatesmajoring in trans-
lation who have used this online platform for a certain period as explained below.
In this research, data mining technology is used to explore the internal relationship
among translation knowledge nodes and establish translation learning knowledge
network, which is considered to be beneficial to translation learning. To prove
this, this paper introduces a knowledge-network-based translation training camp
based on Textwells, an online translation learning platform, which contains anno-
tated bilingual texts with theory-informed annotations of translation methods.
The training camp used the research methodology with a pretest and a posttest
to measure training effects. Compared to the pretest, students’ translation perfor-
mance has been improved substantially in the posttest. Therefore, it is shown that
the knowledge-network-based translation learning does help improve students’
translation performance.

Keywords: Knowledge network · Translation learning · Textwells

1 Introduction

Foreign communication in the areas of economics, science and culture is constantly
increasing, and translation is an important means of communication. It is very important
to further explore and innovate the training mode for English translation talents, so
as to cultivate foreign exchange talents with high levels of bilingual capabilities and
knowledge construction.

At present, the cultivation of applied translation talents has encountered great chal-
lenges.One is the challenge of theoretical innovation and application. Second, translation
technology brings challenges and opportunities to translation education; Third, there is
a lack of faculty [1]. In the post-epidemic era, it will become a new trend in higher
education to use strategic technology innovation such as big data, cloud computing and
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artificial intelligence, to improve curriculum design and promote online digital education
[2]. Moreover, a large number of new BTI (Bachelor of Translation and Interpreting)
and MTI (Master of Translation and Interpreting) programs in China have encountered
faculty shortages [3]. Knowledge-network-based online translation learning platform,
Textwells, developed by the research team of the authors, makes use of technology to
find out the connections between various knowledge nodes in translation theory, and help
take full advantage of the faculty resources. In traditional translation learning, teachers
teach translation theories in class, lead students to take part in translation learning activ-
ities, and then carry out practical training. This is usually a large class teaching activity
led by teachers, which to some extent ignores students’ learning process. While in trans-
lation learning based on knowledge network, data mining technology is used to explore
the inner connections among translation knowledge nodes. Teachers guide students to
learn these knowledge nodes and initiate self-learning activities based on the connections
among knowledge nodes. Moreover, in this case, students’ learning trajectory will be
recorded by Textwells, which helps students customize personalized learning programs
according to their own learning characteristics.

2 Literature Review

Big data has reshaped language learning patterns by providing learners with more attrac-
tive and easier ways to learn. Learners need tomaster innovative language learningmeth-
ods with big data and explore future language learning modes with artificial intelligence
[4]. In order to promote the innovation of research methods, current researchers should
make full use of AI pattern recognition, data mining, algorithm model and other tech-
nologies and methods to understand translation technology in a more comprehensive,
objective and dynamic way [5]. So it is very significant to use data mining technology to
explore the inner connections among translation knowledge nodes, establishing a trans-
lation learning knowledge network and promoting the further integration of technology
and traditional translation learning.

“Knowledge network” is a concept proposed by contemporary Swedish economists.
Knowledge-intensive industries stand out from the fierce competition. Knowledge net-
work is very significant for knowledge transmission and creation, and it also plays a very
important role in the development of economy and society. So more and more people
are interested in the knowledge network [6]. A knowledge network is a dynamic frame-
work consisting of three elements: first, the actors; second, the various relationships
among the actors; and third, the resources each actor uses in its relationships, as well as
institutional attributes, including structural and cultural aspects, such as control mech-
anisms, communication patterns, etc. These elements are combined to accumulate and
use knowledge through the process of knowledge creation and transfer, and ultimately
to achieve value creation [7]. Knowledge network is widely used in computer science,
business economics, educational research and other fields. With the help of software
technology, the construction process of knowledge network system can be analyzed
from the perspective of knowledge exchange and sharing inside and outside the enter-
prise. The construction of knowledge network can help enterprises manage knowledge
scientifically and promote knowledge sharing and innovation [8]. The concept of knowl-
edge network can also be introduced in the construction of English grammar learning
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system using fill-in-the-blank exercises. The knowledge network represents the relation-
ships among exercises depending on the differences in their knowledge. The grammar
learning system discussed on 12th International Conference of Knowledge-Based Intel-
ligent Information and Engineering Systems judges learners’ grammar learning status
according to their answers, and then makes personalized learning plans for learners with
the help of knowledge network [9].

Although there are various literature on the application of knowledge network to the
field of education, at present, there are little literature on the application of knowledge
network to translation learning. There was no relevant article retrieved from CNKI,
and only 1 relevant article was retrieved from WOS core collection (the search date is
April 24, 2023), in which researchers have proved that the knowledge network is useful
for translation learning [10]. The research applies knowledge networks from the field
of cognitive psychology to the study of literary translation from an interdisciplinary
perspective and the research perspective is innovative. The construction and application
of the knowledge network of translation teaching can promote the standardization and
methodological innovation of translation teaching and improve the teaching and research
level. Furthermore, in view of the achievements of knowledge network in educational
research and other fields, translation learning based on knowledge network is of high
research value and deserves more empirical studies.

3 A Research on the Application of Knowledge Network in English
Translation Learning

3.1 Research Questions

This translation training camp is based on Textwells, an online platform for translation
teaching and learning developed by the research team of the authors, and students need
to learn about the operation of Textwells. Students were trained to learn how to use
the knowledge-network-based learning approach to learn translation in a short time of
about one week. Then the researchers try to investigate the following questions in the
experiment.

Will students accept the knowledge-network based translation learning?
Based on the theoretical guidance of a knowledge network, does the students’ trans-

lation performance change after systematic training in translation training camp? If so,
in what ways?

At the end of the training, do students have any comments or suggestions towards
Textwells or knowledge-network-based learning approach? How can the researchers
explain students’ acceptability of the knowledge-network based learning?

3.2 Research Subjects

The research subjects include 96 junior English majors from a university in Anhui,
China. These students have different levels of translation performance.We choose junior
students for the following reasons. After three years of learning, juniors have a deeper
understanding of traditional college English teaching methods. What’s more, they have
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better learning abilities than younger students, learning how to operate Textwells faster.
Besides, they not only need to prepare for the upcoming TEM-8 exam to improve their
translation skills, but also to prepare themselves to become professional translators in
the workplace. Therefore, they are more interested in new translation learning methods
than other students.

3.3 Research Design

The teacher’s clear instruction and active guidance of learners’ independent exploration
are the basis of an effective translation class [11]. The overall research includes three
steps. First of all, one translation exercise for pretest is arranged. Secondly, the introduc-
tion and operation instruction for Textwells are introduced. Thirdly, the whole process of
the experiment is described. In the end, interviews, questionnaire survey and other trans-
lation exercise for the posttest are arranged. It is very important that the pretest and the
posttest all belong to literary genre, and they are similar in terms of word count and
lexical difficulty.

First of all, one translation exercise for pretest is arranged.
Before the beginning of the translation training camp, we distributed a translation

exercise to students. They were acquired to finish the exercise before the training started.
Secondly, the introduction and operation instruction for Textwells are introduced.
This translation training is carried out based on Textwells, which is designed accord-

ing to the inner connection between knowledge nodes. There are five main modules in
Textwells as shown in Fig. 1, and they are LearningModule, PracticeModule, Classroom
Interaction, Data Analysis, Question and Answer, and Favorite. There are also many free
video courses hosted by experienced teachers. So students can study independently by
watching them whenever and wherever possible. The Learning Module is divided into
four sections. And they are Texts as Language Material, Knowledge Nodes, Topical
Boards, and Sentences as Language Material. There are 56 different knowledge nodes
on the Textwells platform, divided into 6 categories, Word Structure, Sentence Struc-
ture, Information Structure, Text Structure, Rhetorical Device and Intertextuality. Most
of the texts in the Learning Module are annotated according to the above-mentioned 6
categories of knowledge nodes. The annotations demonstrate the translation theory and
explain the reason why to adopt this translation theory. Moreover, students can learn
these texts and their annotations in Learning Module based on theme, Chinese-English
translation or English-Chinese translation and style. After learning, students can do some
exercises in PracticeModule to consolidate the key knowledge nodes. Students can oper-
ate repeatedly on the computer platform, which helps them understand and remember
the knowledge nodes. In the Data Analysis, students’ learning behaviours can be moni-
tored and analyzed, so as to help students keep up with their recent study. If there are any
problems during the course of self-studying, students can leave a message in Question
and Answer to ask for online help. And then the teacher will answer them.
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Fig. 1. Six modules of textwells

Thirdly, the course of the experiment is described.
The translation training camp, based on Textwells, is an online distance learning pro-

gram. For a start, the teacher introduces the concepts and characteristics of translation
learning based on knowledge network. The size of the node in the translation knowledge
network reflects the use frequency of the translation knowledge nodes they stands for.
The larger the node is, the higher the use frequency of the knowledge nodes will be.
And the density of internal connections depends on the strength of relationship among
knowledge nodes. Each knowledge node in the knowledge network is inherently related
to each other, so the description and interpretation of specific texts, cultural phenomena
or translation methods often involve the association and interaction of multiple knowl-
edge nodes [12]. Then students are guided to understand the interrelationships among
knowledge nodes to master translation knowledge points and learn independently on the
platform.

In the end, interviews, questionnaire survey and the other translation exercise for the
posttest are arranged.

This experiment collects data by means of performance test, questionnaire survey
and interview. The performance test consists of two tests, the pretest and the posttest.
The pretest and posttest are literary translation exercises, with similar word count and
the same lexical difficulty. The grading standard of the pretest and posttest is based
on TEM-8. The questionnaire consisted of 12 single-choice questions, and the answer
of questionnaire will be designed to utilize five-point Likert Scale (“strongly agree”,
“relatively agree”, “generally agree”, “disagree” and “strongly disagree”). Four interview
questions aim to know about students’ learning feelings and evaluations.
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3.4 Data Collection and Analysis

3.4.1 The Pretest and Posttest Result Analysis

There are 102 students who participated in this translation training camp, and 96 of
them finished pretest and posttest. First of all, the pretest and posttest were scored by
two teaching assistants according to the grading standard of TEM-8, and the average
score marked by two teaching assistants was a student’s final grades. Moreover, for one
text with large differences in two grades, another independent grade would be given
by an experienced professor as its final score. Table 1 shows that the average score of
students increased significantly after the training. Table 2 shows that there are significant
differences in the average scores of students after the training camp (P < 0. 05).

Table 1. Paired sample statistics

Average value Numbers of participants Standard deviation

The mean of pretest 72.266 96 2.9584

The mean of posttest 77.161 96 2.7053

Table 2. Paired sample test

Average value t Sig

The mean of pretest-The mean of posttest −4.8958 −22.152 0.000

3.4.2 The Questionnaire Result Analysis

102 questionnaires were distributed at the end of the training camp, and 82 copies of
effective questionnaire were retrieved. Over ninety percent of students thinks learning
the knowledge nodes and annotations on the online platform is helpful for them to
finish the post-test. Over ninety-five percent of students believes it is acceptable that
the annotations in the example sentence may involve more than one knowledge nodes,
with the combination of other related knowledge nodes used to explain the translation
method. Last but not least, almost all of students agree with the translation learning
method based on knowledge network, and they will keep using that approach in the
future study.

3.4.3 The Interview Result Analysis

Based on the above analysis, most of the students approve the knowledge-network-based
translation learning method, which really improves students’ translation performance.
According to the interview, knowledge-network-based translation learning is helpful to
translating learning and has been widely approved by students. The interview results
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of three students are now randomly selected to analyze students’ learning feelings and
evaluations in detail. The three students are labeled as student A, student B and student
C.

When it comes to whether the translation quality has improved after knowledge-
network-based translation learning, student A, student B and student C all think it has
been improved. Student A thinks he becomes more logical when analyzing passages.
Student B thinks that in the translation of long and difficult sentences, many details are
better than before. Student C thinks that the specific improvement is reflected in the
choice of words, which makes his translation more faithful and elegant.

When it comes to the advantages or disadvantages of knowledge-network-based
translation learning compared with traditional translation learning, student A believes
that knowledge-network-based translation learning can help him better grasp the context
and logic of knowledge. StudentBbelieves that this kind of systematic study can help him
learn translation knowledge nodes completely and comprehensively. Student C believes
that the translation knowledge network provides more translation knowledge and larger
information, which is helpful for students to absorb knowledge more comprehensively.

When referring to the evaluation of knowledge-network-based translation learning,
student A indicates this platform is very good, and the web page is also relatively
simple and neat. This learning method is of great help to prepare for CATTI. Student B
indicates that through Textwells, he can learn anytime, anywhere, and he can review the
video courses repeatedly to better understand the knowledge and master the knowledge.
Student C indicates the knowledge-network-based translation learning on Textwells is of
great help to his translation learning, and it has achieved a lot in the innovative application
of knowledge network.

4 Discussion

4.1 Acceptability of Knowledge-Network-Based Learning Approach

Can students accept knowledge-network-based learning approach to learn translation?
According to the comparison of pretest scores and posttest scores, most students’ scores
have increased. 42% of students improved their grades by 0–5, and 54% of students
improved their grades by 5–10 (Table 3). In the questionnaires and interviews, most stu-
dents also stated that they felt their translation skills had improved and they approved of
knowledge-network-based translation learning method. With evidence from this exper-
iment, it is clear that students can accept knowledge-network-based learning approach
to learn translation.
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Table 3. Improvement in student scores

4.2 Effects of Knowledge-Network-Based Learning Approach

In what ways does the students’ translation performance change after systematic train-
ing? Compared to the pretest, students’ translation performance have improved a lot.
From the perspective of word level, students can translate words more precisely. From
the sentence-level perspective, students can do better in syntactic matching and sentence
component alternation. Moreover, students has a finer command of rhetorical device
alternation.

Most of the students consider Textwells is easy to operate and deserves popular-
ization. Some suggestions are given to Textwells. For example, the platform system
should be optimized appropriately. Furthermore, more practice items can be added.
These suggestions will be took into consideration to help Textwells get better.

5 Conclusion

At present, English is the most common foreign language taught in China. So there
is no doubt that the people with a high level of English and good translation skills,
particularly non-native English speakers, will bemore competitive [13]. The knowledge-
network-based translation learning method is different from the traditional education
method. With the help of data mining technology, it carries out education and learning
activities scientifically based on the inner relationships among knowledge nodes. It is
of positive significance to the cultivation of trans-cultural communication talents with
comprehensive capabilities. Based on the data analysis, the knowledge-network-based
translation learning method does help translation learning. However, the research of
the knowledge-network-based translation learning still needs more attention from the
academic field. There are a few studies on knowledge-network-based translation learning
at home and abroad, so further research should be well developed. In addition, Textwells
needs to be further optimized and upgraded, and the research team of the authors, as
designers and developers of the platform, will work hard in this regard.
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Abstract. The development of informational technology and the proliferation
of electronic gadgets make blended learning (BL) possible. In recent years, BL
has been widely employed in language teaching. In this paper, the authors give
an explicit elaboration on the application of the integration of online platform
(rain classroom) with traditional face-to-face (F2F) classroom to medical English
teaching under the guidance of POA, which can solve the problem of separation
between learning and using of medical English. The thoughtfully designed BL
model demonstrates a newway tohelp teachers to be informedof students’ learning
in time, providematerials accordingly for students’ autonomous learning, andoffer
efficient evaluation on the one hand, and ignite students’ intrinsic enthusiasm for
learning, and increase their active involvement on the other hand.

Keywords: Blended learning · Production-oriented Approach (POA) ·Medical
English

1 Introduction

In the past decades, English teaching and learning in higher education has undergone
great revolution in mainland of China. Remarkable innovations have been made to
enhance EFL (English as a Foreign Language) learners’ English proficiency. In the
process, numerous language teaching methodologies, such as Text-Centered Instruc-
tion, Audiolingual Method, Communicative Approach, Task-Based Language Teaching
(TBLT), Content-Based Instruction (CBI) have been introduced in China. Accordingly,
English learning has shifted from teacher-centered principles to student-centered princi-
ples, with text-orientedmethod to communication-orientedmethod.Meanwhile, English
teaching also transforms from EGP (English for general purposes) to ESP (English for
specific purposes). But most of the above-mentioned methodologies meet restrictions
in the context of China’s language learning. Chinese language scholars are increasingly
aware of the significance of the localization of Second Language Acquisition (SLA)
methodologies so as to adapt to China’s context [35]. In China, college English teaching
is faced with such practical challenges as large class sizes, shortage of advanced peda-
gogies and proper assessment methods, examination-oriented culture, etc. Production-
oriented approach (POA) developed by Wen Qiufang [30] is an indigenous theory with
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Chinese characteristics, which is a theoretical exploration on how to carry out foreign
language teaching in China, with the purpose of handling the problems of “separation of
learning and using”, “high investment and low effectiveness” [3], and “dumb English”
[6].

On the other hand, the high-speed development of Information Technology and the
popularization of electronic products such as smart mobile phones and computers have
a huge impact on the diversification of language teaching forms. Online technology can
be used in language teaching [20, 38]. Traditional F2F classroom teaching has been
unable to meet EFL learners’ requirements, while online learning has gradually become
a trend in higher education [36]. So blended learning, which combines the advantages
of online and traditional offline teaching activities [7, 13], is most properly becoming a
major teaching method for EFL learners. Actually, it has been widely used in the field
of English learning. Front-line language teachers make every attempt to explore how to
successfully implement BL in various language learning settings, such as EGP [26, 28],
ESP [25], EAP [4, 37], andMIT translation theory [10].Medical English, as an ESP, also
attracts many researchers to construct BL model. Liu Bing explores to design flipped
classroom teaching model for medical English [17], and Mu Xiurong does an empirical
study of task-based teaching model for medical English listening [19]. However, there
is less research carried out from the perspective of POA to construct BL model for
medical English. Without an appropriate methodology, a simple mixture of technology
and content can definitely fail to ensure effective learning.

Therefore, this research aims to apply POA in the specific teaching setting ofmedical
English to design BL model, in order to improve learning efficiency and achieve best
learning outcome.

2 Literature Review

2.1 Blended Learning

So far, many researchers have sought to define Blended Learning from different per-
spectives. Garrison and Kanuka hold the opinion that BL is to integrate F2F instruction
with online instruction [7]. Book and Graham propose that BL is a combination of F2F
teaching and computer-mediated teaching [2]. Smith and Kurthen describe BL as online
activities employed in F2F learning no more than 45 percentage [23]. Watson advocates
that there are seven categories of BL continuum between fully online and completely
F2F courses where few or no Internet-based resources are used [29].

By contrast, Chinese scholars put more focus on influencing elements and impacts
of BL on learners. He Kekang is the first person that brought forward the concept of
BL in China. He presents that BL is just to combine traditional classroom instructions
with digital learning, maximizing teachers’ role in guiding, inspiring and monitoring,
and fostering learners’ initiative, enthusiasm and creativity [8]. Li Kedong and Zhao
Jianhua believe that BL is a product of an integration of traditional and online teaching,
aiming to enhance learning efficiency [16]. Generally speaking, BL refers to the organic
combination of traditional classroom teaching and online teaching, for sake of more
challenging courses,with the purpose of increasing learners’ participation and improving
learning efficiency.
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2.2 POA Theory

In the middle of 1980s, several principles emerged in SLA theory, such as input hypoth-
esis [14], output hypothesis [27] and interaction hypothesis [18]. The prototype of
Production-Oriented Approach (POA) is based on Swain’s output hypothesis. POA,
blending the curriculum theory with SLA theory, is introduced by Professor Wen Qiu-
fang, which puts an emphasis on the leading role of teachers and attempts to solve the
problems of English traditional classroom teaching in higher education.

Fig. 1. POA theoretical system [33]

The latest revised theoretical system of POA, which is illustrated in Fig. 1, is com-
posed of three parts: teaching philosophy, teaching hypothesis, and teaching procedure.
In the whole teaching process, teachers are supposed to play the role of scaffolding.
Teaching philosophy is the guiding ideology of teaching procedure designing, teaching
content choosing, and training goal determining. Teaching hypothesis should be tested by
teaching practice, and it also offers the basis for compiling textbook exercises, designing
and arranging activities. The teaching procedure is revised as N cycles of “output-driven,
input-facilitation, and evaluation”. Here, output-driven refers to teachers’ assignment
of output tasks, which requires learners to do on their own. Input-facilitation means
teachers’ assistance in offering certain guidance according to learners’ performance of
output tasks. And evaluation has something to do with the preset of indicators for out-
put evaluation, and the active introduction of teachers’ reviews and learners’ mutual
evaluation.
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3 Blended Learning Model for Medical English Course

3.1 Medical English Course

Many scholars have tried to define ESP [1, 5, 9, 22, 24, 34]. Generally speaking, ESP
is to equip learners of different fields with specific English proficiency required in the
related settings of academics, professions and workplaces. English has been widely
used in medical field since the later 20th century. Kang highlights the role of English
in medical studies [12]; Kurfürst, Joesba and Ardeo put an emphasis on English for
Medical Purposes (EMP) [11, 15]. They claim that EMP is a sort of ESP, and medical
students are supposed to be qualified for reading articles, journals and textbooks written
in English. Kurfürst further points out that medical students will be promising to have
the ability to write patients’ history, case reports and prescriptions by learning EMP
[15]. Therefore, as a future professional health provider, it is of great core for them
to be able to use English to write academic medical papers, read medical researches,
and communicate with patients. From this point of view, medical English appears to
be of great significance for medical students. This study just aims to explore BL model
designing for medical English learning based on POA.

3.2 BL Model Designing Based on POA

Teaching procedure based on POA is guided by “Learning Center Theory” and “Integra-
tion Theory of Learning and Application”. The “Learning Center Theory” proposes that
all teaching activities should be designed for the occurrence of effective learning. When
designing any activity, teachers should take what students can learn in consideration, and
play the role of scaffolding in guidance of students’ completing output tasks, in order
to cultivate students’ English communication competence. The “Integration Theory of
Learning and Application” is mainly embodied in the process of facilitation, which
includes both input “learning”, such as listening and reading, and output “application”,
such as speaking, writing, interpretation and translation. The accomplishment of each
output task requires three conditions: content, language and discourse structure. The out-
put tasks should be of accuracy, progressivity and diversity [32]. The diversity refers to
information delivery channels, communication patterns and activity forms. Information
delivery channels include input and output activities. Communication patterns can be
designed as lectures, news reports, dialogues, discussions, debates, interviews, mono-
logues, cosplays, speeches and so on. Activities can be taken out in forms of individuals,
partners, teams and classes. The main teaching process can be described as “output-
input-output”. The first link of “output” refers to teachers’ making students do assigned
output tasks in line with the teaching objectives before class. The second link of “in-
put” means teachers providing with reasonable suggestions concerning students’ output
performance and offering related knowledge about English vocabulary, grammar, and
expression, and meanwhile students’ doing selective learning. The third link of “output”
has something to do with students’ practicing the output task again based on teachers’
guidance.
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The BL model shifts the learning of complex and boring knowledge about medical
English from monotony F2F lectures to the mixture of online and offline teaching. It
enables teachers to select proper language input according to the output task, and students
to reasonably allocate their time in input learning and output application, and ultimately
overcoming the disadvantage of separation between learning and application.

In order to make research on how to apply POA to medical English teaching, so as to
verify the impacts of the teachingmodel on students’ engagement and learning efficiency,
the authors apply POA toMedical English – An Integrated Course published by Nanjing
University Press, taking unit 6 for an example, with the theme of epidemiology, to
design BL model. The target students of this course are sophomores majoring in clinical
medicine. They are medium in English, with a certain reserve of English knowledge
about vocabulary and grammar.

Teaching Objectives. Teaching objectives in the unit cover three aspects --- language
competence, cultural awareness and vocational ability, which conform to the “Key
Ability Cultivation” of POA, shown in Table 1.

Table 1. Teaching objectives

Teaching objective Cognitive activity Realization approach

Language competence Remembering,
understanding, and applying

An e-learning online and a F2F
learning offline;
A F2F demonstration offline and an
e-evaluation online

Cultural awareness Understanding, analyzing,
and evaluating

An e-learning online;
A F2F discussion and presentation
offline

Vocational ability Understanding, criticizing,
evaluating, and applying

An e-learning and e-evaluation
online

For language competence, students are expected to develop their competence in
using English for communication, taking in vocabulary, useful expressions and sentence
structures relevant to epidemiology.

For culture awareness, students are expected to strengthen their nationality identity,
the emotion towards their country, and their cultural confidence, and establish their
awareness of building a community with a shared future, so as to become a civilized
citizen with social responsivity.

For vocational ability, students are expected to be adapted to their future career as a
medical practitioner, with the professional spirit of be dedicated and excellent.

Teaching Procedure. The teaching process based on POA is composed of three phases:
pre-class motivation, in-class facilitation, and post-class evaluation. The BL model is
designed adhering to the teaching objectives, as is shown in Fig. 2.
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Fig. 2. BL model based on POA

Before Class (Motivation): According to POA, in the first stage of motivation, teachers
are required to design the communicative scenarios, and set productive tasks before
class on the platform. The communicative scenarios must be as authentic as possible.
They should be most like what students will encounter in their future endeavors. The
productive tasks mainly take the form of oral expression and writing.

In this unit, two scenarios were designed based on the theme of epidemiology and
teaching objectives:

Scenario 1: Imagine it is at the time of the beginning of COVID-19 outbreak. People
knows little about the highly contagious virus. Being isolated at home, most of them
surf both the domestic and foreign Internet to browse the concerning information and
downloadmedical advice to relieve theirCOVID-19-caused anxieties. It’s a pity that your
family members can’t understand the information in English on the foreign websites
except you. So, you are expected to interpret or translate the related messages about
COVID-19 to help them be informed of the overall situation worldwide.

Scenario 2:While browsing microblog, you read some inaccurate reports on China’s
COVID-19 and the nation’s epidemic prevention measures. You feel obligated to make
a clarification.

Relevant productive tasks were set and segmented into several sub-tasks in the next
phase. (See Table 2).
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Table 2. Productive tasks and sub-tasks

Scenario Productive task Sub-task

Scenario 1 1) Read two pieces of information about
COVID-19, and translate them into
Chinese
2) Listen to two pieces of news about
COVID-19, and interpret

1. Individual work: Collect
epidemic-related words, expressions
and terminologies
2. Group activity: Translate the complex
sentences in the first Text and compare
your version with your teammates

Scenario 2 3) Write a short paper on the topic
Current COVID-19 Situation in China
4) Make a speech on the topic China’s
COVID-19 Prevention Measures

3. Class activity: Read the second Text
by oneself and make an oral
presentation
4. Partner activity: Watch and listen to
online materials concerning COVID-19,
and make a summary of the main idea.
Share your version with your partner

This step is generally realized on the platform of Rain Classroom (a smart mobile
teaching tool developed by Tsinghua University in 2016). In tradition F2F classroom
teaching, it’s impossible for all the students of different levels to fulfil the tasks in a
fixed time, which will inevitably affect student’s participation. What’s more, because of
the limited statistical methods, it’s difficult for teachers to get an overall knowledge of
students’ performance in the output tasks. Therefore, they can’t meet the requirement
of accuracy in the facilitation stage. The online form makes students deal with the
productive tasks flexibly. It can also, to some extent, reduce the learning anxiety of
students and generate their intrinsic motivation of learning. In addition, teachers can
learn about students’ real ability and design more pertinent activities accordingly.

In Class (Facilitation): The second stage of facilitation is imperative for the entire teach-
ing process. In this phase, teachers are expected to present the teaching objectives clearly
to students, make a specific description of students’ productive tasks, disassemble these
tasks into sub-tasks, and guide students to accomplish one by one. Students are sup-
posed to do selective learning and complete the productive tasks under the guidance of
teachers. Here, one point that facilitation doesn’t just means teachers’ providing input
information deserves being emphasized. Output activities taken out in F2F classroom
also function as facilitator [21].

In this unit, the first text Epidemiology and Its Application was instructed in the
F2F classroom teaching, while the second text Epidemiological Research on SARS in
Chinawas assigned to students for their autonomous learning. Different from traditional
teaching, text instruction based on POA only deals with language knowledge related to
the theme of the unit instead of a comprehensive explanation of every language point
appearing in the text. In this unit, teachers only make an introduction about the relevant
words, expressions and terminologies in the aspect of epidemiology. At the same time,
teachers upload more added input materials of relevant topics, including exemplary
essays, audio and video materials. Students are encouraged to do selective learning and
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supervised to accomplish the productive tasks. Finally, teachers are supposed to check
up the productive tasks. The output exercises should be carried out step by step under
the guidance of teachers. At the end of each micro-activity, immediate assessment is
required.

The productive tasks are decomposed into several sub-tasks to enable students to
accomplish one after another. Besides, each micro-task is devised for a certain specific
learning objective (See Table 3). In the process, teachers play the role of scaffolding.

Table 3. Sub-tasks and teaching objectives

Sub-task Teaching objective

1. Individual work: Collect epidemic-related words, expressions and
terminologies
2. Group activity: Translate the complex sentences in the first Text and
compare your version with your teammates

Language competence

3. Class activity: Read the second Text by oneself and make an oral
presentation

Cultural awareness

4. Partner activity: Watch and listen to online materials concerning
COVID-19, and make a summary of the main idea. Share your version
with your partner

Vocational ability

The time for F2F classroom teaching is limited, so it should be reasonably allocated
so as to maximize the learning efficiency and stimulate students’ learning enthusiasm.

After Class (Evaluation): POA adopts Teacher-Student Collaborative Assessment
(TSCA), which is consisted of timely assessment and delayed assessment. TSCA is
divided in three stages: TSCA pre-class preparation, TSCA in-class implementation
and post-class activities. TSCA involves choosing samples, setting evaluation criteria,
students’ self-evaluation and revision according to the criteria, teachers’ illustration of
common problems among students, and peer evaluation or self-evaluation of the rest
products after class [31].

In this practice, different assessments are employed to promote learning, involving
self-assessment, peer assessment, automated assessment and teacher’s assessment. First
of all, teachers choose some samples of students’ output product anonymously before
class. Then teachers make some comment on the output samples, and set up the grading
criteria aswell. Then in class, students canmake self-evaluation towards their own output
task respectively according to teachers’ criteria. This is a good way to make students
have a good understanding of their shortage of knowledge, and stimulate their hunger
for relevant information. Automated assessment is quite useful for such output tasks as
writing and translation. Students hand in their products on the website www.pigai.org
where teachers’ scoring formula is uploaded on the website beforehand. Then students’
output products can be evaluated automatically. Peer evaluation is favored in oral tasks.
In this unit, students are required to make an oral presentation based on the second
text. As non-English major students, the English class in higher education is usually

http://www.pigai.org
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carried out in large-scale class teaching. It is impossible for each student to make a
presentation in class. So, in class, teachers can issue the output task in courseware in
the form of exercises on Rain Classroom platform. Students are required to submit their
oral presentation online. And their scripts for the oral presentation must be submitted as
well. Last but not least, teacher’s assessment always plays an irreplaceable part in the
whole assessment system. Teachers’ role as a mediator is extremely crucial.

4 Conclusion

POA has been developed as a response to such weaknesses of the traditional English
classroom instruction in China as students’ low participation and time-consuming eval-
uation. It is advocated as a resolution of the problems existing in China’s EFL context.
Blended learning, as a product of the development and proliferation of digital technolo-
gies, integrating the advantages of both online and offline learning, has been widely
employed in higher education in China. This paper designs a new hybrid teaching model
for medical English under the guidance of POA, expounds the application strategies of
the online learning platform (Rain Classroom Platform) in terms of before-class moti-
vation, in-class facilitation, and after-class evaluation, with the purpose of stimulating
students’ learning enthusiasm, promoting their participation, and ultimately, optimizing
their learning efficiency. In the whole teaching procedure, teachers play a scaffolding
role, with students’ autonomous learning within their controlled range. The introduction
of the online learning platformmakes it possible for teachers to be informed of students’
learning situation in time, provide support for students’ autonomous learning, improve
students’ curriculum participation, and offer timely evaluation for students’ performance
of the output tasks.

However, this study is just a preliminary attempt at the application of POA to the
blended teaching for medical English, and it only stays in the stage of theoretical design.
In the future, empirical studies will be carried out on the specific application effect of this
teaching model in the field of medical English learning. Meanwhile, with the continuous
advancement of Internet technology, a more reasonable and scientific teaching plan
will be formulated for the blended learning, including online and offline allocation
of learning time, online supervision and evaluation. The teaching model needs to be
gradually improved in the practical teaching in the future, and more researches are
expected to be conducted for medical English instruction for undergraduates in medical
universities.
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Abstract. With the help of internet and digital technology, online and blended
teaching in institutions of higher learning in China are becoming a reality and
the original assessment model is out of date. A scientific, diversified and digital
assessment model is badly needed. The paper will present a new model aided
by digital platforms applied in HFUT, in which summative assessment accounts
for 50% and formative assessment another 50%. This paper focuses on the latter
which consists of autonomous listening (10%), oral English (20%), assignment
(10%) and class performance (10%). The assessment content, assessment method
and means and marking criteria of the above four components are displayed in
detail and a questionnaire is conducted so as to reveal its implementation effect.
Findings show that students have a relatively high satisfaction with the formative
assessment model which proved to be more objective and operable. Nevertheless,
respondents’ suggestions taken into account, a slight adjustment and improvement
will be made later.

Keywords: Online and Blended Teaching · Formative Assessment · Digital
Platforms · Objective and Operable · Adjustment and Improvement

1 Introduction

During- and post- COVID 19 epidemic period, online teaching and blended teaching
in institutions of higher learning in China are becoming a reality. Changes in means of
teaching call for changes in assessment model, formative assessment (FA) one in par-
ticular. Assessment, used as tools by teachers for tracking what and how well students
have learned, plays a critical role in college English teaching. The overall objective
of assessment and testing is to push the reform and development of College English
Course forward, to improve the quality of teaching steadily, to cultivate high-quality
foreign language talents, and to better serve the overall development of the country.With
the rapid development of information technologies in education practice and research,
college English is also experiencing tremendous reform and innovation in terms of
technology-enhanced teaching modes and assessment ones as well. According to Col-
lege English Teaching Guidelines (2020) issued by the Steering Committee of College
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ForeignLanguageTeaching inChina, an integration of online and offline teaching should
be highlighted and a complete teaching system containing in-class interaction, students’
practice, assignment feedback and assessment should be established, keeping a balance
between the traditional teaching modes and the modern ones.

A scientific assessment and testing system is of vital importance to ensure teaching
quality, and vice versa. Under the circumstances of modern information technology, a
fresh assessment mode should be explored, in which each part of the curriculum system
is taken into full account bymeans of variousmethods andmeans, so as to keep a balance
of “formative assessment for learning” and “summative assessment of learning” [1].

Based on the study of previous research findings and the results of questionnaire sur-
vey, this paper presents and analyses the current practices of College English assessment
in Hefei University of Technology (HFUT), and proposes suggestions for the adjustment
of the FA model.

2 Formative Assessment in College English Course

2.1 Literature Review on Formative Assessment

There has been a relatively long and extensive study on language teaching and the FA
abroad. In 1967, Michael Scriven coined the terms formative and summative assessment
and stated two roles that assessment may play [2]. Two years later in 1969, Benjamin
Bloom employed the two terms, suggested that the same distinction might be applied to
improving the teaching-learning process for students, and presented his ideas onmastery
learning [3]. Since then, more and more researchers began to show great interest in
the topic. Some focused on the distinction, some highlighted summative assessment.
After 1990s, more and more researchers attached importance to formative assessment.
Among them, the most representatives were Black andWilliam, who strongly advocated
formative assessment and defined it.

In China, College English teaching modes have been constantly reformed and inno-
vatedwhile assessment and testingmodes seems to stand still. The summative assessment
has long been the only way to evaluate students while the formative assessment which
can help teachers obtain feedback and provide students with an effective means to adjust
their learning methods and strategies, has not been attached importance to.

The author has conducted an extensive survey of the research literature with CNKI
(China National Knowledge Infrastructure) as literature sources by searching for core
journals with the key concept “formative assessment” and this process has yielded about
160 papers to study. The retrieving results suggest that the research on FA began from
early 2000s, steadily rising year by year. It covers a number of aspects and courses such
as review and reflection of formative assessment studies in China [4, 5], validity study of
assessment system [6, 7], formative assessment of the course on reading and evaluating
research papers [8], formative assessment of academic English [9, 10].
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College English formative assessment has achieved tremendously, which can be
reflected from the increasing papers published, and most of them fall to the field of
review and reflection of domestic research and practice [11], validity study of the college
English evaluation system [12], construction and application of assessment system [13,
14], empirical study [15].

However, there are not many researches on the assessment practice, the researches
call for further development. With the deepening of the college English teaching reform
and popularity of the digital and smart teaching means, teaching contents, means and
evaluation standards are all badly needed to improve, to meet the needs of students,
universities and society in the new era. That’s the very reason why we research on the
blended teaching and formative assessment so as to improve the teaching efficiency and
effect.

2.2 Formative Assessment

A comprehensive, objective, scientific assessment system is of great importance to the
realization of the curriculum goal. Leung & Mohan (2004: 336) pointed out that “the
evaluation of students’ learning consists of summative assessment featuring standard-
ized tests, and formative assessment highlighting learning process and aims” [16]. As a
rising evaluative method in recent years formative assessment is parallel to summative
assessment. Assessment refers to all those activities undertaken by teachers - and by
their students in assessing themselves - that provide information to be used as feedback
to modify teaching and learning activities. Because teachers need to know about their
pupils’ progress and difficulties with learning so that they can adapt their own work to
meet pupils’ needs [17].

Drawing both on their definitions in 1998 and the definition of the Assessment
Reform Group (ARG, 2002), Black & William restate the definition of formative
assessment as follows:

Practice in a classroom is formative to the extent that evidence about student achieve-
ment is elicited, interpreted, and used by teachers, learners, or their peers, to make deci-
sions about the next steps in instruction that are likely to be better, or better founded,
than the decisions they would have taken in the absence of the evidence that was elicited
[18].

In 2007, College English Curriculum Requirements defined FA as “procedural and
developmental assessment conducted in the teaching process i.e., tracking the teaching
process, providing feedback and promoting an all-round development of the students, in
accordance with the teaching objectives and by means of various evaluative methods”
[19]. It facilitates the effectivemonitoring of students’ learning process and promotes the
evaluative ideas of teaching and learning. More importantly, various evaluative methods
and means used alone or simultaneously, serve as an assessment series to better promote
the teaching and learning activities.
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3 FA Model Applied in HFUT

Considering the existing problems in the undergraduate education such as nonstandard
teaching process, unscientific teaching assessmentmodel, etc., the 2015Teaching Plan of
HFUT clarified the importance of teaching process administration, inwhich a curriculum
assessment should cover various evaluative means including assignment, mid-term test,
class performance and so on. In view of the facts, the research focuses on the deep
integration of college English teaching and digital technology so as to further the reform
of teaching model and assessment one.

In HFUT, the college English course as one of the required courses of General
Education, comprises the comprehensive course (oral English and intensive reading)
and listening course. The former places emphasis on improving students’ speaking,
reading, translating and writing abilities, which is conducted by a blended teaching
with a combination of classroom teaching, Rain-class room and online teaching, while
the latter attempts to improve students’ listening ability realized by their autonomous
learning in computer room or their smart phone.

In accordance with the Guidelines, in the light of the university’ specific circum-
stances, students are assessed by means of FA (50%) and summative assessment (50%)
for their college English course. And according to the FA criteria, a digital platform-
based and diversified FA model has been established in HFUT. This paper will present
the practice of FA model in HFUT, hoping to adjust and improve it.

3.1 Prerequisite of the FA Model---Blended Teaching

It is of vital necessity to introduce the blended teaching model applied in HFUT so that
the FA model will be fully illustrated and understood. The blended teaching model is
shown in the following Graph.

Graph. Blended teaching model 
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First of all, before class students’ learning based on several digital platforms is data-
oriented. Students are supposed to conduct their autonomous listening in the library,
computer rooms or on their smart phone. By means of campus net, they can easily log
in the Tsinghua University Press Online English Learning. In terms of oral English,
according to the tasks assigned by the teacher in advance, students are divided into
groups of four or six. Each one of a group will take on different tasks; they will search
for information, make PPT, practice oral presentation, role-play etc. When it comes to
intensive reading, students are required to read the new vocabulary and the text aloud,
get acquaintance with some background information and related knowledge via words,
pictures, audios and videos on our self-made SPOC of our university, and meanwhile
detect the difficult points by marking them. In this way, students will have an immersive
previewing experience and at the same time be clear about their difficulties. Of course,
the platforms will automatically record the results they achieved.

In class, a blended teaching model is carried out in HFUT, which combines the
traditional face-to-face teaching andonlineRain classroom teaching. Students on campus
and students detained at home due to COVID-19 pandemic have an equal opportunity
to learn. The specific procedure goes like this: two or three oral groups display their
activities followed by peer assessment and teacher’s evaluation in 20 min or so; with the
help of Rain classroomplatform, a time-limit test will be given to the students concerning
the vocabulary and reading comprehension about the text they have previewed; according
to the results of the test, teachers will focus on the difficult points and explain them in
detail; afterward under the guidance of teachers, students will try to paraphrase the long
anddifficult sentences,work out the structure of a text, acquire thewriting strategies used,
and conclude the viewpoint of the author. Eventually, students will air their opinions as
to the text or extended topic through group discussion or debate.

After class, students will gain an individualized instruction with the aid of Rain class
room and other digital platforms. During the process of autonomous listening, students
and teachers can have an interaction in theQ&Amessage area on theTsinghuaUniversity
Press Online English Learning; students can review what they have learned and submit
their homework such as blank-filling, multiple choices and oral retelling of the text on
the Rain class room platform; in terms of translation and essay writing, Pigai APP or
website offers an effective way to make use of; what’ more, students can communicate
with their teachers by means of QQ anywhere anytime if needed.

3.2 Application of the FA Model

Changes in teaching model call for changes in FA model. In HFUT, the FA consists
of four parts: autonomous listening (10%), oral English (20%), assignment (10%) and
class performance (10%), 50% in total.

First of all, autonomous listening accounts for 10%of theFA.At the very beginningof
each semester, listening assignment will be given by teachers and students are supposed
to finish all the eight units online during the following semester with at least 15 h. In the
middle and at the end of the course, a listening test will be released online respectively.
Students will be rated with a combination of their total time spent (30%), their progress
of all the eight units (15%), their grades of the eight units (15%) and the grade of the
listening test (40%). The platform has recorded what students have done and made
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calculations automatically so that teachers can easily download their students’ listening
final score and make a detailed analysis. The weight setting is shown in Table 1.

Table 1. The weight setting of autonomous listening

Secondly, oral English accounts for 20%of theFA. 10%comes fromoral presentation
and group performance of the weekly course, in which peer assessment plays a critical
role. Of course, teachers will tell students the standard, rules and methods as to how
to evaluate themselves and their peers. The other 10% is based on the end-term oral
test, in which students will be scored or evaluated by their teachers according to their
pronunciation, fluency and ideas etc.

Thirdly, another 10%of the FA is based on the after-class assignment. Its evaluation is
combined the Rain-classroom assignment of each unit with translation or essay-writing
on Pigai APP or website. The weight setting will take three factors into consideration:
rate of finished assignments, complexity and score of each assignment. Finally, Rain
classroom assignments which focus on multiple choices and blank-filling account for
34% while translation or essay-writing on Pigai APP or website is 66%, which is shown
in Table 2.

Table 2. The components of assignments

Finally, class performance accounts for the rest 10%, which lies in students’ rain-
class room attendance rate, teacher-student interaction and in-class quizzes and SPOC
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preview as well. Rain classroom data is shown in Table 3 and SPOC preview data is
shown in Table 4.

Table 3. Rain-class room data

Table 4. SPOC preview data

To optimize students’ learning, the marking criteria for each assessment procedure
should be transparent and explicit. Therefore, the FA marking criteria are definitely
interpreted and informed of all the students during the first period of each semester.
Students are expected to be actively involved in the whole learning process and be aware
of the importance of the FA in their entire evaluation. The FA score book is shown in
Table 5.
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Table 5. The FA score book

From the above, we can see clearly that the crucial feature of the FAmodel employed
in HFUT lies in its diversified and holistic approach, which not only touches on every
aspect of learning process based on the teaching objectives and tasks: autonomous listen-
ing, oral English, assignment and class performance, but integrates teacher assessment,
peer assessment with digital platform assessment. In addition, the model takes both
students’ effort and their achievement into account.

4 Questionnaire and Findings

Since 2019/2020 academic year, the FA model has been applied in HFUT. The col-
lege English teaching group of late designed the questionnaire so as to learn of its
implementation effect and make further adjustment and improvement.

The subjects of the questionnaire are freshmen and sophomores in HFUT who are
having college English course. All of them come from different majors or departments
except for English major. The questionnaire was devised on the Questionnaire Star
Website and issued to students involved through QQ and WeChat at random. Finally,
503 students submitted the questionnaire and 503 was effectively received with effective
rate 100%. The questionnaire is partly shown in Table 6.
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Table 6. The simple list of the questionnaire
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From Table 6, the survey’s findings are obvious. Students have a relatively high
satisfaction with the FA model, which has been implemented well. 98.41% (Q1 & Q2)
respondents are clear about the FA model and marking criteria; Over 90% (Q3) think
their teachers have performed an objective FA of students by means of digital platforms
and over 97% (Q4) think their teachers have carried out the FA carefully; 54.67% (Q5)
said after receiving the FA feedback, they spend more time on English learning and over
92% (Q6) said after receiving the FA feedback, they will improve their learning attitude,
method and goals; 86.08% (Q7) think it is reasonable that FA accounts for 50% of the
total evaluation and over 97% (Q8) are satisfied with the current FA model.

The current FA model is far from being perfect. Some suggestions (Q9) were put
forward by some respondents, which promotes us to conduct one-to-one interviews
among students as well as teachers, collect more useful information, and revise the
model for mutual benefit. For one thing, the new model is expected to drive students
keen on learning and teachers improving instruction; for another, the new model can be
operable and easy to follow.

5 Conclusion

Aided by internet and digital technology, online teaching and blended teaching in insti-
tutions of higher learning in China are becoming a reality. College English teaching
appears more complicated, diversified and colorful. Accordingly, its assessment model
is supposed to be shifted and adjusted. It’s high time for scholars, collegeEnglish teachers
and administrators to reexamine and reflect on some key issues concerning assessment
model: what’ the objective? what should be assessed? in what way? how to balance the
FA and summative assessment? how to integrate the traditional means and digital ones?
how to make use of digital feedback data to help learning and teaching? how to moni-
tor teachers’ assessment process? Solution to these questions is definitely beneficial to
college English teaching.

College English Teaching Guidelines deliberately expounded FA, but how to put
it into practice remains unsolved. Therefore, researches on FA practices are urgently
needed [5]. No doubt, college English teachers in HFUT have spared no effort to attempt
FA in spite that problems still exist one way or another. More attempts from different
teachers and different universities are welcomed and mutual learning and joint efforts
are certain to profit our college English teaching.
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Abstract. While the popularity of translation technology in professional work-
flows as well as translation teaching and learning brings translation productivity,
it also undermines the development of translators’ own translation abilities to
some extent, which happens to be the core competency that distinguishes a good
translator in the marketplace, even in the age of artificial intelligence. This paper
attempts to bring the focus of translator training back to translation abilities devel-
opment. It carries out a case study at The Chinese University of Hong Kong,
Shenzhen among undergraduate translation students using a knowledge-network-
based translator training platform called Textwells for self-learning, putting the
acquirement of knowledge and analytical skills in priority, and then conducts an
in-depth analysis of students’ work to assess their learning outcomes. The paper
may be of interest to translator educators looking to cultivate students’ translation
skills and enhance their lifelong learning abilities with the assistance of machines
rather than produce assembly line workers purely dependent on machines in the
technology era.

Keywords: Translation Abilities · Self-Learning · Textwells ·
Knowledge-Network-Based Translator Training

1 Trends and Problems in the Current Translation Industry
and Translator Training

In the era of big data and artificial intelligence, the use of translation technology, such as
computer-aided translation, translation memory and machine translation, etc., is becom-
ing much more common in the translation industry. The rise of translation technology
has greatly bolstered the development of the industry through rapidly elevating pro-
ductivity. However, while a large number of translated texts are entering the big data
world and becoming part of translation memory, new risks and challenges also emerge.
Studies have shown that although machine translation keeps improving, the quality of
machine translation is still far from satisfactory when it comes to complicated texts, such
as literary works featuring linguistic and stylistic diversities. The low-quality literary
translation may discredit the original author, cause harm to readers, especially consid-
ering the negative impact the widespread non-standard language usage might have on
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children who are still in the early phase of language learning, and hinder the cross-
cultural communication of literary ideas [1]. It is also pointed out that the prevalence
of translation technology has, to some extent, weakened and marginalized translators’
skills while reducing diversity, creativity and even further development of language by
suggesting reused and simplified language expressions in order to avoid heterogeneity
and contingency [2].

Similarly, influenced by the big data and artificial intelligence fad, teaching and
research regarding courses of Computer-Aided Translation, Translation Technology,
Terminology Management, and Project Management have become increasingly popu-
lar in recent years. The teaching mode mainly adopted in these courses is to introduce
different kinds of software and train students on the use of the software [3–12]. This
kind of teaching mode is often limited to technical training, and its pairing assessment
scheme tests students’ proficiency in software use rather than their comprehensive trans-
lation knowledge and skills. While project-based translation teaching collaborated with
translation companies like YiCAT and Transn allows students to experience in-house
translation processes via professional translation software, it does not explain any trans-
lationmethods or strategies to students. The fundamental pillar of translation—language
and knowledge abilities is almost conveniently neglected during the training process.
The should-be priority of translation teaching in these courses—promoting students’
translation skills with the assistance of machines seems to yield to improving machine
translation’s accuracy and efficiency, reducing students to assembly line workers who
are overly dependent on machines and who are as such unable to produce a quality
translation as machine-independent translators.

Compared with mechanically reciting or using “that” or “what” given by either a
translationmemory or a teacher as if there is only one translation answer, knowing “how”
and “why”mattersmore for a translator. The abilities to understand, analyze and translate
texts are basic skills for translation and are still vital to becoming qualified translators
even in the technology era. The study aims to help students sharpen language skills
and develop independent translation abilities through a knowledge-and skill-centered
self-learning project to solve the teaching deficiency of putting technical abilities before
translation skills prevalent in today’s translation courses. Specifically, we introduce a
translator training platform to an undergraduate practical translation course, observe
students’ self-learning progress and evaluate their learning outcomes.

2 Textwells and Its Applications

Textwells (see Fig. 1) is a corpus-based translation and bilingual learning platform. The
platform consists of six modules: learning space, exercises, course management, data
analysis, Q&A, and favorites. The learning space is the core module that features a
systematized knowledge network based on six levels of knowledge linked with lin-
guistic characteristics, cultural phenomena and translation methods—word, sentence,
information, text, rhetoric and intertextuality. Each level contains key knowledge nodes
that describe common translation phenomena and processes and are rigorously defined
and systematically classified on the basis of linguistic and translation theories. So far,
a total of 56 knowledge nodes have been summarized by the platform (see Fig. 2).
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The examples of the knowledge nodes are given and can be linked to texts from which
they are retrieved. These annotated parallel texts together form an extensive bilingual
corpus covering literature, news, business, public administration, etc. Apart from the
knowledge nodes and the corpus, the learning space also has topical boards which share
summaries of translation and linguistic knowledge from the six levels. The exercises
module helps to measure student users’ learning outcomes, and other modules help to
enhance interactive learning processes. The platform’s datamining and analysis function
can automatically track user activity, produce a detailed, individualized picture of each
user, and navigate users directly to the knowledge nodes through an intelligent relevance
and recommendation system.

Fig. 1. Textwells: A Snapshot

Since its launch, Textwells has been tried out in several universities in China to aid
translation teaching and learning, and relevant pedagogical research has also been con-
ducted to explore teaching models, course designs and learning strategies paired with
the platform, test their feasibility and effectiveness, and offer suggestions for improve-
ment. For instance, Mu and Yang experimented with a teaching and learning model
for the application of Textwells and received positive feedback and learning outcomes
from student users [13]. Taking the literary translation course as an example, Tian and
Zhu showed how to integrate Textwells into the specific course design and teaching
procedures, and their exploration has helped to systematize literary teaching while pro-
moting learner initiatives and translation competence [14]. In another study, through a
close examination of the collaboration between five universities on the Textwells-based
online teaching design during the COVID-19 pandemic, Mu and Yang demonstrated the
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Level Knowledge Nodes

Word Function Word Addition, Function Word Omission, Function Word Repetition

Notional Word Addition, Notional Word Omission, Notional Word Repetition

Word Class Alteration, Semantic Matching, Terminology Matching

Sentence Tense Addition, Tense Alteration, Tense Omission

Modification Alteration, Mood Alteration, Positive-Negative Alteration

Rank Alteration, Sequence Alteration, Voice Alteration

Sentence Component Addition, Sentence Component Alteration

Sentence Component Distribution, Sentence Component Merging

Sentence Component Omission, Sentence Component Repetition

Syntactic Matching 

Information Information Addition, Information Distribution, Information Merging

Information Omission

Focus-Topic Alteration

Text  Textual Content Addition, Textual Content Distribution

Textual Content Merging, Textual Content Omission

Cohesive Device Alteration, Left Branching-Right Branching Alteration

Logical Relation Alteration, Perspective Alteration

Textual Progression Alteration, Viewpoint Alteration

Logical Relation Retention

Rhetoric Rhetorical Device Addition, Rhetorical Device Alteration

Rhetorical Device Omission, Rhetorical Device Retention

Intertextuality Allusion Addition, Allusion Alteration, Allusion Omission, Allusion Retention

Background Knowledge Addition, Background Knowledge Omission

Image Alteration, Image Retention

Context Matching, Intertextuality Matching, Register Matching

Fig. 2. List of Knowledge Levels and Knowledge Nodes

effectiveness of such inter-institutional collaborative teaching and discussed its prospects
in online translation education [15].

Since this comprehensive platform is proved helpful in translator training, the trial
version of Textwells has been introduced to several undergraduate translation courses at
The Chinese University of Hong Kong, Shenzhen. The biggest highlight of the platform
is the massive knowledge network encompassing common aspects concerning specific
linguistic and cultural features found in either the source text or the target text and
concrete transfers between the two texts, applicable to various text types in all fields.Once
students master the knowledge network, they can better understand patterns, procedures,
methods and strategies involved in the translation process and can, as a result, apply the
methods and strategies and navigate the translation process more efficiently in producing
their own translations, which are the essential abilities that a good translator should
possess.

3 Self-learning in News Translation: A Case Study

The case study is centered on students’ self-learning outcomes of using Textwells in
one of the undergraduate practical translation courses—news translation at The Chinese
University of Hong Kong, Shenzhen. The course adopts a teaching model that combines
classroom teaching with supervised online self-learning to guide students’ learning of
the knowledge nodes from the six levels. The students’ learning outcomes are examined
through an assignment that could test their mastery of the knowledge nodes.
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3.1 Teaching Objectives

The course studied is a major elective course initially developed for undergraduate
translation students in their sophomore year or above at The Chinese University of Hong
Kong, Shenzhen. It aims to familiarize students with the production and translation of
news, and to develop and reinforce students’ skills required for news translation between
English and Chinese.

Upon completion of the course, students are expected to:

(a) understand the language, structure and style of different news genres;
(b) enrich their vocabulary and relevant knowledge of journalism;
(c) acquire basic skills for analyzing and translating different types of news texts;
(d) perform tasks pertaining to the writing and translation of international news; and
(e) understand the working procedures and norms of newswriting, news transediting and
translation in different types of news organizations.

As shown from the expected learning outcomes, it is clear that language, analytical
and translation skills are highly valued in the course. Even in the era of artificial intelli-
gence when translation technology has provided relatively mature tools for translation,
language is still the basis of translation, and therefore, translation learners, especially
undergraduate translationmajors, should be able to look into the minute language details
and dissect textswith keen observation and a logical, consistent and knowledge-informed
approach before they can start to translate and translate well. The knowledge network
established by Textwells happens to provide students with such an approach.

Based on this pedagogical perspective, in the fall and spring semesters of the aca-
demic year of 2019–2020 and the fall semester of the academic year of 2020–2021, a
total of 112 students enrolled in the news translation course were invited to the trial use
of Textwells for after-class self-learning. It is expected that after a semester’s learning,
the students will be able to master the knowledge nodes, take an analytical and critical
view of the translation process and build an acute sensitivity towards texts.

3.2 Teaching Model

The present teachingmodel (see Fig. 3) used in the news translation course is designed to
combine classroom teaching with supervised online self-learning, with the latter as the
dominant mode. The whole learning process consists of three sequential components:
pre-class learning, in-class analysis and discussion, and after-class reading and exercise.
First, students are asked to preview key knowledge nodes relevant to each week’s lecture
topic and content. In class, the teacher weaves the explanation of that week’s knowledge
nodes into the analysis of specific texts where examples of relevant knowledge nodes can
be found. After class, students are required to closely read specified bilingual texts with
annotations, which are meant to deepen their understanding of linguistic and cultural
specificities as well as translation methods and strategies used in the texts. In the hope
that students can consolidate and apply the knowledge they have just learned, they are
assigned a translation practice each week, which will be reviewed and discussed later in
tutorials.
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Fig. 3. The Teaching Model Used in the News Translation Course

One of the highlights of Textwells is its powerful artificial intelligence and data
mining (AI & DM) functions. While students are self-learning on the platform, their
activities are all automatically recorded and analyzed by the AI & DM system. From
the students’ side, after a period of study is completed, a series of recommendations of
relevant knowledge nodes, knowledge node combinations, exercises and texts will be
made to students based on their individual learning history and exercise results. As for
teachers, they will be able to track students’ learning activities and progress through
visual background data generated by Textwells (see Fig. 4) and give prompt suggestions
based on students’ learning traces.

Throughout the news translation course, the teacher arranges the teaching content of
each week sequentially according to the six knowledge levels. During the corresponding
teaching period for each knowledge level, the teacher gives suggested self-learning tasks
targeting knowledge nodes, examples, texts, exercises and topical boards for that knowl-
edge level at the end of the classroom teaching session. By the end of that teaching period,
the teacher checks each student’s learning activities from backstage to see whether the
suggested learning task is accomplished. The learning data is then accumulated, ana-
lyzed and summarized to understand students’ learning interests and difficulties. Based
on these observations and results, the teacher sometimes adjusts the teaching plan by
adding further explanations of key knowledge nodes the students fail to understand cor-
rectly in the tutorial session. It is guaranteed that even self-learning is not randomly
handled but effectively supervised.
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Fig. 4. Learning Data of a Student User (Sample)

3.3 Assignment Design

For the three semesters, students are all given an assignment about conducting an in-
depth analysis of three news examples to examine their self-learning effects. During this
process, students are expected to put their emphasis on the analysis of linguistic and
cultural details as well as methods and strategies used in the translation process. The
instruction for the assignment is as follows:

Please give three news translation examples (sentences or paragraphs) and analyze
them by applying the knowledge node framework from Textwells. The target text
could be a given translation, your improved version of a given translation, or your
own translation. At least three knowledge nodes of three categories should be
identified in your examples.

As pointed out earlier, it is more important for students to know “how” and “why”
than simply accepting “that” or “what” given by translation memories or teachers so
that they can become independent and make good translation choices or decisions on
their own. The so-called 6Ws—what, who, when, where, how and why are six basic
elements that build up a story, introduce a case or organize an event. In both text analysis
and writing, people are usually reminded to take the 6Ws into consideration since these
elements tell readers the worthiest information of a text. Among them, the WHW—
what, how and why, describes a series of prompts that could be aimed at a single word,
a passage, or an entire text and that could be used to scaffold the mechanics of thinking,
writing and translation. It effectively seeks to prompt students to answer:What is the text
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doing? How is it doing it? Why is it doing it that way? These questions can be extended
to three key questions that could be used to provoke students’ chain of thought during
the translation process: What are the phenomena in the source text and the target text?
How exactly do these phenomena occur in the texts? Why do they occur in that way? If
students are able to think about the WHW questions before they start to analyze texts
and translate, their translation will be logically organized and so will their translation
skills be improved in the long term, which is critical to being a qualified translator.

The assignment is designed in such a way so as to encourage students’ construction
of in-depth knowledge-guided, evidence-based analysis by using three interrelated skills
corresponding to theWHWelements, that is, identifying linguistic and cultural phenom-
ena at different levels (what), describing the translation process (how), and explaining
the translation process with acquired knowledge (why). The analysis can also enhance
the fourth skill—applying acquired methods and strategies in translation (what), which
is about what students are going to do with the source text if they are assigned the trans-
lation task to translate the source text, or what they are going to do with the target text
if they are assigned the revision task to improve the target text.

4 Data Analysis and Discussion

The study first collects and classifies a total of 112 students’ submitted assignments
across three semesters, and then analyzes their work through quantitative and qualitative
approaches.

4.1 Quantitative Analysis of Students’ Assignments

In the quantitative analysis, both numbers and corresponding percentages of the knowl-
edge nodes mentioned in the students’ assignments are counted. According to the statis-
tical results of the 112 assignments (see Fig. 5), all six knowledge levels were covered
in students’ analyses. It is found that most students focus more on the knowledge nodes
from the word level and the sentence level. The students have identified 569 knowledge
nodes in total, among which, 25.83% are from the word level, 27.59% from the sentence
level, 15.11% from the information level, 12.48% from the text level, 11.78% from the
rhetorical level and the intertextuality level accounts for the lowest, only 7.21%.

It is obvious that the knowledge nodes from the word level and the sentence level are
considered easier to understand, assimilate and analyzed, and they are also much more
common in texts, which explains why they are favored by students in giving examples. In
contrast, knowledge nodes from the intertextuality level are comparatively more abstract
and difficult to understand, and examples of such knowledge nodes cannot be as easily
found as the knowledge nodes at other levels, which explains its fewest occurrences in
students’ assignments.

Specifically, Fig. 6 demonstrates the knowledge nodes with the highest and lowest
frequencies from each knowledge level. Word class alteration, the most common way
of translation transfer, dominates in the students’ assignments, with a percentage of
nearly 10%. Function word repetition, image alteration, and image retention are not
mentioned at all in the 112 assignments. Taking a close look at the definitions of the three
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Knowledge Level Number Percentage

Word level 147 25.83% 

Sentence level 157 27.59% 

Information level 86 15.11%

Text level 71 12.48% 

Rhetorical level 67 11.78% 

Intertextuality level 41 7.21%

Total 569 100.00%

Fig. 5. Overview of the Knowledge Nodes Analyzed by Students

Fig. 6. Frequencies of the Knowledge Nodes Analyzed by Students

knowledge nodes, we could find some possible reasons behind their absence in students’
examples. Functionword repetition is about repeating functionwords, including articles,
prepositions, interjections, conjunctions, grammatical auxiliary words, etc., to create
rhythm, parallelism, emphasis, echo, and so on in order to make the expression vivid.
Cases of this kind of translation method are more commonly seen in literary texts than
in news texts. Similarly, image alteration and image retention, are both associated with
the abstract, figurative use of language, often found in literary texts, too.

4.2 Qualitative Analysis of Students’ Assignments

As discussed in 3.3., when analyzing and translating a text, students should consider
the three WHW questions. In answering these questions, they have practiced transla-
tion skills at the three levels—identifying linguistic and cultural phenomena (what),
describing the translation process (how), and explaining the translation process (why).
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It is expected that students can offer suggestions for the improvement of the target text
or even propose their own translations, through which they can step further onto the
fourth-level skill—applying acquired translation methods and strategies (what). There-
fore, the study closely examines the content of students’ assignments by looking at the
“what-how-why-what” elements, in particular, whether the three WHW questions were
considered and answered in their analyses and whether the last W task was also fulfilled.

Level Level One: What Level Two: How Level Three: Why Level Four: What

Basic

Pattern 

Student describes, 

summarizes, or 

restates a phenom-

enon (feature, 

pattern or trend) 

without making a 

connection to any 

unobservable or 

critical parts. 

Student describes 

how a phenomenon 

occurred, address-

ing unobservable 

or critical parts 

tangentially. 

Student traces a 

full causal process

for why a phenom-

enon occurred,

using ideas with 

observable and 

critical parts to

explain the phe-

nomenon. 

Student figures out 

a way to deal with 

a phenomenon

after thoughtful 

consideration 

based on 

knowledge and 

experience.  

Translation

Analysis 

Pattern 

Student identifies a

knowledge node 

without further 

explaining how the 

knowledge node is 

used and why it is 

used. 

Student describes a

translation phe-

nomenon or trans-

lation process at 

the surface level.  

Student explains a

phenomenon or 

translation process 

by quoting 

Textwells and other 

different sources of 

references.  

Student proposes

suggestions or his 

or her own transla-

tion version, giving 

rigorous 

knowledge-based 

justification.  

Fig. 7. “What-How-Why-What” Elements

The above figure (Fig. 7) outlines the basic patterns of “what-how-why-what” at the
four levels (partially based on Thompson et al. 2009 [16]) and summarizes the students’
translation analysis patterns from their assignments. It is found that the majority of the
112 students (74.11%) could take the WHW questions into consideration and employ
the corresponding three skills. However, a few students (8.93%) stayed at the first level
of “what,” only identifying the knowledge nodes in the examples. Meanwhile, 16.96%
of the students were able to activate the fourth skill by offering their suggestions for the
given target text, or offering their own translations and comparing different target texts.

5 Findings and Conclusions

Translation abilities are the core competency thatmakes a translator stand out in thewave
ofmachine translation instead of being drownedby it in the artificial intelligence era. This
study showcases in detail the way of applying Textwells, a knowledge-network-based
translator training platform, in a news translation course, and explores students’ learning
outcomes. It takes a minimalist view of the translation abilities, defining it in terms
of four interrelated skills—identifying linguistic and cultural phenomena at different
levels (what), describing the translation process (how), explaining the translation process
(why), and applying acquired methods and strategies in translation (what).

Through the analysis of students’ assignments, it is found that most knowledge nodes
have been covered in the students’ examples. To be specific, knowledge nodes that are
simple, common, easy to understand and detect were more likely to be included in their
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analyses, while knowledge nodes that are complex, abstract, and difficult to understand,
find or identify occur least frequently in their analyses. Most students can not only
identify the knowledge nodes, but also describe and explain the translation process in
detail. A number of students can even use the translation methods and strategies they
have learned from the platform to improve given translations or propose new translations.

The results show that the knowledge-network-based platform is helpful for students
to consolidate their translation knowledge and strengthen their translation skills. It also
proves that the present teaching model of self-learning supplemented with supervision
and teaching used in the news translation course is a feasible and effective practice
for the application of Textwells. In the future, this teaching model can be replicated in
more translation courses to promote translation teaching and self-learning aiming at
developing students’ core translation abilities, and more research can be conducted to
test its general applicability and bring forward new teaching designs.
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Abstract. Nowadays, the World Wide Web gives access to most of the world’s
knowledge, nevertheless, people require competence to interpret and comprehend
most of that knowledge. The Lifelong Learning approach introduces a new way
of constantly pursuing knowledge consistently. Nevertheless, learners need to test
and carry out projects to reinforce the study of theoretical concepts.Mostly in com-
puter science, where they often need to experiment with large amounts of sensitive
data to generalize beyond small training samples. However, in the past years, the
European government enacted several regulations concerning privacy after catch-
ing up with sectors such as AI and Data Mining. The study illustrates a theoretical
framework that includes hardware and software characteristics to avoid privacy
violations and comply with European privacy regulations. The resulting frame-
work could be applied for learning purposes as well as IoT applications regarding
computer vision technologies to ensure correct and compliant communications
between different devices.

Keywords: Computer Vision · GDPR · Lifelong Learning

1 Introduction

Nowadays, theWorldWideWeb allows access to most of the world’s knowledge, never-
theless, people require competence to interpret and comprehendmost of that knowledge.
During the last years, many people looked to expand their competencies through online
services according to Google Trends, probably due to the pandemic period [1].

The LifelongLearning approach introduces a newway of constantly pursuing knowl-
edge consistently with several new e-learning platforms or other sources of learning that
are much more than in the past. Nevertheless, learners, either associated with a formal
educational institute or a self-educated individual, need to practice with concepts to bet-
ter understand them. Thus, they take advantage of a protected environment such as the
class, either a physical structure or an online space. However, often those environments
do not consider privacy issues. To protect the privacy of individuals, in the past years,
the European government enacted several regulations concerning privacy after catching
up with the rising speed of innovation in sectors such as AI and Data Mining.
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Not every educational environment is directed by a tutor. Many learners are self-
taught with free available resources that it is possible to find online. Therefore the
learning project is designed to take into account more the availability of resources than
privacy issues. In computer science, learners often experiment with their sensible data,
however, in fields such as computer vision or machine learning, the aim is to be able to
generalize beyond the small sample created with personal data.

The study aims to present a theoretical framework that includes hardware and soft-
ware constraints to avoid privacy violations and comply with European privacy regu-
lations. The resulting framework could be applied for learning purposes as well as IoT
applications regarding computer vision technologies to ensure correct and compliant
communication between different devices.

The study will deal with the relevant literature regarding computer vision as a field of
application of the framework, privacy regulation in Europe as the main issue to consider,
and the learning approach the framework depends on to be adopted in education envi-
ronments. The second part of the study will introduce the theoretical framework describ-
ing: hardware suggestions on the suitable technology that we identified as appropriate
according to the literature review and software architecture constraints and configuration
compliant with privacy restrictions.

2 Background

2.1 Computer Vision

Over the past 50 years, innovations in the research area of computer vision have been
numerous. Progress made on the topics of object recognition and facial recognition are
examples of the most diverse application fields such as biometrics, information security,
access control, law enforcement and surveillance systems [2, 3].

Thanks to the continuous experimentation in this sector, it is possible to obtain more
and more performing results, thanks to the innovations that take place in the field of AI.
For example, new models allow more accurate results even with small samples. And
improved data collection and data processing techniques improve the data quality used
for training, positively affecting the model performance [4–7].

In this way, the field of computer vision benefited from Deep Learning models, new
hardware breakthroughs (GPU) and large data availability. Consequently, related areas
- such as facial recognition and object recognition - profited, leading to more and more
applications in the most diverse fields.

Nowadays, object detection is applied through the smart-city concept to make appli-
cations capable of detecting real-time traffic levels, implementing smart schedules for
street cleaning, mapping available parking slots and crime activity detection [8–11].
Furthermore, facial recognition technology is widely applied not only for public safety
purposes but also for access to restricted areas. For example, in workplaces, by replacing
access badges or for passport control. In short, wherever biometric recognition is neces-
sary and also a facial recognition approach since it feels more natural and less intrusive
than other identification methods. [2, 11–13].
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2.2 Privacy Regulation in Europe

The potential applications of surveillance technology poses an ethical problem concern-
ing the privacy of individuals. In democratic countries, politics has worked to create a
systemic regulation about data collection to avoid any abuse of these technologies by
both the private and public sectors. Following this path, it should be possible to avoid
any abuse of new AI techniques to manipulate user behavior, online communication
and information exchange. Therefore, in order to realize this vision, the European Com-
munity decided that the development of new AI must be carried out using a risk-based
framework.

One of the first relevant frameworkswas theGDPR (General Data ProtectionRegula-
tion), approved in 2018. The GDPR represented the concretization of the public concern
for the privacy of individuals. After the case of Cambridge Analytica, the awareness
regarding those issues grew, so policymakers designed a regulation that could indicate
the behaviors to adopt for the data management for companies operating on European
territory [14].

The regulatory text begins by giving several definitions of the agents and processes
related to the use of data. This stepwas necessary since the previousEuropean regulations
were inadequate in dealing with privacy in a digital context. Nowadays, the privacy
discipline operates in a context that is mainly IT and consequently requires a discipline
consistent with these new tools.

For example, the “right to erasure” (Art 17) takes up a right already present within
the European codes by encoding it in a digital context. Thanks to this right, the data
subject can request the cancellation of his data at any time (considering the necessary
exceptions). For the data controller, this implies that he must always be aware of where
those data are physically located to proceed with the cancellation if requested by the
data subject.

Similarly, it is possible to see the application of the “right to restrict processing”
(Art. 18–19). Data subjects not only have the right to request the deletion of their data
but also to temporarily change the way their data is processed. It is possible to exercise
this right if the data subjects believe that the information is inaccurate, is used illegally
or is no longer needed by the controller for the purposes claimed. For the Data controller,
it means being ready, as in the previous case, to have the data available to proceed with
any rectification or erasure of personal data or restriction of the processing.

In addition, with a regulation concerning data management, Europe focuses on the
pressing issue of artificial intelligence. During the last few years the advancement in
AI is at the center of the evolution of Industry 4.0 [7]. The White Paper on Artificial
Intelligencewritten by theEuropeanCommission in 2020 defines the principles thatmust
lead to the following regulations, subsequently inserted in the Artificial intelligence Act
in 2021 [15].

Among the themes discussed, there is the intention to promote AI systems that
are knowledge-driven and reasoning-based that uphold human principles. Furthermore,
characteristics associated with inherently high-risk are identified [16]. It highlights the
need to consider the impact of technologies, such as face recognition, on fundamental
rights and freedom [17]. In fact, within this text, a position of unconditional rejection is
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assumed regarding AI-driven biometric recognition for surveillance or to track, assess
or categorize human behavior [18–20].

2.3 Project Based Learning

Nowadays, there are several possibilities offered to those who intend to learn knowledge
in the field of AI. From formal educational institutes, such as schools and universities, to
E-learning platforms. Moreover, numerous online resources allow self-taught learning
resulting in a lifelong learning process. Lifelong learning is defined as “the constant
pursuit of knowledge for reasons that are either professional or personal”. In other
words, in a reality in which technology evolves rapidly, the learning process never truly
stops: it is always necessary to be up to date on new tools or techniques to be competitive
within its sector [21].

We are experiencing one of themost relevant periods for development and innovation
of AI technology. As mentioned previously, the computer vision sector is experiencing
rapid development thanks to the worldwide interest in the use of these new technologies.
The consequence is an interest not only resource-oriented (hardware and software) but
also competence-oriented. Companies are often looking for figures capable of working
with AI technology. However, due to its constantly evolving nature, learning topics such
as computer vision or machine learning need lifelong learning.

Practical experimentation must support theoretical knowledge to acquire those skills
properly. Thus, prototyping boards are often used in education to teach computer vision.
The great advantage of this type of tool lies in a machine dedicated to learning and
experimentation to favor Project Based Learning (PBL). Widely applied in engineering,
business and medicine, it focuses on carrying out projects during the learning phase.
Thus, the learner has to confront problems that stimulate him to seek solutions inside
the theory [22, 23].

3 Theoretical Framework

After reviewing the relevant literature, in this paragraph, we propose a theoretical frame-
work for didactic purposes about computer vision projects taking into consideration
privacy issues.

While experimenting, learners often find themselves with limited regard for privacy
regulation since they usually experiment inside a controlled environment. However,
when the project reaches a significant dimension, the risk of stumbling upon privacy
issues becomes real.

The proposed framework aims to offer a valuable tool to use during projects and
experimentation as part of the learning process. To achieve this goal, it is necessary to
describe hardware and software characteristics to suit the European privacy regulation.

3.1 Hardware

For the hardware configuration,we thought about theRaspberryPi. It allows practitioners
to experiment with hardware configuration thanks to its electronic interface. It is possible
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to run a machine learning model (according to the resource available). Moreover, recent
models have focused on improving the computational capability resulting in a larger
model to be executed on this little device [23, 24].

In the academic literature, there are other cases where the Raspberry Pi was used
to test computer vision projects inside a didactic environment. That is the case in the
didactic experiment of Marot and Bourennane. The researchers investigate the teaching
process regarding micro-controllers and digital signal processing applications, using a
low-cost single-board computer. They describe a setup for image processing using a
Raspberry pi, primarily selected for its low cost but also because it was easy to extract
visualizations on the status of both hardware and software components. The results
show how learners prefer a practical approach to learning image processing techniques.
Furthermore, the tool used in the experimentation results is particularly suitable for
new learning techniques [25]. Nevertheless, the experiment does not cover any privacy
concerns, probably because it took place in 2017, one year before theGDPR, and perhaps
the public wasn’t concerned yet with privacy issues.

For computer vision hardware architecture, it is mandatory to consider an optic sen-
sor to capture images. Raspberry Pi Foundation also sells a proprietary camera module
often used in prototyping. This solution is widely adopted since exhaustive documen-
tation is provided, just like the prototyping board. Pagnutti et al. extensively reviewed
the hardware characteristics of the camera module, finding it appropriate for “scien-
tific applications associated with computer vision, biophotonics, remote sensing, HDR
imaging, and astronomy” [26].

Moreover, there are also other valid alternatives if a one-brand solution is not a
priority. For example, OpenCV (Open Source Computer Vision Library) launched the
OAK-D thanks to a Kickstarter campaign that ended in 2020. It is a spatial AI pow-
erhouse, capable of running models and equipped with two stereo cameras and one
4K camera. This solution provides a state-of-the-art sensor perfect to realize different
projects [27, 28].

3.2 Software Architecture Constraints

Unfortunately, the software settings of the framework depends whidelly by the appli-
cation and the task that the project aims to accomplish. Thus, we defined only the
architecture constraints that should characterize the software setup to avoid any privacy
issues.

The AI model must run on the device itself carrying out their tasks autonomously.
This concept could seem redundant if dealing with only one device but when several
devices are connected through a network, it will be important to know exactly where
the information is stored. Since we are dealing with people’s images, storing the footage
directly on the device allows the user to trackwhere the sensitive information is according
to privacy regulation.

Also, the software architecture cannot use any third-party cloud solution since the
sensitive data will potentially transit towards unknown servers. Without proper knowl-
edge of the cloud service, privacy concerns are likely to be penalized for the performance
of the service itself.
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Since the device itself must contain the sensitive data to be stored without moving
across the local network, the communication between that device and the network will
be handled through API services. Thanks to the API the device will receive inputs which
will contain configuration parameters for the model and will return outputs that will
share anonymized data.

For example, in the case of a face detection application distributed through a network
of devices, each device will perform its own AI model. When one device will have a
match it will send an anonymized id to the computer that will associate that id with a
profile. In this way the main computer will not have direct access to the footage but in
the same way the edge device will not have access to the profile associated with that id.

On the other hand, when it will be necessary to delete sensitive data, because
requested by a data subject, the user could send an input through the API to delete
specifically the data associated with that data subject id.

The use of artificial intelligence at the edge has been covered extensively in the past
few years by academics. The rise of AI models capable of running even on devices with
low computing power allowed them to connect different devices deploying the models
directly on them [24]. Thus, edge computing was adopted for the different advantages
that it could provide to organizations, such as energy cost reduction, great reliability and
enhanced security, among other benefits [29, 30].

4 Conclusion

The theoretical framework illustrated represents a useful tool to learn and experi-
ment with computer vision applications, providing a suitable hardware configuration
compliant with privacy policies.

This study, by its premises, remains a theoretical research and the validity of the
framework described will be tested with further studies.
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