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Abstract. The prosperity of smart mobile devices and the popularity of social
networks have led to the rapid growth of spatial social networks. Spatial-aware
community search aims to look for a cohesive subgraph that contains a query ver-
tex in spatial social networks, whose vertices are close structurally and spatially.
However, existing studies only focus on homogeneous graphs, and ignore the het-
erogeneity of the networks, which results in the searched community is not refined
enough to meet the specific applications of scenarios. In this paper, we propose
a novel problem, named spatial-aware community search over a heterogeneous
information network (SACS-HIN), which retrieves a refined community by cap-
turing rich semantics in the network, taking into account spatial proximity and
social relevance. To solve this problem, we develop three algorithms based on the
structure-first strategy and distance-first strategy. Finally, extensive experiments
are conducted on four datasets to evaluate both the effectiveness and efficiency
of our proposed algorithms. The community size analysis and case study verify
that the proposed algorithms can obtain a refined community that satisfies query
conditions. The efficiency evaluation explores the effect of different parameters
on the efficiency of the algorithms.

Keywords: Heterogeneous Information Network · Community Search ·
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1 Introduction

Community search [1], as an important research problem in social network analysis,
aims to search for a cohesive subgraph that contains a query vertex, while spatial-aware
community search additionally considers the actual distance between vertices based on
community search, requiring the target community not only needs to be structurally
cohesive but also expects the spatial positions of the vertices to be close to each other.
A large amount of location information contained in spatial social networks reveals
people’s various life patterns, laws, and preferences, which can be used to find a more
refined community and to provide users with location-based activity planning and new
applications [2], bringing convenience to life.
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Spatial community search [3–5] has been studied by many researchers, but all these
studies focused on homogeneous information networks with one type of vertices. Com-
pared with homogeneous information networks, heterogeneous information networks
(HINs) express richer semantic information and provide a more complete, natural,
accurate, as well as detailed description of complex networks.

Figure 1(a) illustrates a homogeneous network consisting of authors with locations,
extracted fromDBLP, and Fig. 1(b) is a spatial HINwith three types of vertices, extracted
from DBLP, namely, author (A), paper (P), and topic (T), which contains the semantic
relationships among vertices of different types. For example, the authors a1, a2, and a3
have written a paper p3, which mentions the topic t1.

(a) Homogeneous network (b) Heterogeneous network

Fig. 1. The network instance of DBLP

Spatial community search over HINs can have many applications in real life. For
example, suppose authors a1a1 want to organize a local workshop, we use the model
k−core with k = 2 to ensure participants are required to be acquainted with at least
two people in the community, the three authors {a1, a2, a3} is a good result since their
research expertise is relevant and their locations are close, the relationship between
them is defined by the meta-path a1pt1pa. However, in Fig. 1(a), the result set will be
{a1, a2, a3, a4}, although author a4 isn’t the researcher of topic t1 as other authors. From
the above example, we can see that the community of {a1, a2, a3} is more refined than
{a1, a2, a3, a4} and will better meet the requirements of users.

In this paper, we study the problem of spatial-aware community search over hetero-
geneous information network, aims to search for a community that is both structurally
cohesive and spatially adjacent in networks that contains multi-type objects and com-
plex relationships, which can provide a feasible solution for offline social activities such
as academic seminars and team collaboration. To achieve this purpose, we present a
structure-first strategy and a distance-first strategy, and develop an algorithm named
ReaFirst based on the structure-first strategy, and two algorithm called DistFirst and
FastDist based on the distance-first search strategy, and in FastDist, a labeled batch
search in introduced to optimize the search efficiency further.

The main contributions of this paper are as follows: (1) A spatial-aware community
search problem SACS-HIN in heterogeneous information networks is proposed, and a
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formal definition is given for the proposed problem. (2) For the SACS-HIN problem,
two search strategies, structure-first and distance-first, were designed respectively. In
each strategy, the search was from the two stages of structurally cohesive and spatial
proximity, and we propose the ReaFirst algorithm, the DistFirst algorithm, and the Fast-
Dist algorithm. (3) We conduct extensive experiments on four datasets to evaluate the
effectiveness and efficiency of our algorithms.

The remained paper is organized as follows: Sect. 2 introduces the related work;
Sect. 3 elaborates some basic concepts and gives a formal problem definition; Sect. 4
presents three algorithms proposed based on two strategies; Sect. 5 describes the experi-
mental preparation and settings, and reports the experimental results; Sect. 6 summarizes
the paper.

2 Related Work

Existing community search methods focus on different types of networks and find com-
munities in different ways. Fang et al. [6] gave a comprehensive overview of relevant
community search work in homogeneous information networks, including spatial-aware
community search [4], and temporal network community search [7] and influential com-
munity search [8]. We mainly introduce the research work related to this paper from two
aspects: spatial-aware community search over homogeneous information networks and
community search over HINs.

A large number of spatial-aware community search studies exist in homogeneous
information networks. David et al. [9] showed that users’ social network relationships
are influenced by spatial location information through numerous experiments. Sozio
[10] who proposed a community search problem around the scenario of how to plan a
successful cocktail party. Zhu et al. [11] considered rectangular spatial window, relaxed
nearest neighbor, and strict nearest neighbor constraint to solve the problem of GSGQ.
Wang et al. [12] used a radius-bounded circle to limit the user’s position in the spatial
social network. Fang et al. [4] searched for a spatial-aware community (SAC) in a large
spatial network, determined a minimum covering circle (MCC) through three points on
the boundary. Although these researches achieved many results, whether it is based on a
rectangle, based on a bounded circle, or based on a minimum coverage circle, which are
essentially spatial community search based on the homogeneous information network.

HINs can fit better with real-life complex networks, so relevant research in recent
years has begun to extend to HINs [13].Wang et al. [14] investigated an online technique
that can match user pairs in different social networks in a short time. Fang et al. [15]
used meta-paths to define a series of relationships between different types of vertices
in HINs, proposed the concept of (k, P)-core, and designed the FastBCore algorithm
with good search performance. Qiao et al. [16] conducted research on keyword-centric
community search in large HINs. Jiang et al. [17] performed an effective community
search in a star-schema HIN, solved the limitation of requiring users to specify meta-
paths and relational constraints for users unfamiliar with HINs. These community search
methods all capture the rich semantics embedded among multiple types of objects in
HINs, but they all do not take into account the actual spatial distance of the objects and
still have a large gap with the real world.
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Synthesizing the above analysis, most of the methods either ignore the heterogeneity
of the network or the spatial distance between communitymembers, and such community
search results have limitations for many scenarios. To this end, we proposed a study of
spatial-aware community search in HINs to mine the cohesive structural groups and
spatial proximity groups in user groups and location circles, respectively, which can
obtain the best community that meets the query requirements.

3 Basic Concepts and Problem Definition

In this paper, we introduce some concepts of HINs and community search and then
give a specific definition for the problem of spatial-aware community search over the
heterogeneous information network.

3.1 Basic Concepts

Definition 1:Heterogeneous InformationNetworks (HIN) [18]. AnHIN is a directed
graphG = (V ,E) composing of a vertex setV and an edge setE, the vertex typemapping
function is ϕ : V → A and the edge type mapping function is φ : E → R. Where each
vertex v ∈ V belongs to a vertex type ϕ(v) ∈ A, and each edge e ∈ E belongs to an edge
type (also known as a relation) φ(e) ∈ R. A network is called an HIN if |A| + |R| > 1.

Definition 2: Network Schema [18]. Given a HIN G = (V ,E) with vertex-type map-
ping ϕ : V → A and edge-type mapping φ : E → R, its schema TG is a directed graph
defined over vertex types A and edge types (relations) R, namely TG = (A,R).

Definition 3:Meta-path [18]. Ameta-pathP is a path defined on a heterogeneous infor-

mation network schema TG = (A,R) and represented as A1
R1−→A2

R2−→ · · · Rl−→Al+1,
where L = |P| denotes the length of meta-path P ,Ai ∈ A(1 ≤ i ≤ L+ 1),Rj ∈ R(1 ≤
j ≤ L).

Definition 4: k-core [19]. Given an integer k(k > 0), the k−core of G is the largest
subgraph of G, in which the degree of each vertex v is no less than k.

3.2 Problem Statement

Given a HIN G = (V ,E), a non-negative integer k, a query vertex q and a maximum
user spatial distance constraint d , the SACS-HIN returns a communityC ⊆ V satisfying
the following constraints: (1) Connectivity: C is connected and needs to contain q; (2)
Structure cohesiveness: The minimum degree of nodes in C is no less than k; (3) Spatial
proximity: ∀v ∈ C, d(v, q) ≤ d ; Note that a vertex v ∈ V of the user type in the network
has a location (v.x, v.y), where v.x and v.y represent its position along the x-axis and
y-axis in two-dimensional space.
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4 SACS-HIN Search Algorithms

According to the definition of the SACS-HIN problem, two effective algorithms
(ReaFirst, DistFirst) and one efficient algorithm (FastDist) are designed in this section
based on the structure-first strategy and the distance-first strategy, respectively.

4.1 The ReaFirst Algorithm

Based on the structure-first search strategy, this section proposes the ReaFirst algorithm
as shown in Algorithm 1. Themain idea of this algorithm is: we start with a query vertex,
search for a maximum subgraph that satisfies (k,P)−core as a candidate subgraph.
Then search the subgraph with the spatial location in the range of d from the candidate
subgraph. Finally, the set of vertices will be returned as the resultant community.

Algorithm 1: ReaFirst
Input: G , q , , k , d ;
Output: C ;
1 Initialize C ← ∅ , { }S q← ;
2 add all the vertices with the same type as q to S ;
3 foreach vertex v S∈ do
4 delete the vertices in S whose deg( )v k< ;
5 if ( , )d v q d> then remove v from S ;
6 foreach u S∈ do
7 if u is the -neighbor of  v then remove v from - [ ]neighbor u ;
8 update deg( )v ;
9 C ← remove all the vertices that are not -connected with q from S ;

10 return C ;

The time complexity of Algorithm 1 isO(n1×d1,2 +n1
∑L

i=1 ni × di,i+1), where ni
represents the number of vertices corresponding to the i-th vertex type of the meta-path
P , and di,i+1 denotes the maximum number of vertices corresponding to the (i + 1)-th
vertex type of the meta-path P , which are connected to the vertices corresponding to the
i-th vertex type.

4.2 The DistFirst Algorithm

Algorithm 1 considers the structural cohesiveness of the community in the first stage,
in which there exist a part of distant vertices. After removing these over-range distant
vertices in the second stage, their degrees of these vertices will be affected and become
no longer satisfied with k, so it is necessary to recalculate k−core. To optimize this step,
this section considers dealing with the distant vertices first and proposes the DistFirst
algorithm shown in Algorithm 2.



108 Y. Zhou et al.

Algorithm 2: DistFirst
Input: G , q , , k , d ;
Output: C ;
1 Initialize C ← ∅ , { }S q← ;
2 add all the vertices with the same type as q to S ;
3 foreach vertex v S∈ do
4 if ( , )d v q d> then remove v from S ;
5 foreach u S∈ do
6 if u is the -neighbor of v then remove v from - [ ]neighbor u ;
7 update deg( )v ;
8 delete the vertices in S whose deg( )v k< ;
9 C ← remove all the vertices that are not -connected with q from S ;

10 return C ;

First, initialize the target community C, and the vertex set S containing the query
vertex (line 1). Then, in the first stage, all vertices with the target type are added to
the set of vertices S. Vertices outside the specified range d are iteratively removed, and
these vertices are removed from the set of their neighbors (lines 2–6); based on this,
the second stage is performed, where the degree of each vertex is updated, and vertices
not satisfying k are removed under the condition that the spatial proximity constraint is
satisfied (lines 7–8), and the final S is the community searched by the algorithm (lines
9–10). The time cost of Algorithm 2 is O(n1 × d1,2 + n1

∑L
i=1 ni × di,i+1).

4.3 The FastDist Algorithm

Inspired by Algorithm 2, we incorporate the labeled batch search strategy (BSL) based
on the distance-first approach and propose a fast search algorithm FastDist as shown in
Algorithm 3.

Algorithm 3: FastDist
Input: G , q , , k , d ;
Output: C ;
1 Initialize C ← ∅ , { }S q← ;
2 for 1i ← to L do;
3 Y ← ∅ ;
4 for each vertex v S∈ do
5 for each neighbor u of v do
6 if ( , )v u matches with -i th edge of then
7 if ( , )v u does not have a lable i then
8 .Y add ( )v and attach a lable i to ( , )v u ;
9 S Y← ;

10 foreach vertex v S∈ do
11 if ( , )d v q d> then remove v from S ;
12 foreach u S∈ do
13 if u is the -neighbor of v then remove v from - [ ]neighbor u ;
14 update deg( )v ;
15 delete the vertices in S whose deg( )v k< ;
16 C ← remove all the vertices that are not -connected with q from S ;
17 return C ;
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Similarly, first, initialize the target community C, and the vertex set S containing the
query vertices (line 1). Use the BSL strategy to search for all P−neighbor vertices of
the query vertex q and assign them to S (lines 2–9); in the first stage, vertices outside
the specified range d are iteratively deleted, and these vertices are removed from their
neighbor vertex sets (lines 10–13). Then, the second stage is performed by updating the
degree of each vertex and removing the vertices that do not satisfy k under the condition
that the spatial proximity constraint is satisfied (lines 14–15), and the remaining S is the
community searched by the algorithm (lines 16–17). The total time cost of Algorithm 3
is O(d1,2 + ∑L

i=2 ni × di,i+1).

5 Experiments

5.1 Experiment Settings

Datasets. In this paper, experiments are conducted on four datasets of HINs, and the
details of the datasets are shown in Table 1. Among them, DBLP [20] is a co-author
network constructed by research papers published in the field of computer science.
SDBLP contains real communities and is a small dataset extracted from DBLP for the
case study in Sect. 5.2. The Foursquare [21], containing check-in records of U.S. cities,
is extracted from a service website based on user’s location information. IMDB [22]
contains rating records of 1,648,434 movies.

In addition, since users inDBLP, Foursquare, and IMDBarewithout specific location
information, this paper uses a random number generated within a specified interval as
the spatial location information of each user.

Table 1. Statistical information about the dataset

Dataset Vertices Edges Vertex Type Edge Type Meta-paths

SDBLP 37791 170794 4 3 12

DBLP 682819 1951209 4 3 12

Foursquare 43199 405476 5 4 20

IMDB 2467806 7597591 4 3 12

Evaluation Indicators and Parameters. The ranges of the parameters involved in the
experiments and their default values are shown in Table 2. k denotes theminimumdegree
required to be satisfied by a vertex, d is the minimum distance between two objects, c
is the maximum number of core, and n represents the percentage size of the subgraph
drawn from the original dataset. When a parameter is changed, the rest of the parameters
are set to their default values. When testing the scalability, the percentage size from 20%
to 100% of the original dataset are randomly selected by varying n, with the default
value fixed at 100%. Note that to avoid accidental extreme values affecting the accuracy
of the experimental results, the data are the average results after 100 tests.
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Table 2. Summary of Parameters

Parameter Range Default

c 4, 8, 12, 16, 20 4

k 4, 8, 12, 16, 20 4

d 50, 150, 250, 350, 450 350

n 20%, 40%, 60%, 80%, 100% 100%

5.2 Effectiveness Evaluation

In order to evaluate the effectiveness of the SACS-HIN problem, this section compares
the proposed algorithmwith theHomeBCore [15] algorithm that does not consider user’s
location information and then presents a case study on SDBLP.

Community SizeAnalysis. Figure 2 reports the experimental results comparedwith the
HomeBCore algorithm that does not consider the user’s geographic location information.
Note that since the community results calculated by our proposed three algorithms are
as same, in this paper, we only show one result computed by the ReaFirst algorithm to
compare with HomeBCore. From the experimental results, we can see that under the
same parameter settings, the community results obtained by considering user locations
are all smaller in size than the community results that do not involve user locations.
It’s meaningful to explore the impact of the user’s spatial location on the resultant
community in community search,whichwill find scenario-appropriate andmore accurate
communities for the query.

SDBLP DBLP

Foursquare IMDB

Fig. 2. Core size distributions
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Case Study. Suppose a famous scholar plans to organize a local offline workshop. He
hopes that the participants will have a certain social connection with him and be close to
the area where he is located. Based on the description of the case, the search for eligible
participants with Chao Li as the organizer is reported in Fig. 3 for the unspecified range
(Fig. 3(a)), the specified range of 50 km (Fig. 3(b)), and 200 km (Fig. 3(c)) settings,
respectively.

(a) without distance (b) d=50km (c) d=200km

Fig. 3. Case study on SDBLP with distance (q = ChaoLi, k = 4)

It is observed that without considering the spatial proximity of users, 29 scholars will
be invited to the conference. When the distance range is specified as 50 km, 11 scholars
are found by the organizer. When the distance range was expanded four times to 200 km,
the number of eligible participants found increased to 18. As can be seen, considering
the spatial proximity of users in a specific scenario is beneficial for identifying more
accurate communities.

5.3 Efficiency Evaluation

The three algorithms proposed in this paper, ReaFirst, DistFirst, and FastDist, all involve
parameters k, d , and n, therefore, this section conducts the following three sets of exper-
iments on the four data sets mentioned above to test the effect of several parameters on
the efficiency of the algorithms.

The Influence of Parameter k on the Efficiency of the Algorithm. The variation
of the running time with k for the three algorithms on different datasets is reported in
Fig. 4. It can be seen that the runtime of the ReaFirst algorithm is consistently higher
than the other two algorithms on all datasets, which is due to a lot of time consumed in
constructing an induced homogeneous graph for all vertices matching the target type.

The Influence of Parameter d on the Efficiency of the Algorithm. The variation of
the running time with d for the three algorithms on different datasets is reported in
Fig. 5. It can be seen from the results that the running time of the FastDist algorithm
is always the least, the performance of the DistFirst algorithm is second, and the time
required for the ReaFirst algorithm is the most. To a certain extent, the running time
consumption of the algorithm mostly shows an increasing trend as the parameter d
rising on different data sets. This is because under the relaxed distance constraint, the
range of query object-based lookups is consequently expanded, and thus the required
running time increases.
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SDBLP DBLP

Foursquare IMDB

Fig. 4. The effect of varying k

SDBLP DBLP

Foursquare IMDB

Fig. 5. The effect of varying d

The Influence of Parameter n on the Efficiency of the Algorithm. The variation
of the running time with n for the three algorithms on different datasets is reported
in Fig. 6. It can be seen that all algorithms scale well with the number of vertices.
Among algorithms based on priority judgment distance, FastDist is always the best. In
particular, the FastDist algorithm performs better when the dataset is larger. Even in the
million-scale dataset IMDB, FastDist can complete in a very short time.
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SDBLP DBLP

Foursquare IMDB

Fig. 6. The effect of varying n

6 Conclusion

In this paper, we study the problem of SACS-HIN and proposed two search strategies,
structure-first anddistance-first,which are designed for three algorithms.The experimen-
tal results on four HINs show that the proposed solutions are effective and efficient for
searching communities onHINs, and a real application case is given. In the future,wewill
study how to conduct a more efficient heterogeneous information network community
search while incorporating time.
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