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Abstract. Despite the potential of augmented reality (AR) to support and guide
complex industrial tasks, the technology is still not broadly applied. One possible
reason for this is that the creation of AR content is highly complex and requires
programming skills and deep spatial knowledge. AR authoring tools can help
address this complexity by enabling non-developers to create self-sufficient AR
content. Therefore, this paper proposes a theory-driven design for AR authoring
tools that allows non-developers to create self-sufficient AR-based instructions to
support complex tasks. Based on ten interviews with experts working with AR
authoring tools and a following focus group with eight participants, we propose
three design principles for future AR authoring tools in the engineering context.
These design principles are instantiated in two prototypes of different richness and
evaluated in an experiment with 23 students. Our study shows that the cognitive
load is slightly increased when using the extensive AR authoring tool, but it also
shows that significantly better results can be achieved with the extensive AR
authoring tool. We contribute by providing design principles for AR authoring
tools for creating AR-based instructions, which extend the existing AR authoring
research in the industrial context.

Keywords: Augmented Reality · AR Authoring · Design Science Research ·
Cognitive Load Theory

1 Introduction

We often find ourselves in situations where we encounter problems in our daily work.
When we are not able to handle the issues on our own, we either seek help from people
withmore experience and expertise [1], or we are supported by specific technologies that
help us to handle the problem and at the same time ensure that we complete our work in
a compliant manner [2]. Especially in complex work environments and in the execution
of knowledge-intensive tasks, these technologies are needed. The tasks include activities
that, on the one hand, have a strong contextual reference, influenced by several environ-
mental factors. On the other hand, the task requires an enormous amount of knowledge.
An example is the complexity of designing and developing new information systems [3].
Another example would be the use of AR in the safety-critical service process of soil
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sounding [4] or the maintenance and repair of technical assets [5]. For instance, in soft-
ware engineering, users are supported by a specific technology during the development
phase to improve process compliance [6]. In recent years, digitally enriched guidance
has increased significantly through augmented reality (AR) technology for these tasks.
Very early on, researchers and practitioners recognized the enormous potential of these
digitally enriched guidance systems [7]. Yet, the technology has mainly been applied
in the engineering context only in prototype form. One reason could be that creating
AR content is very complex and requires strong programming skills and deep spatial
knowledge [8]. Consequently, 64% of all AR applications in the engineering sector are
individual developments [9]. Individual developments are often not very practical for
SMEs, as even small changes, which are part of the daily work for such volatile things
as instructions, mean significant development costs.

AR authoring tools can help address this challenge. Authoring tools are software
programs that allow users to create and publish AR experiences on different platforms
on different types of hardware [8, 10]. However, a closer look at the existing tools
reveals that they are still used by experienced software developers, as some of the more
complex functions require extensive programming knowledge and 3D modeling skills
[8]. Therefore, the creation of AR content by non-developers remains a challenge.

Many AR studies consider how the ideal work instruction looks like in augmented
reality. For example, one study examines what information is needed to depict an instruc-
tion in AR [11]. Even the effectiveness of AR guidance compared to the usual paper
guidance has been researched in recent years [12]. Other studies, in turn, have explored
which type of AR representations are most suitable for AR guidance [13]. In contrast,
the creation of AR content, so-called AR authoring, is still an unknown area of research.
These findings refer exclusively to the use of AR content and do not provide any infor-
mation about which AR content has which kind of impact on users during the creation
process. For example, in the literature, it was determined that complex visualization
elements are better suited for using AR instructions [13]. However, it might be possible
that the users find it more difficult to create these complex visualization elements, which
could then influence the quality of the AR instructions. To the best of our knowledge,
there is no study on how the complexity of AR visualizations affects the mental and cog-
nitive abilities of the creator during the creation process. Therefore, we aim to answer
the following research question: “How does the richness of AR visualizations affect task
performance, ease of use, and mental and cognitive load during the creation process?”.

To answer the research question, we follow a comprehensive Design Science
Research (DSR) methodology [14] focusing on designing innovative artifacts. The
research is structured as follows. The conceptual background and related work are con-
sidered in the next chapter. The third chapter gives an overview of the DSR approach,
which was applied in the study. The fourth chapter describes the design principles,
the software artifact, and the evaluation. Finally, in the last chapter, the practical and
theoretical contribution paper is discussed, as well as the limitations and future research.
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2 Conceptual Background and Related Work

2.1 AR Authoring

Despite the broad application of AR in recent years in many fields, there are still several
challenges in creating AR content. Ashtari et al. identified eight key barriers defining
the complexity of AR content creation [15]. These range from the initial difficulties
in choosing suitable tools to the lack of clear design guidelines to the challenges in
testing and evaluating AR applications. With AR authoring tools, these barriers should
be overcome in the future.Nebeling&Speicher analyzed existingAR/VRauthoring tools
in their research. As a result, they could divide the existing tools into five groups [8]. In
the first group are tools like InVision or Sketch, non-developers can use them, but they do
not offer an AR/VR interface yet. Tools such as Unity or Unreal are assigned to the fifth
group, where individual customizations with these tools require strong programming
skills and deep spatial knowledge. In the second group, tools are assigned which can be
used exactly like in the first group by non-developers. Tools in this class are no-code/low-
code tools for developing AR content. They differ from conventional no-code/low-code
tools from software development because they provide an AR interface allowing 3D
content to be anchored in the real environment. This aspect makes the AR authoring
tools unique.

One of the first examples is the AR authoring tool DART from 2005 [16]. This tool
allows users to create complex relationships between the real and virtualworlds. This first
approach led to new tools for different application areas to create AR content to support
context-intensive tasks [17, 18]. Another important research area is AR authoring tools,
which are applied to Head Mounted Displays (HMD). For example, non-developers can
use tools such as HoloWFM [19] to create workflows that increase the efficiency of task
execution.

2.2 AR Tools Supporting Complex Tasks

Due to the continuous implementation of smart connected products, more and more data
is available to users. This rising flood of data leads to a fundamental disconnection from
the real environment [20]. Thus, some researchers argue that while the real environment
is three-dimensional, the data we use daily to make new decisions are trapped in two-
dimensional spaces like displays [20]. The gap between the real and virtual environment
hinders the ability tomake the best possible decisions [20]. Researchers and practitioners
are already well aware of this gap, which is why one of the biggest use cases for AR is to
provide process guidance based on data directly in situ [21]. Kortekamp et al. identified
that this use case is the most frequently applied in the manufacturing environment [22].
In this use case, information is displayed to the users in situ, which is required to work
in a compliant manner. For example, service technicians need to know the sequence of
maintenance steps and how to perform them.

AR is often used for complex tasks in the field of aerospace technology to complete
the work in a process-compliant manner. For example, authors Chen et al. initiated
and evaluated an AR application that guides service technicians through the assembly
process of cables in large spacecraft components [23]. In another AR application, service
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technicians are guided through installing an aircraft’s wiring harness. Using AR reduced
the time required to identify the parts to be installed. As a result, maintenance time was
reduced by 90% [7]. These are just two examples of how AR can be used to support
complex tasks. Many more AR applications in this context exist in the literature [5, 12].
In addition to the AR applications, researchers have identified six information types (i.e.,
identity, location, way-to, notification, order, and orientation) with which a maintenance
manual can be fully represented in AR [11].

2.3 Cognitive Load Theory

For this research, we draw on a kernel theory concerned with conceptualizing and repre-
senting design knowledge. This research draws on Cognitive Load Theory (CLT), which
originates in educational psychology [24]. The basic assumption of CLT is that individ-
uals are limited in their ability to absorb and process information during the learning
process. Furthermore, the CLT framework provides guidance on how to structure infor-
mation to achieve better learning outcomes [25]. We argue that using new technologies
(i.e., AR authoring tool) to achieve a specific goal (i.e., creating an AR instruction) is a
learning process. As the design principles must have a long-term learning impact on the
users, we use the CLT as the kernel theory.

The cognitive impact of AR instructions during use is frequently studied in the liter-
ature. For example, early research has shown that AR assembly instructions in the user’s
field of view require fewer cognitive resources than traditional assembly instructions on
display [12]. This is just one example. Recent studies have also highlighted the potential
of AR instructions to reduce cognitive load [26]. However, creating AR instructions
using AR authoring tools has not yet been considered from a cognitive load perspective.

3 Methodology

Our study is part of a large ongoing DSR project that provides an innovative solution to
a real-world problem [27]. More specifically, we address the lack of design knowledge
about how non-developers can create AR content. In this way, we want to improve
SMEs’ access to AR technology. We adapted Küchler & Vaishnavi’s [14] approach.
Therefore, we separated the overall DSR project into three successive design cycles.
The study focuses on the second design cycle based on the first design cycle. It forms
the basis for the final design cycle. The following section briefly describes the entire
DSR project to provide additional information and highlight the overall research goal.
We started the first design cycle by investigating the challenges related to task execution
in the engineering context, for which we conducted a first literature review. The findings
highlight that in the literature, AR applications have been predominantly instantiated
and evaluated in various contexts. Many of these studies point to an enormous savings
potential of AR [5, 12]. The literature also showed that despite the existing AR authoring
tools, there are still enormous difficulties in creatingARcontent [8]. There is a significant
need for research to understand better the needs of the different types of users trying
to get into AR development [15]. Therefore, we conducted an evaluation study with an
industrial plant supplier with a subsequent focus group. For instance, we found out that
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the use of HMDs is prototypically excellent for these types of tasks, but in practice,
these devices are not yet suitable for daily operation due to various boundary conditions
(i.e., the already dark operating environments become much darker with an HMD) [28].
The literature review and evaluation study findings form our initial meta-requirements.
Based on these, we developed our first software prototype and evaluated it in a field
study. In the second design cycle, we adapted the design principles based on the findings
of the first design cycle and were thus able to instantiate a first software prototype and
subsequently evaluate it in a laboratory experiment. In the third design cycle, we intend
to replicate the results of the second design cycle in a real application context. In doing
so, we want to respond to the request of Peffers et al. to evaluate DSR artifacts in more
real environments [29].

4 Design Science Research Project

4.1 Problem Awareness

To further deepen our understanding of the problem, we conducted ten semi-structured
interviews with experts who work with AR authoring tools in their daily work. We also
conducted a focus group with eight participants to triangulate and validate the findings
from the interviews. Three AR authoring experts and five users from the identified target
group (i.e., service technicians) participated in the focus group. The focus group is used
to gain a better understanding of the results and to facilitate and further enrich the results.
The experience of the individuals with AR authoring tools differed, so 30% could be
classified as beginners, 40% as intermediates, and 30% as specialists.

In linewith the literature, existingARauthoring tools are empowering forAR author-
ing experts, but in practice, these are not used by non-developers [8]. Their justification
for this is straightforward. The fault lies with the user. For example, one participant
said: ‘[I]… is some kind of painting tool that is so simple that customers can use it
to create AR experiences without any additional help. [I] I find the solution very fast
and find it correspondingly interesting that people still don’t jump on it. [I] The fact
that the authoring is not done by the customers themselves is due to the customers and
their lack of capacity, not due to the tool’. Another important aspect some participants
mentioned was that the existing tools are designed for a specific application domain. In
their opinion, this makes sense since the requirements for a marketing application differ
from those for an engineering application. ‘[IV]… is specialized in maintenance/service
instructions. For marketing applications, it is not suitable because special requirements
like font size, font, special image size are not feasible.‘.Some participants alsomentioned
requirements in AR authoring from which design suggestions emerged. For example,
almost all participants agreed that the most time-consuming and biggest challenge for
an AR authoring tool user is to obtain the correct data (i.e., CAD models) and then
compress them [30].

Another challenging aspect of AR authoring is choosing the appropriate tracking
method and its implementation. Tracking is unique for AR applications in this form
so far. Thus, it can be assumed that non-developers have no experience in this area,
but it forms the basis of nearly every AR application. Without tracking, virtual objects
cannot be anchored in the user’s real environment [28]. Making decisions about AR
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hardware also causes challenges for users. Although the interviews revealed several
advantages of AR authoring tools, they also highlighted the complexity of the approach.
Especially topics like tracking or handling 3D data are complex and require some prior
experience. Therefore, future AR authoring tools must guide non-developers through
these processes.

4.2 Suggestion

We obtained substantial evidence about the design of AR authoring tools from the indus-
trial context from the interviews. The firstmeta-requirement (MR1) refers to the effective
use of a system, which results from the co-dependence between the system and the task.
To counteract this representative complexity, the system should be designed so that the
user is supported in the execution of the task and at the same time that only a few seman-
tic understandings are necessary for the execution of the task [31]. The authors vom
Brocke et al. propose ten principles of how good process management can be imple-
mented in practice. First, the system should be designed to fit into the organizational
context on the one hand, and on the other, the system should make opportune use of
AR technology [32]. The creation of AR-based instructions differs significantly from
the creation of conventional instructions, as digital content is anchored in the user’s
real environment [33]. Users must therefore be able to create both two-dimensional and
three-dimensional processes. Our first design principle (DP), which we propose, is based
on this meta-requirement: DP1: Provide the system with various process steps in order
to clearly separate the creation of pure 2D and 3D content for non-developer.

The second meta-requirement (MR2) refers to a library of 2D and 3D elements to
completely represent an instruction in AR. The authors Gattullo et al. identified six types
of information that can be used to represent work instructions in AR. For this reason,
the users must be able to access different 2D and 3D elements [11]. Both distinguishing
intrinsic and extraneous cognitive load are related to the difference between novices
and experts in their learning process [25]. These effects imply that novices need more
detailed information about a system to be able to use it to overcome the knowledge gap.
On the other hand, experts with a greater knowledge level in usingAR draw on their prior
knowledge. Since users use anARauthoring toolwith different levels of prior knowledge,
the system must provide a set of AR elements requiring different information levels
to create AR instructions of different complexities [34]. The third meta-requirement
(MR3) relates to the ability of users to create their media. The decision between using
complex and abstract AR representations is a matter of disagreement among researchers.
Some studies indicate that using complex AR representations distracts users, negatively
affecting the error rate [35].On the other hand, some studies demonstrate thatmuch better
results can be achieved with complex AR representations. However, these also show that
similarly good results can be achieved with abstract AR representations in combination
with media like photos or videos [13]. The two meta requirements described above form
the foundation for the second design principle we propose: DP2: Provide the system
with a library of display and information elements which requires different information
levels so that non-developers can entirely visualize instruction in Augmented reality of
different complexities.
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The fourth meta-requirement (MR4) refers to the general design approach regarding
the target group, the non-developers. On the one hand, just-in-time access to information
during task performance reduces cognitive load, and on the other hand, it enables learning
[36]. With augmented reality instructions, only the required information is displayed
in the right place in the real environment at the right time. The non-developers are
empowered to create self-sufficient AR content to increase their learning outcomes
sustainably [25]. In order for users to adopt new interactive technologies, they must be
able to adapt the technologies to their practice [37]. This perspective leads to discourse in
research about the end-user development approach. This is defined as various methods,
techniques, and tools that allow non-developers to create, adapt and extend the software
for themselves [38]. According to Nebeling and Speicher, these tools belong to the
second group of AR authoring tools [8]. The fifth meta-requirement (MR5) relates to the
environment of the industrial context. Asset maintenance often occurs at the customer’s
site in inaccessible locations. Many studies use HMDs for this application context and
show the great potential associated with them [7, 39]. Nevertheless, the hardware is not
yet mature enough for daily use since most HMDs are heavy and have short battery life
and a limited field of view [40]. For this reason, the AR authoring tool must be used
on application-grade hardware. The two meta requirements thus form our final design
principle that we propose: DP3: Provide the system with an end-user development and
just-in-time access to information approach empowering non-developers with different
levels of experience to create self-sufficient Augmented Reality content for a specific
application domain. By initiating the prototypes based on all these approaches, we
intend to evaluate these approaches and then adapt the design principles accordingly.

4.3 Development

To instantiate our design principles, we developed an AR authoring tool prototype. The
first design principle specifically maps onto the possibility of creating a process flow for
the instructions. The instructions’ structure and sequence are determined in the so-called
Node-Editor. Here three different node types are available to users. The first node type
is the Info-Node, where only 2D elements (i.e., text) can be added. An Instruction-Node
reflects one step in an instructionmanual, and anExploration-Node,where only location-
dependent content can be displayed. The second design principle specifically maps onto
the display and information elements used to represent the instructions in AR. For this
purpose, a library of seven annotations is available to the users, which can be anchored in
the users’ real environment. These range from simple arrows, which refer to a position
in the real environment, to complex tethers, which act as navigation through the real
environment. In addition to the 3D elements, 2D elements such as media or text can
be added to an instruction step. The third design principle maps onto the foundational
design of a standalone AR authoring tool that operates on a tablet without installing
additional software or plugins or deploying additional hardware. The tool can be used to
create AR instructions as well as to support the execution of complex tasks. Through the
use of an end-user development approach, the Graphical User Interface does not allow
users to implement their code. Instead, users can create instructions by drag and drop
and enrich them with 2D and 3D elements. Figure 1 shows the node editor on the left
and the authoring environment of the AR authoring tool on the right.
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Fig. 1. Software Prototype: AR Authoring Tool

Since participants’ preferences variedwidely and there is disagreement in the existing
literature about the complexity of AR visualizations, we developed a second prototype
with different AR visualizations (DP2). Based on the evaluation results, we want to
identify the most important display and information elements and adapt our design
principles accordingly. As described above, the first prototype provides users with a total
of seven different annotations. In the secondprototype, only two annotations are available
to users (i.e., arrow and point of interest). Furthermore, users do not have the option to
add media to an instruction step. Figure 2 shows the AR authoring environment of both
prototypes. The right side shows the prototypewith extensive visualization elements (i.e.,
various abstract AR elements, including media), and the left side shows the prototype
with reduced visualization elements (i.e., a few abstract AR elements without media).

Fig. 2. AR Authoring environment of both prototypes

4.4 Evaluation

To examine task performance, we examined the effectiveness, efficiency, and quality of
the created AR instruction as key performance indicators. We also analyzed the mental
effort, cognitive load, and ease of use to assess important performance indicators related
to the CLT. The following hypotheses regarding task performance and the CLT when
using the AR authoring tool were investigated in this experiment.
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• H1a: Increased richness of the tool positively affects effectiveness.
• H1b: Increased richness of the tool positively affects efficiency.
• H1c: Increased richness of the tool positively affects the AR instruction quality.
• H2: Increased richness of the tool negatively affects mental effort.
• H3: Increased richness of the tool negatively affects the cognitive load.
• H4: Increased richness of the tool negatively affects the ease of use.

We conducted a between-subjects laboratory experiment to test our hypotheses, in
which different participants tested one of the twoAR authoring prototypes. For example,
one participant group used an AR authoring prototype with a reduced feature set. The
other participant group used a more extensive AR authoring prototype with an extended
feature set. We choose a between-subject design to minimize possible learning effects
when the same participants use both types of AR authoring tools sequentially to create
instructions, as repetition could introduce bias to the collected data.

As part of our experiment, we collected qualitative and quantitative data using our
AR authoring tool prototypes. The effectiveness, efficiency, and quality of the authored
AR instructions were evaluated as dependent variables. Furthermore, the participants
evaluated cognitive load, mental effort, and ease of use through self-reports as part of the
post-experiment survey. As an independent variable, the richness of the AR authoring
tool was examined using two AR authoring tool prototypes with different levels of
richness.

At the beginning of each experiment session, we briefed our participants about
our research objective - evaluating our AR authoring tool - as well as the experiment
procedure. In addition, a pre-experiment written survey was used to collect demographic
data and insights into participants’ previous experiences with AR.

Before starting the experiment, we demonstrated the tool to the participants and
explained its functions and how to operate it. After introducing the tool, a simple
demonstration task was presented to the participants. Then, participants had to solve
it autonomously to verify whether they understood how to use the tool. Following this
introduction to the tool and successful completion of the demonstration task, no further
information on how to use the tool was provided to the participants.

As the main task of the experiment, we requested participants to assemble a 2x2
IKEAKALLAX shelf following IKEA’s paper-based instructionmanual, which features
eight assembly steps. We asked participants to use the AR authoring tool to create an
AR assembly instruction, which means replicating the eight steps of the paper-based
instruction and improving this instruction through AR visualizations. Participants were
given 20 min to create their AR instruction. The experiment task is concluded when it
is completed or time runs out. During the experiment, quantitative data was collected.
While participants were working on the experiment task, a screen recording of their
activities was captured on the tablet computer used to run the AR authoring prototype.
In addition, a camera placed in the corner of the lab roomwas used to record video of the
participant’s actions. The variable effectiveness wasmeasured based on howmany of the
eight steps of the IKEA paper instructions were implemented by the participants in AR
using the tool. For the variable efficiency, the time required in seconds to reproduce the
second step of the IKEA instructions in AR was measured. The quality variable is based
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on the average of two AR authoring experts’ ratings for the AR instructions created by
the experiment participants.

To conclude the experiment, we asked participants to complete a post-experiment
survey.Amongother questions,weusedNASA-TLX[41] andRSME[42] questionnaires
to measure perceived task load and perceived mental effort, respectively. For collecting
data on participants’ perceptions of the ease of use of our tool, we used the scale ease
of use by Wixom and Todd [43].

We recruited 23 student participants for our laboratory experiment, ten male and
thirteen female. Of these student participants, 18 are enrolled in business administration
andfive in industrial engineering.Althoughparticipation in the experimentwas voluntary
as a reward, participants received three bonus points for a written exam.

Regarding the experience with AR, 18 participants stated that they have experience
with using AR to varying degrees, mainly AR games, social media filters, and shopping
applications. Five participants indicated that they had never used any AR application
before. Two participants stated that they’d developed AR applications before. None of
the participants used an AR authoring tool before this study.

5 Results

We conducted a statistical analysis of the dependent variables collected through our
laboratory experiment to test our hypotheses. Given that t-test postulates normally dis-
tributed and homogeneous variables tested our variables for normal distribution with the
Shapiro-Wilk-Test [44] and for homogeneity of variance using Levene’s test [45]. As
shown in Table 1, the two tests show that a normal distribution and homogeneity can be
assumed for all examined dependent variables, as all values are significant at the α <

0.05 level.
G*Power [46] was used to calculate the achieved power for an independent group’s

t-test for two groups of 11 and 12 participants, respectively. We chose an alpha level
of α = 0.05, and the effect size was estimated to be d = 0.5 based on Cohen’s [47]
guidelines, as there is no comparable study yet from which the effect size could be
adapted. Using these values, the study achieved a power level of 0,21, which shows that
the study is underpowered. Therefore, any statistical results obtainedmust be considered
with caution.

Hypothesis H1a states that increasing tool richness has a positive effect on effective-
ness, which cannot be confirmed through our t-test due to a lack of statistical significance
(t(21) = 0,393, p < 0,699). However, descriptive statistics imply the opposite of our
hypothesis. Higher richness slightly decreases the effectiveness. The mean effectiveness
of all participants is 0.367 (SD= 0.238). The mean effectiveness of the group using the
reduced tool is 0,387 (SD = 0,265), and the mean value for the more extensive tool is
lower at 0,348 (SD = 0,22).

Hypothesis H1b states that increasing tool richness positively affects efficiency. This
cannot be confirmed through our t-test due to a lack of statistical significance (t(21) = -
1,142, p<0,266).Our descriptive results indicate that increased richness could positively
affect efficiency. The mean efficiency of all participants is 204,391 (SD= 132,608). The
mean efficiency of the group using the reduced tool is 171,636 (SD= 117,150), and the
mean value for the more extensive tool is higher at 234,417 (SD = 143,655).
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Table 1. Calculated results for normal distribution and homogeneity.

Shapiro Wilk Test Levene Test

Dependent Variable Sig. (p) Result Sig. (p) Result

Effectiveness 0,104 ok 0,466 ok

Efficiency 0,516 ok 0,707 ok

Quality 0,103 ok 0,993 ok

Cognitive Load 0,376 ok 0,191 ok

Mental Effort 0,013 ok 0,828 ok

Ease of Use 0,132 ok 0,626 ok

Hypothesis H1c states that increasing tool richness positively affects the quality of
the AR instruction. Our t-test results show that there is a statistically significant differ-
ence between the group using the reduced prototype and the group using the extensive
prototype (t(21) = -2,301, p < 0,032). Descriptive statistics also show a difference in
the quality of the two groups. The mean quality score of all participants is 2,935 (SD
= 1,048). The mean quality of the group using the reduced tool is 2,455 (SD = 1,011),
and the mean for the extensive tool is higher at 3,375 (SD = 0,908).

Hypothesis H2 states that increasing tool richness negatively affects cognitive load,
which is increased when richness is increased. This cannot be confirmed through a t-
est due to a lack of statistical significance (t(21) = -0,517, p < 0,61). However, the
descriptive statistics indicate a higher cognitive load when using the extensive tool. The
mean cognitive load of all participants is 4,522 (SD = 1,380). The mean cognitive load
of the group using the reduced tool is 4,364 (SD= 1,132), and the mean for the extensive
tool is higher at 4,667 (SD = 1,611).

Hypothesis H3 states that increasing tool richness negatively affects mental effort,
which is increased when richness is increased. This cannot be confirmed through our
t-test due to a lack of statistical significance (t(21)= -0,683, p< 0,502). The descriptive
statistics also show a higher mental load when using the extensive tool. The meanmental
effort of all participants is 41,478 (SD = 30,336). The mean mental effort of the group
using the reduced tool is 36,909 (SD = 30,989), and the mean value for the extensive
tool is higher at 45,667 (SD = 30,455).

Hypothesis H4 states that increasing tool richness negatively affects the ease of use,
which is decreased when richness is increased. This cannot be confirmed through our
t-test due to a lack of statistical significance (t(21) = 0,466, p < 0,646). However, the
descriptive statistics show higher ease of use of the reduced tool. The mean ease of use
reported by all participants is 4,246 (SD= 1,429). The mean ease of use reported by the
group using the reduced tool is 4,394(SD= 1,497), and the mean value for the extensive
tool is lower at 4,111 (SD = 1,417).
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6 Discussion

This paper presents an AR authoring tool that enables non-developers to create AR
instructions to support complex tasks. The proposed design principles contribute theo-
retically to design knowledge by guiding the development of an AR authoring tool for
the industrial context. The laboratory experiment results show that the design princi-
ples and their instantiation in a software prototype enable non-developers to create AR
instructions self-sufficiently. Along with the existing AR literature, we found that creat-
ing AR content with complex visualization elements (i.e., various abstract AR elements,
including media) can achieve better results [13, 35]. Thus, the laboratory experiment
demonstrated the significantly better quality of the AR instructions without significantly
increasing the participants’ cognitive load and mental effort. Furthermore, there was no
significant difference in the ease of use of the tools. When instating the design prin-
ciples in a software prototype, we implemented passive tracking that is not perceived
by the participants, intending to reduce the tool’s richness [28] and thus improve the
learning outcome [25]. Consequently, the AR content could not be placed precisely
enough, which some participants perceived as a hindering factor. The next design cycle
should investigate how active tracking affects the cognitive load and the participants’
task performance. To sum up, our three theoretically grounded design principles pro-
vide prescriptive knowledge about the design of AR authoring tools for creating AR
instructions. Following the DSR contribution framework of Gregor and Hevner, we con-
sider our contribution as an improvement since we propose, on the one hand, a software
prototype for a real-world problem and, on the other hand, knowledge in the form of
operational design principles [27].

Although we conducted the DSR project and evaluation described in this research
according to established guidelines, there are limitations that require further research.
First of all, the evaluation was conducted only with participants who do not correspond
to the target group (i.e., service technicians). In order for the results to be richer andmore
generalizable, the evaluation must be conducted with participants from the target group.
Second, this study evaluates only a first step toward examining cognitive load during AR
creation. Further evaluations are needed tomake a validated statement about the progres-
sion of cognitive impact on users. Considering social cognitive theory and associated
application self-efficacy may also raise new insights regarding cognitive effects during
the AR creation process. Third, although two AR authoring experts evaluated the quality
of AR instructions created by participants, a representative target group may perceive
the quality of AR-based instructions differently. In a two-stage evaluation, the AR-based
instructions created by the non-experts could be assessed by other non-experts, which
could lead to new and representative results. Finally, due to the small sample size and
limited statistical significance of the results of the t-test analysis, some caution must be
exercised in regard to the generality of our findings. Nevertheless, our current statistical
data, including those from the descriptive analysis, seems to confirm our formulated
hypotheses. The hypotheses of this study will be tested again in an upcoming study with
a larger sample size.
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