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Preface

We are delighted to introduce the proceedings of the twelfth edition of the 2022 Euro-
pean Alliance for Innovation (EAI) International Conference on Mobile Networks and
Management (MONAMI). This conference brought together researchers, industry pro-
fessionals and practitioners from around the world to share recent advances and research
results onmobile networks andmanagement technologies. The theme ofMONAMI2022
was “Emerging Mobile Network and Management Technologies for Future Sustainable
and Intelligent Internet Ecosystems”.

The technical program of MONAMI 2022 consisted of 31 full papers. The con-
ference tracks were: Track 1 – Innovative Artificial Intelligence Applications for Smart
Cities; Track 2 - The New Era of Computer Networks usingMachine Learning; Track 3 -
Advanced Technologies in Edge and Fog Computing; Track 4 - Emerging Technologies
in Mobile Networks and Management; and Track 5 - Recent advances in Communi-
cations and Computing. Aside from the high quality technical paper presentations, the
technical program also featured three keynote speeches and one technical workshop.
The three keynote speakers were Shuiguang Deng from Zhejiang University (China),
Celimuge Wu from University of Electro-Communications (Japan), and Xin Luo from
Chongqing Institute ofGreen and Intelligent Technology, ChineseAcademy of Sciences.

Theworkshop organizedwas the InnovativeDefenseTechnologies in 5GandBeyond
Wireless Networks Using Machine Learning (IDT5GML). This workshop aimed to
provide a platform for researchers, academics and industry professionals to present their
research work on machine learning in 5G and beyond network security, with the goal of
addressing network threats using novel machine learning-based technology.

Coordination with the steering chairs, Imrich Chlamtac and Jiankun Hu, was essen-
tial for the success of the conference. We sincerely appreciate their constant support
and guidance. It was also a great pleasure to work with such an excellent organizing
committee team, we thank them for their hard work in organizing and supporting the
conference. In particular, the Technical Program Committee, led by our TPC Co-chairs,
Wei Quan, Qiang Guan, Soufiene Djahel, Cunhua Pan and Jinshan Zeng, who completed
the peer-review of the technical papers and made a high-quality technical program. We
are also grateful to Conference Manager, Ivana Bujdakova, for her support, and all the
authors who submitted their papers to the MONAMI 2022 conference and workshop.

We strongly believe that the MONAMI conference provides provide an interdisci-
plinary platform for all researchers, developers and practitioners to discuss and dissemi-
nate the latest innovativemobile network solutions.We also expect that futureMONAMI
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

Yuanlong Cao
Xun Shao
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Research of Electronic Medical Record System
Based on Blockchain

Lizhou Deng1, Teng Long1, Yuan Wang1(B), Jianmao Xiao1, and Li Fang2

1 School of Software, Jiangxi Normal University, Nanchang 330022, Jiangxi, China
jxnuss@jxnu.edu.cn

2 Ji’an Central Hospital, Ji’an 343000, Jiangxi, China

Abstract. The traditional medical record system is stored in the hospital side,
which is not convenient for data sharing and transmission between hospitals;
Patients can see the medical records data, therefore it is challenging to maintain
patient privacy. Based on this, a disaster-tolerant Alliance blockchain is used to
construct a distributed electronic medical record system that includes a peer-to-
peer (P2P) network with mutually lengthy links and improved Practical Byzantine
Fault Tolerance (I-PBFT). The system encourages medical data exchange and
sharing, makes the flow of medical data transparent to patients, and transfers
ownership ofmedical records back to patients, turningmedical data into a valuable
data asset for patients.

Keywords: Alliance Blockchain · P2P · Consensus Plugin ·Medical Records
Systems

1 Introduction

The amount of medical data has significantly increased with the growth of the medical
business, particularly under the effect of COVID-19, making administration and preser-
vation of medical data particularly crucial. Due to the importance of medical records as
a source of data, several hospitals have developed electronic health records (EHR) for
administration. The large volume and variety of medical record data are of great value
to the diagnosis of patients’ conditions and to the analysis and research of hospitals [1].

On the one hand, the disparate standards and file formats used by each hospital’s
electronic medical record system, along with the centralized storage approach, make
it challenging to efficiently transmit medical record data between hospitals in today’s
Internet of Everything. In contrast, patients as users are fully unaware of how their per-
sonal medical information is used, which makes it challenging to protect its privacy
and increases the danger of data shipping. Therefore, it is required to research a med-
ical record system with secure storage, simple distributed storage sharing, and privacy
protection in order to overcome these issues.

The blockchain technology can meet all these requirements at the same time. It was
proposed in 2008 with features such as distributed storage and tamper-proof protection

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
Y. Cao and X. Shao (Eds.): MONAMI 2022, LNICST 474, pp. 3–17, 2023.
https://doi.org/10.1007/978-3-031-32443-7_1
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4 L. Deng et al.

[2], and has received a lot of attention and application worldwide for more than 10 years
[3, 4]. Moreover, The state has given blockchain a lot of attention, and it is now part
of the national information development plan [5], which has caused extensive research.
Blockchain can be broken down into three main types based on application scenarios:
public blockchain, private blockchain, and alliance chain.

The public blockchain is the most decentralized, and its typical applications are
represented by bitcoin and Ethereum. Free from the control of any third party, each
participant on the Internet (i.e., the nodes involved in consensus) is free to join as well
as exit the blockchain network and to read the data records on the chain and participate
in transactions as they wish. The fact that its operation is not controlled by a third party
affects its use in the entity’s organization. A small number of entities or people, whose
access to data is constrained by organizational rules, govern and initiate consensus on
private blockchains. Private chains are better suited for internal institutional use because
of their rigorous access restrictions, despite the fact that transactions and consensus
take less time. A stakeholder alliance can be formed in an alliance chain, which is a
structure between public and private chains. The vetted nodes in the alliance have the
power to fight for consensus ideas. Each participant in the chain is authorized to join
the network. Obviously, the alliance chain is more suitable for transactions between
different entities [6, 7]. Blockchain-based electronic medical record systems provide
distributed storage to facilitate the sharing of shared medical record data, and their
consensus mechanisms protect data privacy [8]. The electronic medical record system
is designed with an Alliance chain structure and requires regulated data access, node
addition and deletion, and other actions between patients and other hospitals.

A storage structure combining Merkle trees and directed acyclic graphs (DAG) is
used to ensure the security of medical record storage, and a consensus mechanism
using blockchain is used to protect the privacy of patient medical data. We have built a
distributed medical record system using the Alliance chain to facilitate sharing among
hospitals.

Building a disaster-tolerant de-primary node Alliance chain, building a peer-to-
peer (P2P) network based on the T-io framework, designing distributed storage based
on Merkle and DAG, and improving the Practical Byzantine Fault Tolerance (PBFT)
consensus plugin are some of the main contributions made in this paper.

Organization. The remainder of the paper is organized as follows. Section 1 is an
overview of this paper, and the related work is described in Sect. 2. Section 3 describes
the paper’s overall framework and main contribution. Section 4 briefly introduced a
distributed storage design based onMerkle and DAG.We introduced P2P network based
on the T-io framework in Sect. 5. Section 6 we propose I-PBFT consensus algorithm
based on PBFT. The simulation experiment setup and results are presented in Sect. 7.
Finally, in Sect. 8, we summarize the conclusion and future work.

2 Related Work

2.1 Blockchain Electronic Medical Records

Themain goal ofmedical data platforms is tomake it easier for doctors and patients to use
and share data, including querying data on patients’ symptoms, tests, and medications.
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However, each platform currently has its own set of standards for collecting data, which
are mostly fragmented, heterogeneous, and semi-structured, and these imperfect data
add to the burden of integrators [7].

As blockchain technology advances, its study and use in the healthcare industry are
gradually growing. Yang et al. [8] designed a blockchain-based EHR system to prevent
data tampering and misuse by tracking all events that occur in the database. Dagher et al.
[9] proposed a medical record system framework that gives ownership and control of
the EHR to the data owner and uses multiple smart contracts to protect data privacy, and
provide a secure and reliable medical record access process for patients and institutions.
Wang et al. [10] proposed a blockchain-based EHR sharing approach with searchable
symmetric encryption to improve privacy leakage and control issues during medical
record sharing. Zhang et al. [1] implemented a dual-chain form of storage for medical
record data, using a combination of attribute encryption and multi-keyword encryption
to achieve accurate retrieval of data, to anonymously implement data sharing between
different groups and achieve traceability. In May 2020, XENIRO on a mobile web edge
server [11] will be released. It is based on the development of SnapScale, a platform for
medical image data interaction with patient-centric access control and trusted storage
for data sharing, the use of AI algorithms to perform auxiliary diagnosis on image data,
and the encryption of the diagnosis results on the chain.

2.2 Consensus Plugin

The well researched consensus technique is employed in distributed environments to
ensure that nodes concur to confirm the system state. Bitcoin system adopts the whole
network consensus method based on proofs of work (referred to as POW [12]), which
can resist the double spend attack under a certain probability.

However, POW algorithm has some problems such as low throughput and high
resource consumption. A series of advanced protocols have emerged, such as proof
of stack (referred to as POS [13]), which improves throughput and reduces resource
consumption. So, resource concentration will affect fairness.

In addition, pease et al. Consider the fault tolerance of the system. The famous
Byzantine fault tolerance (BFT) algorithm is proposed, but it has the problems of exces-
sive network overhead and high resource occupation. Castro et al. [14, 15] first proposed
PBFT algorithm can meet the tolerance of no more than 1/3 of Byzantine nodes and is
adopted by fabric 0.6 project under Linux foundation. The PBFT method does, how-
ever, have a performance issue. A number of enhanced algorithms have been put forth
by researchers to decrease communication costs and increase election security.

In the alliance blockchain, it is necessary to consider the existence ofByzantine nodes
and the number of nodes is controllable, PBFT consensus algorithm is more appropriate.
In PBFT algorithm, the block proposal node is always the main node. If the main node
is not updated for a long time, other nodes cannot get the opportunity to be elected as the
main node to obtain system incentive, which has a certain centralization risk and is not
conducive to the long-term operation of the alliance system.Moreover, with the increase
of the number of nodes, the PBFT communication overhead increases Huge [16].

To sum up, the PBFT method has to be improved to increase the reliability of master
node selection, optimize the consensus procedure, decrease communication cost, and
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decrease the algorithm’s temporal complexity. In this study, a distributed electronic
medical record system has been constructed based on a disaster-tolerant alliance chain.

3 Overall Framework

The data layer, persistence layer, network layer, and consensus layer are the four primary
divisions of the distributed electronic medical record system based on blockchain. The
data center, business service layer, data access layer, and business model layer are the
divisions that can bemade from the standpoint of system development, and Fig. 1 depicts
the entire system architectural diagram.

Fig. 1. Overall system architecture of the electronic medical record system

As shown in Fig. 1, the blockchain perspective includes the data layer, the persistence
layer, the network layer, and the consensus layer.

• Data Layer. Consists of Data Blocks, Chained Structures, Hash Functions, Merkle
Trees, Asymmetric Encryption, and Timestamps.

• Persistence Layer. The data for the project is primarily stored in this layer. The
hospital node server information and log information of this project are primarily
stored in the relational databaseMySQL sinceMySQL is lightweight and open source,
making it easier to handle the node server information by utilizing MySQL. Among
the additional essential data held on RocksDB are blockchain andmedical record data,
with the latter having been segmented and hashed for security.

• Network Layer. T-io network framework serves as the foundation for the network
layer. T-io uses a network infrastructure called Asynchronous Blocking IO (AIO),
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which has good translation performance. T-io is thought to utilize system resources
more effectively in a network with many long connections and also includes grouping
features, making it ideal for federated chains.

• Consensus Layer. The PBFT consensus plugin, a more effective consensus algorithm
that is well suited for the establishment of the Alliance chain, was selected as the
consensus layer. And in this project, we have improved this algorithm.

In addition, from a system architecture perspective, the specific layers of the system
correspond to the following.

(1) Business Model Layer: Corresponds to the entity of each table in the database.
(2) Data Access Layer: It is used to access the database, operate the database and

realize the persistence of data.
(3) Business Service Layer: The business service layer references the corresponding

DAO database operations, encapsulates the requests of the representation layer, and
each request is encapsulated as a method of the Service class; and the layer provides
the corresponding interface for the Rest (Controller) layer to call.

(4) Data Center: Refers to the database and file system.

4 Distributed Storage Design Based on Merkle and Dag

This paper uses distributed storage technology in conjunction with blockchain to store
data because of the importance and privacy of medical data. More specifically, Merkle
and DAG are paired to swiftly delete duplicate data by the same hash value in order
to reduce storage space, utilize hash ID to uniquely identify the content of a data
block against tampering, and slice a whole data into numerous blocks. Assembling
data can be done using the Kademlia (KAD) method, while downloading data can be
done concurrently with the aid of hash addressing and downloading.

4.1 Storage Structure of Merkle and DAG

• Storage method. The file is divided into several pieces, and the hashing of each piece
produces a distinct ID that can be quickly recognized and de-duplicated in the storage
network. In order to maximize transmission efficiency, a block is typically kept in
several copies on various network nodes.

• Content Addressing Method. Because each block has a distinct ID, you only need
the node’s ID to find the corresponding block. The Data Block holds the hash values
of the files, while the Merkle Tree, also known as a Hash Tree, is a hash-based data
structure in which the hash values are mostly kept. A concatenated Hash string of a
node’s associated children makes up a non-child node.
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4.2 KAD Addressing Algorithm

The Kademlia (KAD) algorithm, which provides a decentralized file query system, is
primarily a distributed hash table (DHT) based on an XOR distance algorithm. KAD
uses both node hash and object hash addressing and uses XOR to determine the dis-
tance between hashes. The XOR (specificity or operation by ratio) technique is used to
determine how far apart the keys are from one another.

The P2P node is the leaf node at the end of the 160-level binary tree created by KAD,
and each node’s location in the tree is determined by its 160-bit node hash. Whether a
node is in the left or right sub tree of the tree is determined by the two potential values
of each bit (0 or 1).

TheKADalgorithm in ourmedical record systemdistributes data blockswith various
hashes to nearby network nodes determined by XOR for the purpose of distributed
storage. We just need to download the block data from the associated network node
when requesting the file using the KAD technique, which is based on Merkle and DAG
as well as the Hash value of each block. Finally, just verify that the data is complete and
finish stitching. The blockchain data structure, Block, is designed as Table 1.

Table 1. Blockchain data structure

type or value name

blockHeader BlockHeader

blockBody BlockBody

hash String

calculateHash() blockHeader.toString()
+ blockBody.toString()

4.3 Storage Design Implementation

The creation of the blockchain’smost fundamental data structure serves as the foundation
for implementing the data layer storage function. After unifying the data structure, by
building the SpringBoot development framework, we construct the medical data storage
function based on three technologies: the blockchain, relational databases, Merkle and
DAG. Block, the blockchain’s data structure, is created as follows.
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5 The P2P Network Based on T-io Framework

We will use P2P network architecture to construct the blockchain network layer based
on the data privacy and node correlation of the blockchain electronic medical record
system presented in this study. We suggest that while choosing nodes for a P2P network,
hospitals and medical research facilities should be considered. According to the alliance
chain conceptual design, the P2P network systemwill chose or choose a trusted node as a
manager to create an alliance chain, and this trusted node will be responsible for doing a
lot of management tasks. To maintain the integrity of the entire P2P network, new nodes
may be added and existing nodes may be removed. The trusted node connects to each
configuration node it finds in the database when the P2P network is launched. A node
officially enters the P2P network and begins connecting other nodes once it has been
successfully joined by a trusted node. The trustworthy node will determine if a node is
invalid and restrict it from connecting to the P2P network if it is unable to connect. After
that, until the failed node is linked to the trusted node, the trusted node frequently makes
connection requests to the failed node.

5.1 P2P Network Characteristics of Applicable Alliance Chain Based on T-io
Architecture

The P2P network uses the T-io framework, which is based on the AIO design, to accom-
modate the prolonged connection and separation times between each node in thismedical
record system. The performance is excellent, resource consumption ismodest, and group
function is maintained whenmaintaining a high number of heartbeat packets across long
connections. SaaS platforms with several alliance chains are therefore especially well
suited for it. In this project, each node serves as both a client and a server. It will link to
additional N − 1 nodes if it serves as a server. If the server is a client, it is connected to
other N − 1 nodes. Every time you wish to send a message, create a Group in the same
federation chain and call the send Group method directly.

The Fig. 2 shows the flow of the application layer enabling the kernel process to
the kernel and returning a response. When there are many lengthy connections, the
performance is good, the server’s total resource usage is very low, and the grouping
function is there. This makes it ideal for P2P network alliance chains.When the assigned
resources are used up, any process in the network can use the AIO technique to directly
request resources from other processes without the use of an event pool or resource
monitoring. As a result, sustaining heartbeat packets with a lot of lengthy connections
has good performance and a tiny resource footprint.

5.2 P2P Network Nodes Distributed Storage——KAD Algorithm

Based on KAD algorithm, we set a 160bit ID identifier for network nodes. In the algo-
rithm, each node joining the network will be assigned a 160bit node ID (node ID), which
is randomly generated. The key/value pair data is simultaneously stored on the nodes
whose ID value is closest to the key value.

In light of this, XOR processing can be used to calculate the logical distance between
Kademlia-based network nodes. An ID’s key is associated with a data structure that
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Fig. 2. AIO asynchronous non-blocking I/O mode adopted by T-io

resembles a binary tree. The n level of the binary tree corresponds to the NTH bit. A 1
or a 0 is processed for this bit, with the left subtree receiving the result. In the end, an
ID binary tree is created.

Every item has a distinct binary ID, and the ID XOR operation reflects the bit
differences in the ID. The ultimate difference outcome is more heavily influenced by
the bits the higher they are. A binary tree is created if all of these IDs are stacked, with
the highest bits on top and the lowest bits at the bottom, with the lower bits all on the
same branch. The difference between the leaves (the ends of the branches) of the tree is
represented by the difference between the IDs.

When dealing with 160bit network node ID, the storage space can reach 2l 60.
Therefore, binary tree splitting is carried out. For route queries, the tree is broken up
into numerous smaller trees that are stored on each node. For each 0 5 i 5 160, each node
stores some node information within the range [2i, 2i+ 1), which is composed of some
data lists. The information in each of these lists is kept in chronological order according
to the most recent time it was seen, with the most recent information at the head and the
latest information at the tail of each K-bucket. There are no more than K data items in
each bucket.

When you initially start, the entire ID digital region is often contained in just one
K-bucket. When detected a node, we calculate the distance from ourselves and add it to
the existing corresponding K-bucket:
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In order to guarantee that searches eventually converge, KAD tries to store as many
“nodes closer to it” routing designs as it can. The P2P network is successfully completed
without the involvement of the central node to finish the address search as a result of
our innovative usage of binary tree ID storage in the absence of a central server in the
address operation after splitting into k-buckets.

6 De -Masternode Federation Chain Technology Based on I-PBFT
Algorithm

6.1 I-PBFT Algorithm Without Elections

Because the federation chain itself exists in a trusted environment, any node can generate
blocks andbroadcast over the entire network, so the standardPBFT technique is enhanced
without picking the leader in this study. Other nodes enter the preparation state after
receiving a Block request and check the format, hash, and signature. They move into
the prepare state and full network broadcast state after the verification is successful.
When the accumulated number of Prepare for each node is greater than 2f + 1 (f
is the tolerable number of Byzantine nodes), the system enters the COMMIT state
and broadcasts the status throughout the network. Each node believes it has reached
consensus and adds the Block to the Block chain before executing the SQL statement
in the Block when the Commit number it has accumulated is more than 2f + 1 (f is the
number of tolerable Byzantine nodes). The Leader is eliminated, resulting in a speedier
and less resource-demanding algorithm overall. For the I-PBFT algorithm, the process
is as follows:

1 A node 1 in the network broadcasts the transaction requested by the client to the
whole network. All nodes except node 1 hash and broadcast across the network.

2 Each node performs a hash calculation and broadcasts to the entire network.
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3 Assuming that a node receives 2f (f is the tolerable number of Byzantine nodes)
hash equal to itself sent by other nodes, commit to the whole network.

4 If a node receives 2f + 1 (f is the tolerable number of Byzantine nodes) commit
messages (including itself), it can submit a new block to the local blockchain and
state database.

Every node is equivalent and performs better. Three phases make up the I-PBFT
consensus algorithm without elections: the voting queue, the submission queue, and the
consensus algorithm. The following diagram illustrates how each stage is implemented
in pseudo-code. Naturally, the method will save the hash set of the node’s confirmed
status during the voting phase, i.e., whether the node broadcast a commit permit or deny
message.

After each node in the commit queue algorithm receives more than 2f + 1 commit
messages from different nodes (including itself), the block is considered to have reached
a committed state and persisted to the blockchain database. The algorithms of voting,
submitting and consensus are described as algorithm 2, 3 and 4 respectively.
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7 Experimental Performance and Simulation Analysis

This article evaluated the system, rapid link, and LAN Fabric in the local LAN envi-
ronment. The following diagram illustrates the precise evaluation environment and con-
figuration: Three nodes, a CPU with four 2.0 GHz cores, eight gigabytes of RAM, and
CentOS 7.2 make up the configuration.

The transaction throughput of the Blockchain network serves as the performance
efficiency evaluation index for Blockchain. The maximum number of transactions that
may be performed in a given amount of time is known as transaction throughput:

1) Suppose Nt is the number of transactions sent in the statistical time and Nb is the
number of transactions recorded on the block in the statistical time, and the trans-
actions are randomly generated by a transaction generator with adjustable frequency
to satisfy Nt controllability.

2) When measuring the transaction throughput, random transactions are concurrently
generated at a certain rate. The transaction generation rate is continuously increased
until Nt is greater than Nb, and the configuration parameters of the piezometric
system at this time are recorded, which are the optimal piezometric parameters.

3) According to the optimal pressure testing parameters, the blockchain system is stress
tested for several times, and the number of transactions recorded on the block per
unit time is recorded and averaged, which is the transaction throughput.Transaction
throughput is mainly tested on one metric: invoking contract TPS, TPS can be
expressed as Eq. (1).

TPS = transactions/�t (1)

where transactions is the number included in the blockchain over a period of time.
And �t is the recording time, which is generally an integer multiple of the block
generation time. The TPS comparison is shown as Table 2 (Fig. 3).
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Table 2. TPS Comparison

chain Fabric I-PBFT

TPS (pen/sec) 388 1368.7 1599.6

Fig. 3. Throughput Comparison Chart

Using the transaction confirmation rate as the evaluation metric, we compare the
operational efficacy of the PBFT consensusmechanism and the I-PBFT consensusmech-
anism proposed in this paper. We also test the performance differences between the two
algorithms under various ratios of false nodes to total nodes and under various running
times. The outline is depicted in Fig. 4.

Figure 5 shows the change of transaction confirmation rate of PBFT and I-PBFT
over a long period of time.

With PBFT and its derivate consensus processes, there is a communication barrier
between nodes that must be overcome. In the new PBFT, the check-pointing protocol
does not call for additional communication because the Leader election mechanism has
been eliminated, and the system starts up quickly or has fewer error nodes. On the other
hand, this decreases the volume of data while also reducing the view switching protocol

Fig. 4. Comparison of changes in Long-term throughput rate Chart
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calls in scenarios where there are more error nodes. The graph compares the volume of
data sent between nodes. The system duration is plotted on the horizontal axis, while
the number of P2P communications with complexity O(n2) needed to construct a block
is plotted on the vertical axis.

Fig. 5. Comparison of changes in Construct block per unit time rate Chart

8 Conclusion

Electronic medical record systems have demonstrated a tendency toward patient-
centeredness in recent years with the promotion and deployment of cloud computing
and big data technologies, where patients have more authority over their own medical
records. In accordance with this paradigm, people maintain their medical records on
cloud servers and selectively share medical information through controlled access with
physicians or other third-party providers.

The development of blockchain technology hasmade decentralized data storage pos-
sible. Referring to various well-known blockchain systems including Bitcoin, IPFS, and
Ethereum, this system has taken a year. At the same time, we customized the blockchain
system for the storing of medical data, discovered more blockchain applications through
exploration and study, and made numerous enhancements to the system as it stood at the
time. The distributed data storage is the project’s major challenge, and few papers and
Internet sites provide comprehensive information about it.

In the future, wewill concentrate on the development of medical data and transaction
security mechanisms to offer a secure, user-friendly, and convenient environment for the
value co-creation of medical data, to better promote patient control of their medical data
and to promote people’s health, and to fairly mine the potential value of medical data.
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Abstract. Student status management has always been an indispens-
able part of the education system, but due to the insufficient applica-
tion of information technology, there are still a series of pain points
in the traditional student status management system, such as easy to
falsify student status, serious information islanding, and complex man-
agement. Blockchain 3.0 is a consortium blockchain model that uses
protocols and consensus mechanisms for property rights confirmation,
measurement and storage, with the characteristics of decentralization,
immutability, traceability, collective maintenance, security and reliabil-
ity, etc., which puts forward excellent solutions for student status man-
agement. This paper uses the thinking mode and framework of the
blockchain to improve the logic and storage mode of the previous student
status management system, and uses the Fabric consortium blockchain
framework to design and realize a student status management system
that can be initially put into use. Test results show that the throughput
of the student status chain system can be stabilized at 200tps, which
can basically meet the actual application needs of the student status
management system.

Keywords: Blockchain · Student status management · Smart
contract · Education · Consortium Blockchain

1 Introduction

Student status is a symbol of determining the identity of students, which is
closely related to students’ right to education, and is also used as an important
basis for the certification of social talents, which continues to receive widespread
attention from all walks of life [1,2]. Within colleges and universities, student
status management needs efficient, convenient and safe management system sup-
port. At the social level, student status certification is an important evaluation
criterion for employers to evaluate talents, which needs true, reliable and rich
talent education background data information. As an integral part of the opera-
tion of society, the student registration system still has a lot of room for demand
and the need to build a solid foundation.
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At the level of student status management, most schools in China currently
rely on the student information network, and some schools use their own inde-
pendent student status management system. In this management model, many
problems have cropped up, such as mading irreparable mistakes in student sta-
tus because of the management negligence, which eventually leads to students
being unable to graduate normally, been compromised and attacked on account
of database intrusions, resulting in the collapse of the student status manage-
ment system and malicious tampering of data, and high load on the student
status management system during the opening and graduation seasons give rise
to system congestion. These problems have hindered the functioning of society
and need to be addressed urgently [2].

When conducting academic certification, in addition to referring to CHSI,
most companies often spend a lot of money and time to entrust back-adjustment
companies to find out the authenticity of personal information, which reflects
the current problem that the academic certification body is still not enough to
win enough trust. Therefore, it is also important to create a student certification
platform that can build a high level of trust in society. As an emerging data
management method with decentralization, transparency, security and strong
confidentiality, blockchain technology has pointed out a new path for student
status management [3] Zhong-Zhen Li et al. [4] have already proposed the idea
of using blockchain technology for student status management in 2019, this work
mainly uses the consortium blockchain smart contract technology and blockchain
storage method to manage and store the student status, this paper improves on
this basis, deepens the advantages of the smart contract using the blockchain,
improves the closedness of the student status management, and introduces and
designs a student status management depository framework based on the consor-
tium blockchain, which can be used to help solve a series of problems such as poor
sharing of student status information between universities, excessive reliance on
third-party authoritative institutions for information credibility, excessive data
storage, inconsistent award recognition, and low information security. The main
features of the framework are as follows: by linking universities within the alliance
chain, the problem of information islands between multiple universities is solved,
and the migration of student registrations between schools is facilitated. In addi-
tion, the using of the blockchains mart contract scheme can quickly generates
the student status early warning scheme, and in the form of deploying smart con-
tracts within the organizational nodes established by each university, uses the
consensus mechanism [5] to reach an award consensus among the universities.
The contributions of this paper are as follows:

– We proposed the student status management and storage model under the
framework of blockchain, providing a brand new solution for the pain point
of the traditional student status information management and storage.

– We deepened the application scope and thinking of smart contract, analyzes
the network and storage architecture of Fabric, and broadens the application
approach of blockchain.



20 J. Yang et al.

– We tested the performance of the system under normal running state and
analyzed the change of system throughput with nodes.

2 Related Work

2.1 Blockchain

Blockchain technology is a collection of distributed ledgers, cryptography, con-
sensus algorithms and a series of technologies [6], first has been known as the
core technology of the Bitcoin system, although mining and speculation and
other behaviors violate the core values of society, resulting in a large waste of
resources, but the blockchain technology has entered the 3.0 era as a great inno-
vation, and successfully “out of the circle” [7]. It has put forward new challenges
and opportunities for all walks of life, and China has also proposed a large num-
ber of incentives for the development of blockchain. At present, many domestic
and foreign research has made great progress in the application of blockchain,
for example, Abeyratne et al. [8] proposes to use blockchain to provide a highly
trusted, transparent, collectively maintained ledger for the supply chain infor-
mation platform, and provide traceability for it. Christidis K et al. [9] combines
blockchain with the Internet of Things to achieve service sharing through the
core concept of P2P. Hou H et al. [10] proposed that blockchain combines e-
government to increase information sharing and transparency. Moreover, many
ideas and researches have emerged on the cross-application of blockchain trans-
actions, blockchain currency, blockchain insurance, blockchain news verification
and other fields [11].

2.2 Blockchain Education

The transparency of the blockchain system and the immutable data are fully
applicable to the credit management of students, further education and employ-
ment, academics, qualification certificates, industry-university cooperation, etc.,
and have important value for the healthy development of education and employ-
ment. The application of blockchain education has been carried out in many
countries for a long time: Kazakhstan built a blockchain kindergarten platform
to reduce the opacity of kindergarten information and provide more objective
choices for parents. South Korea’s Pohang University of Science and Technology
led the development of blockchain knowledge sharing platform to break down
communication barriers between schools. MIT MediaLLab issued blockchain cer-
tificates to more than 100 students, ensuring that the pilot student’s student
status was immutable [12]. On the basis of foreign research results, a series of
studies on blockchain student status have been carried out in China [13]. The
current domestic existing a lot of research about student status block chain, By
indexing CNKI with student status and blockchain as keywords, we found that
there were 21 related papers published in the past 18 to 22 years, but most of
the research stayed at the level of feasibility analysis and theoretical research,
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and most of the research only focused on the decentralization and security of
the blockchain, and did not use the blockchain system to make landmark inno-
vations in the logic and form of student status management, nor did it actually
consider the development details and specific needs. Therefore, this paper uses
the technology of the consortium blockchain, builded a blockchain platform for
the union of universities, through the adjustment of the consensus mechanism
and the use mode of smart contracts, establish a consensus on awards and mutual
recognition of student status among universities [14].

3 Overall Architecture and System Implementation

This paper is based on Fabric’s school registration system framework logic as
shown in the Fig. 1.

Fig. 1. system framework

The overall system architecture can be divided into surface layer and bottom
layer according to the depth. The surface layer is composed of application layer,
service layer and smart contract, and the bottom layer is supported by fabric
network and storage technology.

3.1 Surface Frame

Application Layer. The application layer mainly includes the user’s registra-
tion login, the tracing query of the student’s educational background informa-
tion, the administrator’s query and management of the student’s information,
which is edited by the JavaScript and Vue framework to realize the interactive
page, deployed on the server by using the Nginx technology, and provides the
operating interface of the information in the chain to the vast nodes.
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Business Layer. As the front-end and back-end interaction service, the service
layer transfers the parameters to the web end by calling the Restful interface,
realizes the interaction with the blockchain bottom layer including the smart
contract through Fabric-Go-SDK, and calls the invoke function in the smart
contract to operate the data. When the system is in operation, the front end
will pass in parameters and request to call the smart contract. When the rules
of the smart contract are effective, the data will be transmitted to the bottom
layer for processing.

Contract Layer. The smart contract layer is the key technology of the alliance
chain and the core innovation of the blockchain student status system [15]. The
smart contract layer has two functions: award mutual recognition and student
status early warning. The principle of award mutual recognition is based on the
consensus rule of smart contract. The Education Bureau forms the classification
of awards after the recognition of smart contract by issuing awards in the chain,
which to a certain extent opens up the barriers to the talent comparison between
different schools and prevents some malicious fraud of awards. The student status
early warning function issues student status early warning rules to students of
all grades of the school through the school node to automatically realize the
student status early warning judgment.

3.2 Bottom Frame

The bottom layer of student status chain is composed of Fabric bottom network
architecture kernel and blockchain with CouchDB database storage [16]. The
network architecture and storage logic inside the school log chain is the core
of the whole system. The school log chain network layer is mainly responsible
for the endorsement of the school administrator node users, the operation of
the consensus service, the chain code service and the encryption service. HSM
is used to provide advanced protection for the digital key. Node discovery and
data broadcasting are realized through Gossip, node communication is realized
through channel, and the application function is realized through the interac-
tion between the service layer and the application layer. At the same time, the
CouchDB database directly supported by Fabric is connected inside and outside
the student status chain to store huge student data, and the student data con-
tained in the ledger is saved to the database with faster speed in a similar way
to the merkle tree storage. Meanwhile, the high support of CouchDB for rich
query is utilized to efficiently use the database storage space and enhance the
query efficiency of data.

Network Architecture. The network architecture of the student status chain
mainly includes a client node for interaction between the school node user and the
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student status chain, a CA node for verifying identity information, a Peer node
for processing smart contracts, maintaining student information, and processing
student requests and responses, and an Orederer node for receiving, packaging,
sorting and generating student status information blocks and broadcasting [17].
Nodes communicate with each other through channels to ensure data security.
The network architecture model of student status chain node as shown in the
Fig. 2.

Fig. 2. Network architect

As the division of labor of nodes is clear, so it is different from the public
chain. The alliance chain is a weak centralization rather than a decentralized
framework, which is a double-edged sword for the application of blockchain, but
it has a good coupling with the school status management. The student status
chain uses the Kafka protocol to build a conventional fabric network architec-
ture [16]. After the user sends a change or query request to the student status
information at the front end, the user sends the modification action to the CA
node through the client node for authorization. After the CA node authorizes
and issues the self-signed root certificate of the node, the Endors endorsement
node stores the operation in the node in the form of “transaction information”.
Only the endorsed student status information can be submitted and added to
the alliance chain. After the endorsement is completed, the Orderer node sorts
the endorsed information by consensus, packages the block and broadcasts. The
student status information is recorded by each peer node through Gossip pro-
tocol, and each node updates the world status tree and node information. The
Node network information transmission logic as shown in the Fig. 3.
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Fig. 3. Node network information transmission logic

Storage Schema. The data structure of student status chain is composed of
block header and block body. The block header stores the basic information of
the block. The block body stores the transaction and storage data in the block.
The hash value of the previous block is used to form a unique link to locate the
next block, which is connected to form a block chain [18]. The deep and huge
other data is stored in the state database of the alliance chain in the form of key
value pairs. It is worth mentioning that in order to realize the time traceability
and anti-tamper mechanism of data in public chains such as Bitcoin, the state of
data will not be saved in the blockchain, only the change of data will be saved. In
order to solve the fatal problem of data query difficulty in traditional blockchain,
Hyperledger Fabric the concept of “world state” is introduced. When a record
is saved in the block, the world state of the corresponding Key will be updated
synchronously. When a key value needs to be queried, you only need to query the
corresponding world state without full-chain traversal [19]. The concept of world
state greatly reduces the query overhead of blockchain, makes a revolutionary
contribution to blockchain enterprise, and also plays an important role in this
work.

The data stored in the blockchain includes “ledger” number, “ledger” data,
block index, world tree status and historical data. The “ledger” is used to store
student information and the modification of student information, so as to organi-
cally combine the blockchain and student status storage. In the blockchain appli-
cation of the system, we use the classic hierarchical storage mode, and the data
is stored in the blockchain and CouchDB database hierarchically by type. On the
blockchain, the saved work is completed by the Peer node, which maintains four
databases, i.e. IdStore, StateDB, HistoryDB and BlockIndex, which are indis-
pensable key information in the chain. The vast student database is stored in
the built-in database CouchDB. The storage system architecture as shown in
the Fig. 4.
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Fig. 4. storage system architecture

The “ledger” is used to store students’ information and the modifica-
tion of students’ information. It is stored in the CouchDB database together
with the historical status index and the block index. As for these data, it
inevitably involves students’ personal privacy. Therefore, this paper proposes
to use SHA256 encryption algorithm [20] to encrypt students’ data in one direc-
tion. Overall, SHA256 is similar to the operation flow of hash functions such as
MD4, MD5, and HSA-1. Before the message to be hashed continues the hash
calculation, the following two steps shall be performed:

– Complements the private information of students so that the final length is a
multiple of 512 bits.

– Block messages in 512-bit units.

M1,M2,M3,M4, · · · ,Mn (1)

The student private information blocks will be processed one by one: starting
with a fixed initial hash H0, the following sequence is calculated:

Hi = Hi−1 + cMi (Hi−1) (2)

where C is the compression function of SHA256, the plus sign is mod 232’s
addition. By using the flexibility of SHA256 algorithm’s input length and
using SHA256 one-way encryption to protect the students’ partial informa-
tion, the privacy of partial information is strengthened. When the students
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need to verify this part of information to others, they need to input Plaintext,
and then use the encryption algorithm for one-way encryption to compare
with the Ciphertext saved in the database, and the information authenticity
can be proved by successful comparison.

4 Analysis of Experimental Results

Performance Test. Blockchain technology is gaining attention, but it is not
possible to test the performance of the various blockchain platforms available
before creating solutions to business problems. To address this pain point, the
Hyperledger community provides a tool called Hyperledger Caliper that can be
used to test the performance of blockchain platforms [21]. Caliper is a blockchain
benchmark framework that allows users to measure the performance of a partic-
ular blockchain implementation using a predefined set of use cases. Caliper will
generate reports with many performance metrics, such as TPS (transactions per
second), transaction latency, resource utilization, and so on. The goal is to use
Caliper results as a reference to support the selection of a suitable blockchain
implementation. User-specific use cases. Given the diversity of blockchain config-
urations, network setups, and specific use cases, it is not intended as an author-
itative performance assessment, nor is it for simple comparison purposes. The
caliper’s running logic as shown in the Fig. 5.

Fig. 5. Caliper’s running logic
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4.1 System Test Environment

In order to test system performance by ciliper, the author of this article set up
the test environment and began rigorous testing. The test environment as shown
in Table 1.

Table 1. Test Environment

node deploym Versi

Operating system Ubantu 20.04.3

CPU Interl code i7

Memory 16G DDR4

Hard disk 1T HDD

Hyperledger Fabric 2.2.0

Docker 20.03

4.2 System Test Cases and Results

System Test. For different types of universities and degrees, the test case col-
lected the information of 50 students from 10 universities. Due to space reasons,
here to Jiangxi Normal University students as an example to operate.The test
example as shown in Fig. 6.

Fig. 6. Test case
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Test Results. This paper mainly tested open, Query, transfer and other meth-
ods. From the figure, we can clearly see the success rate of the project, transac-
tion throughput, transaction delay (minimum, maximum, average, percentage),
resource consumption (CPU, memory, network IO, etc.), and open, The success
rate of query method is almost 100%, and the highest success rate of Test test
is 32.90 TPS. Detailed test results as shown in Table 2.

Table 2. Test results about throughput

Test Name Succ Fail Send Rate Max latency Min latency Avg latency Throughput

1 open 100 0 48.8tps 4.88s 3.65s 4.11s 17.4tps

2 query 100 0 56.8tps 1.99s 0.12s 1.44s 32.9tps

3 transfer 33 66 50.8tps 5.42s 2.41s 5.02s 5.11tps

This article is mainly on the docker environment, in this environment, there
are two groups: each group contains a peer node(Peer0.org1.example.com and
Peer0.org2.example.com), a special deposit certificate of the ca nodes, There
are CouchDB nodes to enhance security for compliance and data protection in
the blockchain, as well as an organization node. It is not difficult to find the
memory occupied by nodes in the figure. Peer nodes account for most of the
memory, so the CPU utilization is also very high. Blockchain network consists of
peer nodes, each of which can save a copy of ledger and a copy of smart contract.
Therefore, the input and output of transactions are mainly dominated by peer
nodes. Detailed test results as shown in Table 3.

Table 3. Test results about the use of organization

NAME Memory CPU Traffic in Traffic Out Disc Out Disc write

Peer0.org1.example.com 264.4MB 9.54% 717.6KB 468.7KB 536.0KB 704.0KB

Peer0.org2.example.com 266.4MB 9.73% 719.1KB 512.2KB 860.0KB 704.0KB

Ca.org1.example.com 15.5MB 0.00% 0KB 0KB 0KB 0KB

Couchdb.org1.example.com 90.5MB 8.49% 181.5KB 297.7KB 296.0KB 260.0KB

Ca.org2.example.com 7.9MB 0.00% 0KB 0KB 0KB 0KB

Couchdb.org2.example.com 92.9MB 7.00% 301.7KB 301.7KB 156.0KB 272.0KB

Order.example.com 31.9MB 2.35% 819.1KB 819.1KB 548.0KB 508.0KB

System throughput refers to the number of transactions that a system can
process per unit time, which is an important indicator used to measure system
performance. For online trading systems, system throughput refers to the number
of transaction requests successfully processed and responded to per unit of time.
Calculation of average number of concurrent users:

C = nL/T (3)
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where C is the average number of concurrent users, N is the average number of
daily access users, L is the average time between login and logout (average oper-
ation time) in a day, and T is the length of time. When there is no performance
bottleneck, there is a certain correlation between throughput and virtual users,
which can be calculated by the following formula:

F = V U ∗ R/T (4)

F is throughput, VU is the number of virtual users, R is the number of requests
sent by each virtual user, and T is the time taken for the performance test. In
the case of RAFT algorithm, the throughput of the student roll chain system can
be stable at 200tps and it has the commercial function of carrying the student
roll storage system. It can be seen that the read throughput decreases while the
write throughput increases with the increase of the number of nodes. The read
throughput and the write throughput as shown in Fig. 7.

Fig. 7. Experimental results of the authors

5 Conclusion

The use of blockchain technology has slowly shifted from the traditional financial
industry to all walks of life in society, this paper combines blockchain technology,
in view of the traditional student registration management certificate system
information islands, management complexity, user security, storage transience
and other pain points, proposes a new type of multi-organization joint student
status chain management and registration system, which effectively combines
schools, academic affairs offices, and employers, and develops a Hyperledger
Fabric consortium blockchain system [22] with basic functions. The test analy-
sis shows that the system has higher throughput compared with other similar
blockchain systems, and has stronger security and sharing compared with the
traditional student status management system. However, the system proposed
in this paper still has throughput and other aspects’ problems to be improved in
system security. With the further solution of the problems, blockchain will play
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a greater role in the field of education. In the future, enterprises can be contin-
uously introduced into the Consortium blockchain, and external certification of
academic qualifications can be completed in the system through the cooperation
of schools, enterprises and the Ministry of Education, so as to further expand
the application of this framework.
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Abstract. In the context of the public’s response to home-based care,
the “Time Bank” care model has attracted more and more attention as
an effective supplement to home-based care. Although there are cases of
Time Bank implementation in China, it still has many problems such
as extreme centralization, lack of credibility, and opaque and imperfect
circulation of time currency. In response to this, this paper integrates
blockchain technology based on the traditional time banking model and
proposes a new home-based care mutual assistance framework driven by
blockchain technology, which utilizes the distributed decentralization,
collective maintenance, and data immutability of the blockchain. The
characteristics of the blockchain provide credit guarantees by combining
the community-based management agency and the channelization of the
service network. Time-based transaction process service matching, smart
currency scoring module. And use their respective financing agreements
and other technologies to safely circulate, jointly establish a chain-wheel
interoperability chain, and cooperate with various contract models to
jointly establish various on-chain contracts. Experimental analysis shows
that the new framework involved can realize secure encrypted storage and
transmission of information, solve the problem of cross-regional storage
and exchange, and provide a new feasible solution for home care.

Keywords: Blockchain · Smart contract · Decentralization digital
signature · Shared ledger · Time bank

1 Introduction

According to the data of the seventh national census, the population aged 60
and above reached 263 million, accounting for nearly 18.70%, and it is expected
to reach 487 million in 2050, accounting for 34.9% of the total population. The
degree of aging in China continues to deepen. Combined with changes in popula-
tion structure, urban and rural labor flow, and demand for elderly care services,
the pressure on elderly care has intensified, the function of family elderly care
is lacking, and the problem of elderly care is serious. Based on the promulga-
tion of a series of support policies by the country, various socialized elderly care
institutions have emerged in the context of expanding market opportunities, and
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elderly care has increasingly become a “sunrise industry” in which capital is chas-
ing after each other. Problems such as uneven distribution of pension resources,
shortage of professional nursing staff, and insufficient pensions between large
cities and small and medium-sized cities have gradually become acute [1]. The
elderly service is in a difficult situation and urgently needs new feasible solutions.

Compared with the traditional old-age care model, the community is used as
a link for the acquisition of old-age care services, and the platform helps intelli-
gent home-based care for the elderly. Realizing the multi-directional interaction
between the elderly, children, service centers, and the government, active mon-
itoring and other functions of the new home-based care model. In the context
of the public’s response to home-based care, the “Time Bank” care model has
attracted more and more attention as an effective supplement to home-based
care. Time Bank motivates volunteers in a “paid” way. Short-term volunteer
time coins can be exchanged for daily necessities and long-term exchange for
equivalent services, to solve the problem of volunteer needs and alleviate the
insufficient supply of elderly care services. Although there are many examples
of time bank development in some areas of China, such as the “Bu Lao Time
Bank” in New Taipei, Taiwan in 2013, and the “Time Bank of Shanghai Hong
Kou Changning elderly care service” in 2019, the current pension model in China
is still dominated by family pensions, and there are extreme risks. The tradi-
tional pension model has pain points such as centralization, lack of credibility,
opaque circulation of time currency, and imperfect operation model [2]. The
development of practice is slow and it is difficult to implement.

Blockchain is a distributed database system and a distributed technology
system in that multiple parties jointly maintain public ledgers. It is character-
ized by decentralization, openness and transparency, traceability, security, and
information encryption. The chain nodes constitute a distributed ledger, and the
completion of the transaction conveys the confirmation of each point, and the
result is collected together. The decentralization feature enables Time Bank to
transmit service requirements point-to-point, we use algorithms to intelligently
generate keys, accurately match service requirements, and ensure data security.
The above advantages prove that the effective use of blockchain can provide
strong technical support for time banking issues.

This paper designs and implements a blockchain-based time chain model
by analyzing the pension dilemma, and the time bank process, and combining
blockchain technology and fabric institutions. The experimental analysis is feasi-
ble to carry out tests in terms of transaction throughput response time to ensure
the implementation.

The contribution of this paper is:

– A time banking system solution based on blockchain technology is proposed.
By analyzing the current problems of time banking, according to the actual
business needs of the time banking system, combined with the blockchain, it
analyzes and proposes solutions.

– Designed a blockchain-based time banking system framework.
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– Through a series of experimental tests, the performance of the system is
analyzed, and it is shown that the new framework can realize the secure
encrypted storage and transmission of information.

2 Related Work

2.1 Blockchain

With the increasing popularity and development of virtual digital currencies
such as Bitcoin, the underlying blockchain technology has received widespread
attention [3]. The blockchain is essentially a decentralized, tamper-proof, and
trustworthy new distributed database, which is integrated and innovated by
existing technologies. It integrates distributed data storage, p2p data transmis-
sion, consensus mechanism, and technologies such as encryption algorithms and
smart contracts. Each data block contains the data information of transactions
on the network for a certain period to verify whether the information is valid and
generate the next block. A block consists of a block header and a block body.
The block body contains a certain number of transaction sets. The association
with the previous block is maintained by PrevHash to form a chain structure.
So that every transaction in the block is traceable and well-documented. At the
same time, the integrity of the block transaction set is quickly verified through
the root hash (Root hash) generated by MKT (MerkleTree) [4].

Fig. 1. Blockchain Consensus Framework

The blockchain consensus framework diagram as shown in the Fig. 1. Decen-
tralization is the most significant feature and core idea of the blockchain, which
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adopts the P2P network structure. So - called decentralization means that it
does not rely on the central node for accounting, and all nodes in the network
have equal status and jointly manage the data in the system. This kind of data
management is based on the blockchain structure to verify and store data, use
consensus algorithm to generate and update data, use cryptography to trans-
mit and protect data, and jointly supervise each node on the network, so as
to achieve no need for a third-party trust agency. Endorsement [5]. Every node
participating in the blockchain network are both a client and a server. When a
node on the chain initiates a transaction, other nodes in the network will con-
duct consistency verification of its accuracy and validity to achieve transactions
after consensus is added to the blockchain. In the blockchain, in a distributed
trust less environment [6], the consensus mechanism is used to achieve consensus
among nodes.

Due to the two characteristics of process credibility and decentralization,
blockchain can build a trust base in a low-cost way in the scenario of multistake-
holder participation, aiming at reshaping the social credit system. In the past
two years, the blockchain has developed rapidly, and people have begun to try
to apply it in the fields of finance, education, medical care, and logistics.

2.2 Time Chain Research for Time Bank

Operating Mechanism Model. The time bank mutual assistance pension
model is a mutual aid pension model in which people with self-care ability and
social behavior ability provide services for the elderly, to save time, and with-
draw time to obtain services when needed. The specific operation mechanism is:
the user registers as a member of the time bank and establishes a time account.
Elderly care service demanders publish their elderly care needs through the Time
Bank, and participants contact the demanders through this intermediary plat-
form to provide services. After the end of the service transaction, the demander
of the old-age service deducts the corresponding time collateral, and the supplier
gets the time collateral. The converted time collateral is chained to TBC (time
chain Time Block Chain), that is, by generating new transactions (the owner of
the time collateral recorded in the transaction is the elderly care service provider)
and send transaction information to the TBC [7]. In the future, the suppliers of
old-age services will be transformed into demanders of old-age services, and the
above process will form a complete closed loop [8]. The system operation process
is shown in Fig. 2.

Theoretically speaking, the timing chain designed in this paper is a brand
new blockchain, and it does not belong to the public chain, private chain, or
consortium blockchain. Compared with the public chain, users using the tim-
ing chain need to be authenticated, but it can also realize complete anonymity
between users. Compared with the consortium blockchain and private chain, all
users on the timing chain can participate in the consensus process of the system
and can obtain all the data on the chain.
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Fig. 2. Operating Mechanism Model

3 Blockchain-Based Time Banking Framework Model

3.1 System Architecture

The time bank system based on blockchain technology designed in this paper
adopts the Hyperledger Fabric consortium chain architecture. The Hyperledger
Fabric consortium chain is a distributed system that ensures the security and reli-
ability of transaction data. Different servers are configured as different nodes and
play different roles during actual operation, to realize the functions of each mod-
ule in the system architecture. The system is divided into four levels: data layer,
transaction business layer, security layer, and user layer as shown in Fig. 3 [9].

Fig. 3. System Architecture Diagram.
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3.2 System Data Layer

The data storage structure and data organization method of the system are based
on the fabric consortium blockchain architecture. The system data layer orga-
nizes data records into blocks and organizes the blocks into a chain structure by
recording the hash value of the previous block in the block header of each block.
Since the Time Bank network itself is a decentralized network, the participating
nodes are completely autonomous, and there is no unified node responsible for
management and maintenance. For this reason, each user of the network needs
to use P2P technology. The P2P network [10,11] is used in the blockchain, which
can establish a trust-enhanced blockchain P2P topology through fast and reliable
broadcasting [12]. The correct information is broadcast to the entire blockchain
network through a series of encoding sequences formed by specific hash func-
tions [13,14] and encoding functions such as base58 and base64, and timestamps
are added to realize data broadcasting and update node state information and
ledger information as shown in Fig. 4.

Fig. 4. Time Banking System Data Layer.

Once wrong information or network virus invades the entire blockchain net-
work, in the process of blockchain P2P topology transmission, each node must
determine whether all the information is correct. The character sequence formed
by the hash function calculation and the encoding function will be greatly
changed. The node compares the original correct encoding sequence with the
public and private keys of the digital signature. If the sequence does not match,
the node will refuse to accept the information. At the same time, the consensus
mechanism in the time chain ensures the consistency of node information in the
entire Time Bank network [15]. If the user is hacked and modified, the Time Bank
network will trace the timestamp of the information to find the wrong informa-
tion, delete the wrong information through the information rollback mechanism,
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and Re-update the node’s state information and ledger information through the
consensus mechanism. In the face of irresistible damage, as long as there is one
node in the entire time chain network, all nodes can restore the data information
in the entire time bank network as shown in Fig. 5.

Fig. 5. Time chain structure diagram

3.3 Security Layer

The security layer module ensures the information security, decentralization, and
non-tampering characteristics of the system through decentralized CA nodes,
fabric network establishment of hierarchical channels, workload proof, block con-
sensus broadcasting, and system node division.

Service Network Channelization. The Fabric network we built consists of
three distinct channels. The first is called the Service Channel (SC), which han-
dles all service-related network issues. The second, called the Token Channel
(TC), is responsible for collecting all wallet data from the ledger. The third is
called the grading channel (GC), which allows registered members to rank each
other. Each channel is attached with Chaincode running on peers and provides
a platform for program execution to transmit transactions. In the Fabric frame-
work, all transactions are evaluated and agreed upon at the ordering stage.
Finally, all transactions are sent to a special entity called the “orderer”. The
orderer puts all transactions in order of execution and updates them on the
ledger, the same for the original channel for endorsing and non-endorsing peers.

Proof of Work. After the time bank system has been running for a while,
the local settlement point will integrate all the valid data collected during this
period to make it a collection of transaction data, and then use the Merkle Tree
algorithm to achieve Merkle Root Hash (assuming this hash value is MRash) is
generated, and then assembled with the random number Nonce and other related
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fields, and finally, it becomes the data of the blockchain header, we assume that
the header data is Headdata, and then continuously adjust the value of Nonce,
so that Hash (Headdata is always less than Difficulty, where Difficulty refers to
the correct value of the speed of the Nonce random number obtained by the
system during the adjustment process of the end node. In this process, With
the help of the first calculated Nonce random number specific settlement node,
the acquisition of the settlement power in this round is realized, to realize the
generation of new blocks and broadcast them.

3.4 Transaction Business Layer

The transaction business layer mainly provides technical support for the time
currency transaction, and the timing chain provides the core business of the time
bank system by implementing the underlying mechanism of the fabric blockchain,
such as time currency settlement, transfer, query, etc. The full-service nodes in
the entire time banking system run the timing chain, provide channels for the
circulation of time coins in the entire system, and provide blockchain services for
the audit platform and third-party business systems through the restful service
interface.

Time Currency Transaction. In the time bank chain, the most important
part of the whole service process of volunteers and the elderly being served and
the process of time currency transfer, inheritance, and lending between users is
the module involving time currency transactions.

The entire time currency transaction process is divided into three steps. First,
the time currency sender (A) fills in the transaction information and sends the
transaction information to the time currency receiver (B); The information is dig-
itally signed; finally, the entire transaction information is encrypted and broad-
cast to the entire time bank system through the P2P network. All members of
the system can use the public keys provided by A and B to verify the transaction
information after receiving the broadcast information as shown in Fig. 6.

The digital signature [16] and encryption algorithm [17] adopted by the time
chain ensures that the data transmission [18–20] between nodes is safe and
shared. The system adopts elliptic curve encryption algorithm [21] and elliptic
curve digital signature [22,23]. The digital signature should meet the following
requirements:

1) The signature cannot be forged.
2) The signature is non-repudiation.
3) The identification and application of the signature is relatively easy, and

anyone can verify the validity of the signature.
4) The signature cannot be copied, and the signature and the original text are

an inseparable whole.
5) The signed message cannot be tampered with. Any bit data is tampered with,

and its signature changes with it. Anyone can verify and refuse to accept the
signature.
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Fig. 6. Time Coin Circulation Chart

Elliptic curve digital signature core code: A function to generate a digital
signature for a tx object as shown in Fig. 7.

Fig. 7. Digital signature function

It can be seen from the body of the SignTx() function after the Signer. The
Hash() method provides the content to be signed (that is, the hash of some
members of the Transaction object after RLP encoding), and the main work of
generating the signature is handed over to the Sign() function to complete.
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Elliptic curve digital signature verification principle [24,25]:
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Elliptic curve encryption algorithm:

1) Select an elliptic curve Ep(a, b) and take a point on the elliptic curve as the
base point P.

2) Select a large number k as the private key and generate the public key Q = kP.
3) Pass Ep(a, b) and points Q and P to the user.
4) After receiving the message, the user will encode the plaintext to be trans-

mitted to the point M on Ep(a, B) and generate a random integer R.
5) Public key encryption (ciphertext C is a point pair):

C = {rP,M + rQ} (2)

6) Private key decryption (M + rQ − k(rP), the decryption result is point M)

M + rQ− k(rP ) = M + r(kP ) − k(rP ) = M (3)

7) Decode the point M to get the plaintext.

Assuming that in the encryption process, there is a third party H, H can
only know the elliptic curve Ep(a, b), the public key Q, the base point P, the
ciphertext point C, and the private key k is obtained through the public key
Q and the base point P Or it is very difficult to obtain the random number r
through the ciphertext point C and the base point P, so the security of data
transmission can be guaranteed.

Encryption:

Ecc points mul (&c2x,&c2y, px, py,&r, a, p) (4)

Ecc points mul (&tempx,&tempy, qx, qy,&r, a, p) (5)

Two points add (&mx,&my,&tempx,&tempy,&c1x,&c1y, a, zero, p) (6)

Timecoin transaction is the core of the entire time chain and provides security
for the entire transaction process through digital signatures and encryption algo-
rithms. Digital signature and encryption algorithms greatly improve the security
of data in the process of writing, transmitting, and reading, and the data asso-
ciation method between blocks through the concatenation of hash values and
the data writing mechanism based on the consensus algorithm [26] to confirm
the block It also makes the data on the blockchain extremely difficult to tamper
with.
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Transaction Process. Based on the Fabric architecture, the system proposes
an overall framework combining six modules. The transaction process is divided
into three major processes: service matching, token transfer, and scoring system
as shown in Fig. 8.

Fig. 8. Service Match

Before talking about service matching, services need to be released first, and
registered members on the chain publish their service-related data (i.e. proposals)
on the blockchain. They can use their key pair to access peers, upload their
service proposal, and call the PostService function on the service Chaincode
in SC. Users have access to different peers, which means they can travel to
different timebank centers as long as those peers belong to the same channel.
On this basis, after a member’s service proposal is published on SC, the proposal
system tries to find a match as much as possible. Without loss of generality, this
paper only uses a simple (intuitive) matching scheme to find matches, while
the adoption of other complex matching algorithms will improve the matching
performance [27,28]. Either SP or SR needs to compare all attributes (except
location-related attributes) to find a matching service. In addition, there is an
important factor to consider when looking for a match by considering various
attributes, which is the level of service involved in our matching process. Those
low-ranking members should be punished systematically in order to preserve the
core values of the Time Bank. One possible solution is to make it harder for those
lower-ranked members to get matched. In other words, a lower rank indicates a
lower priority and probability that he or she can be matched with others.
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Fig. 9. Token conversion

The next stage is the token transfer as shown in Fig. 9. The token transfer
between SR and SP in TC after service exchange. The whole process (taking
volunteers A and B as an example). First, the user executes the application to
access the TC and calls the token transfer function to embed the token Chain-
code. In this case, after the SR and SP have exchanged their services, the SP
wants to receive time credits for the services he or she provides. Due to the
passive nature of the blockchain, tokens are only transferred when users access
it and invoke smart contracts on it. Since only SPs have an incentive to obtain
time coins, the transfer of tokens must be activated by SPs. He or she can call
the token transfer function in TC directly through the app and get time credits
in return.

3.5 User Layer

The user layer interacts with the underlying timeline through the restful service
interface. In this time bank system, all users need to be authenticated by the CA
(Electronic Authentication Service) system, and only after passing the authen-
tication can they become a legal user in the time bank chain, and at the same
time obtain a certificate and key that can encrypt data.

New members are added to the timeline. If a new member joins by himself
and there is no recommender, his new member information will be reviewed by all
members in the system. If the new member fills in the recommender information,
the recommender will review the user information of the new member. Audit
information includes personal information, digital signatures, and more. After
all, information is reviewed and approved, new members will have a limited
publicity period. If any members object to joining, or malicious behavior is
detected, the system will automatically remove new members. If the new member
successfully joins the Time Bank Chain, the recommender will be rewarded with
corresponding work points, that is, the recommendation reward mechanism of
higher-level recommender: recommender: me = 5:3:2. The entire registration
review process is open and transparent, and all members jointly certify new
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members, which further guarantees the security and stability of the entire system
in operation. The recommendation reward mechanism will promote the flow of
the entire system and encourage members to join the timing chain.

4 Experiment Analysis

4.1 System Transaction Throughput

Transaction Throughput is an important performance indicator of the Time
Bank blockchain network, that is, the number of transactions that can be pro-
cessed per second, which represents the business processing efficiency of the
Time Bank blockchain system. This paper uses the Fabric blockchain network
performance test tool Hyperledger Caliper to test the transaction throughput.
The specific operations are divided into two types: time bank ledger write oper-
ation (invoke) and ledger query (query) operation, each of which initiates 10,000
transactions The request is divided into multiple rounds, and a different trans-
action sending frequency (Send Rate) is set for each round to test the transac-
tion throughput. The specific test data of transaction throughput are shown in
Table 1.

Table 1. Time Bank System Transaction Throughput Record Table.

Test round Transaction
Type

Number of
transactions

Sending
frequency(tps)

Transaction
throughput(tps)

1 invoke 10000 25 25

2 invoke 10000 50 43

3 invoke 10000 75 55

4 invoke 10000 100 59

5 invoke 10000 125 52

6 invoke 10000 150 48

7 query 10000 50 50

8 query 10000 100 81

9 query 10000 150 134

10 query 10000 200 181

11 query 10000 250 202

12 query 10000 300 193

Figure 10 and Fig. 11 show the write throughput versus sending frequency
and the query throughput versus sending frequency. Analysis of the transac-
tion throughput chart data shows that for the ledger write throughput, when
the sending frequency is below 100tps, the ledger write throughput increases
with the increase of the sending frequency. When the sending frequency reaches
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Fig. 10. Write throughput varies with
send frequency

Fig. 11. Query throughput varies with
sending frequency

100tps, the ledger write throughput reaches 100 tips. The peak value is 60tps,
and when the sending frequency exceeds 100tps and continues to increase, the
ledger writes throughput decreases slowly and fluctuates around 50tps; for the
ledger query throughput, when the sending frequency is below 250tps, the ledger
query throughput increases with the increase of the sending frequency. It keeps
increasing. When the sending frequency reaches 250tps, the ledger write through-
put reaches a peak value of 198tps. When the sending frequency exceeds 250tps
and continues to increase, the ledger query throughput decreases slowly. Ledger
writing requires multi-organization endorsement consensus, but the ledger query
does not. Therefore, the ledger writing operation takes extra time, making the
ledger query throughput higher than the ledger writing throughput, which is
consistent with the test results. Based on the above analysis results, it can be
concluded that the transaction throughput of the Time Bank blockchain network
meets the system performance requirements.

5 Conclusion

Given the extreme centralization, insufficient credibility, opaque circulation of
time coins, and imperfect operating models in the service of pension services, this
paper proposes an innovative model of blockchain + time bank for mutual assis-
tance in-home care. The time bank is used as a blockchain distributed ledger,
collectively maintained, removing the centralization of the traditional time bank,
and using the blockchain to integrate the work point and point system, while
ensuring transparency and security, and improving credibility. In the orderly
advancement of the time bank project, at the current stage, the application of
core technologies and the construction of the basic platform have been com-
pleted, and the follow-up will expand the application of the system and improve
the functions of the platform, and in the next stage, further research will be
carried out according to practical investigation and experimental analysis. The
timing chain of “blockchain + time bank” innovation will be widely used in all
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aspects of the field of pension services in the future, alleviating major pressure
for social pensions, enhancing personal value, and promoting social pension ser-
vices to move forward in the emerging direction, and will eventually form a “time
conversion, time shuttle” pension public welfare ecosystem.
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Abstract. With the rapid development of cross-border e-commerce in
China, cross-border transactions are becoming more and more frequent,
and the problems of centralized and easy tampering, information siloing,
difficulty in traceability, and cumbersome recourse mechanism of tradi-
tional cross-border import and export systems are becoming more and
more serious. Blockchain technology has the characteristics of decentral-
ization, distributed storage, openness and transparency, security, infor-
mation encryption, and anonymity, which provides an important way to
solve the problems of cross-border transactions. In this paper, by ana-
lyzing the business logic of cross-border products, the parties related
to cross-border products are set as organizations to participate in the
Consortium Blockchain Hyperledger Fabric, followed by combining the
business logic of each participant, configuring the network environment,
proposing the dual-chain architecture, designing the corresponding smart
contracts, and finally conducting performance tests in terms of through-
put and response time through Caliper. The results show that compared
with the traditional inventory management system, the system through-
put can be stabilized above 300 TPS while ensuring data security and
safety, which meets the current inventory business requirements.

Keywords: Blockchain · Cross-border transactions · Supply chain ·
Information security · Smart contracts

1 Introduction

Nowadays, China’s economic environment is developing steadily, residents can
continue to expand consumption, cross-border transactions are frequent, enter-
prises are beginning to look at cooperation with multiple institutions to reach
alliances to enhance market competitiveness, and the scale of the supply chain
industry is expanding, and the scale of the cross-border e-commerce industry
has almost maintained a growth rate of more than 20% since 2016, and the scale
of China’s cross-border e-commerce transactions will reach 12.5 trillion yuan in
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2022 [1]. Blockchain is an important part of the new generation of information
technology and a new database software integrated with various technologies,
which is expected to solve the trust and security problems in cyberspace and
reconstruct the information industry system. Combining blockchain with cross-
border import and export inventory is of great significance to the development
of cross-border trade.

The growing scale of cross-border transactions has generated a series of issues,
To ensure the accuracy of the information, the traditional technical solution will
generate many intermediate links, which is tedious and inefficient and consumes
a lot of resources, and at the same time, the authenticity and reliability of the
information of each enterprise are not guaranteed, so the merchants change the
labels and counterfeit the national products, the manufacturers tamper with the
shipping places, and the goods information is not updated in time, which leads
to the accumulation of inventory, and other problems occur frequently. The IoT
system for collecting information is set up in different participants’ systems,
and the actual data of the supply chain which seems to be connected through
the Internet is relatively independent, with centralized data storage and serious
information siloing.

In this paper, by analyzing the current situation of cross-border inventory,
analyzing the supply chain business process, and combining it with blockchain
technology, we design and implement a model of a cross-border inventory system
based on blockchain, and also compare the changes in the system throughput
under different number of nodes and transaction volume. Blockchain is a dis-
tributed database system, a distributed technology system in which multiple
parties work together to maintain a public ledger. Its features include decentral-
ization, immutability, traceability, Enhanced Security, information encryption,
anonymity, and so on. Once the transaction information is uploaded to the chain
through the nodes, no one can change it. This feature of being difficult to forge
comes from the blockchain mechanism itself rather than through the operation
of developers, and the features of being open, transparent, and traceable can
quickly locate and pursue responsibility in the case of product problems. The
above excellent features make blockchain technology an effective solution to the
trust problem and provide important technical support to solve the cross-border
transaction problem. The main contributions of this paper are as follows:

– The new model of combining blockchain and cross-entry supply chain is pro-
posed to provide a feasible solution to the traditional cross-border cross-entry
supply chain pain points.

– It proposes a dual-chain model for product transaction separation, which
solves the problem of traditional blockchain supply chain information ecolog-
ical silo.

– The changes in throughput with different numbers of nodes and transaction
volume are tested, and effective module matching is proposed to support the
business.
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2 Related Work

2.1 Blockchain

After Satoshi Nakamoto proposed the concept of Bitcoin in 2008 and made it
publicly available, blockchain technology also gradually entered people’s view.
The blockchain 1.0 period is represented by the decentralized concept of Bitcoin,
which plays more of a distributed bookkeeping role; the 2.0 period is represented
by the smart contracts of Ether, and in the upcoming blockchain 3.0 era, it is an
era of comprehensive application of blockchain technology. Blockchain is essen-
tially a decentralized distributed database, relying on peer-to-peer transmission,
cryptography, algorithms, and other technological fusion to jointly secure the
distributed ledger.

Weili Chen et al. [2] stand for the data type and environment to divide
the blockchain into three horizontal and one vertical structures. As shown in
Fig. 1, the three horizontals represent both the three key stages of blockchain
development from1.0 to 3.0, and also divide the underlying technology. The
one vertical represents the distributed environment throughout the blockchain
architecture, which summarizes the blockchain as a distributed database with
decentralization, immutability, traceability, and multi-party maintenance, which
can establish trust without the need for a third-party centralized system.

Fig. 1. Three horizontal and one vertical structures.

A block in blockchain is a storage unit. Blocks containing transaction infor-
mation are connected in chronological order by pointers to form a blockchain,
and blocks are composed of a block header and a block body. The block header
includes parent hash, version number, mining difficulty, Merkle root hash, times-
tamp, and mining difficulty.

Meanwhile, blockchain is divided into three categories according to the access
mechanism: public chain, Consortium chain and private chain. The public chain
is open and transparent, and anyone has read and write access; the Consortium
chain is open to specific organizations and groups, and read and write access is
developed only to alliance members; the private chain read and write access is
limited to a certain node.
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2.2 Supply Chain Model

The traditional supply chain is a network of companies and departments that
acquire and process materials into intermediate or finished products, and then
deliver the finished products to users [3]. Ma Shihua et al. [4] proposed a supply
chain cooperation method based on Shapley value for solving the revenue distri-
bution problem among supply chain partners [5]. The supply chain management
is a network consisting of suppliers, manufacturing and assembly plants, dis-
tribution centers, retailers, and end customers in the supply chain. Since the
concept was introduced in the early 80s, the supply chain has developed greatly
and can be divided into four levels according to the scope of coverage [6]: The
Internal supply chain, Supply management, Chain structured supply chain and
Mesh supply chain.

In recent years, with the popular application of blockchain technology, bar-
code technology and electronic fund transfer technology, blockchain technology
provides technical support for new ideas in supply chain management. Naif
Alzahrani et al. [7] proposed Block-Supply chain, which uses blockchain and near-
field communication (NFC) technology to detect counterfeit attacks, replacing
centralized supply chain design and balancing efficiency and security. Meanwhile,
Thomas Bocek et al. [8] Abeyratne et al. [9] build a conceptual model of manu-
facturing supply chain management using blockchain technology, which guaran-
tees the transparency and traceability of information and reduces supply chain
management costs and operational risks. Srinivas Jangirall [10] et al. designed
a blockchain and RFID-based authentication protocol for supply chains in 5G
mobile edge computing environments to better trade-off the overhead of supply
chain communication between security and computational cost, and improve the
security of supply chain information transmission.

Supply chains exist in all service and manufacturing industries, but they dif-
fer greatly in structure and complexity [11]. However, compared with other fields,
the research on the application of blockchain technology in the field of supply
chain is not abundant. Most of the existing literature discusses the application of
blockchain technology from a single perspective of supply chain finance or supply
chain products, and the supply chain conceptual model or supply chain collab-
oration process model constructed in this way is rather thin, without exploring
the specific application of blockchain consensus mechanism and smart contract
in the field of the supply chain in depth [12]. The supply chain concept model
or supply chain collaborative process model is thin, and does not explore the
specific application of blockchain consensus mechanism and smart contract in
the supply chain field.

This paper aims to use blockchain technology to build a dual -chain model
of cross-border supply chain, to involve cross-border product-related parties as
organizations in the alliance chain Hyperledger Fabric, to form an industrial
environment of multi-party collaboration and win-win cooperation, and to adjust
the inherent mode of blockchain consensus mechanism and smart contracts, so
as to provide new ideas for the application of blockchain technology in supply
chain information systems.
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3 Blockchain-Based Supply Chain Framework

3.1 Model Overview

The cross-border supply chain system designed in this paper is an alliance chain
Hyperledger Fabric platform with multiple participants and multiple mainte-
nance, featuring decentralization, low deployment cost, and high scalability.
Each organization node participating in the cross-border inventory system must
first accept CA authorization from a third-party authority to read and write
blockchain information, which raises the access threshold and reduces mainte-
nance costs. In this system, each alliance chain node backs up an identical ledger,
i.e., the public ledger, which makes the quality information and flow direction
of each product in the supply chain transparent and cannot be modified. At the
same time, the built-in multi-channel structure of Hyperledger Fabric can realize
the data independence of different businesses, and each channel corresponds to
a public ledger, which is maintained by the members in the channel, and the
setting of the channel is also the basis for building a dual-chain model. Channel
information is shown in Table 1.

Table 1. Blockchain information on the chain schematic.

Symbol definitions Description

P = {P,P,P,P} Channel node members

C = {C,C,C,C} Channel

B = {B,B,B,B} Block

T = {T,T,T,T} Transaction

N Blockchain network

O Orderer nodes

The basic architecture of the blockchain-based cross-border supply chain
dual-chain model is shown in Fig. 2. The dual-chain system is divided into five
layers: application layer, contract layer, consensus layer, network layer, and data
layer. The cross-border supply chain industry focuses on the win-win cooperation
of organizations and the ability of the system to handle business. Value transfer
and profitability are the common goals of organizations, so the cross-border sup-
ply chain dual-chain model eliminates the incentive layer and adds the contract
layer for business processing compared with the traditional blockchain system.
In the data layer, the cross-border supply chain is different from the traditional
blockchain system in that it uses IoT collection devices to automate the infor-
mation processing on the chain, which eliminates data loss and modification in
the process of information collection and transmission, and at the same time, the
dual-chain structure built to cooperate with the import, export and inventory
business separates product information from transaction information to solve
the problem of blockchain supply chain information ecological silo. The network
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layer encapsulates the networking method, information dissemination protocol,
data validation mechanism, and other elements of the dual-chain system of inven-
tory and sales, which is the basis for data tamper-evident. The contract layer
serves as a data interaction medium with the application layer, logically pro-
cesses requests sent by the application layer data, and returns the corresponding
results. The application layer calls the chaincode to query and verify the data on
the chain by calling the SDK to realize functions such as product traceability,
logistics tracking and privacy protection, and is the interface between the system
and the outside world. There are many kinds of cross-border supply chain busi-
ness information, and in order to facilitate classification and verification, this
paper divides them into the following two categories and defines them.

Definition 1 Cross-border supply chain information data mainly includes
Cross-border Product Information (CPI) and Financial Transaction Information
(FTI), CPI includes information on the attributes of the products themselves,
including production time, quality grade, yield, quality period, etc., FTI includes
information on contracts, invoices, financing, credit, and other related transac-
tions. CPI includes product attributes, including production time, quality level,
yield, shelf life, etc. FTI includes contracts, invoices, financing, credit and other
related transaction information.

Definition 2 CPI is stored in the Cross-border Product Information Chain
(CPIC); FTIC is stored in the Financial Transaction Information Chain (FTIC).

Fig. 2. Basic architecture of blockchain-based model for supply chain traceability.
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3.2 Data Layer Module

Blockchain is a new software architecture to ensure the authenticity of data can
only work in the blockchain network, and any step of product information from
collection to transmission to the blockchain system may be modified. The data
generated without relying on the support of hardware cannot ensure its original
data authenticity. The model expands the scope of authenticity through the
form of blockchain + IoT, so that the data is real and verifiable from generation
to the whole chain, and after the external IoT node authorizes the read and
write right, the product automatically records the data in the local network
through the detection and scanning devices, and transmits it to the network
layer through the local server, which receives the information After the package
will be packaged into blocks and passed to other nodes in the channel to save.

In order to solve the problems such as confusion of books and difficulties
in checking accounts, the model uses the dual-chain model of product informa-
tion and transaction information, and the dual-chain model of blockchain-based
inventory system can effectively isolate product information and transaction
information and solve the problem of information silos in different chains. To
solve the problem of information island on the chain, the system uses the cross-
chain interoperability model and adds a relay organization to act as the medium
of information interaction to achieve information separation without losing the
internal connection of data, as shown in Fig. 3, the implementation of the relay
organization is also based on smart contracts, and the cross-chain components
formed by multiple smart contracts can realize data interaction between dif-
ferent chains. The implementation of relay organization is also based on smart
contracts.

Fig. 3. Dual chain interaction model.

In the cross-border inventory system, there are some data that need to be
recorded and not made public, such as the cost of raw materials produced by
the original manufacturer should not be disclosed to consumers, the coopera-
tion between processing plants and different distribution plants should not be
disclosed to their peers, and the total amount of transactions between different
organizations should not be disclosed, which need to be stored in the privacy
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data set in the network. For privacy data, the relevant participants will set up
hardware sending routes in advance, and the information will not be sent to
all nodes after collection by Orderer nodes but directly stored in the privacy
database by privacy data authorizers and through Gossip protocol [13] It is sent
to all authorized nodes, and only the privacy data hash value is provided to
the public, as shown in Fig. 4, Organization 1 and Organization 3, where the
authorized nodes are located, share a private dataset, while the unauthorized
organization nodes only have the channel public ledger.

Fig. 4. Dual chain interaction model.

3.3 Network Layer

The network layer module contains the organization of node communication
to synchronize the information uploaded from the IoT collection devices. All
the nodes deployed by the supply chain participants need to communicate in
a P2P network. As shown in Fig. 5, the relevant participants as nodes in the
blockchain network upload the product information through the chaincode, and
the Orderer node equipped with each channel sorts and packs the uploaded infor-
mation submitted by the supply chain participants and then generates blocks
and broadcasts them, and all nodes in the network receive the transaction blocks
and verify the rationality, and after successful verification, they will connect with
the local blockchain, and the block height increases and the uploading operation
is completed.

3.4 Consensus Layer Module

Each node in the blockchain network can individually provide services for the
application, preventing a single point of failure from affecting the normal opera-
tion of the entire supply chain system, and the consensus mechanism also ensures
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Fig. 5. Network layer module.

the uniqueness of the dual chain [14]. The model proposed in this paper uses the
Paxos-based algorithm [15] An improved consistency algorithm Raft consensus
algorithm in order to manage logs is the mainstream consensus algorithm for
coalition chains and private chains.

3.5 Contract Layer

Smart contract is a computerized transaction protocol that requires no inter-
mediary, self-verification and automatic execution of contract terms [16] As an
important part of Blockchain 2.0, it can be flexibly embedded with various busi-
ness functions in combination with cross-border supply chain scenarios to help
realize secure and efficient information interaction, value transfer and informa-
tion protection. As a middleware for business processing, the contract layer pro-
cesses the requests issued by the application layer and data layer, which include
product traceability, ledger query, privacy data inspection, logistics tracking,
etc. The execution processing of the contract is embedded in the nodes of the
blockchain bookkeeping function, and the requests arriving at the contract layer
will be processed by the corresponding smart contracts and return the corre-
sponding data, and the overall flow of contract invocation is shown in Fig. 6.

Fig. 6. Contract execution process.
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1. The client initiates the transaction proposal, the backing node executes it
and produces the signature. The transaction initiated by the client contains ¡
clientID, chaincodeID, txPayLoad, timestamp, clientSig¿ and other informa-
tion sent to the endorser node in the organization node that has deployed the
corresponding smart contract, and the endorser node simulates the proposal
execution and produces its own signature.

2. The endorsement node returns the execution result with signature to the
client. The endorsement node executes the proposal and packages it and
returns the result to the client, which receives a certain number of returned
results and executes the next step.

3. The client submits the transaction. The client receives enough endorsement
results to combine the proposal, the results, and its own signature into one
transaction to send to the Orederer node, which sorts and packages the sub-
missions.

4. Commit. the sort node broadcasts the sorted packed blocks to all nodes in
the organization.

There are more entities involved in the cross-border inventory system, and the
business needs of different entities are different. In this paper, the participants
are divided into five categories by analyzing the cross-border inventory process,
and the process and the functions of each participant are shown in Fig. 7.

Fig. 7. System flow and each organization function diagram.

3.6 Application Layer

The application layer mainly realizes the interaction function between the ter-
minal and the user, converts the interfaces provided by the outside world, such
as traceability interface and book checking, into requests to the server side, and
the server side returns the corresponding results. For example, if a consumer



58 J. Zou et al.

receives a product and wants to verify whether its origin is shown in the logo,
the user only needs to input the product traceability code in the import and
export platform, and the underlying business will return all information of the
product after processing.

By Postman simulating the application layer to accept the request and return
the query supply chain system product block information, the following informa-
tion can be returned by selecting the product traceability code as DF-001 json val-
ues: “date”: [“Key”: “DF-100”, “Record”: “Date”: “2022-06-04 20:19:42”, “Id”:
“DF-100”, “Name”: “Jiangxi Nanchang”, “ObjectType”: “proObj”, “Produt-
Name”: “Pure Milk”, “Quality”: “Excellent”, “State”: “1”, “Transaction Hash”:
“a9e8f73a477004cbc57654bf5ef28a03d88ec26cb62774a45c6954ed5d1fbdea”], the
transaction ID indicates the summary of the transaction that enables the trace-
ability of this product.

4 Analysis of Experimental Results

4.1 Test Indicators

In order to test the effectiveness of the blockchain-based dual-chain model pro-
posed in this paper, the information storage and query of this system under
the supply chain scenario is tested using Caliper, a performance testing plug-in,
and the methodology of the simulation experiment will be described in detail
in Sect. 4.3. The experimental test metrics are throughput (Transaction Per
Second, TPS) and average latency (average latency. AL) as the metrics to eval-
uate the efficiency of information storage and query, and the relevant values are
calculated as follows.

TΔt =
MΔt

Δt
(1)

AL =
Tmax + Tmin

2
(2)

where M indicates the total number of transactions processed by the t time
model and transaction latency.

This chapter tests the model’s resource consumption, throughput variation,
and average latency variation by modifying the number of nodes and the amount
of data in the test dataset.

4.2 Test Environment

This paper builds a supply chain based on blockchain model based on the Hyper-
ledger Fabric federated chain framework, writes smart contracts using Golang
programming language and integrat, es them into chaincode, and the chain-
code containing multiple smart contracts is deployed in the blockchain network
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in the following experimental environment: virtual machine Ubuntu 20.04 64-
bit, Fabric 2.2, Docker 20.10. 16, Golang 1.17.5, Caliper 0.42, a 1.10 GHz Intel
Core i7-10710U CPU computer. The Fabric network is simulated to run through
Docker containers, and the Docker containers launched during the experiment
are shown in Table 2. The cross-border import and export system consists of
multiple organizations, and for the convenience of simulation, each organization
consists of a Peer node, an Orderer node, CouchDB as the database to store
transaction information, and Caliper as the tool to test the performance.

Table 2. Docker containers started during the experiment.

Docker Container name Quantity Function

Fabric-Peer 4 Client to initiate a trade request

Fabric-Orderer 4 Transaction orderer nodes

Fabric-CouchDB 4 Transaction storage database

Caliper 1 Blockchain performance testing

4.3 Efficiency Testing

In order to test the write throughput and average latency of the model under the
condition of different alliance chain nodes, two sets of test datasets were created,
and 2000, 4000, 6000, 8000, 10000, and 12000 transactions were initiated by
Caliper to an organization node with a guaranteed write success rate of 100%,
and in order to avoid experimental accidents, each experiment was repeated 5
times to obtain the average. Avoid experimental chance, the results are shown in
Fig. 8a), it can be seen that when the number of nodes is 2, the transaction TPS
is stable above 300 transactions/s. The throughput decreases more significantly,
when the throughput in each data volume case is less than 2 nodes, but still can
maintain above 300 transactions/s. As shown in Fig. 8b), the response time of
system writes increases with the number of nodes, and the system latency can
reach below the second level.

The resource consumption when recording the maximum throughput is
shown in Table 3. The hardware consumption of the components in the model is
not high, which can meet the deployment requirements in the actual cross-border
supply chain scenario.
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Table 3. Resource consumption at maximum throughput.

Node type Cup% (avg) Memory (avg)

Peer 31.05 82.2

Orderer 5.25 20.5

Fig. 8. Performance chart

Table 4. Model Comparison.

System model Article [17] Article [18] Article [19] Article [20] Model of
this
article

Decentralization No Yes Yes Yes Yes

Control access No Yes Yes Yes Yes

Privacy Protection No No Yes Yes Yes

Gas consumption No No Yes No Yes

IoT devices No Yes No No Yes

Different information storage methods have a greater impact on the query
efficiency, the system query is achieved by key-value pairs efficiency graph shown
in 10, from the graph it can be seen that the number of nodes has a greater impact
on the query throughput, when the number of nodes is 4, the query throughput
is 40TPS (Table 4).

Article [19] is a traditional inventory management model where control access
does not exist at the system level and requires manual processing arrangements
based on actual business, Article [20] equipped with IoT collection devices but
not equipped with private datasets for supply chain information, private data
cannot be handled, Article [21] The blockchain framework used is Ether, and
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transaction fees need to be submitted for each Article [22]. The literature is
equipped with privacy protection module, but the source of information cannot
be guaranteed to be true and accurate.

5 Conclusion

Blockchain technology is in the development stage, and how to realize indus-
trial combination is the focus of the industry. In this paper, we propose a
blockchain-based inventory dual-chain model for cross-border inventory prob-
lem, which solves the problems of easy data tampering, opaque information and
confusing books of the traditional inventory system, promotes the cooperation
among global enterprises and improves business efficiency. Experiments show
that the blockchain-based inventory dual-chain model has the ability to carry
current inventory commercial capabilities. At present, IOT collection devices
cannot automatically chain information, and the collection devices are unstable
and vulnerable to attacks. In order to realize the direct chain of information, it
is necessary to design a blockchain-specific module/chip, so that the blockchain
can be deeply integrated with the IoT to realize automated and credible data
collection, and in the future, it will be deeply combined with IoT devices to
realize fast, low-latency and low-cost data credible chain of terminal devices.
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Abstract. The Internet of Things (IoT) enables all devices to sense,
communicate, which has given rise to the evolution of traditional edu-
cational planning. Benefiting from this revolution, a new paradigm,
named smart campus came into being. More specifically, teaching way
has changed significantly with the help of quite a few emerging real-
time applications. However, the computing capabilities of smart devices
(SDs) are constrained. Fortunately, mobile edge computing (MEC) has
emerged as a scalable computing model to augment capacity of SDs by
placing computing resources closer to users. However, the resources of the
ESs in MEC are not inexhaustible. In view of this, we investigate com-
putation offloading for latency-sensitive application which is modeled as
workflow application in MEC-enabled smart campuses. Specifically, time
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1 Introduction

Combining the collected data with sensor devices enables people to experience
intelligent services, realize information exchange through different media, and
thus connect everything, this is Internet of Things(IoT) [1,2]. IoT has spawned
many new applications, among them, smart campus is one of the most popular
representatives [3–5].

Generally, smart campus is regarded as an information-based instance, which
can provide networked teaching, research, management, and life services for stu-
dents and teachers by collecting, integrating, and utilizing digital information.
Different from the traditional model, smart campus facilitates smart devices
(SDs), sensors, and campus servers to provide more accurate and timely infor-
mation services, thereby improving school operations’ efficiency [6–8]. In addi-
tion, with the development of IoT technologies, such as virtualization, wireless
communication and RFID, it is credible that smart campus has ushered in its
historical moment [9,10].

Generally, most campus networks mainly use large-scale cloud-like central-
ized service, this kind of service is simple and effective for the traditional campus
and has been widely used for many years [11–13]. However, with the popular-
ization of education and the expansion of electronic devices, the disadvantages
of centralized service are gradually reflected. On the one hand, more and more
SDs are flooding into the campus network, which means that the threshold of
the central server load must be constantly breached, and thus requires contin-
uous and cumbersome maintenance [14,15]. On the other hand, the bandwidth
allocated to each device will drop rapidly as the number of SDs increases. To
sum up, it is challenging to address above shortcomings [16,17].

Fortunately, the advent of mobile edge computing (MEC) offers hope for solv-
ing this problem [18]. In MEC scenario, edge servers (ESs) are usually arranged
at the edge of the network closer to SDs to provide low response latency and
high-quality services. Applications generated by mobile users (MUs) are allowed
to be offloaded to the nearest ES for processing. Nevertheless, ESs are charac-
terized as heterogeneous and resource-constrained. In addition, the coverage of
ES services is also limited. Therefore, how to select the most suitable ES is a
critical challenge.

In view of aforementioned description and challenge, we study the computa-
tion offloading for latency-sensitive applications in MEC-enabled smart campus
scenario. The main contributions of this paper are summarized as follows.

– Firstly, the latency-sensitive applications are represented as sequential con-
strained workflow applications. In addition, computation offloading for work-
flow application is formulated as a multi-objective optimization issue where
time consumption, energy consumption, and resource utilization are consid-
ered as the optimization objectives.

– Secondly, a corresponding system model and mathematical model are estab-
lished. In what follows, a method based on overcapacity non-dominated sort-
ing, called MOWASC, is proposed to get the optimal offloading strategy.
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– Finally, we evaluate the advantages of our method through experimental
tests under different scenarios. Extensive experiments have verified that our
method can effectively reduce time and energy consumption, as well as
improve the resource utilization of ESs.

The forthcoming portions of this paper is described as follows. First, we
discuss the related work. Next, the definition of the computational model and
optimization problems are illustrated. And then, the method and the related
experimental evaluation are described. Finally, the conclusion and our future
work are summarized.

2 Related Work

In this section, the existing work of computation offloading for general applica-
tions as well as workflow applications are reviewed, respectively.

Computation Offloading for General Applications. Computation offload-
ing is a potent technology that can boost computing capacity while lessening the
demand for MUs. Chang et al. [19] dynamically migrated the task to the edge
fog node for execution to decrease service delay and energy usage. On the basis
of hierarchical MEC networks, Li et al. [20] expanded the auxiliary cloudlets
collaborative computing and relieved the user’s operating costs. The complexity
of the network architecture may lead to resource contention and unequal alloca-
tion. [21] focused on the resource allocation in MEC network, and the resource
utilization and load balancing are framed as optimization goals in a heuristic
algorithm. An online dynamic task assignment scheme was employed in [22],
which can allocate resources dynamically, resulting in high-efficiency and low-
latency communication. Similar contemporary techniques were used with MEC
to increase computing effectiveness. Huang et al. [23] utilized the benefits of
deep reinforcement learning to serve multiple wireless devices, which improves
the quality of service for the MEC network.

Computation Offloading for Workflow Applications. Computation
offloading strategies for general tasks cannot be directly applied to latency-
sensitive and task-dependent items. Huang et al. [24] put data compilation into
service, and customized differentiated offloading schemes for data-dependent and
latency-sensitive programs. For the scheduling problem of workflow, Sun et al.
[25] formulated the problem as an integer question and combined two algorithms
to shorten the manufacturing time of workflow. Xu et al. [26] studied the compu-
tation offloading of workflow applications in cloud environments, which migrates
tasks to the cloud and cloudlets to save energy consumption of SDs. Due to the
particularity of the items in workflow, the completion time is attentively con-
sidered in the research. Ma et al. [27] proposed a deadline-constrained workflow
service scheme that minimizes the application execution cost according to a cost-
aware scheduling algorithm.
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Different from the existing studies, in this paper, we focus on the compu-
tation offloading for latency-sensitive applications in MEC-enabled smart cam-
pus. Additionally, this study considers the dependence between sub-task while
the time consumption, energy consumption, and resource utilization are jointly
optimized.

3 System Model and Problem Formulation

In this section, the MEC-enabled smart campus system model is introduced
firstly, followed by the description of workflow application, and then mathemat-
ical models for each optimization objective are introduced.

3.1 System Model

Figure 1 depicts the structure of the MEC-enabled smart campus, which guaran-
tees the integration of management, teaching, and scientific research. Some MUs
and infrastructures are included in the smart campus for teaching activities and
campus management. The general MUs are students and teachers, who usu-
ally use mobile phones and laptops for socializing and learning online. Same for
administrators, who frequently employ intelligent network equipment to moni-
tor campus governance and network security issues. Among them, not only can
MUs use the local area network (LAN) for data transfer with surrounding ESs,
but they can interact with the Cloud Center (CC) over the wide area network
(WAN).

Fig. 1. An MEC-Enabled Smart Campus Architecture.
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3.2 Workflow Application

One special feature, the multiple data dependencies that form a complicated
application which can be reflected as a directed acyclic graph (DAG). Figure 2
shows a workflow consisting of eight items (I1-I8), they have different demands
on resources. The weight of each edge represents the amount of data transferred
between two tasks, while the order of task execution can be defined as a set
Ord = { I1, (I2, I3, I4), I5, (I6, I7), I8 }.

It can be seen from Fig. 2, except for the last item I8, after each task is com-
pleted, some information will be transmitted to guarantee the next calculation,
which is a special feature of workflow applications. After item I1 is executed,
25, 15, and 20 pieces of data will be transferred to I2, I3, and I4, respectively.
After the calculation of I2, I3, and I4 is finished, 30, 20, and 45 pieces of data
will be transmitted to I5, respectively. Similarly, after I6, and I7 are executed,
the corresponding data will be transmitted to item I8.

Fig. 2. An example of Workflow Application.

For those nodes that need to receive the data, they will work when all mes-
sages from their predecessor items are collected. When I5 only gets one or two
data among I2, I3, and I4, it means that the preparation work for I5 has not
been completed. Likewise, I8 only can start when I8 receive complete data from
I6 and I7.

Pw
i denotes a task to be processed, in which the value of w is the index of

workflow, and i represents the index of the items in the workflow. The offloading
strategies of tasks can be defined as Sw

i as follows.

Sw
i =

⎧
⎨

⎩

0, if Pw
i is executed on SDs,

1, ..., C, if Pw
i is offloaded to ESs,

C + 1, if Pw
i is offloaded to CC.

(1)

Sw
i = 0 means that the computation task is executed on the SDs while { 1, . . . ,

C } represents that task is offloaded to the ESs and C + 1 indicates that task is
migrated to the CC for execution.
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3.3 Time Consumption Model

The system time consumption Tsum is introduced in this subsection, which is
made up of task transmission time Ttra, queue waiting time Tque and task exe-
cution time Texe.

Transmission Time. The time for tasks to migrate to the executing side and
send processed data to the successor node constitutes task transmission time,
which can be calculated as

Ttra = Ttra(Pw
a ) +

Da,b

Ba,b
. (2)

The offloading time Ttra(Pw
a ) is the delay in data transmission when the task

arrives at the associated server, which varies depending on where the work is
carried out.

Ttra(Pw
a ) =

⎧
⎨

⎩

0, Sw
i = 0,

LLAN , Sw
i ⊆ {1, ...C},

LWAN , Sw
i = C + 1,

(3)

where LLAN represents the latency from SDs to ESs through the LAN and
LWAN indicates the latency from SDs to CC over the WAN.

The time for information transfer is related to the size of the data Da,b and
the bandwidth of the transmission path Ba,b. The specific bandwidth will change
with different offloading modes, which can be categorized into the following three
groups.

Ba,b =

⎧
⎨

⎩

∞, Sw
a = Sw

b ,
Bee, Sw

a ⊆ {1, ...C}, Sw
b ⊆ {1, ...C},

Bce, Sw
a ⊆ {1, ...C}, Sw

b = C + 1.
(4)

Among them, Bee is the bandwidth between ESs. When the task in ESs trans-
fer data to CC, the packets will be transmitted through the WAN, and the
bandwidth is Bce at this time.

Queue Waiting Time. ESs have an advantage in physical distance compared
to the CC, which can reduce round-trip latency when tasks are offloaded. When
many tasks are migrated to ESs, there is a need to queue for available resources
if all the current resources are occupied, as resources are limited. The time con-
sumed by queuing is called the queue waiting time.

Tasks typically arrive in queues at random. According to the queuing theory
[28], the average queue time Tque is used to complete the model.

M parallel-running virtual machines (VMs), each with a service time that
obeys negative exponential distribution with λs, are set up. Correspondingly, the
time slots that tasks arrive successively obey the negative exponential distribu-
tion with λn. The average queue length La is composed of the average length of
the line-up plus the average number of customers currently serving. The specific
calculation of La is
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La =
∞∑

N=M+1

(N − M)PN +
λn

λs
, (5)

where PN is the probability distribution state of the queue length N after the
system reaches the equilibrium state. The average number of customers being
served can be obtained by λn

λs
. In summary, the average waiting time Tque can

be calculated as
Tque =

La

λn
− 1

λs
. (6)

Task Execution Time. The execution time Texe is related to the amount of
data and the computing rate of the device, which is calculated as

Texe =

{
Dw

i

He
, Sw

i ⊆ {1, ...C},
Dw

i

Hc
, Sw

i = C + 1,
(7)

where Dw
i indicates the size of data while Hc and He represent the data pro-

cessing capabilities of CC and ESs.

Total Time Consumption. After the above analysis and calculation of time
consumption, the total time consumption Tsum can be expressed as

Tsum =
{

Ttra + Tque + Texe, Sw
i ⊆ {1, ...C},

Ttra + Texe, otherwise. (8)

3.4 Energy Consumption Model

As energy consumption usually has a positive correlation with time consumption,
and thus the total energy consumption of the system Esum can be expressed as

Esum =
{

Etra + Eque + Eexe, Sw
i ⊆ {1, ...C},

Etra + Eexe, otherwise. (9)

Among them, Etra, Eque and Eexe represent the energy consumption of task
transmission, queuing, and execution, respectively.

3.5 Resource Utilization Model

Resource utilization, obtained by the number of VMs currently being occupied
in the VM pool, reflects the usage of ES resources. The k-th VM V Mk in the
VM pool has completed T tasks, and its resource utilization Rk is

Rk =
1
T

·
W∑

w=1

I∑

i=1

Vw,i · F k
w,i, (10)
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where Vw,i is the VM workload occupied by Pw
i , and F k

w,i is a flag to determine
whether the workload has been offloaded to the k-th ES.

F k
w,i =

{
1, if Vw,i offloaded to the k − th ES,
0, otherwise. (11)

By calculating the resource utilization of each ES, the average resource utiliza-
tion AR of the ESs can be expressed as

AR =
1

EE
·

K∑

k=1

Rk, (12)

where EE , the number of ESs occupied, can be defined as follows.

EE =
K∑

k=1

FE, (13)

where FE is a flag to determine the status of ES.

FE =
{

1, if the k − th ES is employed,
0, otherwise. (14)

4 Algorithm Design

In this section, the basic framework and core steps of the multi-objective opti-
mization method for latency-sensitive applications in MEC-Enabled Smart Cam-
pus (MOWASC)are introduced. First, task migration strategies are generated
using SMS-EMOA. Then, the normalized fitness value is used to determine the
optimal placement strategy.

4.1 Initialization

Some fundamental parameters need to be set for the algorithm, such as the
population settings, the maximum number of evaluations, the probability and
distribution indices for mutation and crossover, the comparator dominance com-
parator, and the number of matches. In this paper, genes symbolize the task
performed site and chromosomes represent the computational offloading scheme.
Number 0 means the task is executed locally, 9 for CC, and number 1 to number
8 represents the task is executed in any of ESs.

4.2 Crossover and Mutation

Swapping the intersection genes in two coding strings, hoping to produce progeny
of superior caliber, is the random crossover, which can be illustrated in Fig. 3.
In the operation of Fig. 3, the number 3 is bartered with the number 5, which
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Fig. 3. Crossover operation.

means that the ES selected has shifted. The interchange of the numbers 5 and
9 indicates that the execution location is changed from ESs to CC.

The mutation is achieved by modifying chromosomes to ensure the diversity
of the population and avoid early convergence of the solution set. An illustration
of generating new individuals by mutation is shown in Fig. 4. After the mutation
operation, the second task is executed locally, and the third task is executed by
CC.

Fig. 4. Mutation operation.

4.3 Non-dominated Sorting

In multi-objective optimization, A dominates B signifying that the benefits of
all objectives of solution A are superior to that of B, which can be defined as A
≺ B. Non-dominance sorting is the process of sorting the solutions to distinct
ranks R1, ...Rv by the dominance relationships.

4.4 Elimination Mechanism

d(S, P ) indicates the dominant points of the point S in the set Pt. d(S, P ) can
highlight the sparse regions of the solution set and retain the diversity of the
population, which can be measured as
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d(S, P ) =| {y ∈ P | y ≺ S} | . (15)

Hypervolume (HV ) can convey the unique contribution of the current strategy. A
benefit is HV also can get the Pareto front when the reference point is unknown.
HV can be evaluated as

V (A, Yref ) = ∧
⎛

⎝
⋃

y∈A

{Y | y ≺ Y ≺ Yref}
⎞

⎠ , (16)

where ∧ symbolizes the Lebesgue measure, A signifies the Pareto optimal solu-
tion set, and Yref denotes a reference point.

d(S, P ) is employed as the selection criterion when the solution dominates.
Otherwise, the size of HV is chosen as the requirement if all individuals of Pt

are non-dominated [29,30].

4.5 Optimal Selection

As computation offloading is a discrete problem, adaptation values for time
consumption V (Tsum), energy consumption V (Esum), and resource utilization
V (AR) is required. The normalized fitness value fit is used for the determination
of the optimal solution, which can be expressed as

fit = α · V (Tsum) + β · V (Esum) + δ · V (AR), (17)

where α, β and δ is the weight of each objective

4.6 Method Overview

Algorithm 1 illustrates the overall process of MOWASC. Firstly, some basic
parameters are initialized (Lines 1–2). Then, a new generation is generated by
crossover and mutation (Line 4). Then, Eqs. (8), (9), and (13) are used to calcu-
late the time and energy consumption and resource utilization (Lines 5–7). Then,
the solution is classified as different ranks by non-dominated sorting (Line 8).
Then, d(S, P ) is used to complete the initial screening in the elimination mecha-
nism, then the further disuse through HV to perform, and Pt+1 is updated finally
by calculating the fitness value (Lines 9–17). The algorithm will end when the
maximum number of iterations is met (Lines 3–19).

5 Comparison and Analysis of Experimental Results

In this section, we demonstrate the effectiveness of MOWASC through extensive
experiments. Firstly, the experimental setup is introduced. Then, the compara-
tive algorithms and experimental evaluation are given.
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Algorithm 1. MOWASC
Input: The max iterations
Output: The offspring population Pt+1

1: P0 ← Initial population
2: t ← 0
3: while max iterations fulfilled do
4: Update Pt by crossover and mutation
5: Calculate Tsum by Equation (8)
6: Calculate Esum by Equation (9)
7: Calculate AR by Equation (13)
8: { R1, ...Rv } ← non-dominated sort(P )
9: if v>1 then

10: Calculate d(S, P ) by Equation (15)
11: r ← Rv with highest d(S, P )
12: else
13: Calculate HV by Equation (16)
14: r ← R1 with lowest HV
15: end if
16: Pt+1 ← { Pt \ r }
17: t + +
18: end while
19:
20: Optimal selection through fit return Pt+1

5.1 Experimental Setting

All the simulation experiments are processed on a Win10 64-bit Operating Sys-
tem based on JAVA and the processor of physical machine is AMD Ryzen 7
PRO 4750U with Radeon Graphics 1.70 GHz.

In order to evaluate the applicability of these experiments in smart campus,
two different groups of experiment are carried out. Firstly, to test the experi-
mental utility when changing with the number of MUs, we study a test with 8
ESs serving, whose frequencies are distributed between 2000 and 2500.

Then, the second experiment is set up to test whether the effect would make
adjustments for some challenging heterogeneous workflows. Two MUs by default
in this experiment, each MU has an inconsistent workflow. The detailed param-
eter settings in experiments are listed in Table 1.

Next, the comparative methods, namely, Benchmark and FCFS are intro-
duced in detail.

– Benchmark Tasks are distributed in a 2:3:15 ratio. Numbers 2, 3, and 15
indicate the probability that the task is executed locally, offloaded to CC,
and migrated to ESs, respectively.

– First Come First Service (FCFS) Tasks are executed sequentially. Count-
ing from 0, the 0-th arriving task is executed locally, and the tasks { 1, . . . ,
C } are offloaded to the ESs for execution. Task C + 1 is offloaded to CC for
execution.
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Table 1. Parameters Setting

Parameter Value

The computing frequency of SD 500 Mhz

The computing frequency of CC 3000 MHz

The computing frequency of ES 2000 MHz

The active power of SD 2 W

The idle power of SD 0.1 W

The transmission power of SD 0.8 W

The propagation time of LAN 0.5 ms

The propagation time of WAN 2 ms

The bandwidth of LAN 200 kps

The bandwidth of WAN 150 kps

5.2 Experimental Evaluation and Discussion

In this subsection, the optimized results of total time consumption, energy con-
sumption, and resource utilization are comprehensively analyzed.

Fig. 5. Comparison of time consumption.

Comparison of Time Consumption. The total time consumption is obtained
by Eq. (8) and the comparative outcomes of FCFS, Benchmark, and MOWASC
in two distinct circumstances are depicted in Fig. 5. It can be seen that the
time overhead of the methods FCFS and Benchmark is similar, while MOWASC
consumes the least time. Focusing on Fig. 5(a), MOWASC requires 16% and 14%
less time than FCFS and Benchmark, respectively. In Fig. 5(b), as the quantity of
workflows changes, the optimization effect and trend are similar to the situation
in Fig. 5(a). In conclusion, with the increase of MUs or workflows, MOWASC is
the best method in reducing time consumption.
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Comparison of Energy Consumption. The total energy consumption is
calculated by Eq. (9) and Fig. 6(a) and Fig. 6(b) depict the experimental com-
parison of FCFS, Benchmark, and MOWASC. It can be seen that FCFS con-
sumes the most energy, followed by Benchmark, while the energy depletion of
MOWASC is always less than them under different situations. More specifically,
compared with the other two methods, the overall energy optimization revenue
of MOWASC reached 50%. In conclusion, MOWASC can obtain the best effect
in reducing energy consumption.

Fig. 6. Comparison of energy consumption.

Comparison of Resource Utilization. The resource utilization of ESs can be
obtained by Eq. (13) and the related experiment effects of methods FCFS, Bench-
mark, and MOWASC can be found in Fig. 7(a) and Fig. 7(b). From Fig. 7(a) and
Fig. 7(b), we can see that the resource utilization of method MOWASC is the
highest under various conditions, with FCFS and Benchmark far behind. This
means that, compared with other methods, method MOWASC adequately sched-
ules the computing resources of ESs. When the number of workflows is 10, the
magnitude of the rise in MOWASC slowed down. To sum up, MOWASC can
obatin the best effect in optimizing resource utilization.

Fig. 7. Comparison of resource utilization.
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6 Conclusion

The integration of smart campus and MEC is an awesome way to improve the
service quality of the campus. Latency-sensitive applications are representative
applications, and the execution of such applications affects the overall perfor-
mance of the smart campus. In this paper, this kind of application is modeled as
workflows. Furthermore, energy consumption, time consumption, and resource
utilization are seen as the optimization goals. To this end, we proposed an intelli-
gent computation offloading method using SMS-EMOA. Extensive experiments
have demonstrated that our proposed method MOWASC can achieve better
optimization results than the other comparative methods. In another word, our
proposed method can fully utilize the computing capacity of ESs provided by
MEC to improve the performance of smart campus. In future work, we will
concentrate on computation offloading for multi-workflow by combining of rein-
forcement learning.
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Abstract. Weuse the innovation of “5G+ tourism” as an entry point and integrate
it into the “smart+” model of the countryside in order to use smart tourism as an
opportunity and a link to address the needs of the strategy for rejuvenating the
countryside. The project will analyze the future development trend of the new “5G
+ Tourism” industry in rural Shenyang, suggest a route for the development of
the new industry and an innovative development model, and suggest a planning
reference point for enhancing the top-level design of the countryside, innovating
themarketingmodel, and creating a public service platform. It gives local villagers,
new tourism organizations, and tourism firms theoretical direction and practical
reference for engaging in novel activities of “rural smart tourism,” and it provides
rural smart tourism fresh life.

Keywords: Application of 5G · Rural Smart Tourism · Preference for Travel ·
Mode of Development

1 Introduction

The “Document No. 1” of the Central Government has continued to emphasize the rural
revitalization strategy in recent years. A number of pertinent policy recommendations
were also put forth at the 2019National Conference on 5GApplications. 5G applications
are expanding into numerous fields in towns and villages thanks to favorable rules and
chances for market expansion. Smart tourism is driving the change and modernization
of the travel and tourism sector due to the close integration and development of IoT
technology. For the towns andvillages ofShenyang to expand in the future, the integration
of 5G technology and the rural rejuvenation strategy is a necessity.

The General Office of the State Council proposed to construct 10,000 smart scenic
places and smart tourism communities around the nation by 2020 in “Several Opinions
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on Further Promoting Tourism Investment and Consumption” published in August 2015.
The “Notice on Accelerating the Construction of Smart Scenic Spots” was released by
the National Tourism Administration in April 2016 [1]. The Action Plan for Promoting
the Quality and Upgrading of Rural Tourism Development (2018–2020) was jointly
released by the Ministry of Culture and Tourism, the National Development and Reform
Commission, and 13 other departments. It includes proposals to encourage the integrated
development of “tourism+ agriculture+ internet,” promote collaboration between 1,000
important rural tourism villages and tourism e-commerce, modern logistics, and other
related enterprises, and c. the special construction initiatives “back-up project” and
“one village, one product.” Encourage and direct the development of intelligent rural
tourism by fusing rural tourism with the Internet and other contemporary information
technology [2]. TheMinistry of Culture and Tourism proposed to speed up the promotion
of digital, networked, intelligent as the characteristics of intelligent tourism, speed up
the construction of intelligent scenic spots in January 2021 in order to “start a good
bureau to promote the work of culture and tourism to open up a new situation work
report.” Shenyangwill utilize electronic information technologies, including the Internet
of Things and cloud computing, to enhance rural tourism in the future. Information
technologywill permeate all facets of rural tourism activities through the smart collecting
and analysis of tourism data [3]. Shenyang is urgently developing “5G + Tourism” to
foster innovative rural tourism forms, boost rural tourism marketing and promotion, and
create development momentum to raise the quality of rural tourism.

2 Situation of Shenyang’s Rural Smart Tourism Presently

The province issued “Guiding Opinions of the People’s Government of Liaoning
Province on Promoting the Construction of Characteristic Townships” in 2016 and
announced 100 provincial cultivation lists, 20 provincial characteristic townships, and 13
national characteristic small towns in response to the recent development boom in “rural
revitalization,” “characteristic township,” “small town planning,” and “livable country-
side construction.” The development of window top leisure tourism type township con-
struction is one of the main tasks of the construction, according to the Implementation
Plan for the Construction of Characteristic Townships in Shenyang City (2017–2020),
which was published in 2017 by the General Office of the People’s Government of
Shenyang City.

2.1 National Rural Tourist Development

With over 100 billion yuan in yearly tourism income and 400 million annual visitors,
rural tourism inChina now accounts for roughly a third of all travel there. Awide range of
agricultural enterprises are represented by themore than 500 agricultural tourismdemon-
stration sites that are currently located around the nation in 31 provinces, autonomous
regions, and municipalities on the mainland. About 70% of urban inhabitants choose
rural travel for their vacations during the threeGoldenWeeks each year, and rural tourism
has emerged as a new area of expansion for the tourist sector.

Rural tourism exhibits significant relevance to tourist destinations, agricultural pro-
duction harvesting activities, and traditional festivals in the domestic tourism sector.
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Folklore tourism, which focuses on “staying in a farmhouse, eating farm meals, doing
farm work, and enjoying farming,” and picking tourism, which focuses on harvesting
various agricultural products and allows visitors to pick and taste fresh peaches, pears,
apricots, and other fruits on their own, are the most frequently visited and returned to
attractions.

2.2 Market Trends

In the past ten years, travel has become essential and there have been substantial changes
in national tourism, particularly in terms of travel consumption and travel habits. Ten
years ago, 19% of people did not even have time to travel, and 77% of people traveled
for little more than 7 days annually. Today, 54% of people can plan trips lasting 7 to
10 days, while 15% can go on vacations lasting longer than a month.

2.3 The Tourism Industry’s Trends

The country’s tourism industry is expanding quickly, and beautiful areas have also
demonstrated a new trend of diversification, progressively evolving into large-scale,
varied, intelligent, and trendy (Table 1).

Table 1. Development Trends in the Tourism Industry Table.

The nation’s tourist sector is
expanding quickly

A tourism law was passed New developments in
landscape

1. Developmental characteristics
Government priorities are very
high
The macro environment kept
getting better
Increasingly diverse products
are offered in the tourism sector
Deepening industrial
convergence.

1. Challenges
The bar for opening tourism
attractions is too high.
Obligations for landscape safety
that are precisely stated.

Large scale
Multifunctionality
Intelligent
Fashionable

2. Making four strides forward
First, new product developments
Second, advances in culture
Thirdly, industrial
breakthroughs
Fourth, market innovation.

2.Opportunity
For scenic locations to survive,
their quality must be improved
Strengthen administration and
supervisory duties to ensure the
tourism industry grows healthily.

2.4 Market Research on Tourism

1. The market’s demand is still booming. With more than RMB 6 trillion in tourist
earnings and 155 million outbound journeys, China’s domestic tourism air broke
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4 billion trips in 2019. In terms of domestic travel, international travel, and com-
bined spending on domestic and international travel, China ranked #1 in the world.
According to data collected by theNational TourismDataCentre, 10.2%of all people
working in China’s workforce are employed in the tourism industry.

2. New trends in the travel industry. Tourism items that promote a return to nature,
health, and oneself have emerged as the future development trend on a global scale.
Ecology, health, and leisure will overtake conventional tourist attractions and forms
of entertainment as the primary drivers of tourism development (Fig. 1).

Fig. 1. Chart for New Trends.

3 Analysis of a Travel Preference Survey

3.1 Simple Visitor Survey

In order to more effectively direct the construction of the project site, a total of 3,000
research questionnaires were distributed via the internet, friends, and paper question-
naires. 2,668 valid questionnaires were returned, yielding an efficiency rate of 88.9%,
and they focused on consumer preferences for tourism products and travel methods.

64% of respondents were tourists from Northeast and North China, which corre-
sponds to the target markets for the project areas; 43% of respondents said they were
most interested in visiting rural vacation complexes. Rural communities andwell-known
mountains piqued the curiosity of the second-largest group of tourists. The trip’s 2–5 day
duration and focus on strengthening family ties show the growing appeal of short-haul
family leisure and vacation travel (Figs. 2, 3, 4 and 5).
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Fig. 2. Location Survey Figure. Fig. 3. Optional Outings.

Fig. 4. Expenditures per person. Fig. 5. Length of stay.

3.2 Travel Preferences and Tourism Consumption Survey

The era of the casual traveler has arrived as a result of the oversaturated tourism consumer
market, with 43% of tour favorites choosing self-drive and 30%. Visitors preferred local
specialties over cultural and artistic souvenirs by a margin of 43%, thus attention might
be directed into developing tourism goods in the future. Customers expressed a high
preference for flowery sceneries, waterfront views, old-world villages, and lush forests
(Figs. 6, 7, 8 and 9).

Fig. 6. Travel options. Fig. 7. Architectural style selection.
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Fig. 8. Travel Preferences. Fig. 9. Product selection for tourism.

3.3 Specific Market Analysis

Suitable to Families Market. A large consumer class that supports the family-friendly
market and encourages parent-child entertainment, where parent-child entertainment
tends to be more about fun and education than tourism per se, is the post-80s and post-
90s generation, which is gradually entering the family stage and becoming a hot spot in
the market for parent-child tours (Figs. 10, 11, 12 and 13).

Fig. 10. Travel schedules for parents and
children.

Fig. 11. An average breakdown of
parent-child travel expenses.

Fig. 12. Mode of travel. Fig. 13. Preference for travel.

Self-drive Excursions. The self-drive tourism industry has a bright future and tremen-
dous possibilities. There will be 395 million vehicles in the nation by the end of 2021,
including 302 million cars. There were 481 million drivers, more than 444 million.
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3.4 Examining the Growth of Tourist Attractions

The greatest urban tourist cluster inNortheast China is located in Shenyang,which is also
south of the Yangtze River Delta tourism circle and next to the Beijing-Tianjin-Hebei
tourism circle. The proximity to Northeast Asia’s substantial source tourism market is
a location benefit. The city is quite densely inhabited, and overall tourism competitive-
ness is at a medium level. The city has both advantages and disadvantages in terms of
tourism location because it is surrounded by numerous famous historical and cultural
cities, famous tourist cities (Beijing, Tianjin, Dalian, Qingdao,Yantai, Qufu, Tai’an, Qin-
huangdao, etc.), and a variety of typical regional cultural landscapes (Guandong culture,
grassland culture, farming culture, Qilu culture, Yanzhao culture, maritime culture). The
key cities of the tourism region drive Shenyang to become a new tourism growth hub,
and the city (Table 2).

Table 2. Analyses of Shenyang’s various tourism project kinds.

Tourism Projects Type of project

Eco Park A tourism farm including
agricultural sightseeing, fruit
and vegetable picking, flower
watching, wild fishing, etc.,
based on the historic city, the
coastline, and the wetland park.

Seaside View “Shelling” and “Seaside
fishing”

Leisure Farm Farming, tourism, and fine
processing

Experiential farmhouses in the new socialist countryside Working in the fields, assisting
farmers, and sharing meals with
them

Natural golden fishing grounds Seawater farming, high-tech
agricultural demonstration
sites, 10,000 mu of greenhouse
veggies, and leisure resorts are
all visited by tourists who can
buy things there.

Beachfront Resorts Landscapes with a beachfront,
a rocky beach, windmills that
generate electricity, and others

(continued)
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Table 2. (continued)

Tourism Projects Type of project

Modern Ecological Agricultural Park To build the greatest fruit
trading and logistics hub and
deep processing center for fruit
in the northeast, a rural leisure
resort and a new city of
orchards are planned

Eco-Picker Leisure Resort Fruit tree farms as the
foundation

Small tourist towns Innovative use of unique
tourism offerings, backed by
local folklore and religious
history and culture

Specialty Tourist Goods Building cold rich apples and
mixed grains in Liaozhong
District’s Niu Xin Tuo in
accordance with the principles
of the environment

Other Fine Tourism Routes Cultural Tour of Aisin Gioro
Wine in BanLaShanZi Village,
Faku County

Taste the Royal Wine Culture,
Taste the Flavorful Food, and
Old Northern Taste Wine
Culture Tourism Area at Aisin
Gioro Royal Museum

Zhangyi Station Village
ShengJing Stage Tour through
History in the Tie Xi District

Picking apples and mushrooms
at Sheng jing Station; shopping
for specialty foods at the Old
Town Station Visitor Center.

A visit to the Sibe’s house at
Shen Bei New District’s LaTa
Lake Community

Welcome ceremony at the
community’s cultural center at
Lata Lake (Xibe speciality
village) fruit picking, the first
national May 7 Cadre School, a
farmhouse banquet (or a fish
dinner at Lata Lake), and a visit
to Seven Stars Wetland Park.

Tong Jiayu and Wang Shi Lan
Communities in Hunan District
Take a Romantic Aegean Cruise

Aegean Resort Estate (Chapel,
Lawn Wedding), Hiking,
Kingsland Community Food
Tasting, and Purchasing
Organic Produce

Shenyang Tourism Bureau adheres to the working principle of “Benefiting the
People, Promoting the Industry, and Good Governance” in order to carry out the
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spirit of “Opinions of the General Office of the State Council on Further Promoting
Tourism Investment and Consumption” and actively support the development of “Smart
Shenyang” and the integration of regional tourism. The “One Card, One Network, One
Center” smart tourism construction model has been put out by the Shenyang Tourism
Bureau.

The implementation of unified management, united planning, unified construction,
and unified standards. By creating the Shenyang Economic Zone Wisdom Tourism
Project Construction Guidance Funds, concentrating on the establishment of the
Shenyang Economic Zone Wisdom Tourism Service Management Center Project,
increasing wisdom tourism technology research, building the information technology
infrastructure, hiring personnel, and other work investments, for the formation of the
Shenyang Economic Zone Wisdom Tourism Service Management Center, to promote
the scientific or otherwise.

The Shenyang Palace Museum is now working on building information technology
in a variety of areas, including collection administration, a mobile website, a public We
Chat platform, a QR code guide, a digital exhibition hall, and team digital tour guides.

3.5 A Study of the Variables Influencing the Dynamics of Rural Tourist Growth

We suggest the key elements that influence the growth of rural tourism through informa-
tion technology and consumer demand, building on the excellent andwell-known county
wisdom tourism development model. The new tourism operation is focused on the needs
of visitors and realizes intelligent tourism services, marketing, and management through
the highly systematic integration and deep level activation of tourism information. It is
supported by a new generation of information technology, such as the Internet of Things,
cloud computing, and 5G+.

3.6 Issues with Rural Wisdom Tourism in Shenyang

Inadequate Management Strategies and a Lack of Logical, Scientific Planning.
The majority of rural tourism in Shenyang is based on the city’s picturesque mountain
scenery, but it also has issues with poor rural infrastructure assistance, annoying traffic in
specific areas, and poor environmental hygiene. Additionally, the use of technology and
sophisticated marketing strategies is absent at rural tourist destinations, which makes it
challenging to draw visitors over the long run and weakens the tourism attraction.

Serious Homogenous Competition, Comparable Development Initiatives, and Low
Repurchase Rates. The development of rural intelligent tourism projects is urgently
needed because Shenyang’s rural tourism products are singular, homogeneous compe-
tition is severe, picking more than dozens of projects makes rural tourism development
projects less distinctive and of lower quality, and the absence of intelligent technol-
ogy means that tourists won’t visit the same type of tourist destinations for repeated
consumption.

Poor Marketing and Advertising, Little Knowledge About Tourism. The majority
of tourism businesses don’t have a marketing strategy for rural travel, lacking scientific
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packaging and planning, while government organizations invest little in rural travel
marketing and promotion, lacking sensible and efficient demonstration and promotion.

There are numerous market and development potential in the future for rural intel-
ligent tourism, which may be summed up as follows. At the present, it has become one
of the hotspots and mainstream forms of rural tourist (Table 3).

Table 3. A SWOT analysis of Shenyang’s rural smart tourism industry

Influencing factors Swot analysis and
strategy

Strategies

Internal elements Advantage S ➀ Resource advantages
➁ Regional advantages
➂ Advantages of urban infrastructure
➃ Advantages of information technology
infrastructure
➄ Brand advantages

Disadvantage W ➀ Clearly a low season for tourism and
inadequate resources
➁ The hardware and information resources
of the current information service platform
are underutilized
➂Tourism businesses only apply
information to a limited extent

External environment Opportunity O ➀ The Liaoning Coastal Economic Belt
Strategy offers Shenyang’s tourism industry
limitless business potential
➁ Self-driving tours and high-speed rail
increase the effectiveness of tourist travel
➂ The vast tourism environment is boiling
with limitless prospects
➃ The internet travel services business is
growing quickly

Challenge T ➀ Cities compete fiercely with one another
➁ The growth of regional tourism
e-commerce is being stifled by large
platforms

Strategic response Strategies SO Strategy ➀ Thoroughly encourage the speed of
intelligent tourism construction in order to
standardize management as the foundation
and raise the caliber of tourism services
➁ Resources coordinated by the government
and used in tandem to create clever tourist
projects

(continued)
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Table 3. (continued)

Influencing factors Swot analysis and
strategy

Strategies

WO Strategy ➀ Update hardware and software products,
support business training, and enhance the
use of smart tourism
➁ Create unique tourism initiatives, deeply
integrate smart tourism, and raise the city’s
brand recognition

ST Strategy ➀ Make use of beneficial resources and
progressively encourage the development of
intelligent tourism
➁ Make it a point to set the example and
develop your skills to power clever
applications across the tourism sector

WT Strategy ➀ Development of the tourism business that
is traditionally driven by smart tourism
➁ The growth of specialized intelligent rural
tourism, which will aid the rural
rehabilitation plan by establishing the lovely
“one village, one product” pattern

4 Study on the Concepts and Strategies for Developing Rural
Smart Tourism

4.1 Models for Smart Tourism Development to Study

In addition to these crucial components of smart tourismdevelopment, it is suggested that
information technology, market demand, tourism resources, corporate and governmental
behavior, regional environment, human resources, and geographic conditions serve as
the main drivers of county smart tourism development (Table 4).

4.2 Summaries and Recommendations for Creating a “Rural Smart Tourism”
Model

Big Field Agriculture-Focused 5G+ Field Agriculture Tour. Develop various the-
matic leisure activities with various characteristics, such as agricultural tours, forestry
and fruit tours, flower tours, fishery tours, and pastoral tours to meet the psychological
needs of tourists to experience agriculture and get back to nature. Integrate 5G+ into
the idyllic rural landscape, agricultural production activities, and special agricultural
products activities (Fig. 14).

Through clever techniques, tourists are better able to comprehend and experience
agriculture through viewing agricultural production operations, tasting and purchas-
ing organic food, learning about agricultural technologies, and participating in other



Research on the Development Model of Shenyang Rural 89

Table 4. Models for county-level smart tourism development.

Typical model a summary of development
concepts

Important motivators

Wuyuan Model ➀ Active market activity; ➁
Adept at seizing chances; ➂
Diverse tourism resources;
strong economic foundation;
chemical development;
village-based tourism
promotion; ➃ Accentuate the
development of connections
between business operations
and regional environments

➀ Resources for Travel; ➁
Business operations

The economy Regional
environment

Taining Model ➀ Initiative in spite of the
unfavorable surroundings; ➁
Government agencies first
becoming active; ➂
Developing a brand through
tourism image promotion; ➃
Restructuring of the
industrial sector

➀ Resources for Travel; ➁
Government action

Conditions of location
The economy Human
Resources

Luanchuan Model ➀ A strong tourism county is
always the development
strategy and objective, led by
a party and the government;
➁ Proactive industrial
development that is focused
on the market

➀ Resources for Travel; ➁
Government action

The economy Conditions of
location

The Chun’an Model ➀ Government-led, unified
leadership in development,
management, and
administration; integrated
resources; mechanisms
incentives; ➁ Model of a
future development area with
Qiandao Lake as the growth
pole

➀ Resources for Travel; ➁
Government action ➂ The
economy
➃ Conditions of location

Business operations

Shenyang Model ➀ Government-led, united
leadership in development,
management, and
administration; integrated
resources; mechanisms to
promote; ➁ Model for the
arrangement of future
developments using Shenfu
and Hunan as new growth
poles

➀ Resources for Travel; ➁
Conditions of location

Business operations
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Fig. 14. Charming agritourism

tourism-related activities. The agricultural science and technology tour also concen-
trates on contemporary agricultural science and technology parks and is designed to
allow visitors to observe the parks’ high-tech agricultural varieties, facility agriculture,
and ecological agriculture in greenhouses in order to better understand contemporary
agriculture. Visitors are exposed to actual agricultural production, farming culture, and
a unique vernacular through taking part in agricultural production activities, eating,
sleeping, and working with farmers.

5G+ Folk Customs Tourism Mode. Through rural customs and folk culture as the focus
of tourism attraction, fully highlight the characteristics of farming culture, vernacular
culture and folk culture, develop farming demonstrations, folk skills, seasonal folklore,
festivals, folk songs and dances and other tourism activities to increase the cultural
connotation of rural tourism. Through the application of 5G technology the farming
culture tour, folk culture tour, vernacular culture tour ethnic culture tour are taken as the
key development direction.

5G+ Folk Tourist Mode with Customs. Develop farming demonstrations, folk skills,
seasonal folklore, festivals, folk songs and dances, as well as other tourism events to
completely showcase the peculiarities of farming culture, vernacular culture, and folk
culture. This will improve the cultural connotation of rural tourism. The agrarian culture
tour, folk culture tour, vernacular culture tour, and ethnic culture tour are taken as the
main development path through the application of 5G technology.

Use local folklore to develop farmhouses with a folklore theme, local agricultural
production and farming life to develop agricultural tourism farmhouses, local old villages
and houses to develop residential-style farmhouses, etc. to draw tourists to the area to
visit, unwind, and engage in farming activities (Fig. 15).

Tourism Village Township Model with 5G. By creating tours of old homes and man-
sions, creating tours of ethnically distinct villages, creating tours of old townhouse struc-
tures, homes, streets, shops, and gardens, and creating tours of modern rural architecture,
residential courtyards, street patterns, village greenery, and commercial and industrial
operations.

5G+ Model for Leisure and Vacation Travel. Numerous leisure and recreational
facilities have been built to offer visitors rest, entertainment, catering, and fitness ser-
vices. These facilities rely on the natural beauty of the countryside, the comfortable
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Fig. 15. Agritourism

and refreshing climate, the unique geothermal hot springs, the environmentally friendly
and ecological green space, combined with the surrounding idyllic landscape and folk
culture.

Leisure tourism is made available to guests by creating leisure resorts, leisure farms,
and country hotels to complement the nearby natural and humanistic settings.

Model for 5G+ Science Tourism Education. Provide visitors with tourism activities
to help them understand agricultural history, learn agricultural techniques, and broaden
their knowledge of agriculture by using agricultural tourism parks, agricultural science
and technology ecological parks, agricultural product exhibition halls, agricultural expo-
sitions, or museums. Through the development of agricultural science and technology
education facilities, agricultural sightseeing and leisure parks, educational agricultural
bases for kids, and agricultural expositions, as well as through agricultural sightseeing,
participation and experience activities, and DIY educational activities using cutting-
edge agricultural facilities, efficient agricultural production methods, and high-quality
agricultural products. Allowing elementary and secondary school students to engage
in extracurricular agricultural pursuits and obtain instruction in agricultural technology
(Fig. 16).

Fig. 16. Experience with science tour

To enhance the tourist experience, it is also feasible to use local agricultural methods,
agricultural goods, and agricultural culture for displays.
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Back to Nature Tourism Model with 5G. Tourism activities like mountain watching,
scenery appreciation, mountain climbing, forest bathing, skiing, and water skiing have
been developed using the stunning natural landscape of the countryside, exotic moun-
tains, green forests, and serene lakes to allow visitors to appreciate nature, get close to
nature, and return to nature.

5 Advice for Making Decisions

5.1 Targeting

Build Shenyang into a key rural Liaoning Province core city, a golden rural wisdom
tourism corridor in Northeast China, integrate it into the Bohai Sea tourism complex,
develop themost rural wisdom tourism in Liaoning Province, establish a highly powerful
ruralwisdom tourismbrand inNortheastAsia, and develop a ruralwisdom tourismmodel
demonstration area in Liaoning Province.

5.2 Ideas for Development

Establish a “5G+Tourism” system, pool resources, take the lead in the market, and
establish a community with a unique wisdom tourism area (Fig. 17).

Fig. 17. Development ideas

5.3 Development Tools

5G+ Polarized Items for Sightseeing. Existing rural agricultural demonstration areas’
landscapes to create high-end agricultural sightseeing destinations, fruit picking parks,
etc.

Varied Holiday Goods for 5G+. To build varied 5G+ holiday products, rely on high-
quality ecological tourist resources, enhance the variety of tourism products, add more
holiday features, and implement special activities.
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Incorporating 5G+ Tourist Components. The tourism sector should be improved, a
holiday mood should be created for rural tourism, the resort’s unique features should be
highlighted, and a main attraction should be developed.

Innovative 5G+ Cultural Expression. The rural project site’s basic resources will be
imaginatively developed to build a leisure and wisdom resort of ecology+ and cultural
creation+, incorporating elements of IP and cultural creation+.

5.4 Planning Ideas

See Fig. 18.

Fig. 18. Planning Ideas

5.5 Overarching Planning and Orientation Goals

It will completely integrate tourism resources, special planting resources, etc., close
the 5G+ rural wisdom tourism market gap in Shenyang and even the entire Liaoning
Province, and open up rural wisdom tourismquality, refinement, and branding operations
with fashionable fields, exquisite landscape, sharing economy, and cultural creativity
development concept, creating the first rural wisdom tourism model city in the Liaoning
Province (Fig. 19).

Position in the Market. Core market: Tianjin, Beijing, and Hebei regions primarily
offer 5G + agricultural leisure, 5G + rural tourist, and 5G + urban suburban parent-
child vacation products. Shenyang serves as the center of the 300 km radiation area of
urban inhabitants.

Opportunity Market: Products in the 5G+ parent-child vacation category and 5G+
cultural tourism category are primarily sold in Tianjin, Beijing, and Hebei.
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Fig. 19. General guidelines

Objectives of the Planning. Create the first “rural smart tourism” pilot city in Liaoning
Province as well as a “5G+ countryside creative experience demonstration site,” “5G+
leisure agriculture holiday base,” “5G+ parent-child holiday base,” and “5G + science
education base” to set a new standard for rural smart tourism experiences in the northeast.

5.6 Countermeasures that Are Advised

Focus Your Efforts on the Movement and Re-collection of Components
for the Growth of Rural “SMART TOUrism.” The favorable resources and high-
end components of rural development are successfully allocated based on the resource
advantages of Shenyang’s distinctive small (city) towns, which merge industry, research
and development, culture, and tourism [8]. To establish a high level of integration and
the best possible blending of external resources and local development components in
rural areas, avoid homogeneous competition, produce a distinctive rural boutique tour,
and collectively increase the industry’s competitiveness.

Fostering the Modernization and Growth of Rural Smart Tourism as Well
as the Digital ECONOMY’s Development, and Accomplishing the Natural Fusion
of One, Two, and Three Businesses. It successfully encourages the growth of the rural
tourist business chain through the strategic allocation of components including rural
nature, folk culture, and historical assets. The organic integration of one, two, and three
industries can be accomplished in rural areas by utilizing the new industry of “5G+,”
which will enhance farmer income, promote rural development and industrial structure
modernization, and address the three rural challenges.

Preservation of Historical Heritage and Creation of Original Rural Features. The
development of the original natural qualities of the countryside while maintaining the
historical lineage of the characteristic township, balancing the two, integrating the spatial
environment, and defining the characteristic space. The town’s current development
needs are satisfied while also maintaining its small-town charm and giving the locals
something to remember.
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Expanding Channels, Creating Intelligent Experience Shops for Agritourism Com-
modities, and Turning Agricultural Products into Tourism Products. A single agri-
cultural product is given a new connotation through the preferential selection and rec-
ommendation of various e-commerce platforms, realizing the conversion of tourism
destination goods, becoming a significant carrier for the combination of agriculture and
tourism, and expanding the channels for local farmers to increase their income [7]. In
Jiande, Zhejiang, the “Fruit and Vegetable Paradise” served as inspiration for the estab-
lishment of the smart experience shop and marketing online shop for agricultural tourist
goods.

5.7 “5G” Background to Support Innovation in “Smart Tourism”

Enhancing the Technical Base and Implementing the Technical Benefits
of “SMART TOUrism.” The platform integrates data center, data management, prod-
uct management, customer relationship management, distribution management, con-
sumption verification management and product booking, navigation guide, and other
practical functional systems through the mobile internet and service cloud platform. The
platform then develops intelligent mobile terminal APP applications for tourism man-
agement departments, rural tourism enterprises, and various tourists. To enable “smart
tourism” technology and support the growth of the entire rural regeneration process, the
“5G+” system will be promoted.

Experience Upgrade: Using 5G and VR to Create a New Tourism Model. An exam-
ple of the new immersive tourism concept of 5G+ VR, taken from the picturesque area
of Xiongan New Area-Baiyangdian. Future immersive experiences in Shenyang will be
made possible by the integration of 5G and VR technology. Remote VR cameras will be
placed in remote, scenic areas, collecting 360-degree images of the surroundings before
being sent to a cloud server for processing over the 5G network and being pushed to
client-side devices [7]. Visitors can experience immersive scenery viewing using VR
glasses powered by the 5G network or watch 360-degree views on a TV, making for a
more relaxing, secure, and intelligent travel experience.

Building a Rural Smart Service Demonstration Area for Service Upgrade. Smart
serviceswill play a significant role in the future rural landscape of Shenyang.The creation
of a rural intelligent Service demonstration area, the use of “one card”, self-service
navigation through mobile phone APP, two-dimensional code tour guides, multimedia
information queries, real-time security monitoring, and dynamic traffic analysis; the
realization of intelligent ordering, intelligent service, intelligent leisure, and intelligent
management; and the one-stop customization of the best itinerary.

Creating an Interactive and Shared Platform for Tourism Information Through
Sharing and Upgrading. The largest benefit of smart tourism is that cloud platforms
are better able to address issues with information integration, sharing, interaction, and
exchange. The “one-click release” of product information and marketing information
from rural tourism enterprises to the OTA platform is made possible by integrating GDS
(Global Distribution System) in the rural intelligent tourism service cloud platform. As a
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result, tourists can learn about the products and promotion information of the enterprises
through theAPP for the first time. Through the app, usersmay learn about the businesses’
offerings and promotions.

Building a “5G + Smart Scenic Area” is the ultimate goal. Smart services, a number
of new technologies to improve the quality of life Smart services, a number of new
technologies to improve the quality of life.

China Mobile is currently in charge of completing 5G coverage in the Baiyangdian
beautiful area and has established 30 base stations in the 5G scale networking and
application demonstration project in Xiong’an [6]. To further capitalize on the benefits
of 5G in smart tourism with the high speed, wide bandwidth, and low latency features
of the 5G network, Shenyang’s special townships and villages will be developed using
5G scale networking and demonstration project base stations.

Developing a Tourism Brand in Shenyang and Organizing a Rural Smart Tourism
Fair. The ecological management ofWolong Lake, the Pu River, and the Hun River will
be improved, together with the enhancement of the tourism and leisure environment and
the upgrading of the tourism infrastructure in order to promote the image of the northern
city.

Innovative Funding and Investment Strategies as well as Market-Based Promotion
of the Operation of Small (City) Towns with Unique Characteristics.
Multiple funding channels. Deepen the reform of the investment and financing system of
the typical town,mobilize all parties to raise construction funds through various channels
and forms, realize the virtuous cycle of the town’s construction inputs and outputs,
implement market-oriented and industrialized operation techniques for the town’s water
supply, sewage treatment, and trash treatment, and design distinct financing models
and debt servicing mechanisms for various project types. In order to encourage social
capital to invest in and run urban public facilities, the government should also rationalize
the pricing structure for municipal goods and services, relax access restrictions, enhance
oversight, and create opportunities for businesses to enter the concessionsmarket through
PPPs and other means.

Releasing the money-channeling multiplier effect. The government, state-owned
enterprises, and some private businesses are in charge of front-end capital investment,
which is primarily used for townplanning anddesign, infrastructure upkeep and improve-
ment, habitat transformation, industrial projects that are still in the planning stage, and
other areas. Increase the pace of the infrastructure construction that is typically driven
by industrial expansion in small (city) towns.

Promotion of New Media Marketing in the Travel and Tourism Industry. Make
full use of e-commerce trade, travel resources, and new media in the travel and tourism
industry. Industry in Shenyang is actively planning for the future to improve tourism
knowledge new media, strengthen marketing, and promote new media.
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5.8 Strategies for “Rural Smart Tourism” in Shenyang

Building a “INTELLIgent Tourist Shenyang Model” Through Scientific Study
and Planning. “Working to create and form a public service platform for intelligent
tourism in Shenyang Economic Zone with perfect functions, convenience and practi-
cality, and standardized operation” work idea, “investing in the construction of industry
management, enterprise operation, and three information systems; piloting the construc-
tion of intelligent travel agencies, intelligent scenic spots, intelligent catering, intelli-
gent hotels, and intelligent shopping malls; A long-term development plan has been
created, and the project has been chosen as the focal point of the Shenyang smart tourist
construction project.

Increase the Quality of Top-Level Design and Create Standards for Smart Tourism
Building. A full-factor tourism wisdom construction standard system has been devel-
oped to control the construction of tourism wisdom in Shenyang in terms of construc-
tion standards, data interfaces, system construction, and other factors through the ten
major aspects of tourism scenic spots, tourism accommodations, tourism transportation,
tourism shopping, tourism catering, tourism countryside, tourism leisure and entertain-
ment, etc. In order to achieve the objectives of “interconnection of government and
enterprises, integration of enterprises, saving resources, and balanced development,” the
government has increased the construction of tourism wisdom infrastructure. This is
done in order to support the balanced and orderly development of the city’s tourism
wisdom work.

Smart Tourism Cards are Being Issued by Innovative Application Carriers
for the Shenyang Economic Zone. The Shenyang Tourism Bureau, along with the
appropriate units, jointly founded and issued the Juyou-Smart Service Card, which has
the service functions of data collection, fixed subsidy, and flash pass, in order to fulfill
the work requirements of the General Office of the State Council’s “Several Opinions on
Further Promoting Tourism Investment and Consumption” to issue real-name national
tourism cards and to realize the innovation of tourism wisdom application carriers.

Create a Smart Mobile Client for Tourism Based on Real-World Requirements.
The tourism route marketing system, tourism ticket marketing system, tourism visa
submission system, room booking system, catering booking system, and tour guide
booking system are created to penetrate the tourism industry chain, realize one-stop
and convenient online consumption, and promote the effective docking of tourism prod-
ucts from the perspective of meeting the needs of tourists, travel-related businesses,
and industry supervision work. We will comprehensively promote the pilot construction
of smart scenic spots, smart hotels, smart restaurants, and smart shopping malls, pro-
mote industrial integration, and strengthen the connectivity of information platforms of
tourism through the development of enterprise resource management (ERP) systems,
customer resource management (CRM) systems, interactive information distribution
systems (CMS systems), and navigation guide tour guide systems, among others. We
will achieve the automation of tourist information collecting, classification, process-
ing, and release by creating tourism information management systems, tourism business
approval systems, tourism consumer complaint systems, remote training systems for
tour guides, etc.
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Innovative Marketing Strategy to Enhance Wisdom Tourism’s WeChat Public Plat-
form We innovate to develop a new tourism wisdom marketing system that combines
the features of scenic location promotion, quality improvement, and ticket distribution by
creating the publicWeChat platforms of JiuYuan and the ShenyangTourismBureau. For-
mation of tourism-related businesses, evaluation of tourism knowledge services, creative
marketing by Moss, and enhancement of the WeChat public platform.

5.9 The Rural Smart Tourism Strategy in Shenyang’s Liaozhong District

The offshore oasis and Pearl Lake were designated as the “primary tourism development
direction” in the higher planning guidelines for water resources in Liaozhong District.

Development Proposals.

Proposal 1: Waterway Development.Proposal. It is conceivable to expand waterway
tourism in the Liao River basin adequately and reconstruct the old ManDuHu ferry
crossing to produce amphibious tourist, according to a previous estimate of the Liao
River’s yearly runoff.
Proposal II: Development suggestions for land transportation. To make it a popular
tourist route and draw tourists, cooperative development of land and water transport will
be fostered along with the development of water transportation.
Recommendation 3: A plan to increase traffic from virtual tourism. Some people may be
able to take a journey around the globewithout ever leaving their homes thanks tomodern
virtual display technologies. To pique viewers’ interest, virtual tourism development can
provide picturesque appreciation pathways along the Liao River (Figs. 20 and 21).

Development of Tourism.
Resources for travelers. The Liao and Jin ruins, Pearl Lake, the offshore oasis, and the
ancient tomb complex were chosen as the “primary tourism growth direction” by the
district’s top planning of its tourism resources.

Water tourism is growing, especially in the Pearl Lake picturesque area, in Liaozhong
District. Numerous ancient burial sites are scattered throughout the town of Tsiyutuo,
and they, along with the excellent planning, are mostly used to create museums and
other old cultural tourist initiatives. According to some planning research, the old city
of Manduhu will primarily become a destination for folklore tourism. The Liaozhong
District’s rural experience tourist hub is situated in Liuzhang Township, reflecting the
district’s interpretation of its superior (Fig. 22).

Archival Materials. There are still some Liao and Jin sites in Liaozhong District that
are useful for development. According to historical documents, the clan dates back to
the early Qing Dynasty and was descended from Tabai, the sixth son of Nurhaci, the
Qing Dynasty’s great progenitor. For a moment, Manchu culture predominated. Due to
the abundance of historical and cultural resources and the current presence of numerous
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Fig. 20. Liaozhong District’s Tourism
Development

Fig. 21. Resources for Tourism are
Distributed in Liaozhong

Fig. 22. Diagram of the development

ethnic groups, including the Han, Manchu, Mongolian, Hui, and Xibe, many different
ethnic cultures can be produced and preserved.

Greater historical excavation opportunities could result from the expansion of the
Liao and Jin sites and the construction of support structures surrounding them to create
a circle for historical and cultural teaching.

Conclusion.
Utilizing the natural waterway, we will create a network of water ecological tourism,
creating special wetland tourism in the spring and fall, special water tourism that incor-
porates 5Gand folklore in the summer, and special ice tourism in thewinter. A large-scale
live interactive performance will be choreographed by renowned screenwriters on an
outdoor stage that will be set up in the Liaohe wetland circle in accordance with the
current natural scenery. With the help of high-tech virtual reality, a number of interactive
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historical and cultural VR experience projects have been created, allowing visitors to
experience the natural beauty while getting a glimpse into the past of Manduhu Town.

Many interactive historical and cultural VR experience projects have been developed
with the use of high-tech virtual reality, allowing tourists to take in the natural beauty
while learning about the history of Manduhu Town.

6 Conclusions and Novel Elements

6.1 Innovation in Development Model: New Business Model Based on “5G +
Tourism” and “VR + Internet of Things + Big Data”

We have created a development model for offline experiences and online sales using IoT
technology and big data thinking, using innovative tourism products from Shenyang’s
unique towns and villages, including non-traditional heritage, calligraphy and painting,
handicrafts, flower shops, cafes, and personalized agricultural products. [7]. The business
has created the technological benefits of “smart tourism,” built a new tourismmodel based
on 5G + VR, created a rural smart services demonstration area, created a platform for
the exchange of tourism-related information, and created a “5G + smart scenic site.”
Discover a new route for the quick expansion of rural smart tourism in Shenyang and
develop into a new growth hub and pole for the city.

6.2 Innovation in Research Value: Multi-value Enhancement

Utilizing historical heritage, folk culture, architectural forms, and natural environments
for their humanistic, aesthetic, environmental, and economic merits. The usage function
and utilization value of the countryside are improved through functional compounding.
Infusing new life into the growth of intelligent tourism in the countryside, the con-
tinuation of the cultural fabric and the creation of the original ecological style of the
countryside will be accomplished.

6.3 Innovation in the Field of Study

Farmers can use the Internet, the Internet of Things, and other technologies to fully
exploit the benefits of “5G” in rural tourism before, during, and after the tour by using
the topic of “5G + Tourism,” which has the depth of application of Internet of Things
technology and is a smart greenway information system for rural intelligent tourism. In
order to achieve a high level of integration between online and offline, to create a closed
loop of service experience, to form a tourism data ecological chain, and ultimately to
support the development of a beautiful economy, the system is designed to fully play to
the advantages of “5G” in rural tourism before, during, and after the tour.

Providing wise management, wise service, wise marketing, wise operation, and wise
experience for rural tourism in all aspects, “5G + Tourist” will lead the new trend of
rural tourism development in Shenyang in the future, opening up a new road of “5G +
Tourism” development in Shenyang. Additionally, it will support the modernization and
development of rural intelligent tourism.
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Abstract. With the development of multimedia technology, the difficulty of
image tamperinghas been reduced in recent years. Propagationof tampered images
bringsmany adverse effects so that the technology of image tamper detection needs
to be urgently developed. A faster-rcnn based image tamper localization recog-
nition method with dual-flow Discrete Cosine Transform (DCT) high-frequency
and low-frequency input is presented. For capturing subtle transform edges not
visible in RGB domain, we extract high-frequency features from the image as an
additional data stream embedding model. Our network model uses low-frequency
images as the subject data to detect object consistency in different regions, further
complements high-rate streams to strengthen image region consistency detection,
and complements duplicate stream object tampering detection. Extensive experi-
ments are performed on the CASIAV2.0 image dataset. These results demonstrate
that faster-rcnn-w outperforms existing mainstream image tampering detection
methods in different evaluation indicators.

Keywords: Image Forgery Detection · Faster-CNN · Dual-Stream Input

1 Introduction

Images have been widely used as carriers of information for rapid dissemination in
the network, but with that comes the test of integrity and authenticity of images. With
development of GAN [1–3] and the popularity of various PS tools, the threshold for
tampering and forging fake pictures with no visual traces has been greatly reduced,
and retouching has become relatively simple, but at the same time, many tampered
pictures have been used to spread rumors, fabricate false news, and illegally seek benefits
and other problems. Thus it can be seen that image tampering detection technology is
particularly important, and there is a growing need for this new technology in society
and the general public. The current research in digital image tampering is not mature
enough, however, especially the research on multiple tampering detection. As a result,
research on digital image tampering detection technology is of great significance. There
are three ways to divide the type of image alteration.
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1. Copy-move [4, 5]: By copying a region on the image, move the copied region to a
location other than the copied one.This method applies to a single image.

2. Splicing [6–8]: Image splicing copies regions from a genuine image and pastes them
to other images.This method applies to multiple images.

3. Removal eliminates [9]: regions from an authentic image followed by inpainting.
This method applies to a single image.

In Fig. 1, tampered image areas are mostly item objects in order to enhance the
tampering reliability, i.e., objects are added or removed in the tampering.

Fig. 1. Three ways of image tampering.

According to the literature [11], the images are transformed from the rgb domain
to the frequency domain by Discrete Cosine Transform(DCT) then the high(or low)
frequency component in the frequencydomain are obtained as the input streambyhigh(or
low) pass filter. The high-frequency component streams are further connected with the
low-frequency component streams to complement each other. Motivated by this, in [12]
we applied a dual-stream input model, where low-frequency images and high-frequency
images are inputted separately at the input and fed to the network for training. Two
channels are simultaneously trained to exchange training features and learn features in
different frequency domains to accomplish consistency across objects, and cross-focus
on both channels to back-propagate the enhanced algorithm. By iterating the object
features, a global feature representation is achieved for later use in detection operations.
Last, the detection region size is synchronously mapped to the original image using the
consistency of the image position. After extensive experiments on publicly available
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datasets, we show that our faster-rcnn-w method outperforms most other methods in
terms of evaluation metrics.

Our project currently contributes to the following:

(1) We innovatively ignore the rgb stream capture, but identify tamper artifacts by
combining high-frequency transform with low-frequency features. This improves
the prediction accuracy and reduces the speed of the coupled acceleration network.

(2) We make model improvements by performing a dual transformation on the input
side and using a fusion pooling layer to reinforce the connection between the
two channels. For the effect visualization, the results are mapped to the original
image using image coherence with the tampered low frequency image position as
a reference.

(3) We performed extensive experiments in multiple benchmark tests to demonstrate
the advanced detection and localization properties of our method.

2 Related Works

In most image tampering detection, a single normal rgb stream image [13] is used as
training object when image processing. Invisible image features and the intense inten-
sity transform part often imply more tamper information [14]. This information is not
visible in the rgb domain, so we propose a, multi-frequency domain joint modal app-
roach and based on the faster-rcnn network model to find the image intense transforma-
tion information to achieve higher tampering recognition accuracy. At present, a lot of
groundbreaking achievements have been made in image forgery detection. In the deep
learning domain, in 2016 Bayar et al. Krishna et al. [15] innovated a novel convolutional
layer structure to capture the correlation changes of adjacent pixels in the image when
the image is tampered, and at the same time adaptively learn tampered features, and
compress image content as much as possible. The detection effect. In 2017, a passive
image forensics algorithm based on deep learning was proposed in the literature [10].
The image feature extraction part used CNN to learn features [16], and introduced the
rich spatialmodel to initialize network parameters. Once the feature fusion is done, select
The optimal features are used for classification and localization of tampered images and
achieve high accuracy on public datasets. RGB-N [12] introduced a two-stream network
for operation localization in 2018, where one stream extracted RGB features to capture
visual artifacts, while the other exploited noise features to model the difference between
tampered and unmodified regions. Inconsistencies between the two. It is the first method
to use the dual-stream input model to complete the image detection problem, which
further improves the tamper detection accuracy.

Image forgery is particularly critical in the medical field, in [17], We learned that in
the Chest X-ray is a kind of medical image, [17] proposes a model for the detection of
Chest-X-ray by Multi Attainment and Incorporating Background Information Model,
Model focuses on how to improve the performance of decoders, for example, combining
retrieval and generation for the template characteristics of the report. For image decoders,
more mature convolutional neural networks (CNN) such as ResNet and DenseNet are
used to extract features. We can learn from this that deep neural networks have a unique
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advantage in processing the abnormal part of the image. This aligns with the idea of
identifying areas with image tampering.

3 Method

We aim to improve the dual-stream input network, input the network with dual Dis-
crete Cosine Transform (DCT) [11] high-frequency and low-frequency images, improve
prediction accuracy, and map the low-rate detection frame to the original image via the
original input imagewhen the result is returned. Figure 2 shows the steps of our approach.
This chapter explains the three parts of preprocessing, Input and Model refinement.

Fig. 2. Improvement steps of model.

Regarding the improvement of themodel, namely as faster-rcnn-w, wewill introduce
three aspects: high-frequency image feature extraction, low frequency feature extraction
and bilinear pooling. The structure of faster-rcnn-w model is shown as Fig. 3.

Fig. 3. Structure of faster-rcnn-w model.
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3.1 High and Low Frequency Feature Extraction

Because manipulated images are often post-processed to hide tamper artifacts, capturing
subtle tamper traces in RGB space is challenging. Thus, we extract features from the
frequency domain to provide complementary cues for action sensing.

If an image X is taken as input, it is first converted from RGB to frequency domain
using discrete cosine transform (DCT). The image processing process is shown in Fig. 4.

Fig. 4. Image Processing Flow

As there are no tamper marks hidden in normal images, capturing noise and image
details in normal rgb space is challenging. With the goal of extracting more image
features, we input the original imageX of Fig. 3, first performDiscrete Cosine Transform
(DCT) to convert It is transformed from the rgb domain to the Frequency Domain:

X = DCT (X ) (1)

where X ∈ RH×W×3.
The high frequency components are then obtained by a high pass filter to preserve

the displacement invariance and local consistency of natural images:

DCT X = D−1(H (X , a)) (2)

where H is a high-pass filter, and a is a manually designed threshold that controls the
low-frequency.

Similarly, we need to use the low frequency filter to let the DCT image enter and get
the low frequency component:

DCT X = D−1(L(X , b)) (3)

where L is a low-pass filter, and b is a manually designed threshold that controls the
high-frequency.

As shown in Fig. 4, we can see that the original image is converted into a DCT
image, and the entire process of converting the DCT image into high frequency and low
frequency.
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Then, in Fig. 3, the two input streams enter the backbone pure convolutional layer at
the same time to extract features and then divert the streams. The low frequency needs
to go through the RPN network and then enter the ROI Pooling layer, while the high
frequency image directly enters the ROI Pooling layer and joins the low frequency.

3.2 Bilinear Pooling

The bilinear pooling layer [16, 18] fuses the information of the low-frequency image
channel and the high-frequency image channel. The output of the compressed bilinear
pooling layer is as follows:

x = f Tl ∗ fh (4)

where fl represents the location-sensitive map features of the low-frequency image chan-
nel, and fh represents the location-sensitive map features of the high-frequency image
channel. The recombined bilinear feature vector will be used as the basis for subsequent
scores to determine whether the region has been tampered with.

The classification of tampered regions is evaluated using a cross entropy loss, and a
smooth loss function [19] is used to evaluate bounding box regression. Lastly, the overall
model loss function is:

La = Lr + Lc(fl, fh) + Lb(fl) (5)

Among them,La represents the total loss of themodel,Lr represents theRPNnetwork
loss function, Lc represents the final cross-entropy classification loss, which is jointly
determined by the dual-channel features fl and fh through the bilinear pooling layer,
and Lb represents the final Bounding box regression loss, which is determined only by
features fl from low-frequency image channels.

4 Experimental

This section evaluates the performance of faster-rcnn-w, conducts experiments on multi-
ple tampered image datasets, uses a variety of evaluation criteria to obtain experimental
data and compares with previous popular models, draws experimental conclusions.

4.1 Data Set Selection

The dataset contains the original image, the tampered image, and the corresponding
master image.Existing image tamperingdetectiondatasets:CASIAdataset,RTDdataset,
Columbia Uncompressed Image Splicing Detection dataset, Coverage dataset.

(1) CASIA 2.0, including two types of tampering, copy-move and splice
(2) Columbia Uncompressed Image Splicing Detection, this dataset only contains

splice tampering, the dataset is small, only 183 tampered pictures, and the image
resolution is high.
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(3) The Coverage dataset only contains copy-move tampering, including 100 pairs of
tampered images and the original image, and the image resolution is generally.

(4) RTD dataset, including three types of copy-move, splice, and remove, and the
resolution is high.

For these four datasets, we have divided the training and test sets. After taking 90%
of each dataset as training set and 10% as test set, we set the RPN network preselection
rules, and anchors are finally determined as 16, 32, 64, 128. As the surface generation
network filters anchors, IoU threshold of positive samples (samples containing tampered
areas) is set to 0.7, and IoU of negative samples (those samples that do not contain
tampered regions) is fixed to 0,3. According to the NMS (Non-Maximum Suppression)
algorithm, the Samples with an IoU value greater than 0.7 are classified as foreground
samples (tampered features), samples with an IoU value less than 0.3 are classified as
negative samples (non-tampered features), and samples that are not within the above
two ranges are selected. During training, the batch training method of small batch is
selected, the batch size is set to 2, the number of iterations is 21600, the basic learning
rate (learning_rate = 0.001), and the learning rate decays to one-tenth of the previous
time for each iteration of 3240 times. Training of the algorithm consists of initializing
the model first, and then starting the training of the detection model after parameter
configuration.

In this paper, CASIA and RTD datasets are mainly used. The datasets’ division for
training and test is shown as Table 1.

Table 1. Division of training set and test set.

Dataset CASIA 2.0 Columbia Coverage RTD

Training set 458 164 90 198

test set 50 18 10 22

4.2 Display of Experimental Results

We conducted experiments on the fusion dataset, obtained the experimental results of
three tamperingmethods (Cp,Rm, Sp) respectively, and comparedwith the single-stream
rgb domain faster-rcnn model and the RGB-N method. As we can see from the visual
effects at first, our method is the closest to the tampered position of the ground truth
among the three detections and has very high confidence, the comparison is shown as
Fig. 5.

4.3 Evaluation Criteria and Description

The evaluation criteria used list as follow:
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Fig. 5. Comparison with other models.

(1) F1 score precision and recall are generally used at the same time, and F1-score
neutralizes the evaluation of both:

F1 = 2 × Precision × Recall

Precision + Recall
(6)

(2) AP indicator PR curve concept: P in the PR curve represents precision, and R
represents recall, which represents the relationship between precision and recall.
The recall is set to the abscissa, and the precision is set to the ordinate. The AP
index is the area enclosed by the PR curve and the x-axis.

(3) The AUC index roc curve refers to the false alarm probability P(y/N) obtained by
the subjects under different judgment criteria under specific stimulation conditions
as the abscissa, and the hit probability P(y/SN) as the ordinate, connecting the
drawn points. AUC (Area Under Curve) is defined as the area under the ROC curve
enclosed by the coordinate axis.

First, we compared our own model in three tampering methods, as shown in Table 2.

Table 2. Experimental evaluation diagram.

Tarmperway/Evaluation criteria F1-score AUC

Cp 35.4 45.4

Rm 53.4 74.4

Sp 63.4 87.4
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Based on the data in the table, it can be seen that this method can realize three tamper
detection schemes. Thismethod ismore effective among them for splicing detection, and
the AUC value reaches 87.4, followed by the AU value of removal 74.4. The detection
result of this method for copy-paste averages is not ideal, however, and the AUC value
is only 45.4. According to the AUC and F1-score results, we can see that the method
has better classification performance in detecting the effects of splicing and deletion. A
F1-socre score for splicing and tainting is 63.4, and an F1 score for tainter removal is
60.4. Copy-paste detection results are not perfect.

Subsequently, we compared the performance of the model in this paper with the rgb
single-stream faster-rcnn model and RGB-N on the same dataset, and evaluated with the
above three evaluation indicators, as shown in Table 3.

Table 3. Comparison of evaluation indicators of different models.

Method Tampering form F1-score AUC

Faster-rcnn-w Cp 35.4 45.4

Rm 60.4 74.4

Sp 63.4 87.4

RGB-N Cp 41.2 84.3

Rm 58.6 78.4

Sp 49.6 81.2

Faster-rcnn (rgb) Cp 40.3 45.4

Rm 35.4 50.3

Sp 37.4 49.6

Table 3 shows that our dual-stream input model outperforms the faster-rcnn single-
stream model by a large margin in each evaluation index. We conduct experiments on
the fusion dataset, and benchmark the single-stream rgb input faster-rcnn model. As
standard single-stream model, we not only add an input source to the input, but also
perform image processing on the double-end, which is beneficial for the dct operation,
and add high-frequency and low-frequency image filters to obtain high-rate and low
frequency images of the dual-stream input end. The standard rgb stream represents the
overall content of the image, while the high frequency side contains detail and noise.
With the action of the high frequency input side, our network can analyze unseen details
and noise in the rgb domain, which greatly improves the accuracy of model prediction.

When comparing with RGB-N, we observed that RGB-NN has lower F1-score met-
rics (49.6) and AUC metrics (81.2) on splicing (sp) than our model. RGB model – N
only inputs a noise stream feature as an additional input, but the additional high fre-
quency stream of our model input not only has noise features, but also changes edge
details, which complements the insufficient noise stream and increases model accuracy.
We replace the rgb stream with the low frequency data stream. This has the benefit of
reducing coupling. We repeat the high frequency content repeated in the rgb stream with
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the high rate stream. The image is obtained in the low frequency domain with the high
frequency content removed as the main body of the template. We show that the input
model of the rgb domain can reduce coupling and improve model precision. However,
in terms of copy and paste and tamper removal, RGB-N has a better effect than ours.
This may be because when our model discards the rgb stream, it discards some content,
causing some tampered regions belonging to high frequency content to be lost. Often
when the tampered area is missing, the copy and paste content will be inconsistent with
the copied area of the original image due to missing content, so faster-rcnn-w performs
poorly in tampering cp. Similarly, under rm removal and tampering, ourmodel andRGB-
N have little difference in F1 and AUC indicators. It is because edge tearing is evident
in tampered area, and the gray-scale contrast is strong whether it is high frequency input
or SRM filtering. As the noise point of the image is enlarged, and the tearing edge is
filled with such noise, under rm the performance of both is the same.

5 Conclusion

In today’s society, image tamper detection is urgently needed to be developed, and our
proposed faster-rcnn-w model is not inferior to the current mainstream image tampered
detection templates. Above, complete dctization and extract high and low frequency
features as input of dual-stream input, and inside the model, use dual-channel input and
dual-pooling layer structure to complete the whole model improvement, no longer a
simple overlay of convolution and rpn network, After the whole pattern is upgraded in
three dimensions, the final result is presented on the low frequency image. We add rgb
images at the output end to map the tamper area of low frequency images to complete
the final result. Without changing the network hierarchy, this method improves the load
speed, coupling and accuracy. At the same time, we have flaws. Out of the three tamper
conditions we target, the tamper effect of cp copy-paste is not perfect. This is mainly
because the tampered edges of the low frequency cp images are not consistent with
the original image. Further research is warranted in future work. Enhance the tamper
accuracy cp.
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Abstract. With the rapid development of artificial intelligence (AI), the anomalies
detection in biomedical has became important in patients’ health monitoring. The
pneumonia, includingCOVID-19, is a global threat.Detecting the infected patients
in time is very critical to combating this epidemics. Thus, a rapid and accurate
method for detecting pneumonia is urgently needed. In this paper, a deep-learning
detection model, is designed to detect pneumonia efficient. Since training a neural
network needs consuming a lot of time resources and computing resources, transfer
learning is used for pre-training.At the same time, in order to improve the detection
efficiency, we combine various deep learning models, and then perform prediction
and classification. The simulation results show that comparing with the 91.5%
accuracy of the traditional CNN model, the transfer learning model consisting
of vgg16VGG16, vgg19VGG19, RresNnet50 and Xxecption reached 93.27%,
93.43%, 92.31% and 90.22% respectively. Most of the models are superior to the
traditional models and have excellent stability with less time consuming.

Keywords: Transfer Learning · pneumonia detection

1 Introduction

As we all know, caused by an acute respiratory infection, the pneumonia has become
one of the biggest threats to human society [1]. The key to combating this disease
is identify the infected people in time. Because it can be caused by lots of factors,
including viruses, bacteria, or fungus. Especially from the end of 2019, the COVID-19
has brought significant damage to the world. Many people have delayed treatment due
to untimely diagnosis [2]. Because the pneumonia diagnosis is involves highly skilled
analysis of a chest X-ray (CXR) using focused beam of radiation and professionally
confirm the diagnosis with clinical history and laboratory tests, where the whole process
is time-consuming [3].

The chest X-ray examining lungs, bones, and heart, are helpful to doctors to work
out the placement and extent of the pneumonia [4]. The images brought by X-ray are
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of the inside of body, where the thickness of body’s tissues varies because the ratio of
each part of body is different. The radiology technicians need to analyse a large number
of CXRs every. And because different conditions may appear as opacity, it is difficult to
identify the respiratory illness in CXR.

As artificial intelligence (AI) has recently become a topic of study in different appli-
cations, including healthcare, in which timely detection of anomalies can play a vital role
in patient health monitoring [5]. With the potential of AI, it can minimize the repetitive
task of clinicians, and automate the initial detection of potential respiratory illness to
expedite the relevant review [6]. In the medical domain, the convolutional neural net-
works (CNN) methods are mostly used for classification. The [7] performed a study
on the large pneumonia dataset containing the train, validation & test, which encoun-
tered that the smaller the image size, the better validation score. In [8], the DenseNet
and MobileNetV2 CNN were used to train models on each dataset to classify, which
achieved comparable performance to DenseNet, demonstrating the efficacy of CNNs for
chest X-ray abnormality detection.

For these current deep learning models, it need to consume huge time resources and
computing resources training a neural network. Therefore, reusing a pretrained deep
learning model as a new model for another task, namely transfer learning, is a common
approach in computer vision tasks [9]. Because most of the data and tasks are related,
the parameters of the pre-training model can be transferred to the new model through
transfer learning, thereby speeding up and optimize the learning efficiency of the model.
Among them, the VGG CNN, including VGG16 and VGG19, are the most popular
CNN model due to its simplicity and practicality. It shows good results in both image
classification and object detection tasks [10].

In this paper, four models VGG16, VGG19, ResNet50 and Xeption are selected as
the base learners of transfer learning, because these four models are classic convolu-
tional neural networks, which are widely used, and have high recognition accuracy and
generalization ability in the field of image recognition. Some outstanding achievements
have also been made in transfer learning, which is an excellent base learner.

Therefore, a deep-learning pneumonia detection model, integrated with transfer
learning model containing VGG16, VGG19, RresNet50 and Xecption, is proposed to
detect pneumonia efficient. The contribution of this paper is as follows:

(1) A transfer learning model is constructed with VGG16, VGG19, ResNet50 and
xecption, which obtains similar accuracy and less time consuming than single CNN
method.

(2) Based on the designed transfer leaning model, we propose a ensemble learning
model to retrive a better classfication accuracy to the traditional models.

2 Introduction to Data and Pre-processing

2.1 Dataset Description

The data set of this project comes from the public data of “chest X-ray images (pneu-
monia)” of kaggle. The data set contains more than 6000 pneumonia X-ray images,
including two categories: pneumonia and normal. The images are divided into training
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set and test set of independent patients, marked as (disease) - (random patient ID) -
(image number of the patient) and divided into four directories: CNV, DME, Drasen and
normal. Table 1 shows the data composition of the training set, in which the ratio of
positive and negative examples is 1:3.

Table 1. Data composition of training set.

Type Count

Normal About 1300

Pneumonia About 3800

It can be seen that the data proportion difference is large, so the weight of the sample
needs to be adjusted. At the same time, the number of data is small, so the data needs to
be enhanced.

2.2 Dataset Description

Dataset processing is as follows:

(1) Use the image data generator provided by keras for enhanced preprocessing of
datasets. First, tensor image data batches are generated by real-time data enhance-
ment, and can be iterated circularly. The principle is to flip, pan, zoom and add noise
to the original image. The degree range of random rotation is 20, the random width
offset, the angle of random stagger transformation and the range of random scaling
are all 0.1, and random horizontal flipping is allowed. Then, use flow_From_The
directory method reads the data to realize the automatic enhancement of the data.
The principle is to take the folder path as the parameter, generate the data after data
promotion or normalization, and generate batch data infinitely in an infinite loop.

(2) Adjust the weight of the sample. Use the class in the fit function_weight method
to map the value of the class index to the weight, which is used to weight the loss
function (only during the training period). The calculationmethod is that the weight
of normal samples = the number of pneumonia samples/total, and the weight of
pneumonia samples = the number of normal samples/total.

3 Model

First of all, this chapter uses several commonly used and pre trained deep learning mod-
els for transfer learning, including VGG16, VGG19, ResNet50, Xecption. By freezing
some weights of these models and consuming less time for model training, the transfer
learning of these models is completed and four classifiers are obtained. Then, these four
weak classifiers are fused by linear regression to form a strong classifier, which real-
izes the integration of the model. The fusion model of integrated learning is conducive
to improving the recognition accuracy and generalization ability of the model. At the
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same time, we also trained the traditional CNN network model to compare with the
fusion model, and we can find that the performance of the fusion model is better than
the traditional model in all aspects.

3.1 Transfer Learning

The pre-trainingmodels used in this paper areVGG16,VGG19, ResNet50 andXecption.
Considering that the full connection layer structure added by VGG16 and VGG19 is
similar, while the full connection layer structure added by ResNet50 and xeption is
similar, we take VGG16and ResNet50 as examples.

(1) VGG16 model construction. First, keep VGG16 convolution layer parameters,
remove the original full connection layer of the model, and rebuild it. The model
network structure before the full connection layer is called the bottleneck layer,
which is used to extract the features of the image and obtain a (4, 4, 4512) feature
vector; The feature vector is extracted and transformed into the classification results
we need through the full connection layer. The final model structure is shown in
Fig. 1.

Fig. 1. VGG16 network structure built

As Table1 shown, we have added a flatten layer, twoDense layers and aDropout layer for
VGG16. The first Dense layer uses Relu as the activation function to accelerate training
and prevent information loss. The second Dense layer uses Sigmoid as the activation
function to output the training results of themodel.Dropout layer can effectively alleviate
the occurrence of over fitting by randomly stopping a neuron with a certain probability
p, and achieve the effect of regularization to a certain extent.

Next is the model’s superparameters. Through multiple feedbacks of model training
results to modify the superparameters, we get the final superparameters as follows. The
optimizer of the model is Adam, and the loss function is binary_crossentropy, which is a
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loss function commonly used in binary classification problems. Because the number of
the two types of pictures is uneven, this paper also uses class_weight is used to modify
the weight of loss function of different categories of data to alleviate the problem of
uneven sample number. At the same time, the first several layers of the bottleneck layer
are frozen to reduce the training time of the model.

The output of the final model is a number between 0 and 1. The closer it is to 1, the
greater the probability that the picture is pneumonia, otherwise the opposite is true.

(2) ResNet50 model building. ResNet50 and VGG16 are generally the same in the pro-
cess of transfer learning, but there are still somedifferences.Here are the differences.
The final model structure is shown in Fig. 2.

Fig. 2. Resnet50 network structure built

Firstly, the network structure of ResNet50 is more complex than VGG16, and there
aremanymodel parameters. Therefore, this paper uses the global pooling layer to replace
the full connection layer. The advantage is that it can retain the spatial information
extracted from the previous convolution layer and pooling layer, and can also effectively
reduce the model parameters and reduce the training time of the model.

Because ResNet50 network structure is too deep, the network becomes difficult to
train convergence and adjust parameters. This paper adds a batch processing layer, which
whitens each batch, that is, the process of removing mean and variance. It can normalize
the data, alleviate the gradient disappearance problem to a certain extent, accelerate the
network convergence, and prevent the over fitting problem at the same time.

3.2 Integrated Learning

Because the output result of the model is between 0–1, the closer it is to 1, the greater the
probability that the model considers pneumonia, and the closer it is to 0, the lower the
probability that it considers pneumonia. We use linear regression to predict and build a



Pneumonia Image Recognition Based on Transfer Learning 121

linear regression model y = a1x1 + a2x2 + a3x3 + a4x4 + b, where x1 reach x4. They
are the output results of VGG16, VGG19, ResNet50 and Xecption models for a picture
respectively, and y is the prediction result. a1, a2, a3, a4 and b are the parameters that
need training.

Through linear regression training, we can get that the prediction result of the fusion
model is a value y.We believe that when the value y is greater than 0.5, themodel predicts
that the picture has pneumonia. Less than 0.5 is predicted to be a normal picture.

4 Experimental Results and Analysis

The experimental data set comes from the public data of “Chest X-Ray Images (Pneumo-
nia)” of Kaggle. The data set contains more than 6000 pneumonia X-ray images, which
are classified by many experts, and the data is highly reliable. Experimental machine
Intel (R) Core (TM) i5-9300 H CPU @2.40 GHz (8 CPUs), ~2.4 GHz, CPU GTX650,
memory 16G Windows10 operating system. All models use PyCharm as the integrated
development environment, and are implemented using the deep learning framework
keras. The Loss curve and accuracy curve of the experimental results are drawn by
pyplot of matplotlib to analyze the convergence of the model.

4.1 Performance Index

Error rate and accuracy are the two most commonly used performance measures in
classification tasks. Error rate refers to the proportion of the number of samples with
classification errors in the total number of samples, which is defined as Eq. (1):

error = 1

m

∑m

i=1
‖(f (xi) �= yi) (1)

Precision is the proportion of the number of samples with correct classification to
the total number of samples, which is defined as:

acc = 1

m

∑m

i=1
‖(f (xi) = yi) (2)

Precision and recall are the detection values with high adaptability to evaluate the per-
formance of applications. For the binary classification problem, the combination of real
category and algorithm prediction category can be divided into four cases: true positive
(T P), false positive (F P), true negative (T N) and false negative (F N). The precision P
is defined as:

P = TP

TP + FP
(3)

The recall R’s formula is as follow:

R = TP

TP + FN
(4)
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F1 takes into account both precision P and recall R, is measured as below:

F1 = 2 × P × R

P + R
(5)

where ALL is the total number of samples.
In this paper, F1 value is used as the main evaluation standard, and accuracy and

recall are used as auxiliary evaluation standards.

4.2 Experimental Results of Each Transfer Learning Model

The superparameters of each model are shown as table 2.

Table 2. Superparameters of each model

model Learning rate epoch Frozen network
layers

Lower boundary
of learning rate

Learning rate
decline factor

VGG16 0.00001 24 16 0.000000001 0.8

VGG19 0.00001 16 12 0.000000001 0.8

Resnet50 0.00003 24 32 0.00000000001 0.8

Xception 0.00001 24 32 0.00000000001 0.8

The following Figs. 4 and 5 show the changes of accuracy and loss of each transfer
learning model with the number of epoch. Obviously, it can be found that the accuracy
and loss on the training set change slightly, while the change on the verification set is
larger. This is due to the small number of validation sets. At the same time, it can be
found that the accuracy of eachmodel is more than 80% at the beginning, because the pre
trained weights are used, which can also significantly reduce the time cost of the training
model. The number of epochs of VGG 19 is 16, and the number of epochs of the other
three models is 24. This is because it is found that VGG 19 is easier to over fit during
training, so the number of epochs of the model is reduced. At the same time, it is found
that ResNet50 performs best in this training set, followed by VGG16. This is because
the residual structure of ResNet50 can effectively prevent the gradient disappearance
caused by the deepening of the network structure, so it has better performance. At
the same time, VGG16 outperforms other models in the validation set, which shows
that VGG16 has high generalization ability and robustness. It can be seen that VGG19
model has a significant change in accuracy and loss in the 11th epoch, which is due to
the oscillation phenomenon caused by the excessive learning rate.

The changes of accuracy and loss in training dataset is shown as Fig. 3.
The changes of accuracy and loss in validation dataset is shown as Fig. 4.
The performance of each transfer learning model in the test dataset is as Table 3.
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Fig. 3. The changes of accuracy and loss in training dataset.

Fig. 4. The changes of accuracy and loss in validation dataset.

Table 3. Evaluation indicators of each model1

model accuracy recall F1-score

VGG16 93.65% 91.97% 92.69%

VGG19 93.16% 92.78% 92.96%

Resnet50 92.80% 90.77% 91.61%

Xception 90.96% 88.16% 89.24%

4.3 Fusion Model

The Fig. 5 shows the weight diagram of four models fused by linear regression. It can
be seen that VGG16 has the highest weight proportion, reaching 0.55, while Xecption
has the lowest weight, reaching a point of almost negligible. It can be found that the
higher the accuracy of the model, the greater the relative weight, which is in line with
our expectations.

In order to compare the fusionmodel with the traditional model, this paper constructs
a traditional CNN network, and the model structure is as follows Fig. 6.

The super parameter is set as: the number of iterations is 24, the learning rate is
0.00001, the learning rate reduction factor is 0.6, and the lower boundary of the learning
rate is 0.000000001. It takes about seven hours to train in the local environment. The
transfer learning model only needs more than three hours of training, which is twice as
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Fig. 5. Weight diagram of four models fused by linear regression

Fig. 6. The CNN network model structure constructed

fast as the ordinary CNN model. The Evaluation indicators of each model are listed in
Table 4.

Table 4. Evaluation indicators of each model

model accuracy recall F1-score

CNN 90.17% 94.10% 92.10%

Fusion model 94.40% 96.30% 95.34%

It can be found that the integration of multiple machine learning models can signifi-
cantly improve the overall prediction ability. This is because different sub models have
different expressive abilities in data. We can combine the parts they are good at to get an
“accurate” model in all aspects. Through linear regression learning the weight of each
model, we can get a relatively better weight of each model, which can well mine the
strengths of each sub model and improve the effect of the final model.
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5 Conclusion

X-ray detection of pneumonia is an important detection method in medicine. The tradi-
tional human eye detection is completely based on the judgment of doctors, which takes
a long time to obtain the results and may be misjudged; CNN has a good foundation for
pneumonia image detection, but the training time is long and the recognition accuracy
is not high. This paper uses an integrated learning framework integrating multi transfer
learning model, which greatly improves the accuracy of recognition and reduces the
training time. In the model, we choose VGG16, VGG19, ResNet50, Xecption classi-
fiers, and integrate multiple models into a strong classifier through linear regression.
Compared with traditional CNN, it greatly reduces the training time of the model and
improves the recognition ability of the model.

However, the model still has some limitations, including the inability to show the
specific location of the lesion. This will be further studied in future work.
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Abstract. The surface defect detection of aluminum sheet is of great significance
to ensure the appearance and quality of aluminum sheet. The surface defects of alu-
minum sheets have the characteristics of different shapes, obvious size differences,
and difficult to obtain defect samples, which make defect detection challenging.
In order to solve this problem, we make the following improvements to YOLOv3:
Adding attention mechanism modules after the three feature layers output by the
model backbone and after neck upsampling; Freezing the model backbone and
using pretrained for transfer learning. The proposed YOLOv3 + ECA model is
compared with the target detection models such as YOLOv3 and Faster-RCNN.
It is found that the mAP of our model reaches 96.22%, which is higher than the
current conventional algorithm. The AP values for different types of defects have
good detection results.

Keywords: Defect detection · Attention Mechanism · Few Shot · Small Target
Detection

1 Introduction

Aluminum alloys are widely used in transportation, electronics, machinery and other
fields [1]. In the process of production and processing, it is easy to have pinhole, scratch,
dirty, fold and other surface defects. These surface defects will not only affect the appear-
ance and fatigue strength of products, but also increase the production cost of enterprises.
More seriously, it will threaten people’s lives. Therefore, it is of great significance to
detect defects on the surface of aluminum alloys in time.

In the defect detection of metal industrial products, the commonly used detection
methods include manual inspection, magnetic flux leakage testing, radiography testing,
traditional machine vision detection and deep learning detection [3–6]. Among them,
manual inspection generally has the disadvantages of low precision, strong subjectivity
and high labor intensity [2]; Magnetic flux leakage testing is not suitable for detecting
cracks with complex shapes and narrow cracks, especially closed cracks; Radiography
testing can easily determine the nature of defects, but it is expensive and harmful to
human body; Compared with the previous detection methods, machine vision detection
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has the outstanding advantages of high detection accuracy, fast detection speed and
low cost. However, the traditional machine vision relies on artificial design features,
and the robustness of the algorithm is poor. With the advent of the big data era and
the improvement of computer computing power, deep learning has developed rapidly.
Compared with traditional machine vision technology, deep learning achieves higher
accuracy in image classification, image segmentation, target detection and other fields
[5].

Owing to the superiority of deep learning algorithm in defect detection, the detection
method based on deep learning has been widely concerned and studied. However, there
are not many applications in actual industrial scenarios. The main reason is determined
by the characteristics of defect data. The details are as follows: (1) The defect shapes
are different. (2) Small target defect samples are few. (3) The size of different types of
defects is obviously different. (4) It is difficult to obtain defect samples. This makes the
practical application of surface defect method based on deep learning very challenging.

The attentionmechanism has the properties of plug-and-play nature, which improves
the detection accuracy of the model without significantly increasing the amount of com-
putation. And it can also enable the network model to pay attention to more valuable
information for the task, thereby improving the efficiency of task processing and the
ability of feature extraction.

Therefore, this paper focuses on the attentionmechanism and improves the YOLOv3
algorithm. The contribution of this paper are as follows:

1. Building defect dataset. The industrial defect images on the surface of aluminum
sheet were collected by industrial camera and classified into four types of defects.
Namely Pinhole, Scratch, Dirty and Fold.

2. Improving YOLOv3 model structure. We add attention mechanism modules to the
neck of the network model to improve the feature extraction ability. It effectively
solves the problem that small target defects are difficult to detect.

3. Model training with transfer learning. In view of the problem that it is difficult to
obtain defect dataset, this paper uses pretrained weights to perform transfer learning
by freezing the backbone of the model. This method not only speeds up the training
speed of the model, but also enables the model to achieve better detection results on
small datasets.

This paper is structured as follows: In the first section, we expound the background
and significance of defect detection on the surface of aluminum sheets, enumerate the
current main defect detection methods, and analyze their deficiencies. Section 2 intro-
duces the related research on object detection algorithms and attention mechanisms.
Section 3 proposes solutions to the problem that the surface defects of aluminum sheets
are difficult to detect. Section 4 conducts a comparative experiment on the improved
YOLOv3 algorithm and analyzes the performance of the algorithm. Section 5 briefly
summarizes the content of the previous sections and draws conclusions.
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2 Related Work

Object detection can obtain accurate positioning and category information of targets.
At present, it is mainly divided into two-stages algorithms and one-stage algorithms.
The former first generate candidate boxes that may contain targets, and then adjust the
boxes and classify the targets. The latter does not generate candidate boxes, and the final
detection result can be obtained after a single detection.

The main algorithm of the two-stage detection method is Faster-RCNN [7]. For
example, Ding et al. [8] proposed a network dedicated to tiny defect detection (TDD-
net). Thismethod strengthens the fusion of information from the underlying structure and
improves the detection accuracy of small defects. He et al. [9] proposed a method based
on Faster R-CNN, using FPN, Soft Non-Maximum Suppression (NMS) and Region
of Interest (ROI) alignment to improve the accuracy of the model. But the detection
speed is slow. The main representatives of one-stage detection methods are YOLO and
SSD. For example, Guo et al. [10] proposed MFST-YOLO model. Based on YOLOv5,
this method combines Trans module designed by transformer and multi-scale feature
fusion structure. It can quickly detect defects on steel surface, but the average detection
accuracy still has great room for improvement.

Attention mechanism is widely used in the field of object detection due to its plug-
and-play characteristics and the ability to capture valuable information. For example,Yao
et al. [11] proposed an enhancing region and boundary Awareness Network (ERBANet).
The author combines ERBANet with attentional feature enhancement (AFE) module.
The method achieves faster detection speed and higher detection accuracy. Li et al. [12]
proposed a hybrid attention mechanism, which is mainly composed of channel attention,
spatial attention and aligned attention modules. Then the hybrid attention mechanism
is combined with the single-stage target detection algorithm HAR to achieve target
detection. The detection accuracy of the algorithm has been significantly improved.

Similarly, for the object detection task, the acquired image quality is also related to
the accuracy of defect detection. Currently, the popular image quality assessment (IQA)
methods are the no-reference(NR) techniques. For example, Hu et al. [14] proposed
parametric models that describe general characteristics of chromatic data in natural
images, which are unified in a common NR IQA metric. The proposed metric provides
solutions to various color image processing problems. In addition to color images, night-
time images are also used as objects for object detection. A night-time blind image
quality assessment (BIQA) method based on support vector regression (SVR) [15] can
effectively predict night-time image quality.

All of the above studies providemore possibilities for the detection of surface defects
of aluminum sheets. At the same time, it can be seen from the above research that defect
detection has produced a relatively large contradiction in accuracy and speed. This
contradiction can be effectively alleviated by combining attention mechanism.

3 Methods

3.1 Improved YOLOv3 Model

YOLOv3 is a classic one-stage target detection algorithm. Compared with the two-stage
detection algorithm, it can directly generate the object category probability and position
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coordinate value without going through the candidate region generation stage. So it has
faster detection speed, but there is still room for improvement in detection accuracy.
Therefore, while maintaining the detection speed, this paper introduces attention mech-
anism ECA module to improve the detection accuracy. The YOLOv3 network model
combined with ECA module as show in Fig. 1.
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Fig.1. Improved YOLOv3 model

BackBone. The model can be divided into four parts: input, backbone, neck and head.
Among them, the backbone feature extraction network is Darknet-53. This part has a
total of 6 separate convolution layers and 23 residual blocks. As can be seen from Fig. 1,
the input features of the residual block first go through a convolutional layer CBL with
a kernel size of 1 × 1 and a stride of 1. Its number of channels is reduced to 1

2 of the
original, which is Inchannels

2 . Then enter a 3× 3 convolutional layer for feature extraction,
and the number of channels is restored to Inchannels.

The output of the 3 × 3 convolution is directly added to the skip connection to
obtain the output. After residual operation, the shape of the input feature map remains
unchanged. The skip connections in it alleviate the gradient vanishing problem caused
by increasing depth in deep neural networks. Secondly, the convolution part of Darknet-
53 uses the unique darknetconv2d structure. The structure first performs a convolu-
tion and L2 regularization. After completing the convolution, Batch Normalization and
LeakyReLU activation function are performed. The definition of LeakyReLU is shown
in formula (1).

LeakyReLU (x) =

{
x x > 0
αx x � 0

(1)

Neck. After Darknet-53 feature extraction, three effective feature layers are obtained.
Their sizes are (52, 52, 256), (26, 26, 512), (13,13, 1024). Attention mechanism is a
plug-and-play module. In order to successfully use the pretrained weight for transfer
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learning in the future, we do not add the attention module to the backbone network,
but add the attention module after the three feature layers extracted from the backbone
network and after two upsampling of the neck of the model. The introduction of the
attention mechanism can make the model pay attention to the more valuable informa-
tion for the task among the numerous information, so as to improve the efficiency and
accuracy of task processing. Attention mechanism can be roughly divided into chan-
nel attention mechanism, spatial attention mechanism, and channel and spatial mixed
attention mechanism.

ECA module is an implementation of channel attention mechanism. Adding this
module to the model not only does not increase the complexity of the model, but also
effectively improves the detection effect of the model. The structure of the ECAmodule
is shown in Fig. 2. We first perform global average pooling(GAP) operation on the input
feature χ ∈ RH*W*C and compress it into Z ∈ R1∗1*C. The calculation formula is shown
in formula (2). Then, we input Z into 1D convolution with a kernel size of k for feature
learning to get the channel weights. The calculation formula of k is shown in formula
(3). Finally, the results can be obtained by multiplying the weight to the feature directly.

zc = 1

H ∗ W

H∑
i=1

W∑
j=1

χc(i, j) (2)

k = ψ(C) =
∣∣∣∣ log2(C)

γ
+ b

γ

∣∣∣∣
odd

(3)

where C indicates the number of channels; |t|odd represents the nearest odd number of
t; ψ(·) indicates nonlinear mapping.

Fig. 2. ECA module.

Head. After the input features are passed through the neck network, three enhanced fea-
tures can be obtained. Then these three enhanced features are passed into Head through
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the convolutional layer to obtain the prediction result. The shapes of the prediction
results are (13, 13, 27), (26, 26, 27), (52, 52, 27). However, these prediction results do
not correspond to the position of the final prediction box on the picture, so they still need
to be decoded. The decoding process is to calculate the coordinates of the last displayed
bounding box: bx, by, and the width and height:bw, bh. In this way, we actually get the
position of the predicted box. Each prediction box includes the position of prediction
box, category information and confidence information. The calculation process is as
follows:

bx = σ(tx) + cx (4)

by = σ(ty) + cy (5)

bw = pwe
tw (6)

bh = phe
th (7)

where cx and cy are the coordinate of the upper left corner of the cell; pw and ph denote
the edge length of priori box; σ(tx) and σ(ty) are the offset based on the grid point
coordinates of the upper left corner of the center point of the rectangular box; tw and th
denote the width and height of the prediction box.

3.2 Loss Function

To calculate the model loss, we should first calculate the Intersection over Union (IOU)
of all ground-truth and prediction box in each image (see Fig. 3).When the IOU is greater
than ignore thresh, we take out the priori box with the largest IOU in each network point.
The formula for calculating IOU is as follows:

IOU = A ∩ B

A ∪ B
(8)

Then we can calculate the model loss. The loss of this model can be divided into
location loss, confidence loss and category loss. The calculation formulas correspond to
formulas (9), (10) and (11) respectively.

lbox = λcoord

S2∑
i=0

B∑
j=0

Iobjij (2 − wi × hi)[(xi − x̂ji)
2 + (yi − ŷji)

2 + (wi − ŵi)
2 + (hi − ĥi)

2]

(9)

lobj = λnoobj

S2∑
i=0

B∑
j=0

Inoobjij (ci − ĉi)
2 + λobj

S2∑
i=0

B∑
j=0

Iobjij (ci − ĉi)
2 (10)

lcls = λclass

S2∑
i=0

B∑
j=0

Iobjij

∑
c ∈ classes

pi(c) log(p̂i(c)) (11)
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where S is the grid size; B denotes the number of candidate boxes; Iobjij denotes whether

there is a target object in the jth prior box of the ith grid. If there is, Iobjij = 1. Otherwise,

Iobjij = 0.
The loss of the whole model is the sum of the above three. The calculation formula

is as follows:

Loss = lbox + lobj + lcls (12)

A B

A
B

A B

A
B

Fig. 3. IOU principle diagram.

4 Experimental Results and Analysis

4.1 Transfer Learning of Pretrained Mode

Transfer learning [13] is a technical means to apply the machine learning model trained
in one field to another. It increases the utilization of the model to some extent, shows the
superior performance when the amount of training data is small, and saves the training
time and storage cost. For the neural network, it only needs to cut a trained neural
network from the middle, and then splice it to other networks to realize the transfer
learning. In the training phase, the topological structure and all super parameters of the
migration module can remain unchanged, and the weight can decide whether to retrain
according to needs. Transfer learning is divided into pretrained mode and fixed value
mode according to whether to update the weight of the old module. Faced with the
scarcity of training data for aluminum sheet surface defects, we have more advantages
in using the pretrained transfer method.

We divide the training into two stages: freezing stage and unfreezing stage. In the
freezing phase, the backbone of the model is frozen, and the feature extraction network
is not changed, only the network is fine tuned. We set the initial learning rate to 0.01.
During the training, we can adjust the batch size appropriately according to the use of
the video memory. After unfreezing, all parameters of the network will be changed.

4.2 Experiment Description

All experiments were carried out on windows10 operating system with pytorch based
on Python 3.8. The pretrained model is used in the training process. The batch size of
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the freeze phase is 16. The batch size in the unfreeze phase is 8. The initial learning rate
is 0.001, and its decline mode is cos. Momentum is set to 0.937, IOU threshold is set to
0.5, and Adam optimizer is used.

4.3 Datasets

In the actual industrial production, the product yield is relatively high. So it is difficult
for us to obtain a large number of defect image samples. The dataset in this paper is
collected by industrial camera, including 4 types of aluminum sheet surface defects (see
Fig. 4). We have a total of 401 images with more than 1000 defects. Quantitatively, this
is far from sufficient for object detection model training. Therefore, in order to reduce
the possibility of over fitting, this paper performs data enhancement operations, which
include randomly removing some pixels, sharpening, affine transformation, changing
brightness, tone following and horizontal flipping to increases the number of images to
2459. Then, we randomly select 10% of the data as the test set, and divide the rest of
data into training and validation sets in a 9:1 ratio.

(a) (b)

(c) (d)

(e) 

Fig. 4. Four types of aluminum sheet surface defects and corresponding label frames. (a) Pinhole:
a circular small hole with an aperture less than or equal to 2 mm; (b) and (c) Scratch: linear scar
with different length and depth; (d) Dirty: irregular black brown block; (e) Fold: part of the
surface metal of the aluminum sheet is folded into the aluminum sheet, causing the metal to form
overlapping layer defects.

4.4 Experimental Results

In order to verify the effectiveness of the attention adding mechanism proposed in this
paper. We compare YOLOv3+ ECAwith target detection models such as YOLOv3 and
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Faster-RCNN. The evaluation indicators include Precision, Recall, Average Precisio
(AP), mean Average Precision (mAP) and FPS. The definitions of Precision and Recall
are shown in formulas (13) and (14) respectively:

Precision = TP

TP + FP
(13)

Recall = TP

TP + FN
(14)

where TP is the number of samples that are predicted to be positive and are actually
positive; TN denotes the number of samples that are predicted to be negative and actually
negative; FP denotes the number of samples with positive prediction and negative actual
prediction; FN denotes the number of samples with negative prediction and positive
actual prediction.

AP is the area enclosed by the precision-recall curve (P-R) and the coordinate axis.
mAP denotes the mean value of AP, which reflects the comprehensive performance of
the object detection algorithm. The definitions of AP and map are shown in formulas
(15) and (16) respectively:

AP =
∫ 1

0
p(r)dr (15)

mAP = 1

n

∑
AP (16)

where p(r) denotes the P-R curve,; n denotes the number of types of defects.
As can be seen from Table 1 and Fig. 5, the mAP of SSD is 92.56%, but the AP for

the unclear defect such as scratch is only 78%. The mAP of Faster-RCNN reaches 94%,
but the AP for small target defects such as pinhole is only 79%. The mAP of YOLOv3
is 66.42%, and the AP for different types of defects are all lower than the other three
models. The mAP of YOLOv3 + ECA reached 96.22%. Detection speed is 20 FPS.
Compared with the original YOLOv3, its detection rate has been greatly improved. At
the same time, compared with SSD, YOLOv3 + ECA is slightly inferior in detection
speed, but it can still meet the needs of industrial real-time detection. Although the AP
and mAP of Faster-RCNN can also reach high values, their detection speed is only 6
FPS, which cannot meet the needs of industrial real-time detection. It can be seen that
the effectiveness and superiority of the YOLOv3 + ECA.
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Table 1. Performance comparison of different defect detection models.

Model AP (%) mAP (%) FPS

Pinhole Scratch Dirty Fold

SSD 94 78 100 98 92.56 33

Faster-RCNN 79 98 100 100 94.32 6

YOLOv3 89 10 100 95 73.54 8

YOLOv3 + Transfer Learning 60.70 7.60 99.96 97.41 66.42 21

YOLOv3 + Transfer Learning + ECA 95 91 100 99 96.22 20

Fig. 5. PR curves of different target detection algorithms and different defects.

5 Conclusions

In this paper, we have improved YOLOv3 to detect surface defects of aluminum sheets.
On the one hand, in order to solve the problem of small dataset size, this paper trains
through transfer learning. On the other hand, in order to improve the detection accuracy
of the algorithm for small target defects and unclear defects, this paper adds attention
modules based on the original YOLOv3. The experimental results show that the mAP
of the improved YOLOv3 algorithm is improved. Especially for scratch detection, the
AP of the original YOLOv3 is only 10%, while the improved model improves to 91%.
Moreover, the detection time of this model is 20 FPS, which can meet the needs of
industrial real-time detection. Since there are not only four types of defects in aluminum
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sheets in reality, we will continue to study the automatic detection of different types of
defects in the future.
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Abstract. In this paper, an algorithm based on Bi-directional Gated
Recurrent Unit (Bi-GRU) and Gradient Boosting Decision Tree (GBDT)
is proposed to extract the entity relationship of Traditional Chinese
Medicine influenza. Firstly, the word vector is used as the input data
set and the word vector is constructed by the word embedding model
Word2Vec tool. Then the sentence feature is extracted by Bi-GRU and
the attention mechanism is integrated to improve the accuracy of fea-
ture extraction. Finally, the feature vector is input into the GBDT algo-
rithm for classification training and prediction to complete the Tradi-
tional Chinese Medicine influenza entity relationship extraction. In this
paper, a variety of different entity relation extraction algorithms are com-
pared with this algorithm to verify the effectiveness of the algorithm.
This algorithm improves the stability of the model and effectively solves
the problem of insufficient generalization ability of the model. There-
fore, when studying the relationship extraction of Traditional Chinese
Medicine texts, we can give priority to using Bi-GRU+GBDT model.
Also through the experiment to adjust the model parameters and com-
parison to get the optimal parameters of Traditional Chinese Medicine
influenza relationship extraction experiment.

Keywords: relationship extraction · deep learning · gated cyclic
neural network · gradient lifting tree · knowledge graph

1 Introduction

Traditional Chinese Medicine is the wisdom crystallization of several genera-
tions. After continuous inheritance and improvement, it has a complete theoret-
ical system, has a good guiding significance for clinical practice, and provides a
unique method for the diagnosis and treatment of diseases. As a substitute of
modern medicine, Traditional Chinese Medicine is getting more and more atten-
tion all over the world, and a large number of Traditional Chinese Medicine
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research papers are published every year [1]. At the same time, large-scale anal-
ysis of a large number of Traditional Chinese Medicine literature has become
an interesting research field in recent years, because such an analysis can exca-
vate the collective knowledge of Traditional Chinese Medicine researchers and
supplement the main body of medical knowledge. In addition, Traditional Chi-
nese Medicine is a very complex medical system, involving a variety of entities,
and there can be many types of complex relationships among these entities [2].
Therefore, there are many ideas, methods and clinical experiences that have not
been discovered. Therefore, it is necessary to further collate and analyze medical
records and literature to dig out more knowledge content to supplement and
improve the existing theoretical system of Traditional Chinese Medicine. Infor-
mation technology is undoubtedly the most favorable assistant to this work, so
how to use modern emerging information technology to explore the knowledge
of Traditional Chinese Medicine is an important direction worthy of scholars’
attention. In the vertical field, the medical field is one of the most widely used
knowledge graphs [3]. Dan Zhu et al. [4] constructed the knowledge graph related
to fatty liver disease. In the process, they used the methods of common and
individual experience analysis, analyzed and studied the clinical trials of many
famous Traditional Chinese Medicine on fatty liver disease, and found out the
relationship between syndrome and treatment. Tong Ruan [5] and others con-
struct the medical knowledge graph by using the medical concepts obtained from
the medical website and the relationship between them. In the study of cervical
radiculopathy, Kang Li [6] and others obtained the common syndrome type and
commonly used drugs for treatment of cervical radiculopathy through associ-
ation rule analysis. Their research data came from China knowledge Network.
Hong Wu [7] constructed the knowledge graph of “symptom-disease-prescription-
Traditional Chinese Medicine” by using the entities, attributes and relationships
extracted from “Compendium of Materia Medica”, “Collection of typical cases
in China” and Traditional Chinese Medicine diagnosis and treatment data. Tak-
ing the obstetrics and gynecology textbooks as the data source. Xuejiao Zhao
[8] and others proposed to use related technologies such as knowledge extrac-
tion to construct the gynecology and obstetrics knowledge graph in order to
share the common knowledge of gynecology and obstetrics medicine related to
science popularization. Entity relation extraction is a key step in the process
of information extraction in the construction of knowledge graph. Relationship
extraction (RE) refers to the extraction of the relationship between entities, so
that scattered entities can be linked through relationship extraction [9], and
then knowledge storage is carried out to form a related semantic network [10].
Relationship extraction (RE) refers to the extraction of the relationship between
entities from unstructured text [11], which determines the category of the rela-
tionship according to the characteristics of the entity. Because the data in the
field of Traditional Chinese Medicine is of great potential value and significance
to human beings, the practical value of building a knowledge graph for the field
of Traditional Chinese Medicine is highlighted.
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2 Related Work

According to the form of the extracted corpus, the relation extraction model
includes relation extraction for sentences and relation extraction for paragraphs.
The difference between the two lies in whether two related entities appear in
a sentence or in a paragraph. According to Chinese grammatical habits, gen-
erally speaking, two related entities and the relationship between them can be
expressed clearly in a sentence. Therefore, this paper uses the relation extraction
of sentences. According to whether the relationship type is predefined or not, the
relationship extraction model can be divided into schema-based relation extrac-
tion and open relation extraction. The former means that the relationship of the
entity pair can only be selected from the predefined category, while the latter
means that the entity has no limit to the relationship. In the construction of
domain knowledge graph, schema is fixed, so the relationship type of entity pair
is predefined. This paper aims at relation extraction based on schema. Knowl-
edge graph is used to describe concepts and their related relationships in the real
world. In the medical field, that is, the composition of two medical entities with
semantic relations and their semantic relations, it is a good intuitive knowledge
representation. Entities are the nodes in the knowledge graph network, and the
relationship is the type of semantic relationship between the two entities, that
is, the edge of the network connection node [12]. Relationship category is the
relationship between entities, and entities are connected through relationships,
thus forming a complete semantic knowledge network. In this paper, according
to the text data of influenza in Traditional Chinese Medicine, five kinds of rela-
tions are defined, which are symptomatic, dialectical, treatment, use and contain.
Among them, there is a symptomatic relationship between “patient” and “symp-
tom”. The type of relationship is defined as “symptomatic” relationship, and the
patient’s syndrome is distinguished according to the patient’s symptom. There-
fore, there will be a dialectical relationship between “patient” and “syndrome”,
and the relationship type is defined as “dialectical” relationship, and the relative
treatment method is adopted according to the syndrome differentiation. There
will be a therapeutic relationship between “syndrome” and “treatment”. The
relationship type is defined as “treatment” relationship, and what prescription
will be used to the patient after confirming the treatment method. Therefore,
there will be a use relationship between “patient” and “prescription”. The rela-
tionship type is defined as “use” relationship, according to what kind of Tradi-
tional Chinese Medicine is needed according to the prescription used, therefore,
there will be an inclusive relationship between “prescription” and “Traditional
Chinese Medicine”. The relationship type is defined as a “contain” relationship.
First of all, the entity pairs in the sentence are identified, and then the category
of the relationship between the entity pairs is marked manually. A total of 1210
sample data are selected for entity relationship tagging, and the labeled data are
divided into training set and test set according to the 80% and 20% standards.
The distribution ratio accords with the common proportion of the data.
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3 Design of Entity Relation Extraction Algorithm
of Traditional Chinese Medicine Influenza Based
on Bi-GRU+GBDT

There are two main methods used in entity relationship extraction, each of which
has its own advantages and disadvantages. The first method is to use remote
supervision to obtain training data, so that the labeling work can be reduced,
but if the previous entity recognition errors will be passed on to the relation-
ship extraction work. The second method is to combine the two tasks of entity
recognition and relationship extraction between entities, so that the two can be
more fully integrated, and the entity information can be fully utilized. However,
the accuracy of this model is only 64%. When the accuracy of entity recognition
is more than 80%, the first method is better than the second method. In the
previous work, the entity recognition accuracy is much higher than 80%. The
first method can be determined.

Entity relation extraction models can be divided into three categories [13]:
pattern-based methods [14,15], statistical machine learning [16] and neural net-
works. The method based on pattern, that is, the traditional rule-based method,
the rules need to be designed in advance, and the quality of the rule design
determines the quality of the subsequent relationship extraction task. If the rule
design is not good, it will not achieve the desired effect, and the waste of time has
no effect. Statistical machine learning methods need to spend a lot of time and
energy to extract relational features, which is also a very arduous task. There-
fore, in comparison, in-depth learning in the field of neural network research can
well complete the task of relationship extraction.

3.1 Framework of Bi-GRU+GBDT Entity Relationship Extraction
Algorithm

Recurrent Neural Network (RNN) is a kind of artificial neural network and one
of the representative algorithms of deep learning. It is a kind of neural net-
work model with memory ability [17]. The advantage of cyclic neural network
in relation extraction is that it can be used to extract long-distance dependent
information in sentences, but it also has some disadvantages, such as easy to fall
into gradient explosion [18]. The emergence of Gated Recurrent Neural Network
solves this problem, and its principle is to control the flow of information through
the door that can be learned [18]. The threshold Gated Recurrent Unit (GRU)
used in this paper is one of the categories of gated cyclic neural networks, which
is essentially similar to LSTM. Both belong to RNN.GRU, which is a variant of
LSTM, and can be regarded as a LSTM without input gates, that is, from three
gate functions of LSTM to two gate functions, including update gate and reset
gate. Because there is no input gate, it writes all the contents of the memory
unit to the overall network [18] at each time step, as shown in Fig. 1. Where
rt represents a reset door that determines the extent to which previous infor-
mation is forgotten, and zt represents an update door, which determines what
information needs to be added and forgotten.



142 Y. Zhao et al.

Fig. 1. GRU model structure.

⎧
⎪⎪⎨

⎪⎪⎩

zt = σ(Wz ∗ [ht−1, xt])
rt = σ(Wr ∗ [ht−1, xt])

h̃t = tanh(Wht
∗ [rt ∗ ht−1, xt])

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t

(1)

The problem of entity relationship extraction is usually regarded as multi-
classification, and softmax is often used as the classifier in the deep learning
model of relationship extraction, but the generalization ability of this classi-
fier is insufficient, so the effect of relationship extraction is not very good. The
Gradient Boosting Decision Tree (GBDT) is an integrated classifier, and the
GBDT model can automatically find features and combine them effectively [19].
Gradient lifting decision tree is a lifting tree model based on CART regression
tree model. Its core idea is to use negative gradient approximation to simulate
residuals. In the process of generating each tree, the residual of the previous
tree is calculated, and the next tree is fitted on the basis of the residual, so that
the residual obtained on the next tree is reduced [20]. GBDT can combine and
discretize features automatically. After the establishment of the decision tree,
the path from the root node to each leaf node is a combination of different fea-
tures, and each leaf node represents a unique feature combination. The lifting
tree model can be expressed as an additive model of the decision tree:

fM (x) =
M∑

m=1

Tm(x) (2)
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where: the decision Tm (x) represents the m − th decision tree, and M repre-
sents the number of trees. The loss function is determined by negative gradient
approximation, and the GBDT loss function is defined as L(y, f)

L(y, f) =
m∑

i=1

L(yi, f(xi)) (3)

where: the loss function L(yi, f(xi) represents the gradient to the tree f(xi). The
process of gradient lifting tree algorithm (GBDT) is as follows: step1: During
initialization, c is taken as the mean value of all the training samples, and the
initial learner is obtained.

f0(x) = c (4)

step2: Iterative training m = 1, 2 . . . N. Take the residual rmi of the previous
step as the new value of the sample, take the data as the training data of the
next tree, get a new regression tree, its corresponding leaf node region is Rmj ,
and calculate the best fitting value is cmj . j = 1, 2 . . . J. The regression tree
represented by J is the number of leaf nodes, and then update the learner:

rmi = −[
∂L(yi, f(xi))

∂f(xi)
]f(x)=fm−1(x) (5)

cmj = arg min
C

∑

x∈Rmj

L(yi, fm−1(xi) + c) (6)

step3: Get the final learner GBDT:

f̂(x) = fM (x) = fM (x) +
M∑

m=1

J∑

j=1

cmjI(x ∈ Rmj) (7)

where: I is the indicator function. If x ∈ Rmj, then I is 1, otherwise I is 0.
The Bi-GRU+GBDT entity relationship extraction model is mainly divided

into the following parts, including input embedding layer, Bi-GRU layer, atten-
tion mechanism layer and output layer.

(1) Input embedding layer
The input embedding layer serves as the input layer of the subsequent Bi-
GRU layer. It represents the word vector of each sentence in the corpus, and
then trains it by embedding words into the Word2vec to form the required
input matrix of the subsequent model for use by the subsequent model.

(2) The Bi-GRU layer
The GRU model selected in this paper has relatively few hyper-parameters,
and the structure is simpler, so it is easier to train than other cyclic neural
network models. In order to enable the neural network to learn both forward
sequence information and reverse sequence information, the bi-directional
GRU model is selected for training (Fig. 2).
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Fig. 2. Bi-directional GRU model.

(3) The attention mechanism layer The traditional RNN neural network model
is not very effective in the overall sentence extraction, and the ability to learn
context information is very poor, so in order to better learn the semantic
information of the context, this paper adds the attention mechanism layer
after the sentence feature extraction. It will focus on the characteristics of
relational categories, and will consider the importance of key words or words
to relational features. By assigning weights to different features, the forward
and reverse sentence feature vectors transferred from the Bi-GRU layer can
be calculated by stitching and weighting. The attention mechanism layer
structure diagram is shown in Fig. 3.
adi: The attention probability of the ith word to the dth word.

hdi = Ua ∗ tan(Ub ∗ hd + Uc ∗ hi + b) (8)

adi =
exp(hdi)

∑T
j=1 exp(hdj)

(9)

Among them: Ua, Ub, Uc represent the weight matrix, hd represents the
forward output of the Bi-GRU layer, hi represents the backward output,
b represents the bias vector, and T represents the length of the sentence.
After passing through the attention mechanism layer, the new output feature
vector is Ht. As shown in formula (10).

Ht =
m∑

i=1

adi ∗ hm (10)

(4) The output layer inputs The feature vectors of sentences passing through
the attention mechanism layer into the GBDT algorithm. This paper uses
gradient lifting to train and predict classification, iterates to build a decision
tree, and finally obtains the relationship categories between entities and
entities contained in each sentence. The model architecture is shown in Fig. 4.
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Fig. 3. Attention mechanism model.

Fig. 4. Bi-GRU+GBDT model structure diagram.

3.2 Bi-GRU+GBDT Entity Relationship Extraction Algorithm
Flow

Traditional Chinese Medicine influenza entity relationship extraction algorithm
is mainly divided into six steps: acquisition of corpus data, pre-processing of cor-
pus data, generation of word vector training model, training and learning rela-
tionship extraction model, test model, relationship category extraction. Using
Word2vec to embed words into the training set samples to form a vector matrix
as the input of the model, after the Bi-GRU model has forward output and back-
ward output, the forward and reverse sentence feature vectors transferred from
the Bi-GRU layer are spliced and weighted through the attention mechanism
layer, and the sentence feature vectors are calculated. Finally, the final relation
category is obtained by using the GBDT algorithm in the output layer. Among
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them, after obtaining the corpus data, a pair of related entities are extracted
from the sentence, and the category of the relationship between the two entities
in the sentence is tagged. There are 1210 sample data, and five relation cate-
gories are set in advance. For the specific category description, see the definition
of the relationship category in the above work. The tagging format of each sam-
ple is (entity 1, entity 2, relationship, the sentence). In addition, the labeled
data is divided into training set and test set according to the criteria of 80%
and 20%, and the distribution proportion accords with the common proportion
of the data. The flow of the algorithm is shown in Fig. 5.

Fig. 5. Algorithm flow chart.

4 Experiment and Result Analysis

In order to verify the effectiveness of this model, we use a variety of relational
extraction models as comparative experiments, that is, the results of other mod-
els are compared with the experimental results of entity recognition of this model.
Among them, the model comparison experiments include Bi-GRU model, GBDT
model, Bi-GRU+GBDT model, and the m value of gradient lifting tree GBDT,
that is, the optimization of the number of trees and the corresponding perfor-
mance of the model.
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4.1 The Source of Experimental Data

The data comes from Traditional Chinese Medicine ancient books such as “A
hundred Clinical Books of Traditional Chinese Medicine in the past 100 years
in China”. Because these ancient books only contain PDF files and are scanned
into picture format, these documents need to be processed regularly, and the
text data about Traditional Chinese Medicine influenza can be extracted by
OCR technology. According to the definition of the relationship between entities
in the Traditional Chinese Medicine Language System (TCMLS), this paper
defines the relationship among symptoms, dialectics and treatment of cases in
ancient books of Traditional Chinese Medicine, and forms the SPO triple form
of “entity 1, relationship, entity 2” [21]. At present, the triple in the sentences
in the open domain data set is an one-to-one relationship. According to the
writing format of medical records in the field of Traditional Chinese Medicine
in real life, a sentence generally includes multiple entities, as well as multiple
relationships, that is an one-to-many triple relationship. From this point of view,
the corpus of the relationship extraction experiment in this paper is not limited
to the one-to-one relationship of a sentence, but contains multiple relationships
between multiple entities in a sentence [21]. In this experiment, a total of 1210
sentences are prepared, and then the entity pairs are identified and marked, and
the labeled data are divided into training set and test set, accounting for 80%
and 20% respectively.

4.2 The Experimental Instructions and Parameter Settings
Preprocess the Data

After obtaining the corpus, then use the word embedding model Word2vec to
construct the word vector and train it, using the word vector as the input of
the bidirectional GRU [22], then extract the features through the bidirectional
GRU and merge the coding sequences of the two directions, and then get the
complete features of the sentence, and then pay attention to the features of
the relation category through the attention mechanism layer. Assign weights
to different features, calculate the output features and relationship category
labels, and finally build a gradient lifting tree according to the output of the
attention mechanism layer, and judge the final relationship category through
model training and iteration.

The experiment is carried out in the Windows10 operating system based on
Pytorch framework, and the experimental environment is shown in Table 1. The
experimental steps and the hyper-parameter related settings of the model are as
follows: first, the first word embedding layer trains the word vector through the
Word2vec tool, and reads out the corpus that needs to be analyzed from the file.
The dimension of the word vector is set to 128D. The value of this dimension
is generally related to the size of the corpus. If it is a larger corpus, you can
increase the dimension as needed. The default value of window is usually 5. In
practical use, the size of the window can be adjusted dynamically according
to the actual demand. The parameter min count refers to the minimum word
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Table 1. Configuration table of experimental environment.

Environment configuration

memory 64G

CPU Intel(R)Core(TM) i7-6700

operating system Windows 10 64-bit

programming language python 3.7

Deep Learning Framework Torch 1.10.0

Compiler PyCharm Community Edition

frequency of the word vector that needs to be calculated. This value can remove
some obscure low-frequency words [23]. Because it contains more professional
words, it can be set to 1, and the value can be adjusted according to the size of
the corpus. Then, the word vector is read out from the pre-trained word vector
model, which is used as the input data of the subsequent network model, and
the data is divided into two parts: the training set and the verification set. Each
word of the sentence in the sample of the training set has a labeled relational
category tag, the words are converted into word vectors, and the sentences are
input into the model in batches for training. The size of the batch size can be
adjusted according to the size of the corpus. Here, batch size is set to 64, which
means that 64 sentences are entered into the network model at a time, and the
hidden layer in the network model maps the sentence features of the data to
the high-dimensional space, and the next parameter neuron is used to further
divide the features in the high-dimensional space, using linear division, so the
more neurons are needed to achieve a high-precision model. With the structure
of the network model will be more complex, and easily lead to over-fitting, to
sum up, set the number of neurons to 128, before the model starts training,
set a number of iterations, that is, the number of traversing samples. After
each iteration, re-traverse the sample and continue to iterate until the specified
number of iterations is reached. After the training, the model is tested, the test
set is input into the model, and the accuracy of the model is tested [9]. The
specific hyper-parameter settings are shown in Table 2.

4.3 Experimental Evaluation Criteria

In this paper, three models of Bi-GRU, GBDT and Bi-GRU+GBDT are added
as the control group, and the three models are constructed by Word2vec [24].
In order to show the experimental results comprehensively and truly, when eval-
uating the model, this chapter mainly uses the following three factors as the
evaluation index of the model: accuracy, recall and F value [25]. The accuracy
is expressed by P, which refers to Precision, and the recall rate is expressed by
R, which refers to the Recall. Accuracy refers to all the predicted results, the
number of real samples in the predicted positive samples, that is, the proportion
of the total number of results consistent with the actual results [26]. In popular
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Table 2. Parameter related settings in the model.

Parameter name Parameter setting

batch size 64

learn rate 0.003

epoches 60

min count 1

window 5

emb size 128

hidden size 128

optimizer Adam

terms, it is find the right. Recall rate refers to the number of predicted correct
samples in the positive sample, that is, the proportion of the number of entities
identified to all entities [27]. In reality, the accuracy and recall rate may contra-
dict each other, at this time, the F value is needed to balance the two indicators.
The F value is a combination of accuracy and recall rate to evaluate the model
as a whole [24]. The relevant formulas for accuracy, recall and F value are shown
in formula (3). The TP in the formula indicates that the identified entity is also
the desired entity, that is, the number of identified entities, that is, the number
of identified entities that are not relevant, that is, the number of useless entities,
that is, the number of wrong entities identified, and TP+FP represents the total
number of entities identified, whether useful or not. FN represents the number
of unrecognized entities but in fact they are the number of entities needed, that
is, the number of unrecognized but related entities [28], and TP+FN represents
the total number of entities needed for manual labeling.

⎧
⎨

⎩

P = TP
TP+FP ∗ 100%

R = TP
TP+FN ∗ 100%

F = P∗R∗2
P+R ∗ 100%

(11)

4.4 Experimental Results and Analysis

Two model methods are designed and compared with this method, and the
model training is carried out according to the parameters set in Sect. 3.2, and
then in order to verify the effectiveness of the method used in Traditional Chi-
nese Medicine influenza entity relationship extraction, the model is tested with
the test set, and the parameter values of these groups are consistent. Table 3 and
Fig. 6 are the final comprehensive comparison results of different entity recogni-
tion model experiments.

Table 3 and Fig. 6 show the final experimental results of the three relationship
extraction models Bi-GRU, GBDT and Bi-GRU in Traditional Chinese Medicine
influenza relationship extraction, and the evaluation indicators are the three ele-
ments mentioned above. First of all, comparing the recognition results of GBDT
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Table 3. Comparison of final results of different models.

Model Precision Recall F value

GBDT 80.47% 80.95% 80.71%

Bi-GRU 84.26% 84.03% 84.14%

Bi-GRU+GBDT 88.98% 88.59% 88.77%

Fig. 6. Comparison of final results of different models.

and Bi-GRU, the result of Bi-GRU is better than that of GBDT model, because
the ability of Bi-GRU model to automatically extract the deep relational features
of sentences is stronger, so we can get better experimental results. Compared
with Bi-GRU and GBDT, the effect of this model Bi-GRU+GBDT is improved,
and GBDT is added as the classifier of the model on the basis of Bi-GRU. Because
GBDT can improve the generalization ability of entity relationship recognition,
thus improving the accuracy of relationship extraction. The experimental results
of precision recognition of the model used in this paper in relation extraction
are shown in Table 4.

Table 4. Bi-GRU+GBDT relation extraction experiment result table.

Model Precision Recall F value

Symptomatic 89.36% 85.96% 87.63%

Dialectical 82.24% 85.48% 83.83%

Treatment 88.56% 89.33% 88.94%

Use 92.57% 90.61% 91.58%

Contain 92.16% 91.59% 91.87%

Synthesis 88.98% 88.59% 88.77%
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From the test results, it can be seen that the better recognition effects of
relation categories in relation extraction are “contain” and “use”, while those
with poor recognition results are “dialectics” and “therapy”. The reason for
this phenomenon is that there are fewer sentences related to these two kinds of
relations in the data set for model training and learning, so the model recognition
effect of this kind of relationship is worse than that of other categories. There is
another part of the reason, when labeling data, there may be incomplete labeling,
and some errors will lead to poor results.

In order to explore the effect of the number of decision trees m on the model,
this paper sets the initial value to 10 when adjusting the number of gradient
lifting trees m, and increases continuously with 10 as a unit, which is divided
into 8 tests to test the effect of the model. The test results are shown in Table 5
and Fig. 7.

As can be seen from Table 5 and Fig. 7, m increases continuously from the
initial value 10, and with the continuous increase of m, the corresponding F

Table 5. Comparison of experimental results of value adjustment.

m Precision Recall F value

10 62.39% 62.73% 62.56%

20 73.66% 73.69% 73.67%

30 79.34% 78.92% 79.13%

40 83.79% 83.52% 83.65%

50 85.45% 85.39% 85.42%

60 88.98% 88.59% 88.77%

70 87.36% 87.51% 87.43%

80 87.34% 86.81% 87.07%

Fig. 7. Comparison of final results of different models.
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value of the model increases gradually. When the m value reaches 60, the F
value reaches the maximum, and the model effect is the best. When the m value
continues to increase, the F value shows a small downward trend, but tends to
be stable, so the model effect is the best when the number of gradient lifting
trees m is 60.

5 Concluding Remarks

This paper mainly introduces the entity relation extraction of Traditional Chi-
nese Medicine influenza based on Bi-GRU+GBDT algorithm, in which the Bi-
GRU model has strong ability to automatically extract the deep relational fea-
tures of sentences, and the traditional deep learning model is prone to lack of
generalization ability in relation extraction, and GBDT just makes up for this
deficiency, so adding GBDT on the basis of Bi-GRU model can improve the accu-
racy of the model. The three models of Bi-GRU, GBDT and Bi-GRU+GBDT
are used for training, and then the effect of the model is evaluated by three eval-
uation indexes. Finally, the relationship recognition effects of the three models
are compared, which verifies the effectiveness of this model in relation extraction
compared with other models. Therefore, in the study of relationship extraction
of Traditional Chinese Medicine texts, Bi-GRU+GBDT model can be given pri-
ority. In addition, through a large number of experiments to find the best perfor-
mance of the model, the m value of the gradient lifting tree GBDT, that is, the
number of trees, to provide experience for the future text relationship extraction
of Traditional Chinese Medicine.
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Abstract. More and more IoT detection devices are entering into healthcare
domain. They collect remote data through the MQTT protocol. Along with the
chaos of server subscription, data format, message structure, and content parsing,
how to realize the end-to-end “model-as-a-service” in the healthcare scenario is
an issue worthy of further study. This paper designs and implements a health-
care data integration framework that integrates the whole process from detected
data subscription to model training deployment and data analysis automatically
based on workflow, and provides users with a low-code workflow configuration
method. First, this paper defined a custom description language for the workflow
of the integration problem. Next, fully considering the situation of message pars-
ing and storage of different devices, we build an end-to-end healthcare integration
framework that realizes the dynamic management of access data and subscrip-
tion clients. In addition, it provides customization and AutoML-based automation
options to select machine learning models and parameters. Finally, the experiment
shows that the framework completes the dynamic subscription, parsing, storage,
model training and deployment, and data analysis of various device messages.
This framework can further integrate techniques such as streaming data analysis
and deep learning automation to perform complex tasks in different scenarios like
real-time data analysis of elderly care and medical diagnosis.

Keywords: IoT · Healthcare ·Model-as-a-Service ·Workflow ·Machine
Learning · Data Analysis

1 Introduction

China has the largest number of elderly people in the world today, and the healthcare
of the elderly is attracting more and more attention. Currently, elderly care in China has
basically formed a combination of home, community, and institutional, where remote
analysis of the elderly’s physical data is critical.

The rapid development of IoT has brought new solutions to healthcare problems. A
large number of IoTdevices have entered into the healthcare domain,which is profoundly
reshaping healthcare services. Nowadays, it is very convenient to collect physical data
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such as blood pressure, heart rate, blood sugar as well as eye movement from various
detection devices and sensors [1]. These devices use the MQTT protocol to distribute
data with greatly low power consumption [2]. Users can subscribe to the data, making
it possible to remotely monitor and analyze the health status of the elderly [3].

In addition, there is a wide range of applications that combine IoT with various
technologies and tools like data storage and machine learning to improve the efficiency
of diagnosis and treatment, and assist doctors in their work [4]. Guided by “model-
as-a-service”, training collected data, deploying machine learning models can further
improve the added value of the business [5].

In the healthcare scenario, the ultimate realization of “model-as-a-service” needs
to consider a series of issues. For IoT communication protocols, device data reception,
data parsing, data storage, and integration are chaos. Different IoT devices generally
have their own independent vertical IoT architecture. Device data will be published to
their respective MQTT servers. Therefore, data consumers need to dynamically deploy
and manage a large number of subscription clients to complete data subscription and
collection tasks for multiple devices according to the changing situation of the collected
devices. For data analysis, the subsequent complete data parsing, storage, and machine
learning analysis process need to be done in collaborationwithmultiple technologies and
systems. Machine learning-based models need to be deployed and trained separately on
demand. Thus, the lack of seamless integration andmanagement among IoTmiddleware,
data systems, and machine learning systems is one of the main challenges in implement-
ing “model-as-a-service” for remote health detection and data analysis services. Since
data collection, data storage, and integration as well as data analysis of IoT devices
are relatively fixed, the use of workflow to integrate the IoT data processing process
and automate various end-to-end “model-as-a-service” integration tasks can effectively
reduce user’s operational difficulty and learning costs. In summary, the contributions of
this paper are as follows.

– We proposed a set of unified custom description language from the perspective of
workflow to abstract and model the “model-as-a-service” problem in the healthcare
scenario, and use the custom language to unify the description of different types of task
flows, tasks, and related dynamic configuration resources in the integrated workflow.

– We specified the workflow analysis and processing process corresponding to the cus-
tom description language, which provided the basis for the realization of the workflow
integration framework of “model-as-a-service”.

– The functions provided by the design and implementation of the “model-as-a-service”
workflow integration framework in the healthcare scenario: data subscription, data
analysis, data storage,machine learningmodel training and deployment, data analysis,
etc.

– Verification of the usability and ease of use of the integration framework: In the case of
a healthcare scenario. The user defines a personalized workflow, uses this framework
to dynamically subscribe, parse and store data for a variety of health testing devices,
and utilizes The data set is used for model training and deployment, and the entire
process ofmodel loading anddata analysis is completed by fetching data fromdifferent
devices.
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The subsequent part of this paper is structured as follows. Section 2 introduces the
related work. Section 3 outlines the methodology of the framework implementation.
Section 4 reports the experimental results. Section 5 concludes this paper and points out
the future work.

2 Related Work

In the past few years, IoT sensors and devices have been gradually applied in areas
such as health and disease detection, and the reliance on IoT technologies for health
and disease detection is increasing [6]. For example, the Mi Smart Band can detect the
heart rate of the human body and diagnose conditions such as arrhythmia in time [7].
Yang et al. [8] proposed an ECG monitoring system, which collects and transmits ECG
signals usingWi-Fi in the IoT infrastructure, and uses HTTP andMQTT to transmit and
collect data in the IoT cloud server. In the work of Laport et al. [9], the signals from the
EEG sensors are used to classify the eye status, where the ESP8266 Wi-Fi module is
used to send the raw EEG signals and the MQTT protocol handles the communication
between the different IoT agents. Moreover, fall detection is an important application in
healthy aging. Yacchirema et al. [10] proposed a 3D-axis accelerometer embedded in a
6LoWPAN device and used the MQTT protocol to send emergency alert notifications
to caregivers. Kadarina et al. [11] applied blood oxygen sensors to collect heart rate and
blood oxygen from mothers and infants and then uploaded the data to their own IoT
platform via the MQTT platform. The proliferation of detection sensors and devices
such as these is the backdrop for this work, and they provide a variety of data sources
needed for health and disease detection and analysis using techniques such as machine
learning [12]. However, since the detection of health or disease often involves a large
number of analytic metrics, the functionality of a single sensor or device cannot cover
all the analytic metrics alone, and therefore remote data collection frommultiple devices
is often required for further analysis.

Table 1. Workflow Reference Model

Application Workflow
Development
Language

Process Definition
Forms

Workflow Framework

Business Process
Management

Java XML jBPM
Activiti

Data Task
Management

Python Python
Python
YAML

Ariflow
Perfect
DVC

The healthy aging integration framework proposed in this paper is based on work-
flows [13],whosemainpurpose is to effectively organize different tasks to collaboratively



A Framework for Healthcare Data Integration 157

accomplish the set goals, and is applicable to scenarios and domains where a large num-
ber of complex tasks exist. Based on different directions, a series of different workflow
frameworks and process definition methods are derived [14], as shown in Table 1.

The framework uses perfect core as a workflow engine kernel to call data access, data
integration, and data analysis sub-modules to achieve a complete end-to-end “model-as-
a-service” process.

3 Methodology

Guided by the idea of “model-as-a-service”, the IoT data integration solution for the
healthcare domain opens up the entire end-to-end process from data subscription,
analysis, storage to model training, deployment, analysis, and service.

The solutionmainly faces the following technical challenges. This framework organ-
ically bonds and expands different technical links, and provides a necessary support
for the implementation of automated applications of remote health data collection and
analysis.

– The integration of health data involves multiple types of business such as IoT sub-
scription, database storage, data analysis, etc. How to formalize the workflow issues
to represent the basis for subsequent custom language design and framework design.

– The business processworkflow is generally defined inXML form and the data analysis
workflow is generally defined in python. How to design a custom description language
for integration solutions to take into account the legibility of business processworkflow
and the good support of python workflow framework for machine learning tasks, and
provide it for healthcare industry personnel.

– Designing the corresponding parsing process to execute the workflow tasks using the
workflow engine.

3.1 Formalization of Integration Program Issues

The workflow is described by a directed acyclic graph G = (T, E), where T = {t1,
t2,….tN} is the set ofN workflow tasks, andE denotes the dependency betweenworkflow
tasks. The subscription client of the MQTT data should remain continuously open after
the task is opened, and the data analysis task depends on the data subscription [15].
The execution of the task should not depend on the end of the data subscription task.
Therefore, it is appropriate to split the health aging IoT data integration workflow into
a data subscription task flow and multiple data analysis task flows.

Definition 1 (Healthcare IoT data integration workflow): The senior care data inte-
grationworkflow can bewritten as a two-tupleFlow=<flowName, taskFlowSet>, where
flowName denotes the unique representation of the workflow and taskFlowSet denotes
the set of task flows contained in the workflow.

Definition 2 (Task Flow): Task flow can be divided into data subscription task flow
and data analysis task flow in terms of task flow type. Task flow can be divided into
timed workflow and one-time workflow in terms of execution conditions. A task flow
can be represented as a six-tuple taskFlow=<taskFlowName, taskFlowType, Resource,
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scheduleType, scheduleValue, taskSet>,where taskFlowName indicates the unique name
of the task flow, and taskFlowType denotes the type of the task flow, Resource denotes
the dynamic task resource on which the task flow depends, scheduleType denotes the
type of task flow execution, scheduleValue denotes the timed execution interval, and
taskSet denotes the set of tasks contained in the task flow.

Definition 3 (Task): A task flow consists of one or more tasks and can be defined
as a four-tuple Task<taskName, taskType, taskParmSet, taskState>. Where taskName
represents the unique representation of the task, taskType represents the specific type of
the task, taskParmSet represents the set of parameters needed to execute the task, and
taskState represents the completion status of the task.

Definition 4 (Task Parameter): A task parameter can be represented as a two-tuple,
which can be written as Parm=<ParmName, ParmValue>, where ParmName represents
the name of the parameter and ParmValue represents the value of the parameter.

3.2 Custom Description Language for Integration-Oriented Solutions

The Basque paradigm (BNF) is a specification for the definition of a set of computer
language symbols expressed in a recursive way of thinking [16]. The BNF paradigm
is used to give a strict syntactic definition of the custom description language of the
scheme, which serves as a standard interface for the outside world to interact with this
framework. The basic meta-symbols for BNF [17] and their descriptions are shown in
Table 2.

Table 2. BNF main meta symbol description

Symbol Explanation

X::=Y X is defined as Y

<X>
[X]
{X}
X|Y

X is required
X is optional
X is a repeatable option
X or Y

The specific important tags and attributes in the custom description language are
explained below.

IoTWF::=<[TaskFlow,…]|[TaskResource]>: The IoTWF tag is a root tag that can
containmultiple TaskFlow tags or a TaskResource tag. The IoTWF tag is used to describe
the workflow when it contains multiple TaskFlow tags, and to describe the dynamically
configured resources for data subscription tasks when it contains a TaskResource tag.

A general form of a workflow defined by an IoT integration domain-driven language
is given, as shown in Fig. 1.

Lines 1–8 define a data subscription task flow, and line 5 defines the address of the
dynamic configuration resource on which the task flow depends. Lines 10–20 define a
data analysis task flow. Lines 12–15 define a data query task, and lines 16–18 define a
model prediction task.
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Fig. 1. General form of a Workflow

3.3 Workflow Analysis Execution Process

The parameters and task sets of different task flows are heterogeneous, and the execution
process of the task flow engine is divided into three main steps: task flow parameter
construction, task instantiation construction, and task flow instantiation execution, as
shown in Fig. 2.

Fig. 2. Workflow Analysis Execution Flowchart

Task Flow Parameter Construction. The workflow engine first loads the description
document and parses it, and then saves the parsed structure as a tree structure. After
that, the TaskFlow node in the tree structure is extracted and the taskFlowName, task-
FlowType, scheduleType, and scheduleValue properties under this node are obtained to
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represent the name, type, timing type, and timing interval parameters of the task flow
respectively for constructing the parameters of the task flow.

Task Instantiation Constructs. The next step is to construct the task collection under
the task flow, first by traversing the task nodes under TaskFlow, extracting the taskName
property as the task name parameter, extracting the taskType property, and calling dif-
ferent framework modules and components according to their property types. Then, by
traversing the parm nodes under task, we obtain the parmName property and the content
of the child nodes to encapsulate the parameters, which can be represented as a dictio-
nary: TASK_PARM:{<key, value>,…} where key is the parameter name parmName
attribute and value is the child node content parmValue. After completing the parameter
encapsulation, different components are called and passed as parameters to complete the
instantiation of a single task. Then the instantiation of the entire task set is completed
by analogy.

Task Flow Instantiation Execution. When the task flowparameters and all tasks under
the task flow are constructed, the instantiation of the current task flow is finally completed
and executed.

3.4 Overall Framework

The healthcare IoT data integration framework uses the workflow engine core Prefect
Core to orchestrate and execute, calling eachmodule componentwithin the framework to
perform specific tasks, which reduces the user’s difficulty in the form of low code on the
one hand, and improves the scalability of the framework on the other hand, facilitating
the user to configure according to different task requirements to achieve the integration
of complex business processes.

The designed framework is functionally divided into a parsing engine, data access
module, data parsing module, data analysis module, data storage module, and model-
as-a-service module and workflow management and maintenance of each functional
module through the workflow as shown in Fig. 3.

3.5 MQTT-Based Remote Messaging Access

The Data Access module handles the dynamic update and execution of data subscrip-
tion tasks, receives taskResource configuration path parameters, and reads the dynamic
configuration of data subscription tasks through task flow timed polling.

Data subscription tasks subscribe to remote data via MQTT clients [18]. An MQTT
client can only subscribe to a subscription topic under one MQTT server, so the frame-
work regularly reads the dynamic configuration in taskResource and assembles MQTT
clients according to the corresponding parameters to correspond to different servers or
subscription topics with different parsing storage mechanisms under the same server
[19]. At the same time through the configuration of the state identifier for subscribing
clients to mention the destruction mechanism to achieve dynamic message subscription.

Example of Device Data Subscription Topic Client Description Snippet is shown in
Fig. 4.
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Fig. 3. IoT Data Integration Framework

The two attributes db and flag in the subject node are used to identify the table
build status (0-not built, 1-built) and subscription status (0-not subscribed, 1-subscribed,
2-need to cancel, 3-canceled) of the subscribed topics, respectively.

Fig. 4. Example of automatic creation of description fragment for a data table of a device data
subscription topic IoT Data Integration Framework

The data access module obtains the corresponding server IP address, port number,
and the list of subscribed topics of all subject nodes under the node by traversing all
equipmentsub nodes. Based on the db identification status, the table builder is started,
and the flag identification status starts the subscription client assembly factory or closes
the client instance. Finally, we update the corresponding db and flag identifiers and
taskResource configuration to achieve the dynamic update of data subscription tasks.

Build Table Actuator. The subscribed message data comes from different devices, and
the parsed message bodies vary widely. Message body fields and data meaning of the
corresponding structure using sql, including complex JSON type of messages using
nosql for storage. The framework uses postgresal, using the characteristics of postgresql



162 Y. Fang et al.

to maximize the compatibility of message bodies in the form of sql and nosql, avoiding
the use of multiple database storage methods to increase the complexity of the system
[20].

In order to prevent data loss problems, it is necessary to create the corresponding
subscription message data table in advance when the data is first accessed to achieve
data persistence. An example of an automated data table creation description fragment
for the device data subscription topic is shown in Fig. 5.

Fig. 5. Example of automated data table creation description fragment for device data subscription
topic

When executing data subscription stream tasks, the framework regularly reads the
dynamic configuration in taskResource. The table executor performs two types of oper-
ations through the type tag value: when the type is customField, the above description
fragment is first parsed as a table CREATE statement and takes the table tag value as
the table name, the default necessary fields include id field incremental primary key and
createtime field to indicate the current record insertion time; when the type of attribute
“type” is When the type is JSON field, the ALTER statement is executed after the com-
pletion of the table build operation by adding a JSON type data field for storing complex
message bodies.

Subscription Client Factory. The subscription client factory receives parameters such
as the IP address of the subscription topic server and completes the instantiation of the
client based on the python version of the MQTT client paho library. The factory first
writes the subscription topic and the current process u number to the database, which is
used by subsequent modules to perform dynamic additions and deletions to the client
instance, and then instantiates the data parsing module and the data saving module.
In the callback function on_connect, it subscribes to the corresponding topic, and in
on_message, it calls the parsing and saving instances. Finally, the factory instantiates
the client, assigns the callback function to the client instance and starts the MQTT client
connection.

3.6 Data Parsing and Preservation Based on Pass-Through and Encryption
Components

This framework receives data fromusers viaMQTTmessages, and IOTdetection devices
connected to the server may be located in an insecure network environment where
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messages may be listened to and tampered with. Some IoT detection device providers
safeguard the confidentiality, integrity, and authenticity of the data by encrypting the
MQTT messages. Therefore, a parsing module is needed to decrypt specific device
data. The framework builds several parsing components to adapt to various third-party
encryption parsing according to the actual business situation, and the data decoding
can be performed for the accessed data by adding the corresponding description in the
workflow. The network layer where different devices are located is complex, so the
control of data security is mainly carried out in the application and transport layers of
the MQTT protocol, where data security can be protected by adding MQTT user names
and passwords to the workflow.

Hexadecimal Pass-Through Parsing Component. Most of the communication meth-
ods of up and down computers, such as serial and CAN ports, and many Bluetooth mod-
ules, are based directly on hexadecimal hardware commands transmitted in the form of
pass-through. Therefore, for devices that transmit data in hexadecimal format, we need
to provide a set of hexadecimal parsing components to convert the hexadecimal strings
in transmissive form into the commonly understood JSON format. This component is
specified to take two parameters, the first being a hexadecimal string converted to utf¬8,
and the second specifying the name of the field to be parsed and the number of bytes in
the original message for a JSON format body.

Table 3. Body temperature sticker hexadecimal message format

Name Number of Bytes Meaning

Id 4 Request sequence number

Temperature 2 Temperature property value

Voltage 2 Voltage property value

The hexadecimal transmission format of a temperature sticker is shown in Table 3.
For example, the data of a temperature sticker is 0x0022334400260003, according to the
format description, the first four bytes 0x00223344 represent the id number 2241348,
the next two bytes 0x0026 represent the temperature of 38 degrees, and the last two
bytes 0x0003 represent the current voltage of 3 V. In the workflow configuration In the
workflow configuration, the workflow engine automatically calls this parsing compo-
nent after parsing the subscription into the parsing format of { “id”:4, “temperature”:2,
“voltage”:2}. After parsing, this parsing component will be called automatically, and the
message to be parsed and the parsing rules will be passed into the component, and finally
the component will parse the message body { “id”:2241348, “temperature”:38, “volt-
age”:3} is returned to the subsequent workflow, so the parsing of hexadecimal format
messages can be completed.



164 Y. Fang et al.

3.7 Machine Learning Automated Data Analytics

The main function of the data analysis module is to provide support for the health
aging data analysis task and to satisfy the user to train and utilize the model using the
workflow. The machine learning algorithm library module in this framework defaults to
the user already having data suitable for model training, so the module starts from the
consideration of the process after feature engineering and designs a series of components
to meet the needs of tasks such as data loading, model and parameter selection, model
training, and model saving.

Data Loader. The module abstracts the data loader DataExtract component, the func-
tion of the data loader is mainly to load the data and return the data needed by the
algorithm to learn the classification, and try to be compatible with more file formats
and data description methods. The instance method of the DataLoader component class
receives the dataset file path parameters and target column parameters passed by the
workflow. The component determines the file type by parsing the suffix string of the
dataset file path, and then calls the appropriate method to read the file.

Algorithm Assembly Factory. The data analysis module provides ModelueSet algo-
rithm assembly factory, through the reflection mechanism based on python to achieve
dynamic loading of user-specified algorithm modules and classes, while the dynamic
assembly of algorithm modules and classes also provides a strong ability to extend the
framework to use algorithm libraries other than scikit-learn library. First, the instance
method ofModelueSet class component receives two string real parameters for the mod-
ule name and class name passed by the workflow, and uses the importlib() function in
the python standard library to dynamically import the required algorithm module by
string, then calls hasattr() and getattr() functions to get the specific class name under the
module, thus The algorithm classes selected by the user are loaded and assembled.

Model Training Component. After the training data and the specified algorithm mod-
ule are dynamically loaded, the model needs to be trained. The training module receives
the training data, assemblies, and the algorithms, hyperparameters, and model save
names passed through the workflow.

Hyperparametric Components. For hyperparametric search problems, grid search
and stochastic search can generally be used to solve them. The stochastic search method
trades a small reduction in the efficiency of the low-dimensional space for a large increase
in the efficiency of the high-dimensional search space, thus avoiding violent optimiza-
tion search for a large number of parameters. Using the stochastic search method, the
Ml_RSCV hyperparametric component provides its concrete implementation.

AutoML Component. If the user of the framework is very little knowledge of machine
learning, it is still difficult to operate, so the framework combined with the recent rise of
AutoML technology, the introduction of an automaticmachine learning libraryATM, and
its packaging as AutomlTrain components. ATM all the algorithms are based on scikit-
learn while supporting the popular classification algorithms, so can be well integrated
with this framework. By combining with the workflow engine, the framework can be
used to make calls to ATM through user-defined workflows.



A Framework for Healthcare Data Integration 165

Fig. 6. Example of workflow

When the user gives the following workflow as shown in Fig. 6.
The instancemethod of the AutoML component class receives the file path and target

column name parameters and the model save path, then calls ATM and passes in the
relevant parameters, completes the model and hyperparameter search, outputs the best
model and parameters, and saves the model to the specified path.

4 Experiments and Results

4.1 Experiment Preparation

This section utilizes the proposed framework for validation based on the above require-
ments proposed in the healthy aging scenario. The experimental environment consists
of a pilot community service center and a separate unit room, with the service center and
the unit room each connected to the network through fiber optics. A server is deployed
in the community service center with a hardware configuration of CPU Intel Xeon 5220
memory 32G and operating system of 64-bit windows server system.

4.2 Cases Based on Behavioral Anomaly Detection Scenarios

The proposed framework is validated to give a case study based on an abnormal behavior
detection scenario. Activity detection sensors are installed in the home environment of
the elderly, activity data such as activity points and durations of the elderly are recorded,
and the labeled data are classified by labeling the normal and abnormal activity data of
the elderly over a period of time, the labeled data are learned, and after the training is
completed, the saved model is invoked to detect the abnormal data of the elderly user
for the latest period of time according to the requirements of the elderly user.

The body detection sensor connects to its own gateway via the Zigbee protocol and
forwards MQTT messages outwards. The MQTT message body of the device itself is:
{“battery”: “100”, “mac”: “30:ae: 7b:e2:e5:53”, “value”: “0”,…}.

To add the function of recording the start time and duration of the person’s activity,
the nodered project based on jswas used to logically determine and forward themessages
of the device, adding the number of hours the person’s activity started and the number
of minutes the activity lasted. The new MQTT message body is {“start_time”: “12”,
“duration”: “15”, “mac”: “30:ae:7b:e2:e5:53”, “create_date”: “2022-05-01”}.

Data Subscription Task Flow. The user first defines a workflow that is executed at
regular intervals and contains a data subscription task flow. The data subscription task
dynamically subscribes to the device data by reading the corresponding resources from
the taskResource dynamic resource configuration. Since the device data does not require
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special parsing, there is no need to define the parsing part and then start the data subscrip-
tion task flow to complete the data access. The original message structure of the device
is shown below. The dynamic resource configuration of the human activity detector is
shown in Fig. 7.

Fig. 7. Dynamic resource allocation of human activity detection sensors

Fig. 8. Data Analysis Task Definition in Behavior Anomaly Detection Scenario

Data Analysis Task Flow. After visualizing the elderly behavior data, we can find that
the normal activity time of the elderly is mainly concentrated around 13:00 to 16:00,
and the activity length is mainly concentrated around 10 to 20 min, and there are four
abnormal activities around 0:00 to 5:00, which may be related to the elderly’s health
condition and need to find medicine urgently. The data were therefore pre-labeled and
formed into a dataset before training. As shown in Fig. 8, this data analysis task flow first
performed the data loading task in lines 3–6 and loaded this dataset. Lines 7–10 define
an algorithm assembly task calling the algorithm assembler to dynamically assemble the
sklearn.neighbors module and classes. Lines 11–16 define a machine learning training
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task that uses manual determination of model parameters and saves the generated KNN
machine learning model. Lines 17–20 define a data query task that selects data in the pir
table after May 5. Finally, a model execution task is defined to call the specified model
from the model repository to detect the above data and return the model results.

5 Conclusion and Future Work

This paper provides an integration framework that presents an overall solution for
complex healthcare devices integration, data storage, and machine learning analysis. It
improves the scalability of the framework through flexible configuration, improves ease
of use, and realizes “model-as-a-service” in healthcare scenarios. Based on the current
work, this framework can further integrate technologies such as streaming data analysis,
deep learning automation, etc. In the future to perform more complex tasks in different
scenarios such as real-time data analysis for healthy aging and medical diagnosis.
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Abstract. Edge caching is a promising technique to alleviate the com-
munication cost during the content update and retrieving. Particularly,
it is suitable for the High Definition Map (HDM) caching which needs
frequent updates to avoid its contents becoming staleness. In this paper,
we aim at minimizing the response latency while satisfying the content
freshness of the vehicle’s HDM request under the edge caching scenario.
We first depict the change of the content freshness difference, in term of
the Age of Information (AoI) difference value, of each request, which are
determined by both the vehicular requirements and the content update
decision of the Road Aide Unit (RSU). Then, we formulate the HDM
content update optimization problem, which jointly considering the AoI
difference and the extra responding latency of each request. On this
basis, we transform the problem into a Markov Decision Process (MDP),
and propose an optimization algorithm based on the deep reinforcement
learning-based theory to obtain the optimal update decision by maxi-
mizing the long-term discounted reward. Finally, extensive simulations
are presented to verify the effectiveness of the proposed algorithm by
comparing it with various baseline policies.

Keywords: Vehicular Networks · High Definition Map · Edge
Caching · Deep Reinforcement Learning · Content Update · Age of
Information · Transmission Latency

1 Introduction

The High Definition Map (HDM) is an essential tool to help autonomous vehicles
make path planning and relative driving decision [1]. Generally, the HDM can
be roughly divided into two layer called the static layer and the dynamic layer
[2]. The static layer contains the road topology information while the dynamic
layer contains the real-time traffic condition of the specific road section which
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needs to update frequently. To better support the time-critical and the location-
dependent features of the autonomous driving, caching the dynamic layer con-
tents of the HDM at the network edge corresponding to their geographical loca-
tion is a promising solution [3–5]. However, how to ensure the freshness of the
requested content is still a fundamental problem in mobile edge caching by con-
sidering the limited network resource [6,7].

To better characterize the freshness characteristic of the dynamic contents, a
novel metrics named Age of Information (AoI) has been proposed [8]. The AoI of
a cached content is defined as the time elapsed since the content was generated
from the source [9]. Based on the concept of AoI, researches on the dynamic
content caching strategies have been carried out [10–15]. Relevant studies can
be divided into two categories: minimizing the average/(peak) AoI [10–12] of
a local cache system and realizing a tradeoff between AoI and request latency
[13–15]. The former aims at exploring a content update policy to minimize the
average/(peak) AoI of a local cache system by considering other factors such as
content popularity as well while the latter jointly optimizes content freshness and
request latency during the content update process (Existing research points out
that delay-optimal may not be AoI-optimal [16]). Notice that, both categories
of the above studies have their defects when applied to the edge HDM dynamic
layer caching: 1) The former focuses on the AoI of cached items on the edge
network, while the freshness of contents received by the user which acts as a
more important performance indicator in a practical situation has been ignored.
2) Both of which make the analysis with the queuing theory frameworks where
the request patterns of users are regarded as a prior knowledge. However, the
dynamic layer contents of the HDM requested by different vehicles are almost
infeasible to estimate since they depend on the vehicle’s autonomous driving
level and target path planning.

Recently, learning-based methods such as Markov Decision Process (MDP)
and Reinforcement Learning (RL) [17–21] have been applied to make AoI opti-
mization in a variety of caching problems. In particular, most of these meth-
ods are efficient in solving the cache update problems under no prior request
condition. Their objectives are to minimize the AoI when the energy of the
information collector is limited [17,18] or minimize the average AoI of all the
contents under a transmission resource limited scenario [19–21]. However, for
autonomous vehicles, they are more concerned with obtaining HDM’s dynamic
layer contents which can meet their AoI requirements within the possible low-
est request latency [2]. Therefore, the existing learning-based methods still have
their limitations when apply to the HDM dynamic layer contents caching.

In this paper, we investigate a dynamic HDM content update algorithm to
satisfy the AoI requirements by autonomous driving vehicles and minimize the
content request latency in an edge network, where the RSU doesn’t know the
vehicles’ request patterns in advance. To balance the AoI requirement of vehicle
and the content request latency with limited transmission resource, we consider
the content update optimization as a discrete time slot decision problem to min-
imize the long-term discounted cost brought by the AoI difference (the difference
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of the AoI requirement value and its actual value in a specific time slot) and the
request latency. To solve the problem, we model the edge-cached HDM content
update problem as an MDP and apply an RL-based algorithm [22] to obtain the
optimal update decision. The proposed algorithm can well address the curse of
dimensionality problem brought by the large state or action space, and doesn’t
need the prior information of the vehicular request. Extensive simulation results
verify the efficiency of the proposed algorithm.

The rest of the paper is organized as follows. Section 2 introduces our con-
cerned network model and formulates the problem. In Sect. 3, we transform
the problem into an MDP and solve it with a model-free RL-based algorithm.
Extensive simulation results are provided in Sect. 4. Finally, Sect. 5 concludes
this paper.

2 System Model and Problem Formulation

2.1 Network Model

We consider a typical vehicular network scenario with a single Road Side Unit
(RSU), F traffic information acquisition sensors and several vehicles under its
communication range. Assuming that the RSU combined with the storage capa-
bility of the edge cloud server, and each sensor is responsible for refreshing the
specific HDM content with the same size l cached on the RSU. The vehicular
request and HDM dynamic content sets are denoted by N = {1, 2, ..., N} and
F = {1, 2, ..., F} respectively. We focus on a discrete time slots system, where a
time step T (t) is defined to represent each decision epoch. T (t) can be defined as
the integral multiple of a constant time slot τ . During each time step, the RSU
may receive the vehicular HDM content request, it then will decide whether to
pull the up-to-date states of HDM contents from the relevant sensors due to the
content AoI demands of vehicles, if any, the content update will be executed. On
the other hand, the RSU will respond to the vehicular HDM content requests
with its local cached contents.

Each vehicular request n includes its query details, which containing the
requested HDM contents and the relevant content AoI demands based on the
vehicle’s driving path planning and autonomous driving level. Here, we use a
query procontent dn(t) =

{
d1n(t), d2n(t), ..., dF

n (t)
}

to represent the query details
of the request n in time step t, where df

n(t) ∈ {dmid, dhigh, 0} (dmid > dhigh), dmid

and dhigh are two integers which depends on the autonomous driving level of
each vehicle. We define that all the requested HDM contents in a same vehicular
request n have the same AoI demand (dmid or dhigh). df

n(t) = 0 indicates that
content f hasn’t been requested in n at time step t. Meanwhile, the request
indicator d̃n(t) is set to represent whether request n exists in the time step t.

d̃n(t) =
{

0,
∑F

f=1 df
n(t) = 0

1, Otherwise
(1)
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The RSU can obtain the query procontents D(t) = {d1(t), d2(t), ..., dN (t)}
of all the requests in time step t, but it has no prior knowledge of the vehicular
request arrival rates and the popularity of each cached HDM content.

After the RSU received the query procontents D(t), it will make the HDM
dynamic content update decision based on the requested HDM contents and
the relevant AoI demands. We use U(t) = {u1(t), u2(t), ..., uF (t)} to represent
the HDM content update decision in time step t, where uf (t) ∈ {0, 1}, f ∈ F .
uf (t) = 1 represents that the RSU decides to refresh content f and pull the
up-to-date states from the relevant sensor in time step t, otherwise uf (t) = 0.
The RSU will select content f to refresh in time step t based on the comparison
of its real-time AoI on the RSU and the AoI demand in the query procontent
D(t). Notice that, when there is no query of content f in the query procontents
D(t), content f may also be updated to reduce the transmission delay caused
by the temporary request update if there is available transport resources. Then,
the RSU responds the vehicular requests with its cached HDM contents.

In our network model, we consider that the RSU is assigned with limited
transmission resource blocks which are orthogonal to each other, the number
of its whole available resource blocks is Hb. The maximum number of requests
which can be served by the in a time step is N . Each resource block is allocated
to a different communication point for the wireless data transmission. The actual
number of requests in each time step |N (t)| is defined as:

|N (t)| =
N∑

n=1

d̃n(t) (2)

Typically, (Hb − |N (t)|) is the number of available resource blocks which can
be divided for the HDM content updating. Therefore, at most (Hb − |N (t)|)
sensors can execute the HDM content refreshing simultaneously in time step t.
We use the content transmission occupancy rate β(t) to denote the proportion of
resource blocks occupied for transferring contents from RSU to the vehicles. As
for the HDM content update decision U(t) made by the RSU in the time step t,
some contents whose uf (t) = 1 may not be refreshed due to transmission resource
constraints. We set an update success indicator yf (t) ∈ {0, 1} (yf (t) ≤ uf (t)) to
represent whether a content f whose uf (t) = 1 has been refreshed successfully
or not, which satisfies:

∑F
f=1 yf (t) ≤ Hb − |N (t)|.

Without loss of generality, we assume that the content update time consump-
tion of each HDM content remains the same in different time steps due to the
identical content update size and transmission time, which can be abstracted as
Tr =

{
T 1

r , T 2
r , ..., T F

r

}
(T f

r < T (t), f ∈ {1, 2, ..., F}).

2.2 AoI Analysis

Based on the proposed network model, we analyse the real-time change in the
value of cached HDM contents’ AoI on the RSU and the influence of content
response latency on AoI when the requested content received by the vehicle.
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In order to prevent the impact on the vehicle caused by the staleness of the
requested HDM contents, we define a metric αmax called the maximum allowable
AoI, which represents the maximum AoI a content cached on the RSU can reach.
Specifically, the value of αmax can be set to dmid. For the RSU, the real-time
AoI value of its cached HDM content f can be expressed as:

αf
0 (t) =

{
T (t − 1), yf (t) = 1
min

{
αf
0 (t − 1) + T (t − 1), αmax

}
, Otherwise

(3)

Figure 1 illustrates the AoI variation for the RSU cached HDM content due to
the vehicular requests and the pre-defined maximum AoI threshold.

Fig. 1. The AoI variation for the cached HDM content on the RSU.

For the vehicle that makes the request n, the transmission latency brought
by the content respond process also increases the staleness of the information. To
ensure a requested content f which can be directly responded without updating
still meets the vehicular AoI demand when it received by the vehicle, we redefine
the actual AoI demand of each request as dmid −Tmax

lat and dhigh −Tmax
lat , where

Tmax
lat represents the maximum data transmission latency of a request n that can

be generated under the proposed network model in this paper.

Ln(t) =
{

0,
∑F

f=1 df
n(t)yf (t) = 0

max
{
T f

r | T f
r ∈ Tr, d

f
n(t)yf (t) = 1

}
, Otherwise

(4)

2.3 Problem Formulation

In this paper, our objective is to meet the AoI requirements of vehicles with
limited transmission resources and reduce the extra request latency by designing
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a dynamic content update mechanism. The extra request latency cost Ln(t) of
the vehicular request n in time step t is depended on whether the requested
HDM contents need to be updated or transmit to the vehicle directly, which is
expressed in the Eq. (4).

To better characterize the satisfaction with the AoI of the requested HDM
content, we define a new metric called AoI difference cost Δf

n(t) to represent the
overhead caused by the request HDM content f not meeting the corresponding
AoI requirements when it received by the vehicle, which can be expressed as:

Δf
n(t) =

{
0, αf

n(t) − df
n(t) ≤ 0 or df

n(t) = 0
αf

n(t) − df
n(t), Otherwise

(5)

As for the vehicle who sent the request n, we use the average AoI difference
cost Δn(t) of all the HDM contents it requested as the representative of its AoI
satisfaction within time step t, which can be expressed as:

Δn(t) =
1

∑F
f=1 uf (t)

F∑

f=1

Δf
n(t) (6)

According to the above analysis, the AoI related cost during each time step
can be expressed as the weighted sum of each vehicle’s average AoI difference
cost, that is:

ΔAoI(t) =
N∑

n=1

βnΔn(t) (7)

where
∑N

n=1 βn = 1 βn ∈ [0, 1], and the value of each βn depends on the
automatic driving level of the vehicle. Vehicle with higher automatic driving
level possesses a higher value βn.

The overall system cost in each time step t can be expressed as:

Ctot(t) = ωAoIΔAoI(t) + ωL
1
N

N∑

n=1

Ln(t) (8)

where ωAoI +ωL = 1, ωAoI and ωL can realize a tradeoff update decision between
the AoI difference cost of vehicles and the extra request latency cost in each time
step. We adopt a larger ωAoI than ωL in this paper, for the AoI requirements of
the requested HDM content is more important than the content request latency
for an automatic driving vehicle.

Based on the cost function (8), the average future cost of the HDM content
requests can be defined as:

Cave = lim
Tmax→∞

1
Tmax

E(
Tmax∑

t=0

Ctot(t)) (9)

The RSU should make optimal HDM contents refreshing decisions by interacting
with the environment to minimize Cave.
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3 Deep Reinforcement Learning-Based HDM Updating
Algorithm

To achieve the expected performance, we formulate the HDM content update
process on the RSU as an MDP, for which we build a DRL-based algorithm to
obtain the optimal content update strategy.

3.1 MDP Model

Our MDP is modeled as a 4-tuple 〈S,A, P,R〉, relevant details are described as
below:

– Modeling of System State Space S: s(t) = (s0(t), s1(t), ..., sN (t)) is
defined as the system state at time step t, which is composed of the real-
time HDM content AoI value on the RSU s0(t) = (α1

0(t), α
2
0(t), ..., α

F
0 (t)) and

the vehicular content AoI demands sn(t) = (d1n(t), d2n(t), ..., dF
n (t)) n ∈ N .

The whole state space S can be regarded as a combination of communication
node states (S = s0 × s1 × s2 × ... × sN ) in the proposed network, which is
finite due to the maximum AoI value restriction.

– Modeling of System Action Space A: a(t) = (u1(t), u2(t), ..., uF (t)) is
defined as the system action at time step t, which represents the HDM con-
tent update decision of the RSU. The action space A of the system can be
expressed as:

A = {U | un ≥ yn, un ∈ {0, 1}, yn ∈ {0, 1},∀n ∈ N} (10)

– System State Transition Probability P: P = S×A×S → [0, 1] represents
the distribution of the transition probability P (s′ | s, a) from the system state
s to a new system state s′ (s, s′ ∈ S) when an action a ∈ A is chosen, which is
largely effected by the real environment conditions, such as the HDM content
request rate, the HDM content transmission occupancy rate β(t) of the RSU
resource blocks etc.

– Modeling of Reward Function R:S ×A → R maps a state-action pair to
a value R(s(t), A(t)). Our objective in this paper is to minimize the average
future cost Cave(t) given in Eq. (9), so that we define the reward function as
R(s(t), a(t)) = −Cave(t).

We define the policy π as an action a ∈ A that the RSU will execute by given
a specific system state s ∈ S. Policy π is uncorrelated to the time step length.
The difficulty here is to find an optimal policy π∗ to maximize the long-term
average reward, that is:

arg max
π∗

lim
Tmax→∞

1
Tmax

E

[
Tmax∑

t=0

R(s(t), a(t)) | s(0)

]

(11)
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3.2 HDM Updating Algorithm Design

With the MDP model aforementioned, we need to design an adaptive and effi-
cient HDM dynamic layer update strategy, which can proactively make content
update decision in each state, so as to earn a higher reward by considering the
long-term system performance.

Deep Reinforcement Learning (DRL) is a model-free method to solve MDP
problems with large state or action space [22]. The goal of DRL is to maximize
the long-term discounted reward by utilizing the deep neural network (DNN)
as an approximation function to learn policy and state value. The agent can
obtain enough experience by interacting with the environment, and train its
policy network model. The well-trained model can quickly perform the optimal
actions for executing content update. The state value function Vπ(s) and the
state-action value function Qπ(s, a) of the DDQN can be expressed as follows:

V ′
π(s) = E

[ ∞∑

k=0

γkR(s(t + k), π(t + k)) | s(t) = s

]

(12)

Q′
π(s, a) = E

[ ∞∑

k=0

γkR(s(t + k), a(t + k)) | s(t) = s, a(t) = a

]

(13)

where γ is the discount factor.
The optimal policy π∗ can be obtained by utilizing the Bellman Optimality

Equation:
Vπ∗(s) = maxa∈AQπ∗(s, a) (14)

The architecture of our DRL-based HDM dynamic layer update mechanism
is presented in Fig. 2. θ and θ− are the DNN parameters of the main net-
work and the target network respectively. The agent interacts with the envi-
ronment and observes the real-time system state. Based on the current state
s(t), the agent selects an action by utilizing the ε-greedy strategy (select the
action maxaR(s, a, θ) with probability (1− ε), and randomly select action a ∈ A
with probability ε, where ε ∈ [0, 1]). After the agent performs an action a(t),
the corresponding reward R(s(t), a(t)) can be obtained from environment, and
the system state s(t) transfers to s(t + 1). So that a new experience tuple
E(t) = (s(t), a(t), R(s(t), a(t)), s(t + 1)) is generated and will be cached in the
experience replay buffer M. Then, the former steps go into a loop to obtain
enough experience in the replay buffer for the future training. The oldest expe-
rience tuple will be discarded when the experience buffer M is full.

As for the training procedure, a mini-batch of the cached experience tuples
W = {E1, E2, ..., EWm

} will be sampled randomly from the experience replay
buffer. The goal of the training procedure is to minimize the loss function L(θ),
which can be expressed as:

L(θ) = E

[

(R(sj , aj) − γ max
a′
j

Q′(s′
j , a

′
j ; θ

−) − Q(sj , aj ; θ))2
]

(15)
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Fig. 2. The architecture of the proposed mechanism

The DNN parameter θ updates iteratively as Eq. (16):

θ′ = θ + ξ∇θL(θ) (16)

where ξ is the learning rate. The parameter θ of the main network is updated
every step while the parameter θ− of the target network will be updated every
i steps, that is θ−

t = θt−i.

4 Simulation Results and Discussions

In this section, we evaluate the performance of the proposed HDM updating algo-
rithm. Firstly, we describe our simulation settings and the present the baseline
algorithms used for the performance comparison. Then, we show the performance
comparison of the proposed algorithm with the baseline policies in different envi-
ronments and give the relevant analysis. The whole experiment is implemented
by the Tensorflow frame and runs on a PC with an Intel Core i7-6700 CPU
@2.6 GHz, Memory 16G.

4.1 Simulation Settings

We build a simulation scenario with one RSU (integrated with an MEC server), N
connected vehicles and 10 traffic information acquisition sensors. The value of N
ranges from 10 to 40. We set the available number of the orthogonal transmission
resource blocks as Hb = 50. In each time step, we set each vehicular request for
each edge-cached HDM content subjecting to a random distribution. For each
sensor, the relevant content update latency is randomly selected from the value
set {0.8τ, 0.9τ, 1.0τ, 1.1τ, 1.2τ}, where τ = 1 is the length of the unit time slot.
Once the content update latency of each sensor has been determined, their values
will remain unchanged during the whole simulation process. Based on this, we
set the extra request latency of a specific content to be the same as its update
latency. Without loss of generality, we set the value of maximum allowable AoI
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αmax = dmid = 20 and dhigh = 10. The value of the HDM content transmission
occupancy rate β(t) is set to be 0.3 to 0.8 randomly. The mini-batch size is set
to be 64. The value ωAoI is set to be 0.6. The exploration rate increases linearly
from 0 to 1 and keeps fixed.

The baseline algorithms which used to be compared with the proposed algo-
rithm are described as follows:

Random Policy: During each time step, the RSU randomly selects an update
action for the current state if there are available transmission resources.
Greedy Policy: During each time step, the RSU will execute the update action
which can maximize the immediate reward when there are available trans-
mission resources.

4.2 Simulation Results

Convergence Performance. To ensure the reliability of our proposed method,
we first verify its convergence performance.

Figure 3 shows the convergence comparison of the proposed algorithm and
the baseline policies when N = 30. Here, we also evaluate the performance of the
proposed algorithm under different discount factor γ. It can be seen from Fig. 3
that the long-term reward becomes higher with a bigger γ. However, the network
model became hard to converge when the value of γ is too big (0.98). Meanwhile,
compared with the greedy policy and the random policy, our proposed algorithm
obtained a significant high reward.

Based on the above analysis, we find that when the value of the discount fac-
tor is 0.95, the proposed policy shows its best performance. So in the subsequent
simulation, we set γ = 0.95 in the proposed policy.

Fig. 3. The training rewards comparison under different policy.
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Fig. 4. Performance comparison in AoI cost.

Fig. 5. Performance comparison in extra latency cost.

Efficiency Analysis. To verify the efficiency of our proposed method, we make
performance comparison with the mentioned baseline policies.

Figure 4 shows the AoI cost which brought by the AoI difference when vehicle
requests the cached HDM contents under different number of vehicles. It can be
observed from Fig. 4 that while the RSU adopts the proposed policy, the AoI cost
maintains a relatively low and stable value compared with the baseline policies.
The proposed policy considers to maximize the long-term discounted reward,
it can execute optimal update actions in response to the vehicular requests. So
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that proposed policy can ensure the stability of the AoI cost performance and
realize a reasonable utilization of the network resources.

Figure 5 shows the extra latency cost which brought by the instant content
updating when the content is requested by the vehicle. It can be seen from
Fig. 5 that the proposed algorithm keeps a relatively stable latency cost with
the number of vehicle increasing. Notice that, even though we have already
emphasized the effect of the AoI cost in our previous parameter settings (ωAoI =
0.6), the performance of the proposed algorithm on the extra latency cost is much
better than the baseline policies.

5 Conclusion

This paper focused on the HDM update problem in the edge caching system. We
first formulated the HDM update optimization problem as how to minimize the
AoI difference and the extra request latency in the scenario where transmission
resources are limited. Then, we modeled the problem as an MDP and utilized
a DRL-based algorithm to obtain the optimal update strategy. We have verified
the performance of the proposed algorithm through the simulations, The results
shown that, compared with the baseline policy, our proposed algorithm could
achieve higher long-term reward with suitable discounted factor, and realized
relative low AoI and request latency.
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Abstract. The university laboratory that adopts the virtual machine method has
problems such as the large maintenance workload of the experimental environ-
ment, complex configuration, fixed experimental time, and the inability to save the
process. We propose a lightweight experimental environment based on Docker.
Monitoring service, high availability session management, and resource protec-
tion mechanism of Docker runtime are designed. The full life cycle service runs
after the Docker container is created and provides a management interface for
the upper cloud platform. The prototype system of the cloud experimental plat-
form is realized, which simplifies the construction and management of the cloud
experimental platform in colleges and universities.

Keywords: Docker · Full life-cycle · Cloud Platform

1 Introduction

The traditional laboratory in colleges and universities has the defects of large infrastruc-
ture investment and high equipment loss rate. Due to the fixed location of the experiment,
it is difficult for the instructor to grasp the experimental progress in the limited time,
let alone to carry out the expansion of teaching. At present, most of the experimental
platforms in colleges and universities are based on virtual machine technology, not only
resource utilization but also can not carry out the full life-cycle management.

With the rapid development of computer networks [1–4], the emergence of cloud
computing provides a new idea for the experimental platform of colleges and univer-
sities [5–7]. By reintegrating and encapsulating resources such as computer hardware,
software, and computing capability, and providing them to students in the form of ser-
vices, this new computing mode can be more flexible and make full use of computing
resources. Based on lightweight virtualization technology, such as Docker [8]. Docker
directly shares the kernel and hardware of the host, so the performance gap between the
application running in the Docker container and the application running on the host is
almost negligible. Unlike virtual machines, containers do not require hardware virtual-
ization or run a complete operating system. This benefits higher resource utilization, a
faster application running, and more efficient data storage.
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In general, the cloud platform for experiments based on Docker should meet the
following points: (1) Ability to deploy and distribute lab environments. (2) Can manage
the full life cycle of containers. (3) Have a certain experimental preservation ability.
However, the virtualization scheme provided by native Docker cannot meet the above
requirements. Based on the above requirements and deficiencies, we first redesigned
the Docker container from three aspects: monitoring service, high availability session
management, and resource protection mechanism, providing a management interface
for the upper cloud platform and realizing full life cycle management. Then the pro-
totype system of the cloud experimental platform is designed and implemented, which
simplifies the construction and management of the cloud platform.

2 Related Work

None of the three scheduling algorithms built into Docker’s native resource scheduling
management tool Swarm can give full play to the overall performance of Docker clus-
ters, and many studies have improved Docker container scheduling strategies [9–11].
Kaewkasi et al. [12] proposed an algorithm based on ACO(Ant Colony Optimization,
ACO), and experimental results show that ACO placed workload is about 15% better
than greedy algorithm workload on the same host configuration. McDaniel et al. [13].
Proposed a two-layer approach to extend Docker and Docker Swarm so that both can
monitor and control the I/O of Docker containers and improve resource utilization with-
out being affected by competition. Zhang et al. [14]. Proposed an effective adaptive
scheduler by modeling the scheduling problem as integer linear programming, which
achieved significant cost savings. Wu et al. [15]. Developed an availability guaran-
tee buffer layer priority scheduler, which could use the local buffer layer on nodes in
Docker Swarm to reduce network traffic and speed up the start of service-related tasks. To
ensure maximum utilization of system resources, idle containers are closed by recycling
resources. To realize this process, it is necessary to monitor and manage the state of the
container and to be able to save and restore the memory state of the container. Jimenez
et al. implemented CoMA [16], a container monitoring agent for OS-level virtualization
platforms.

However, the experimental platform has two special scenarios: (1) Different services
are sensitive to different resource types. (2) A large number of concurrent requests may
occur in a short time. Previous studies have not discussed this, so it is worth studying how
to design corresponding algorithms for different scenarios and propose amulti-algorithm
collaborative scheduling strategy to meet scheduling requirements in different scenarios
by using different algorithms in turn to process requests.

3 Full Life-Cycle Management

3.1 Monitor Service

To obtain monitoring information on each node, it is necessary to require nodes to be
able to transmit data to each other. Therefore, we adopt a centralized architecture, and
the nodes in the cluster are divided into master nodes and slave nodes. The overall
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monitor service is divided into a monitor agent, a monitor center, and the monitoring
data processing logic on the server-side. Since the system uses the monitoring data in
the way of active requests, and the demand of the request is real-time data, there is no
need to store the data. The data that the monitoring service needs to collect is mainly
divided into two categories: container-oriented monitor and host-oriented monitoring.

3.1.1 Monitor Agent

Themonitor agent is deployed on each node in the cluster. As a data collector, themonitor
agent collects various performance data of the node host, keeps monitoring status, and
responds to data requests from the server. The structures used to record performance
data are shown in Table 1.

Table 1. Structure for recording host information

Variable Type JSON

CoreNum int json:”core_number”

CpuRatio float64 json:”cpu_ratio”

MemCap float64 json:”memory_capacity”

MemUsage float64 json:”memory_usage”

MemRatio float64 json:”memory_ratio”

NetIO float64 json:”net_io”

BlockIO float64 json:”block_io”

The structure records basic host performance parameters: number of CPU cores,
CPU usage, total memory, memory usage, network, and disk I/O throughput. In addition
to basic configuration data, such as the number of CPU cores and memory capacity,
other performance data must be collected and calculated in real-time. The CPU usage is
calculated as follows:

CPU (Ni) =
(

us+ sy

us+ sy + id

)
× 100% (1)

where, us, sy, and id respectively indicate the kernel state, user state, and idle id in
Linux. The memory usage is read by the values of MemTotal and MemAvailable in
/proc/meminfo. Then the following formula is calculated:

Mem(Ni) = MemTotal −MemAvailable

MemTotal
× 100% (2)

The network load of the system in a certain period can be expressed as formula 3:

Net(Ni) = (ReceByte2− ReceByte1)+ (TransByte2− TransByte1)

(T2− T1)× Throughput
(3)
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3.1.2 Monitor Center

The main responsibility of the monitoring center is to collect the global image infor-
mation of the cluster, the basic information of docker containers and the operation
performance data of containers. The structure design for recording performance data is
shown in Tables 2 and 3. The image structure records the basic parameters of the Docker
image: image repository, tag, and ID.

Table 2. Image structure

Variable Type JSON

Repository string json:”image_repository”

ID float64 json:”image_id”

Tag float64 json:”tag”

In the container structure, the ID, Name, CPU, and memory capacity are all basic
information after a container is generated. BlkIO indicates the average I/O speed of disk
data, and NetIO indicates the average I/O speed of network data flows.

Table 3. Container structure

Variable Type JSON

ID string json:”container_id”

Name string json:”container_name”

CpuCap float64 json:”cpu_capacity”

MemCap float64 json:”memory_capacity”

Host string json:”host_name”

Cpu float64 json:”cpu_usage”

Mem float64 json:”memory_usage”

BlkIO float64 json:”block_io”

NetIO float64 json:”net_io”

3.2 Session Services

We use port mapping to expose the host computer to external users for access. However,
Docker itself does not provide the function of managing ports. If the port number is
not specified when creating containers, Docker will randomly allocate host ports, which
is not conducive to management in a multi-host cluster environment. To this end, we
designed a highly available session management service based on an etcd cluster.
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3.2.1 Etcd Storage Directory

Etcd’s cluster awareness can quickly respond to the addition and removal of nodes. Can
provide high availability for the cluster, so that the cluster can cope with node failure
and expansion problems. The directory structure of the storage system node is shown in
Fig. 1. The cluster contains multiple node information and builds a Swarm, so the node
information format is a string composed of IP and the port monitored by the Swarm,
and the key and value are the same, and these key-value pairs store the Swarm cluster
information required by the Swarm manager.

Fig. 1. Information directory structure of etcd cluster nodes

The container information used by users, including port information, container state,
container access links, and so on, is maintained by the etcd instead of database storage,
which improves the portability of the system. As shown in Fig. 2, container information
for the entire cluster is stored in the user directory of the etcd. The user directory
is a subdirectory named in the format of the username. To effectively utilize system
resources, each user can use only one container at a time. Therefore, there is a one-to-
one relationship between users and containers. Each subdirectory contains five key-value
pairs that record details of containers created by that user. IP indicates the IP address
of the host running the container. Port records the cluster port corresponding to the
container. ConID records the container id. Status records the status of the container,
including None, created, and saved. Url records the URL that accesses the container.
The above data is subject to change frequently and can be kept up to date using etcd’s
key-value store.

3.2.2 Port List

The session structure for recording the port session is shown in Table 4. The variables
in the session structure correspond to the port storage of etcd.
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Fig. 2. The etcd container information directory structure

Table 4. Session structure

Variable Type JSON

IP string json:”host_ip”

Port string json:”container_port”

ConID string json:”container_id”

Status string json:”container_status”

Url string json:”container_url”

3.3 Resource Conservation

Although the resource utilization of the Docker container is much more efficient than
that of the virtual machine, it is difficult to determine the demand for system resources
of the application that needs to run for a long time when it is started in the Docker
container, and some applications are transient. If the quota is allocated according to the
maximum possible demand, when the application demand is in a slow period, Most of
the resources allocated cannot be used efficiently. We designed a resource protection
mechanism to obtain the container operating status information with the assistance of
the monitoring system. The main functions are as follows: (1) If the container resource
is tight, the resource quota is dynamically increased. (2) If the container is not in use for
a long time, save the container on-site and recycle the container resources.
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3.3.1 Dynamic Increases

Themonitoring center designed in Sect. 3.1 can collect the basic information and perfor-
mance data of Docker containers in the global scope of the cluster. The resource usage
of a container can be determined based on the CPU and memory usage. If the resource
usage of a container is high, it indicates that the container needs more resources to
ensure normal running. In this case, the monitoring center triggers the resource protec-
tion mechanism to increase the resource quota for the container. In the case of wasted
resources, the system does not do much because the container does not have a good
prediction of whether it will need its allocated resources in the future.

When a container resource is scarce and the usage of a certain resource (memory or
CPU) reaches 90%, the system increases the allocated resource quota by 20% to ensure
the normal running of the container. For example, if the memory limit of container A
is 200M and the monitoring center detects that the memory usage of container A is
92%, the resource protection mechanism is triggered and the docker update command
is executed to reset the memory limit of container A to (200 + 200 × 20%) M.

3.3.2 Storage of Containers

The monitoring center collects global container information every 15 min. When BlkIO
and NetIO are both 0, it means that the user has not used the container for at least
15 min. Trigger the resource protection mechanism to save the container. When saving
a container, you need to take into account what is being edited in the saving container.
The storage algorithm of the container is shown in Table 5.

Table 5. EclipseSave.sh

1. #!/bin/bash
2. WID=`xdotool search --

name "Eclipse Platform" | head -1`
3. if [ -n "$WID" ]
4. then
5. xdotool windowactivate $WID
6. xdotool windowfocus $WID
7. xdotool key ctrl+S
8. xdotool key --window $WID Return
9. xdotool windowkill $WID
10. else
11. echo "eclipse is not running"
12.fi
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4 Cloud Platform Implementation

4.1 System Structure

Basedon the full life-cyclemanagementmechanism,wedesigned the overall architecture
of the system, as shown in Fig. 3. When a user initiates a request through the front-end
page, the management center will route to different execution modules according to the
corresponding API of the request, and these execution modules will complete the user’s
request. System users have two roles: teacher and student. As an administrator, teachers
can view the basic information of Docker images andDocker containers and have certain
management rights, such as setting experimental images. The operation of students is
mainly the creation, saving, recovery, and destruction of the experimental environment
(Docker container).

Specifically, the request to create the container is distributed to the scheduling mod-
ule, which is responsible for scheduling the container in the cluster.When the container is
created, the sessionmanagementmodule allocates ports and records connection informa-
tion for remote sessions. The monitoring module will constantly detect the health status
of the container, and provide the host load information and container status information
for the scheduling module and the runtime module. The runtime module is responsi-
ble for saving and restoring the container runtime. The data module is responsible for
allocating storage directories to containers.

User

API

Server

Docker Monitor

NODE-1

...

User 
Data

Runtime

Etcd

Port m
anagem

net

Docker Monitor

NODE-n

Daemon

Schedule

User Docker

request

Data

Fig. 3. Overall architecture of the system
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4.2 Module Page

The experimental platform is B/S mode. Students create, save, restore, and destroy the
web page. Teachers can view containers and set up experimental mirrors, including the
status information of hosts in the cluster and the list of remotely connected ports (Fig. 4).

Fig. 4. Interface corresponding to experimental environment operation

5 Conclusion

In this paper, the full life-cycle management system of the cloud experimental platform
is designed and implemented. First, themonitoring service is designed and implemented,
the docker monitoring tool is analyzed and the monitoring agent and monitoring center
are introduced in detail. Secondly, by analyzing the forwardingmechanism of theDocker
network, the port management storage structure of etcd is designed, and a port list is
maintained for each node in the cluster. Thirdly, the corresponding dynamic increment
and container saving operations are described in two cases of resource shortage and
container idle respectively. Fourthly, the prototype system of the cloud experimental
platform is designed. In the future, we will study the customized Settings of different
experimental environments combined with Docker images.
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Abstract. In order to promote the digital development of the smart
grid, power data needs to be analyzed and processed in real time, but
because the number of power grid terminal devices is vast, the massive
amount of data generated will incur additional network latency and com-
munication costs if processed directly by cloud servers, and there is also
a risk of data leakage. Therefore, power data is considered to be placed
on edge servers for processing to overcome many problems in the current
cloud computing paradigm for power systems, such as the inability to
fully realize the requirements of high bandwidth and low latency. This
paper thus proposes a multitask assignment strategy (MPA) for smart
grid terminals based on edge computing. The method first classifies grid
end tasks into different classes based on the size of data, security level,
and computational workload; it then selects a suitable edge server for
the smart grid terminal tasks using the particle swarm algorithm. The
simulation results show the effectiveness of the method in this paper.
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1 Introduction

The Internet of Things (IoT) [1] and artificial intelligence [2] are two cutting-
edge information technologies that combine to create the smart grid, a modern
grid system that plays an essential role in the energy infrastructure. To collect
and upload various power data in real-time, massive terminal devices need to
be deployed for the smart grid. The development of technologies such as cloud
computing [3] and artificial intelligence has created favorable conditions for the
intelligence of grid terminal devices. Efficient analysis and process of the tasks
generated by these terminals are one of the challenges facing the smart grid.
Cloud computing, a technology that provides on-demand computing resources,
can be a solution. However, for end devices, cloud servers are usually in a rela-
tively centralized location. Transferring tasks to cloud servers consumes a lot of
bandwidth and other resources, resulting in high communication costs. In addi-
tion, in extreme cases, it will lead to serious delay and congestion, and even cause
data loss and slow processing efficiency, which will not only bring losses to the
power grid company, but also reduce system QoS [4]. In order to solve the above
problems, the concept of edge computing [5] has been introduced in smart grids.

Edge computing is an open platform that integrates core functions such as
networking, computing, storage, and applications at the network edge near the
source or data source. It can also provide nearby edge intelligence services to
meet critical needs of industry digitization such as agile connectivity, real-time
business, data optimization, application intelligence, security, and privacy pro-
tection. Edge computing differs from cloud computing in that edge computing
allows users to offload the deployment of computing tasks to servers at the
edge of the network, localizing the service, significantly reducing the amount of
remote data transmission, lowering network transmission latency, decreasing the
cost of equipment consumed during the transmission of computing tasks, and
abating placement costs. This paper selects appropriate edge servers for grid end
tasks through an edge computing-based multi-task assignment strategy (MPA)
in order to process tasks from grid end devices efficiently and with almost no
delay, which not only saves the transmission time of massive data to and from
the cloud but also improves data transportation efficiency and ensures real-time
data processing while reducing the possibility of network congestion.

The remaining chapters of this paper are organized as follows. In Sect. 2,
related work on smart grids, edge computing, and particle swarm algorithms are
introduced. In Sect. 3, the system model is introduced. In Sect. 4, the effectiveness
of the proposed strategy is verified by simulation experiments. In Sect. 5, the
paper is summarized and the future research directions are discussed.

2 Related Work

The problem of task allocation is widely discussed in edge computing, which
enables resource-constrained edge servers to provide satisfactory services to end
devices by solving the problem of how computational tasks generated by end
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applications are distributed among edge servers [6]. It also reduces computational
latency and bandwidth consumption, balances the load [7], and improves network
QoS. In addition, how to introduce the edge computing paradigm into the smart
power grid domain has also become a focus of research. A distributed computing
architecture for smart grid IoT devices based on edge computing is proposed
in the reference [8]. The architecture introduces an edge node coordinator to
achieve collaborative work among smart grid edge nodes. Reference [9] proposes
the security and confidentiality of communication information when users access
cloud resources, combined with application security to ensure legitimate user
permission to operate.

Edge computing is a technology developed in the context of high-bandwidth
and time-sensitive IoT integration, where the energy consumption and latency
of edge computing migration are essential metrics to measure migration deci-
sions. Reference [10] considered the singularity of optimized resource strategies
in mobile edge computing and proposed a multiple resource computing migration
energy consumption model based on particle swarm task scheduling algorithm to
ensure sufficient reduction of edge device energy consumption under delay con-
straints. Reference [11] proposed an efficient asynchronous federated learning
mechanism for edge network computing, which compresses the redundant com-
munication between nodes and parameter servers during the training process
according to an adaptive threshold. Reference [12] for a multi-user serial task
offloading problem with latency and energy consumption as the optimization
objectives, following the first-come, first-served principle, to make a near-optimal
offloading decision for users. Reference [13] constructs an objective function for
joint optimization of the average offload delay and resource allocation balance
in the context of 3GPP long-term evolution technology application to effectively
reduce the average offload delay of multiple users while balancing the work-
load of each mobile edge computing server. Reference [14] proposed a strategy
integrating abundant computing resources of Mobile Cloud Computing (MCC)
and the low transmission delay of MEC to formulate computing offloading deci-
sions, and it provided an Iterative Heuristic MEC Resource Allocation (IHRA)
scheme. The scheme extends the single-user offloading problem to multi-user
offloading while integrating resource constraints and interference among multi-
ple users to achieve collaborative execution of tasks at the edge and in the cloud
and reduce task execution latency. Reference [15] presents a one-to-many task
assignment problem and designs a task assignment optimization algorithm based
on the Lagrange multiplier method. Reference [16] propose a novel stochas-tic
approach that jointly optimizes the usage of transmission resources (e.g., band-
width), and transcoding resources (e.g., CPU) in CLS systems that leverage the
cooperation of Cloud, Edge, and Crowd technologies.

The swarm intelligence algorithm, which simulates the collaborative group
search in nature, is widely used with its robust global search and optimization
capability, less computational cost, and faster convergence speed. The particle
swarm optimization algorithm is the first choice for solving some practical engi-
neering problems because of its fast convergence and low setting parameters. The
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formula for calculating the inertia coefficient of the particle swarm algorithm was
improved in reference [17] and reference [18] by dynamically changing the inertia
coefficient according to the fitness value of the particles. The second category
combines particle swarm algorithms with other evolutionary algorithms. Refer-
ence [19] combined particle swarm algorithm with genetic algorithm to solve
the decision problem of offloading the middle layer of deep networks. The third
one uses particle swarm algorithms to solve subproblems in the task unloading
problem. As in reference [20], to solve the computational offloading problem in
ultra-dense heterogeneous networks, a coarse-grained search using a genetic algo-
rithm is followed by a fine-grained search using particle a swarm algorithm to
derive the optimal computational offloading decision. Reference [21] proposed a
combined particle swarm and genetic algorithm for the migration decision prob-
lem of large deep neural networks and proposed a layer merging upload algorithm
to solve the upload problem. Reference [22], on the other hand, decomposes the
probabilistic task unloading problem into multiple unconstrained subproblems
and uses a particle swarm algorithm to solve each subproblem to obtain an
optimal solution to the probabilistic task unloading problem.

This paper focuses on overcoming the current problems of large data volume
and complicated task processing in power systems and selecting suitable edge
servers for different levels of smart grid terminal tasks for processing. A new edge
computing-based multitasking strategy for smart grid terminals is proposed in
this paper, which optimizes the distance of data transmission to the edge server,
the cost, matching constraints, and load rate.

3 System Model

The system model scenario in this paper is an application scenario with multiple
terminal devices and multiple edge servers, as shown in Fig. 1, where the terminal
device is a smart meter belonging to the edge device level node [23], which can
meet the real-time terminal requirements.

Suppose there are N end devices with M edge servers, and each edge server is
connected through a wireless communication link. In this paper, we assume that
each end-device can offload its computation of the execution task, and the task
can only be offloaded to one MEC server for computation when offloading, and
each end-device is within the range of the wireless connection. However, every
MEC server has limited computing power and cannot accept offload requests
from every endpoint at the same time, assuming that the maximum number of
load tasks per edge server is h. The set of end devices is U = {u1, u2, u3 . . . un},
The set of edge servers is S = {s1, s2, s3 . . . sm}.

3.1 Task Model

Smart grid terminal devices generate different types of tasks randomly. In order
to solve the problem of task assignment in smart grid [24], this paper classifies
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Fig. 1. System model

smart grid terminal task types into four different types according to computa-
tional workload, security level and data size, which are general tasks, predictive
tasks, statisticaltasks, and top-secret tasks, and selects suitable edge servers
according to different levels of smart grid terminal tasks.

Consider a set of tasks T = {t1, t2, . . . , tn}, where n is the total number
of input tasks in the edge computing system. Each task is denoted by ti =
{Di,Wi, δi,Si}, where Di denotes the computational workload of task ti, Wi

denotes the security level of the data generated by task ti, δi denotes the data
size of task ti, and Si denotes the task level.

Table 1. provides a detailed breakdown of the types of tasks randomly generated by
the smart grid terminals

Task Type Calculating workload Security Level Data Size Task Level

General tasks 1 1 1 1

Predictive tasks 3 2 2 2

Statistical tasks 2 2 3 3

Top-Secret Tasks 4 3 2 4

General tasks refer to the collection of power data, which is less computa-
tionally intensive and generally does not have security issues; however, the direct
delivery of power data to the cloud center will lead to congestion in the commu-
nication channel, and standard edge servers can be selected for distribution to
reduce costs. Predictive tasks are slightly more computationally intensive and
have a higher security level than regular tasks. Generally, predictive tasks are
based onhistorical electricity consumption data to predict future electricity con-
sumption at a specific time. A statistical task is usually to count a large amount
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of electricity data and find the electricity consumption pattern, which can be
used for abnormal data detection, such as electricity theft analysis. The statisti-
cal task is not heightened in computational power but very large in data volume,
so selecting an edge server that can receive a large amount of data is necessary.
Top-secret tasks generally involve power data critical military institutions and
state-owned enterprises.

After determining the level of tasks generated by the smart grid terminals,
the security level of the edge servers also needs to be considered. If the task
level is smaller than the edge server’s encryption level, the data security is at
risk, and if the task level is higher than the encryption level of the edge server,
it will cause additional resource waste because that a higher encryption level
means more computational power, storage capacity, and bandwidth capacity is
required to encrypt and decrypt the original data. Based on this, a more suitable
edge server needs to be matched to suit the level of the task. The security level
corresponding to task t of edge server number m is selected and noted as safemt,
the target constraint for the overall security level is expressed as follows.

Max (Osafe ) =
M∑

j=1

h∑

n=1

safejn (1)

s.t. 0 < safejn (2)

3.2 Load Model

The edge server needs to consider four aspects in its operating state:
processor utilization, disk read/write rate, memory utilization, and band-
width occupancy. The server state is evaluated by combining these four
factors, representing the busy level of the server CPU, the through-
put of data operations, the system operating state, and the amount of
received data, respectively. The set of edge servers is known to be S =
{s1, s2, s3 . . . sm}, and the overall performance of its servers is denoted as
CSm =

(
CSm

cpu, C
Sm

i/0 , CSm
mem, CSm

band

)
, where CSm

cpu, CSm

i/o , CSm
mem, CSm

band denote
the maximum processor utilization, disk read/write rate, memory utilization,
and bandwidth occupancy that edge server m can carry, respectively. The load
state of the edge server m is Load =

(
LoadSm

cpu,LoadSm

i/o ,LoadSm
mem,LoadSm

band

)
,

where LoadSm
cpu,LoadSm

i/o ,LoadSm
mem,LoadSm

band denote the current processor utiliza-
tion, disk read/write rate, memory utilization, and bandwidth usage of server m,
respectively. FSm

cpu , FSm

i/o , FSm
mem, FSm

band denote the percentages of the four metrics
of processor utilization, disk read/write rate, memory utilization, and bandwidth
occupancy of server m, respectively. Then:

LoadSm
cpu = FSm

cpuCSm
cpu (3)

LoadSm

i/o = FSm

i/o CSm

i/o (4)
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LoadSm
mem = FSm

memCSm
mem (5)

LoadSm

band = FSm

band CSm

band (6)

The total load can be expressed as:

Loadall = αcpu LoadSm
cpu +αi/o LoadSm

i/o +αmem LoadSm
mem +αband LoadSm

band (7)

αcpu + αi/o + αmem + αband = 1 (8)

Among them, αcpu ,αi/o,αmem and αband denote the weights occupied by
each index of processor utilization, disk read/write rate, memory utilization,
and bandwidth occupancy, respectively, and higher values indicate that the pro-
portion of corresponding resources is more significant and more dependent.

The edge server can maintain stable service support when the total load is
low enough during the overall task migration. When the load on a single edge
server exceeds 1, tasks may not be completed as scheduled, negatively impacting
user perception. By denoting Loadjn−l the load generated when the smart grid
terminal distributes task n to the jth edge server for processing, then the target
constraint for the total load can be expressed as:

Min (OLoad ) =
M∑

i=1

h∑

n=1

Loadjn−l (9)

s.t. 0 <
h∑

n=1

Loadjn−l ≤ Loadall (10)

3.3 Communication Distance Model

Smart grid end devices allocate their computing tasks to edge servers with more
abundant computing resources to reduce task execution latency and save cost
and energy. Smart grid end devices are connected to the edge server via a wireless
channel, and the transmission rates are as follows:

Ru,s = W log2

(
1 +

Gu,sPu,s

σ2

)
(11)

s.t. 0 < Pu,s ≤ Pmax
u,s (12)

Gu,s denotes the channel gain between a grid terminal device u and an edge
server s [25] in dB;W denotes the bandwidth of the link; σ2 denotes Gaussian
white noise; Pu,s is the transmission power between a grid terminal device u and
an edge server s, and defines the maximum transmission power of device m as
Pmax
u,s . The communication transmission distance is as follows:

Dis
u,s

= Ru,stu,s (13)
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tu,s is the transmission time between the grid terminal device u and a certain
edge server s.

Min (Odis) =
M∑

j=1

h∑

n=1

Disjn−dis (14)

s.t. 0 < Disjn−dis ≤ Dismax (15)

3.4 Cost Model

Grid terminal tasks incur costs when computed on the edge server side, and
grid companies prefer to choose edge service nodes with lower costs per unit as
offload targets to reduce costs. Assume that each edge server has a different price
and that each edge server has a standby cost (As long as there is a successful
migration of services and standard calculation will incur standby costs, this
cost will only be calculated once). Set the standby cost as Cost Standby, The
collection of service prices is as follows:

Costs = {costs1, costs2, costs3 . . . , costsk} (16)

Record the active status of the edge server as ac:
{

acm = 1
acm = 0 (17)

Among them, acm = 1 means that edge server m is active;acm = 0 means that
edge server m is inactive. The set of its state is Activate = {ac1, ac2, ac3 . . . , ack},
the task security level is Tsafe n, which is denoted as the security level of the
nth task of the jth base station, and the set of security levels for edge servers is
as follows:

Bsafe = { Bsafe 1, Bsafe 2, Bsafe 3 . . . , Bsafe m} (18)

γjn is the task cost multiplier, and the individual task cost is calculated as
follows:

γjn =
{

1, Tsafe j ≤ Bsafe
Bsafe j − Tsafe n + 1, Tsafe j > Bsafe n

(19)

TaskCost(j, n) = costsj ∗
(
LoadSm

cpu + LoadSm

i/o + LoadSm
mem + LoadSm

band

)
∗ γjn

(20)
The formula for calculating the total service cost is as follows:

Cost =
M∑

j=1

h∑

n=1

TaskCost(j, n) +
M∑

j=1

acj ∗ Cost Standby (21)
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The target constraint for the total service cost is expressed as follows:

Min (OCost ) =
M∑

j=1

h∑

n=1

costsj ∗
M∑

j=1

h∑

n=1

Loadjn−l +
M∑

j=1

acj ∗ Cost Standby (22)

s.t. 0 ≤ costsj (23)

3.5 Multi-objective Constraint Conversion

In the computing situation mentioned in this paper, multiple task offload
requests are issued by grid end devices simultaneously. Due to the limited
resources of the edge server, there is no guarantee that the task will be assigned
to the most appropriate edge server under any circumstance. In this case, it is
necessary to consider the optimal overall benefit and enable the grid end devices
to utilize the edge end resources equitably and maximally [26]. Based on this,
the four influencing factors of consumption cost, communication distance, edge
server load factor, and security level are combined and defined as the combined
cost to evaluate whether the task allocation can maximize the use of the edge
server resources. A joint optimization model is established, and the normalized
transformation function of the cost is obtained using the min-max normalization
process [27] as follows:

costi,j =
costi,j − costmin

costmax − costmin
(24)

costmax and costmin are the maximum and minimum values of the consump-
tion cost, respectively, and costi,j is the normalized consumption cost. The com-
munication distance is normalized to obtain the following:

disi,j =
disi,j −dismin

dismax −dismin
(25)

where dis max and dis min are the maximum and minimum values of the com-
munication distance, respectively, and disi,j is the normalized communication
distance value. In order to minimize the cost, transmission distance, and load
factor, it is only needed to minimize the cost affiliation function value, transmis-
sion distance function value, and load factor function value, where the security
level of the task corresponding to the base station should be as high as possible,
and the specific transformation process is expressed as follows:

Min(O) = μ1 MinOCost +μ2 MinOdis +μ3 MinOload +μ4 Max Osafe (26)

where: Min(O) is the minimum expected objective, μ1 is the cost weight, μ2 is
the distance weight, μ3 is the load weight, μ4 is the matching restriction weight,
and the following equation is satisfied:

4∑

i=1

μi = 1 (27)

For different needs, it can be satisfied by changing the values of μ1, μ2, μ3

and μ4.
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4 Particle Swarm Algorithm

The particle swarm optimization (PSO) algorithm is a swarm intelligence algo-
rithm proposed by Dr. Eberhart and Dr. Kennedy by studying the predatory
behavior of birds [28]. Bird flock search for food is based on information sharing
and collaborative cooperation among individual members of the flock. The PSO
algorithm is relatively simple to implement and does not require many parame-
ters to be tuned. It has been widely used for solving optimization problems and
training neural networks [29].

The PSO algorithm designs a flock of massless particles to simulate the
behavior of a flock of birds, and each particle has two essential properties, namely,
position X and velocity V, where the position of the particle represents a fea-
sible solution to the problem to be solved in the search space, and the velocity
of the particle represents the rate and orientation of the particle to be flown.
Each particle adjusts its position according to the individual extremum pbest
and the global extremum gbest, thus approaching the optimal position in the
search space, where pbest is the best position found so far for the particle itself
and gbest is the best position found so far for the particle population. In addi-
tion, each particle calculates the corresponding fitness value based on its current
position and uses this value to evaluate the individual extremum pbest and the
global extremum gbest. Iterative operation on particle swarm (the primary pur-
pose is to calculate the velocity and position of the particle, update the two
poles), finally, all particles will converge to the optimal position, thus finding
the optimal solution of the problem to be solved.

The PSO algorithm is inspired by the flock of birds foraging in nature. When
a bird is foraging for food, in addition to following its target flight, it has to refer
to the flight path of other birds in the flock, especially the one close to the food.

In particle swarm algorithms, each particle is a candidate solution, and each
particle has N dimensions, which depend on the particular research problem. In
our research problem, N is the task to be assigned, and assigning N tasks to M
data centers minimizes the processing time, transmission time, processing cost,
and transmission cost. Each particle is iteratively updated until the desired result
is obtained or the iterative set-point is reached. The process of implementing
PSO is shown in Algorithm 1.

1. Initialize a population array of particles with random positions and velocities
on D dimensions in the search space.

2. loop.
3. For each particle, evaluate the desired optimization fitness function in D vari-

ables.
4. Compare the particle’s fitness evaluation with its pbesti.
5. Identify the particle in the neighborhood with the best success, and assign

its index to the variable g.



206 H. Zhao et al.

6. Change the velocity and position of the particle according to the following
equation: ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

v
(t+1)
i =wvt

i + c1r
(
pb(t)

i − x
(t)
i

)
+

c2R
(
gb(t) − x

(t)
i

)

x
(t+1)
i =x

(t)
i + v

(t+1)
i

(28)

7. If a criterion is met (usually a sufficiently good fitness or a maximum number
of iterations), exit loop.

8. end loop

where vt
i and x

(t)
i denote the velocity and position of the particle,pb(t)

i denotes
the individual historical optimum of the ith particle, gb(t) denotes the global
optimum of the whole population, r and R are random values within [0,1], respec-
tively, and w, c1, and c2 are the weight values.

5 Experiments

5.1 Parameter Setting

To verify the effectiveness of the MPA algorithm, the authors of this paper
compare five algorithms and simulate the randomly generated tasks of electricity
meters as data sets for simulation experiments. The four aspects, namely cost,
communication distance, edge server load factor, and matching constraint, are
analyzed respectively.

Most of the code is implemented in Python 3.8, and the experiments were
conducted on a server with a 3.8 GHZ AMD CPU and 32 G of RAM.

5.2 Comparison of Algorithms and Metrics

Table 2 shows the algorithms considering combined factors and multiple algo-
rithms considering single factors.

The proposed algorithms are tested and compared using the following four
evaluation metrics.

1. Cost: represents consumption; the lower the indicator, the lower the cost.
2. Communication Distance: represents the communication distance metric, and

the lower the metric, the closer the edge server selected for the task.
3. Load Rate: represents the edge server load factor; the lower the metric, the

more stable the edge server is.
4. Matching Constraints: represents the matching constraints metric of tasks

and edge servers; the lower the metric, the more edge servers the task can
choose.
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Table 2. Task classification

Algorithm Specific description

MPA The algorithm proposed in this paper considers a
combination of factors cost, communication distance, load
factor, and matching restriction parameters to select a
suitable edge server to handle the grid terminal device tasks.

MLA A greedy algorithm that prioritizes edge server load factor to
select edge servers

MDA A greedy algorithm that prioritizes communication distance
to select edge servers.

MCA A greedy algorithm that prioritizes consumption costs to
select edge servers.

MRA Randomly select edge servers for tasks.

MTA Consider both communication distance and consumption cost
(Reference [15]).

5.3 Analysis

Fig. 2. Cost

Comparative Cost Analysis: A particular cost is consumed in assigning grid
terminal tasks to the appropriate servers. Figure 2 indicates that algorithm MLA
consumes the highest cost, while algorithm MCA consumes the lowest cost and
accounts fTor only 58.28% of the cost generated by the MLA algorithm. Because
that the MLA algorithm gives preference to edge servers with a lower load,
which incur relatively higher costs, while the MCA algorithm focuses on selecting
the edge servers with the lowest selection cost. Algorithm MTA considers both
distance and cost, so the consumed cost is between the range of cost consumed
by algorithm MCA and MDA. In contrast, MDA, MPA, and MRA, all three
algorithms consume relatively high costs because they consider only one factor.
The cost of the MPA algorithm proposed in this paper accounts for 90.39% of
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the cost of the MLA algorithm. This is because the MPA algorithm takes into
account the cost and also integrates other factors, and finally selects an edge
server with moderate cost.

Fig. 3. Communication Distance

Comparative Analysis of Communication Distance: As shown in Fig. 3,
the MLA algorithm prioritizes the edge server load, in assigning the grid terminal
tasks to the appropriate servers. The distance of the selected edge server is not
the first factor to be considered by the algorithm, resulting in a long distance.
In contrast the MDA algorithm prioritizes the distance of the edge server and
selects the closest edge server for the terminal tasks, with a distance of only
38.82% of the distance selected by the MLA algorithm. The MTA algorithm
considers the cost as well as the distance, and the distance accounts for 53.23%
of the distance selected by the MLA algorithm. The MPA algorithm proposed
in this paper, after considering comprehensive factors, selects an edge server
distance for the end task that is farther than the distance selected by the MDA
algorithm but closer than the MCA, MLA, MTA and MRA algorithms which is
a moderate distance.

Comparative Load Rate Analysis: The lower the edge server load ratio,
the more stable the edge server runs, so when assigning edge servers to grid
terminal tasks, the load ratio must be considered so that some nodes do not
stop responding because of excessive load or remain idle and cause a waste of
resources. Figure 4 reveals that the edge server selected by the MCA algorithm
is overloaded, which is because the MCA algorithm only considers the cost, and
the lower the cost, the higher the load rate; the MLA algorithm gives priority to
the server with lower load, which only accounts for 33.36% of the load rate of the
edge server selected by the MCA algorithm. After considering the comprehensive
factors, the load rate of the edge server selected by the MPA algorithm proposed
in this paper only accounts for 38.02% of the load rate of the edge servers selected
by the MCA algorithm, which is in a moderate range.
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Fig. 4. Load Rate

Fig. 5. Matching Constraints

Comparative Analysis of Matching Constraints: The tasks generated by
the smart grid terminal have a certain security level. When assigning tasks to
appropriate edge servers, the security level of tasks cannot be higher than the
security level of edge servers, and tasks with a low-security level can be offloaded
to high-security level servers. In contrast, tasks with high security levels cannot
be offloaded to low-security level servers. Otherwise, the data will have security
risks. The lower the matching constraint parameter, the more edge servers the
task can be assigned to. As shown in Fig. 5, the matching constraints of the
proposed MPA algorithm in this paper is the lowest among all experimental
algorithms, indicating that the grid end tasks can choose to offload more edge
servers.

6 Conclusion and Outlook

With the development of the IoT industry, the data from grid terminals has
increased dramatically. When transferring data to cloud servers for computing,
there are problems such as increased transmission costs, network delays, and
data loss or distortion, and edge computing technology can effectively solve these
problems. Selecting the appropriate edge server for grid terminal tasks becomes
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a challenge. The authors propose an edge-computing-based smart grid terminal
multitasking assignment strategy (MPA) to solve this problem. Compared with
traditional task assignment methods, the MPA algorithm divides smart grid ter-
minal tasks into different classes. It selects appropriate edge servers for tasks
by considering a combination of factors such as cost, communication distance,
server load, and matching constraints so that the total energy consumed by all
terminal devices and edge servers is minimum. In order to verify the performance
of the algorithm MPA, the authors conducted simulation experiments, and the
experimental results show that the MPA algorithm proposed in this paper can
effectively select the appropriate edge server for different levels of grid termi-
nal tasks, reduce the network transmission delay, and reduce the various costs
consumed in the process of task transmission.

Nevertheless, the MAP algorithm proposed in this paper still has some lim-
itations. In the task allocation scenario considered in this paper, although the
edge server acts as the main resource provider for task computing, the computing
resources are still limited, and for tasks with more data volume and computa-
tion and lower latency, the MPA algorithm in this paper can be considered to
be integrated with cloud computing architecture in the future.
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Abstract. With the popularity of intelligent terminal devices, edge
computing has been fully developed. Power patrol robot is widely used
in power grid information collection, and edge computing can effectively
shorten response time, improve processing efficiency and reduce network
pressure, so as to meet the real-time requirements. However, the follow-
ing problem is how to realize the scheduling strategy of edge cloud and
central cloud and optimize multi performance indicators. To solve this
problem, this paper proposes a task scheduling model combining genetic
algorithm with Docker container technology and taking cloud comput-
ing center and edge cloud into comprehensive consideration. Firstly, the
task is classified by condition analysis. Assign tasks to cloud computing
centers or edge nodes according to the task type; Genetic algorithm is
used to assign tasks to edge nodes. Finally, the performance of the model
is verified in the simulation environment. The experimental results show
that this task allocation method greatly improves the resource utiliza-
tion of edge server equipment on the basis of considering the needs of
tasks, the limited resources of edge server, and meeting the needs of task
proposers.

Keywords: Genetic algorithm · Edge cloud · Amulti-objective
restriction · task scheduling

1 Introduction

Substation is one of the core hubs of the power system. Inspection of the equip-
ment in the station is a basic measure to ensure the safety of the system and the
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effective operation of the equipment. Domestic power grid enterprises are put
forward to realize the new target of “machine patrol+ person patrol” exploring
the application of intelligent operation, aims to develop flexibly carrying vari-
ety, high-performance and high-precision sensors of intelligent robot, push to
“intelligent equipment and intelligent wisdom” transformation and upgrading,
alleviate the pressure of the structural vacancies, improve operation quality and
equipment health level.

With the boom in IoT, AI and the proliferation of mobile end devices, the
scale of users, resources, tasks and workflows is increasing, along with the scale
of edge clouds. Task execution and scheduling in the edge cloud in conjunction
with the cloud computing centre is of paramount importance. It affects the
overall task running efficiency, user quality of service, resource load balancing,
etc. In order to improve the efficiency of resource use in the cloud computing
environment, optimise performance indicators and meet the requests of multi-
user and multi-computing tasks, the problem of resource allocation and task
scheduling optimisation has received widespread attention.

Cloud computing environment is a typical distributed computing environ-
ment. The services provided by cloud computing include the following three
categories: software as a service (SaaS), platform as a service (PAAS) and infras-
tructure as a service (IAAs) [1]. Task scheduling refers to the process of assign-
ing tasks to appropriate resources to execute according to the actual situation
of tasks and resources in IAAs layer [2]. The task scheduling mechanism of
cloud computing system mainly focuses on multi performance indicators such as
load balancing of edge cloud devices and quality of service parameters (QoS).
In recent years, the academic research on task scheduling algorithm is mostly
meta-heuristic algorithm, which is the combination of random algorithm and
local search algorithm. [3] meta-heuristic algorithm does not depend on specific
issues, but as a general heuristic strategy, it can be widely used in function
combination optimization and function calculation. The high-precision solution
and short overall scheduling cycle are its remarkable features, it can provide a
search process for large-scale optimization problems. Therefore, meta-heuristic
algorithm is always used to find the approximate optimal solution of NP hard
problems.

At present, the research focus of meta-heuristic algorithm is how to balance
local search and global search and avoid local optimal solution effectively. These
algorithms can be roughly divided into two categories: swarm intelligence opti-
mization and random search optimization [3]. Swarm intelligence optimization
algorithm refers to the behavior taken by insects, herds and other groups to com-
plete a certain goal. There is a task selection mechanism and division of labor in
the group. Individuals constantly change the search direction according to local
rules and the interaction between adjacent individuals, so as to ensure that the
global group behavior can achieve a certain goal in the way of approximate opti-
mal solution. On the other hand, the random search optimization algorithm is
based on the traditional local search and global search, and further improves the
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search mode and adds a specific random algorithm to avoid the local optimal,
so as to find the global optimal.

This paper proposes a task scheduling model combining genetic algorithm
with Docker container technology and taking cloud computing center and edge
cloud into comprehensive consideration. Firstly, the task is classified by condition
analysis. Assign tasks to cloud computing centers or edge nodes according to the
task type; Genetic algorithm is used to assign tasks to edge nodes. Finally, the
performance of the model is verified in the simulation environment.

2 Related Work

In recent years, a variety of methods of task scheduling based on random search
optimization have been proposed in academia. Zhang MAO et al. [4] put for-
ward an adaptive individual-assessment scheme based on evolutionary states,
and adjust the evolutionary parameters accordingly to handle the constraints
in multi-objective optimization problems, which can meet the quality of service
needs of users and efficiently utilize cloud resources. [5] proposes a temporal
task scheduling algorithm (TTSA) to effectively dispatch all arriving tasks to
private CDC and public clouds. In each iteration of TTSA, the cost minimiza-
tion problem is modeled as a mixed integer linear program and solved by a
hybrid simulated-annealing particle-swarm-optimization. H. Krishnaveni et al.
[6] proposes an efficient algorithm namely Execution Time Based Sufferage Algo-
rithm (ETSA). By establishing the expected calculation schedule, the difference
between the two minimum execution time and completion time is calculated to
achieve the best performance in load balancing. [7] using DEA and adaptive
optimization strategy, an algorithm is proposed to enhance the fitness by mod-
ifying the mutation crossover operation, so as to optimize the execution time
and energy consumption. Although the above methods can meet the accuracy
requirements of higher solutions, it is limited to numerical solutions, multiple
iterations and slow convergence speed.

Many scholars have proposed the task scheduling method based on swarm
intelligence optimization. B. Gomathi et al. [8] proposed the Epsilon-fuzzy dom-
inance based composite discrete artificial bee colony (EDCABC) approach. The
Epsilon-fuzzy dominance sort approach is used to choose the best solutions from
the Pareto optimal solution set in the multi-objective domain. And EDCABC
with composite mutation strategies and fast local search method are used to
enrich the local searching behaviours which help to avoid the premature con-
vergence. Mandeep Kaur et al. [9] proposed a multi-objective bacterial foraging
optimization algorithm (MOBFOA). Based on the improvement of the bacte-
rial foraging algorithm, the method selects the bacteria positions from both the
dominant as well as non-dominant fronts to obtain diversity in the solutions
obtained. By introducing adaptive step size in chemotactic step, the accuracy
and speed of the convergence of the BFOA has been improved. Huang Weijian
et al. [10] proposed a multi-objective task scheduling model based on chaotic
cat swarm algorithm (CCSO), in which the scheduling algorithm is carried out
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through search and tracking modes, and Logistic chaos mapping is used to pro-
cess experimental data, thus obtaining the optimal task scheduling solution set.
Li Hongwei [11] proposed a cloud computing task scheduling strategy based
on the improved moth optimization algorithm, introduced the dynamic inertia
weight, and used the lateral mutation strategy for the optimal moth position
in the algorithm iteration process, so as to avoid the particles falling into local
optimization in the later stage of the iteration and improve the multi-objective
efficiency. However, the above schemes are complex to implement, highly depen-
dent on parameters and prone to fall into local optimization, which is difficult to
meet the requirements of multi-latitude task scheduling optimization objectives.
Xingyan Chen [12] proposes a new stochastic approach to optimise the use of
resource transfer and resource transcoding in systems that utilise cloud, edge
and crowd technologies in collaboration. A joint resource allocation problem is
proposed using stochastic optimisation arguments and an accelerated gradient
optimisation (AGO) algorithm is designed to solve this optimisation problem in
a scalable way that reduces system cost while having higher QOE performance.

Therefore, it is still a difficult problem to achieve the high-precision and
multi-dimensional optimization goal of task scheduling and explore the schedul-
ing algorithm with better optimization performance.

3 Preliminaries

This part mainly introduces Docker technology, Linux task scripting technology
and genetic algorithm used in the task scheduling model.

3.1 Docker

Traditionally, when we receive a task and want to assign it to an idle edge server,
we usually need the server to set up the corresponding runtime environment,
configuration files, class libraries, etc. However, different cloud server resources
have different environment configurations. In this case, tasks may fail to run due
to complex running environment configurations and memory overload. At the
same time, when cloud computing resources are dealing with multi-tasks, it is
obviously unrealistic to constantly change configurations because different tasks
need different configuration environment requirements. To solve this problem,
Docker container technology is used in this paper.

Docker container technology provides us with a very standardized solution
in cloud computing. Docker technology can be used to easily achieve system
migration, provide the virtualization environment required by the task and so
on. Traditional applications generally refer to “code as application”, in order
to run the application, if the environment does not meet the requirements of
the application, the application must temporarily configure the environment.
However, Docker technology uses the concept of “image is application”, which
packages all applications into an image starting from the kernel of the system
to be run. It can run quickly in the new computer environment through Docker
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Fig. 1. Compare the traditional VM mode with the Docker container mode

engine. This not only solves the problem of task running environment config-
uration, but also enables the task scheduling and allocation calculation to get
the most suitable cloud computing resources without considering the problem of
running environment, thus improving the efficiency of task scheduling (Fig. 1).

3.2 Linux Task Scripting Technology

In actual scenarios, it is often necessary to schedule a large number of tasks,
including the selection of edge services, configuration of the operating environ-
ment and data collection, etc. Obviously, it is unrealistic to configure each task
manually (Fig. 2).

Fig. 2. Deployment principles of Shell task scripts

Therefore, in combination with the Docker technology introduced above, this
paper installs the Docker environment for the edge server in advance. Based
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on the Docker container and Linux scripting technology, the system generates
specific task scripts for specific tasks. After finding the optimal allocation scheme,
script automation is implemented to build the running environment of tasks and
the execution operation of programs.

3.3 Genetic Algorithms

Multiple edge devices may be available when scheduling a task. The system
hopes to improve resource utilization and reduce energy consumption as much as
possible. Therefore, in the selection process, the link bandwidth of edge devices,
the storage size of tasks, and the deployment and operation time after receiving
tasks should be considered comprehensively. When there are multiple tasks to
be assigned, we hope to take all factors into consideration and finally arrive
at an optimal task assignment scheme. In order to solve this problem, genetic
algorithm is used in this model.

Genetic algorithm (GA) is a global optimization adaptive probabilistic
retrieval algorithm developed according to the mechanism of natural selection
and genetic evolution, hoping to select the optimal population of individuals
through many high-quality iterations. In this model, for a set of task assignment
scheme, the optimal assignment scheme for each task to be assigned to each
edge server should be given according to the type of task and parameters of
edge server (Fig. 3).

Fig. 3. Basic process diagram of genetic algorithm
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4 A Cloud Side Task Scheduling Scheme Based on Task
Deadline

This chapter first introduces the system model and application scenario, and
then introduces the proposed comprehensive objective genetic algorithm scheme
in detail.

4.1 System Model

The system model of this paper is shown in Fig. 4. The edge cloud in the figure
refers to the computing and storage resources deployed around the decision
server; The function of decision server is to collect the surrounding edge resource
information, receive task information and generate task scheduling strategy. The
decision server receives a certain range of task requests, and stores a certain num-
ber of tasks in the task queue within a period of time.

The tasks in the task queue may be executed in the cloud computing center
or in the edge cloud. The task flow direction is mainly determined according to
the specific requirements of the task.

The execution steps of the model task are as follows:

1. The decision server collects edge cloud device information.
2. The decision server receives the task information and generates a task queue.
3. Judge the task type according to the task information.
4. Generate a task scheduling scheme for the tasks assigned to the edge cloud.

The intelligent device gives the task execution conditions, task requirements and
task execution script; After receiving the task, the decision server analyzes the
task type, judges the task execution time, and finally determines whether the
task is assigned to the cloud computing center or the edge cloud. If the task
is judged to be assigned to the edge cloud for execution, the decision server
schedules the task according to the task execution conditions and the current
edge cloud state; After the task carries the execution script to the server, the
server installs the task environment and executes the task according to the script.
After completing the task, the edge cloud also returns the result through the
decision server. And the cloud computing center can directly return the result
to the intelligent device.

4.2 Task Classification Strategy Based on Task Information

After receiving the task information, the decision server simply classifies the
task. See Table 1 for specific task types. In reality, due to the limited storage
resources of mobile devices, large data contents are stored in cloud data cen-
ters. This paper defines such task as Scale Task. Considering the task execution
deadline and measurement time, the task is divided into Immediate Task and
Edge Timely Task. Immediate task is executed in the cloud computing center,
while edge timely task is executed in the edge cloud. Measurement time refers
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Fig. 4. Schematic diagram of system model

to the shortest time for the cloud computing center to perform tasks set by the
model considering the network delay; The specific value is obtained by averaging
the response speed of historical tasks under the LAN, and then making a fuzzy
judgment incombination with the task size.

Table 1. Task classification

Task Name Attribute

Scale task The tasks consume a lot of storage and computing resources

Immediate task The task deadline is greater than or equal to the measurement time

Edge timely task The task deadline is less than measurement time

4.3 Edge Task Scheduling Scheme Based on Genetic Algorithm

The genetic algorithm considers the Task Size (TS), Task Deadline (TD), Task
Number (TN) given by the edge timely task, and generates a set of task assign-
ment scheme combined with the information of edge cloud devices at the current
time. Edge cloud device information includes three parameters: CPU frequency,
storage size and number of edge servers.
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Construction of Multi-objective Task Scheduling Model
In this paper, multi-objective includes three parameters: task execution time,
task execution energy consumption and storage utilization; Task execution time
consists of task transmission time and task execution time; Task execution energy
consumption is calculated by multiplying server power and task execution time,
and storage utilization is the ratio of task volume to device storage space.

Edge Timely Task scheduling description: it is assumed that there are N
edge timely tasks in the task queue of the decision server, represented by vector
P = {P1, P2, P3, · · · , PN}; There are M edge devices in the edge cloud, rep-
resented by vector D = {d1, d2, d3, · · · , dM}. The scheduling scheme hopes to
minimize the overall execution Time[P] and energy consumption Power[P] of N
tasks, and maximize the utilization of edge device Resource[P] of N tasks. So
the mathematical model of the objective function should be Eq. (1).

Min Time [P](X)&& Min Power [P](X)&& Min Resource [P](X) (1)

X is the N × M matrix represents a task scheduling scheme, which is also a
solution of the problem. The task L is executed on the edge server of M when
element xl

m = 1, and not executed on the edge server of M when element xl
m = 0.

In order to reduce the complexity, a task is only executed on one device by default
in this paper, that is, only one element in a row of X matrix can have a value of
1 and the rest are 0.

X =

⎡
⎢⎢⎣
x1
1 x1

2 · · · x1
M

x2
1 x2

2 · · · x2
M

· · · · · · · · · · · ·
xN
1 xN

2 · · · xN
M

⎤
⎥⎥⎦ (2)

The total execution time of a single task Pl on device dm can be expressed as
T l
m. The total time consists of task transmission time and task execution time.

The calculation formula is as follows:

T l
m = ttlm + tclm (3)

m ∈ [0,M] (4)

l ∈ [0, N ] (5)

tt1mrepresents the time when task is uploaded to edge server m. TSl represents
the size of task l, BT l

m represents the bandwidth of the upload link when task l
is transmitted to edge server m, and d represents the interference of data during
transmission. The calculation formula is as follows:

tt1m =
TSl ∗ d

BT l
m

(6)

tclmrepresents the running time of the task l on the edge server m, which is equal
to the size of the task divided by the frequency of the edge server CPU, TSl
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represents the size of the task l, fm represents the frequency of the edge server
CPU, and the calculation formula is as follows:

tc1m =
TSl

fm
(7)

The calculation formula of T l
m obtained from (3) (6) (7) is as follows:

T l
m =

TSl ∗ d

BT l
m

+
TSl

fm
(8)

After calculating the execution time of each task on each edge server, it is
necessary to limit T l

m not to exceed the deadline T l
mof task l. If it exceeds the

deadline, it means that server does not have the ability to execute task l. If the
execution time of the task l on all edge servers exceeds the deadline, the execution
time of the task is deemed to have failed. Therefore, all task assignments need
to meet the following constraints:

T l
m < TDl (9)

Finally, output the execution time of each task on each device. T matrix is used
here. T is N×M matrix. The elements in the matrix comply with the constraints
of Eq. (8), and the calculated time is filled in the specified position of the matrix.
If not, the maximum value is filled in the corresponding position.

T =

⎡
⎢⎢⎣
T 1
1 T 1

2 · · · T 1
M

T 2
1 T 2

2 · · · T 2
M

· · · · · · · · · · · ·
TN
1 TN

2 · · · TN
M

⎤
⎥⎥⎦ (10)

The resource utilization of a single task Pl on the device dm can be expressed as
M l

m, and the calculation formula of the resource utilization is as follows, where
Dm represents the overall storage space of the edge server m:

M l
m =

TMl

Dm
(11)

M l
m < 1 (12)

After calculating the memory utilization of each edge server, the M matrix is
used to store the utilization of each task on each edge server. M is N×M matrix.
Each element in the M matrix needs to meet the condition that the value is less
than 1 to ensure that the server can run this task.

M =

⎡
⎢⎢⎣
M1

1 M1
2 · · · M1

M

M2
1 M2

2 · · · M2
M

· · · · · · · · · · · ·
MN

1 MN
2 · · · MN

M

⎤
⎥⎥⎦ (13)

The task execution energy consumption C l
m is related to the calculation power

Pm and calculation time T l
m of the edge server. The calculation formula of C l

m

is as follows:
C l

m = Pm ∗ T l
m (14)
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The calculated power Pm of the edge server is related to the CPU frequency and
km is a parameter related to the CPU structure. The calculated power Pm can
be obtained from the following formula:

Pm = km ∗ (fm)2 (15)

After simplifying the task execution energy consumption in combination with
formula (8) (14) (15), it is as follows:

C l
m = km ∗ (fm)2 ∗

(
TSl∗d

BT l
m

+
TSl

fm

)
(16)

After calculating the execution energy consumption of each task by each edge
server, the C matrix is used to store the corresponding execution energy con-
sumption. C is N × M matrix.

C =

⎡
⎢⎢⎣
C1

1 C1
2 · · · C1

M

C2
1 C2

2 · · · C2
M

· · · · · · · · · · · ·
CN

1 CN
2 · · · CN

M

⎤
⎥⎥⎦ (17)

Multi-objective Conditional to Single Objective Scheduling Scheme
A good task scheduling scheme X has relatively low time cost, low energy con-
sumption and high resource utilization. According to the above analysis, it can
be found that the lowest time often brings high power consumption. In order
to achieve a relatively good index for both of them and resource utilization, the
following single-objective evaluation function is designed in this paper:

f(X) = C(X) ∗ t1 +
1

M(X)
∗ t2 + T (X) ∗ t3 (18)

t1,t2,t3 respectively represent the weights of three different parameters. Different
values can be set considering different scene requirements.C(X),M(X),T (X)
represent the total value of the three parameters under scheme X. According to
the requirements of Eq. (1), the objective function of the system can be obtained:

Minf(X) (19)

The generation steps of single objective scheduling scheme are as follows:

1. The random algorithm is used to generate s sets of task scheduling schemes
satisfying the constraints.

2. The evaluation values of all schemes are calculated according to the single
objective evaluation function.

3. Sort the evaluation values from small to large. Combined with the objective
function, we can know that the scheme with small evaluation value is more
in line with the expectation of the model.

4. Select s schemes from the initial s schemes according to the evaluation value,
and the same scheme can be selected repeatedly.
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Algorithm 1. Crossover operator algorithm
Require: Father matrix,Mother matrix
Ensure: Child matrix
1: Calculate f( father ),f( mother )
2: Father=Min(f( father ),f( mother ))
3: Mother=Max(f( father ),f( mother ))
4: i=0
5: while i < task num/2 + 1 do
6: Child[i]=father[i]
7: i=i+1
8: end while
9: while i < tasknum do

10: Child[i]=mother[i]
11: end while
12: return Child;

Algorithm 2. Mutation operator algorithm
Require: Child matrix
Ensure: Child matrix
1: x =random(task)
2: y =random(device)
3: Child[x][y]= 1
4: i=0
5: while i < device num do
6: if i == y then
7: i=i+1
8: end if
9: Child[x][i]=0

10: i=i+1
11: end while
12: return Child;

5. Cross judge the selected s set of schemes. If it fails, keep it unchanged and
cross it successfully. Crossover operation, crossover operator is given in algo-
rithm 1. After the population crossover is completed, s sets of schemes are
also generated.

6. According to the mutation probability set and the mutation operator algo-
rithm given in algorithm 2, the mutation operation is performed on the s
schemes.

7. View evolutionary algebra
(a) If the set evolutionary algebra is reached, the scheme with the minimum

evaluation value is selected as the final scheme from s schemes.
(b) If the set evolutionary algebra is not reached, go back to the first step

and continue (Fig. 5).
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Fig. 5. Schematic diagram of population evolution

5 Simulation Experiment and Result Analysis

In this chapter, by comparing different evolutionary algebras, we find out the
most suitable evolutionary algebra as the value of model evolution algebra. On
the other hand, the performance differences between single target and compre-
hensive target in time, energy consumption and resource utilization are compared
to prove the advantages of this model.

5.1 Experimental Setup

All experiments in this section are completed on laptops running windows10
system, and the specific configuration is as follows:

Intel (R) Core (TM) i7-8550UCPU@1.80 GHz processor, NVIDIA GeForce
940MX core graphics card with 8 GB of running memory. All the experimental
code is written in Python language. Manual generation of 100 edge servers, a
dataset containing 10 tasks and a dataset containing 20 tasks. The edge server
parameters contain server cpu frequency, server storage space size. Task data
contains task volume size, task deadline. By processing data to find out the
edge and timely tasks, the task scheduling scheme is obtained by using genetic
algorithms. Comparison algorithm:

1. Genetic algorithms of different evolutionary algebras: In this paper, evolu-
tionary algebras were set as 10, 50, 100 and 150 respectively.
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2. Genetic algorithms with different evaluation functions: Time first genetic
algorithm, power consumption first genetic algorithm, storage resource uti-
lization first genetic algorithm, comprehensive objective genetic algorithm.

3. Min-min algorithm: find the server with the smallest running time in the edge
cloud to execute based on the order of the tasks in the task queue.

Comparison parameters:

1. Time: the average cost time of each task in the task scheduling scheme.
2. Energy consumption: the average energy consumption of each task in task

scheduling scheme.
3. Storage usage: the average storage usage of each task in a task scheduling

scheme (the amount of task computation compared to the storage size of the
server).

5.2 Experimental Results and Analysis

As shown in Fig. 6, 7 and 8, For the same number of evolutionary generations,
the task scheduling solution generated by the time-first genetic algorithm has
the lowest time cost and the task scheduling solution generated by the power-
first genetic algorithm has the lowest energy cost. The storage utilisation-first
genetic algorithm generates the best utilisation solution. This is because time,
energy consumption and storage utilisation are evaluated as separate measures of
population evolution, so that the population always moves towards the optimal
one for each of them.

Fig. 6. The time cost of four genetic algorithms

It can be found from the information in the analysis figure that the perfor-
mance of the comprehensive index cannot reach the optimal value in any evalua-
tion direction, but it is always the sub-optimal value in all evaluation directions.
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Fig. 7. Task power consumption of four genetic algorithms

Fig. 8. Storage utilization of four genetic algorithms

For example, from the perspective of time, the comprehensive objective genetic
algorithm is only smaller than the time-first algorithm but larger than the other
two genetic algorithms. This is because the comprehensive index is the result of
making a relative choice in three index directions.

For the whole edge cloud, the comprehensive evaluation index is often more
helpful to the performance of the whole cloud.

Analysis of the information in Fig. 9 shows that as the number of evolution-
ary generations increases, the final solution performs better and better in time,
while the decline in time decreases as the number of evolutionary generations
increases. When the evolutionary generation is set to 100 and 150 respectively,
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the final solution no longer changes much in time. With the same task scenario
and the same evaluation index, there must be a perfect final individual, and
the increase in evolutionary generation can help the population to approach
the final individual indefinitely. When the initial test population evolves to 100
generations, the population is already close to the final solution. Therefore, the
population will not change much if it continues to evolve.

Fig. 9. Time cost of synthetic objective genetic algorithm

The analysis in Fig. 9 reveals that the genetic algorithm can deduce excellent
task allocation schemes when the evolutionary generation is set to 100. Therefore,
when comparing with the min-min algorithm, the evolutionary generation of
the genetic algorithm is set to 100. In order to discover the advantages of the
integrated genetic algorithm in dealing with complex situations. In this paper,
two task sets, named task1 and task2, are set up, containing 10 and 20 tasks
respectively.

Analysis of the information in Fig. 10 shows that the time-first genetic algo-
rithm outperforms the min-min algorithm for either a task count of 10 or 20.
For a task count of 10, the min-min algorithm outperforms the integrated goal
genetic algorithm, and for a task count of 20, the results are reversed. The time-
first genetic algorithm performs best as it finds the task allocation solution in
the context of the whole population. When the number of tasks is 10, the min-
min algorithm outperforms the integrated goal genetic algorithm because the
number of tasks is much larger than the number of devices. As the number of
tasks increases, the min-min algorithm’s effectiveness drops and the integrated
goal genetic algorithm outperforms the min-min algorithm.

In summary, the integrated goal genetic algorithm outperforms the power-
first genetic algorithm and the storage resource utilisation-first genetic algorithm
in terms of time; it outperforms the time-first and storage resource utilisation-
first genetic algorithm in terms of energy consumption; and it outperforms the
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Fig. 10. Time cost of the mim-mim algorithm and the four genetic algorithms

time-first and power-first algorithm in terms of storage resource utilisation; and
the value of a reasonable evolutionary algebra is found for the experimental data.
In a comparison with the min-min algorithm, it was found that the integrated
goal genetic algorithm could handle more complex situations.

6 Conclusion

In order to improve the efficiency of task scheduling and the overall resource
utilization rate of edge cloud, a task scheduling model based on comprehen-
sive objective genetic algorithm is proposed in this paper. Firstly, simple tasks
are performed according to the task information, and then the edge cloud task
scheduling scheme is generated by using comprehensive objective genetic algo-
rithm for edge timely tasks. Other types of tasks are assigned to cloud computing
centers. In order to improve the execution efficiency of the task, docker container
technology and Linux script technology are combined to deploy and execute
the task environment. Finally, the performance of the comprehensive objective
genetic algorithm is verified in the simulation environment. The experimental
results show that the comprehensive objective genetic algorithm can achieve
good performance in the three dimensions of time, energy consumption and
storage utilization.
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Abstract. As a typical application of the Industrial Internet of Things
(IIoT), smart warehousing has attracted widespread attention. In addi-
tion, smart warehousing is regarded as a key part of logistics and supply
chain management. The main idea of smart wareshousing is to deploy
a large number of smart devices (SDs) to collect large amounts of data
for improving the efficiency of digital management. However, it is dif-
ficult for SDs to process large amounts of data due to their limited
computing capacity, meanwhile, traditional cloud-based smart warehous-
ing paradigm often suffers from high latency disadvantage. Fortunately,
mobile edge computing (MEC) can make up for the above shortcom-
ing. Nevertheless, it is challenge to effectively integrate edge computing
and smart warehousing. In view of this, we investigate the computation
offloading problem in MEC-empowered smart warehousing, and propose
an intelligent computation offloading algorithm to optimize time con-
sumption and energy consumption of SDs as well as the resource utiliza-
tion of the edge server cluster in this paper. Finally, we conduct several
group of experiments to prove the effectiveness of our proposed method,
and the results indicate that our method outperforms the other compar-
ison methods in the given optimization objectives.
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1 Introduction

The implementation of the Industrial Internet of Things (IIoT), which com-
bines intelligence, data sharing, and more extensive computerization [1], has
profoundly changed the way of living and working [2,3]. As a symbol of the
IIoT, smart warehousing is proposed. Smart warehousing is an integrated hyper-
connected platform which highly relies on the combination of intelligent devices
and traditional industrial facilities.

Additionally, smart warehousing is a space to store goods for different fields,
which aims to increase the overall intelligence, automation and integration of
the warehouse. In addition, smart warehousing is a traceability and unmanned
place when performing the operation of purchase, inbound, and outbound [4].
Smart devices (SDs) such as Automated Guided Vehicle (AGVs) and sensors
are deployed in corresponding areas to control and manage the entire process of
different segments in the warehouse. The maximum efficiency of the warehouse is
guaranteed due to the participation of SDs [5]. Nevertheless, SDs have to process
huge amount of digital data during the whole process [6,7]. However, due to the
limited computing capacity of SDs, especially for the limited battery capacity,
their efficiency will be greatly reduced when the amount of data becomes very
large [8,9].

Fortunately, mobile edge computing (MEC) is regarded as one of the promis-
ing solutions to address the above shortcoming. MEC provides service by deploy-
ing ESs around SDs in smart warehousing. As an effective method to extend the
computing capacity of SD, computation offloading has been extensively studied
[10,11]. A large amount of data generated by SDs are offloaded to the ES, which
can effectively provide fast and high-quality services for warehousing.

On the other hand, real-time information processing is very important
for smart warehousing system. In another word, untimely cargo information
adversely affects the entire warehouse management system [12]. And therefore,
the optimization of time consumption in MEC-enabled smart warehousing is
a critical issue. In addition, the computing resources of ES is usually charac-
terized as limited, and how to use the limited resources to process more cargo
information for high-efficiency warehouse is becoming critical. In view of this, we
investigate the computation offloading in MEC-empowered smart warehousing.
The main contributions of this paper can be concluded as the following points.

– We take into account the time consumption and energy consumption of SDs
and the resource utilization of the ES cluster as the objectives in such a
system. And we establish corresponding mode for the above objectives.

– A computation offloading algorithm called multi-objective optimization in
smart warehousing (MOSW) is proposed based upon the traditional genetic
algorithm, aiming at obtaining an appropriate offloading strategy.

– Finally, we conduct comprehensive experimental to verify the validity of our
proposed method. The experimental results and analysis show that MOSW
outperforms comparison methods under different situations.
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The remainder of this paper is laid out as follows. Section 2 illustrates related
work. Section 3 presents the model for multi-objective optimization in MEC-
empowered smart warehousing scenario. Then, the proposed algorithm is illus-
trated in Sect. 4. Section 5 introduces experiments under different scenarios and
the analysis of the results. Finally, we describe conclusion and our future work.

2 Related Work

In this part, we review the existing research from the perspectives of computation
offloading in IIoT and computation offloading for MEC.

Computation offloading in IIoT. There has been extensive research on com-
putation offloading in IIoT. Aiming at solving the problem of resource allocation
and computation offloading, a task offloading method was proposed in [13]. This
method introduced reinforcement learning to achieve an optimal binary com-
putation offloading decision, which effectively reduced the computational cost
and delay in IIoT scenarios. The multi-hop computation offloading problem was
studied in [14], they proposed two distributed algorithms to provide stable per-
formance gains for IIoT. Considering the high requirements of IIoT in terms of
time and energy consumption, Chen et al. [15] focused on an energy-optimized
non-static computation offloading program in fog computing scenarios with the
goal of reducing energy cost. Similarly, Ren et al. [16] investigated a deep learning
approach to minimize system energy consumption across multiple IIoT devices
and multiple fog access points.

Computation Offloading for MEC. The concept of computation offload-
ing is to migrate computing tasks generated by SDs to edge nodes. Compu-
tation offloading in MEC has been studied, either aims to optimize the delay
[17,18], or energy consumption [19,20] or optimize the above two objectives
jointly [21,22] . The time minimization problem was studied in a MEC system
consisting of mobile users and heterogeneous ESs [17]. The optimal offloading
node was selected by Markov decision process and the minimum offloading time
was finally obtained. Wu et al. [18] studied an online method based on qual-
ity of service and real-time prediction of user trajectory aiming at minimizing
response time of ES while considering user mobility. Wang et al. [19] researched
the selective migration strategy problem by ARIMA-BP model with the aim of
minimizing energy consumption of mobile devices, while meeting latency con-
straints. The ARIMA-BP model was used to estimate the computing power of the
edge cloud. Zhang et al. [20] investigated the energy-saving computation offload-
ing problem of MEC in 5G heterogeneous networks, aiming at minimizing the
energy consumption of the MEC system. Tao et al. [21] studied a low-complexity
sorting method to solve the multi-objective resource assignment issue. Finally,
the joint optimization of task delay and device energy consumption is obtained.
Wang et al. [22] studied the energy minimization optimization problem in MEC.
They applied the Karush-Kuhn-Tucker to solve this problem and proposed a
task offloading scheme to tradeoff time and energy consumption.
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Different from previous studies, we study the computation offloading prob-
lem in MEC-empowered smart warehousing. And we consider both SDs and
the server cluster with the aims of improving the overall service quality of smart
warehousing. For one thing, time and energy consumption are taking into consid-
eration to meet real-time applications requirements. For another, the resource
utilization is considered to improve the system management efficiency. Mean-
while, an intelligent offloading method is leveraged.

3 System Model and Problem Formulation

In this part, the system model of MEC-empowered smart warehousing is illus-
trated, where the system model consists of time consumption, energy consump-
tion model and resource utilization model, followed by the multi-objective opti-
mization problem.

3.1 System Model

As illustrated in Fig. 1, our proposed system model of computation offloading
in MEC-empowered smart warehousing is presented. In this system, AGVs and
sensors are regarded as SDs to deliver and identify cargos. SDs in the warehouse
are labeled as ITD = {i1, i2, i3, . . . , in}. The collection of ESs are deployed
around SDs which is represented as ES = {es1, es2, es3, . . . , esm}. The data
center has more computing resources than ES but which is far from SDs.

Fig. 1. An MEC-Enabled Smart Warehousing Architecture.

There are different offloading strategies for SDs. And choosing an appropriate
offloading strategy is an important step to achieve multi-objective optimization.
It is supposed that the offloading strategy of the j − th task of the i − th SD is
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denoted as Sj
i . The tasks of SDs are assigned to the local, ES and data center

according to the offloading strategy. These different offloading strategies are
denoted as L, S, R, respectively.

⎧
⎨

⎩

Sj
i = L The task is executed locally,

Sj
i = S if Sj

i is offloaded to the ES,

Sj
i = R if Sj

i is offloaded to the data center.
(1)

3.2 Time Consumption Model

The total time consumption of SDs consists of three parts, including execution
time TDe, waiting time TDw and transmission time TDt.

Executing Time. Tasks are executed on the virtual machines (VMs) and the
execution time is generated. Execution time is related to task workload and
frequency of different SDs which is expressed as

TDe(S
j
i ) =

⎧
⎪⎨

⎪⎩

twi,j

fm
, Sj

i = L,
twi,j

fe
, Sj

i = S,
twi,j

fc
, Sj

i = R,

(2)

where twi,j represents the task workload. The fm represents the computing
frequency of SDs, fe represents the computing frequency of ES, and fc represents
the computing frequency of data center.

Waiting Time. The ES usually uses a limited number of VMs to provide
resources, so the resources of ES are usually considered to be limited. When the
number of tasks offloaded to ES exceeds the number of VMs, tasks twi,j will
join the waiting queue. Task join the execution sequence until ES has computed
the previous task. The a − th VM of the b − th ES is represented by a two-tuple
vb,a = (workload, tc). The workload represents a group of tasks workload of the
a − th VM and tc means the number of tasks in the VM. Corresponding to
the migration strategy, task is considered to be offloaded to the VM with the
smallest occupancy rate in the p − th ES. As a result, the workload increases
twi,j on its basis. Similarly, the value of tc is also updated to tc+1. Loop the
above steps until all tasks are allocated to the corresponding VM. And TDw is
expressed as

TDw(Sj
i ) =

N∑

i=1

|twi|∑

j=1

TDe(p(Sj
i )) · εji , (3)

where εji is to ensure whether twi,j is assigned to the waiting queue, and the
TDe(p(Sj

i )) means the execution time of previous task.
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Transmission Time. The transmission time between the SDs and ESs or data
center is relevant to destination of task offload. If a task is assigned to execute
locally, its transmission time is zero. And transmission time TDt is expressed as

TDt(S
j
i ) =

⎧
⎪⎨

⎪⎩

0, Sj
i = L,

twi,j

Be
, Sj

i = S,
twi,j

Bc
, Sj

i = R,

(4)

where Be and Bc represent the bandwidth of the ESs and the data center,
respectively.

Total Time Consumption. In summary, TD(total)(S) is used to represent the
total time of the SDs, which can be expressed by

TD(total)(S) =
N∑

i=1

|twi|∑

j=1

(TDe(S
j
i ) + TDw(Sj

i ) + TDt(S
j
i )). (5)

3.3 Energy Consumption Model

Energy consumption is positively correlated with time consumption, corresponds
to time consumption, energy consumption of SDs consist of execution energy
consumption ECe, waiting energy consumption ECw and transmission energy
consumption ECt. The total energy consumption of SDs is shown below.

EC(total)(S) =
N∑

i=1

|tki|∑

j=1

(ECe(S
j
i ) + ECw(Sj

i ) + ECt(S
j
i )). (6)

3.4 Resource Utilization Model

In this paper, resource utilization is a key index for judging the performance
of the ES cluster. When ESs process tasks from SDs, the resources of VMs in
ESs are consumed. The value of resource utilization is obtained by the ratio of
the used resources to the total resources. Utilized resources and total resources
are represented by active VMs instances and VMs instances, respectively. The
total number of VM instances of the k − th ES is expressed as Vk. The resource
utilization of ESs is as follows.

Sk =
1
Vk

·
W∑

w=1

M∑

m=1

pm,n · qkm,n, (7)

where pm,n represents the number of VMs instances corresponding to sji and
qkm,n is to judge whether the computing task is run on the kth ES. Therefore,
the number of ESs performing tasks in this system be expressed as

PE =
m∑

s=1

Ok, (8)
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and the resource utilization of the ES cluster can be expressed as

AV (S) =
1

PE

m∑

s=1

Sk. (9)

3.5 Problem Formulation

We concentrate on minimizing the time consumption and energy consumption
of SDs and the resource utilization of the ES cluster in this paper. subsequently,
optimization goals are established. It is expressed as

Min {TD(S)} ,Min {EC(S)} ,Max {AV(S)} (10)

TD(total)(S) < deadline (11)

Equation (11) indicates that the total time consumption of SD cannot exceed
the set deadline.

4 Algorithm Design

In this part, we propose a multi-objective optimization genetic algorithm called
multi-objective optimization in smart warehousing. MOSW has the advantages
of traditional multi-objective genetic algorithms. On the one hand, MOSW
divides individuals into several frontiers and MOSW does not rely on Pareto
dominance but uses a scalarizing function. On the other hand, MOSW adopts
the weight vector to maintain the diversity of the Pareto front (PF). Moreover,
some traditional algorithms only consider ideal points as reference points in the
fitness function, MOSW considers both the utopia point pi and nadir point pu

at the same time, so that can be closer to PF.
The following introduces the main steps of MOSW. First of all, coding com-

putation offloading strategies. Secondly, initialize the first generation population
popf . Thirdly, the new generation population popn is obtained through crossover
and mutation steps. Afterwards, populations are sorted by achievement scalar-
izing function (ASF) and use tournament selection to select next populations
pop(f+1). Finally, SAW and MCDM are used for selecting optimal individual in
the PF.

4.1 Encoding

In this part, the chromosomes of individuals in the population represent different
computation offloading strategies for running applications in SDs. As shown in
Fig. 2, the gene sequence in the chromosome is composed of (0, 1, ..., S + 1).
Different genes represent different ways of task offloading. And 0 means that
the computing task is performed locally and S+1 represents that the task is
migrated to the data center.
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Fig. 2. Gene encoding.

4.2 Initialization

The first thing that a genetic algorithm does is perform initialization work.
Initialization including set the size of the population, the probability of crossing
genes pc, the probability of gene mutation pm, total number of iterations Itot and
the generations of the current iteration Inow in MOSW. Finally, it is assumed
that initial population is established randomly.

4.3 Crossover and Mutation

During the crossover of chromosomes, two selected parent chromosomes exchange
partial genes to form a better offspring chromosome. The purpose of the crossover
operation is to pass on the chromosome segments of the excellent individuals to
the offspring. As shown in Fig. 3, we assume that an individual has five genes and
the crossover operation of the two genes takes place. It is obvious that crossover
operation occurs between 1 and 5, 3 and 6 at the same time. The exchange of
gene fragments is equivalent to the relevant offloading strategy is altered.

The mutation operator acts on the entire population, and the mutation prob-
ability pm ensures the number of chromosomes to be mutated. An instance of a
mutation operation be seen in Fig. 4. The gene in the chromosome 2 is turned
into 5 means that the tasks originally offloaded to the 2-ed ES will be offloaded
to the 5-th ES now. The mutation operation is to maintain population diver-
sity by modifying some genes in chromosomes. New offspring are formed after
completing these two operations.

Fig. 3. Crossover operation.
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Fig. 4. Mutation operation.

4.4 ASF Sorting

In this subsection, we introduce the sorting process based on achievement scalar-
izing function. ASF is represented as the fitness function of this algorithm and is
obtained by Chebyshev distance. The individuals in the population are divided
into different frontiers by the value of ASF. This formula contains the objective
function f and the reference point q = {q1, q2, ..., qi}. The selection of refer-
ence points is generally considered to alternately select utopian points and nadir
points. It is represented as

s = max
j∈1,...,i

uj(f − qj) + p
i∑

j=1

(f − qj) (12)

where u = {u1, u2, ..., ui} represents vector of strictly positive weights. And
p is regarded as augmentation coefficient. And augmentation term (the term
p

∑i
j=1 (f − qj) in Eq. (12)) is set to ensure that minimizing the value of s can

obtain a Pareto optimal solution. In Eq. (12), the reference points need to be
updated when utopian points and nadir points are improved by an individual in
offspring solutions.

Algorithm 1. ASF sorting
Input: initial population popf reference point piand pu

Output: next population pop(f+1)

1: while x ∈ popf do
2: The ASF value x.n is obtained
3: if x.n < x.pi then
4: x.pi ← x.n
5: end if
6: if x.n > x.pu then
7: x.pu ← x.n
8: end if
9: rank the population popf sort ← 1

10: if Number of(pop(f+1))< popf then pop.sort ← sort
11: end if
12: sort ← sort+1
13: end while
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4.5 Selection

Generally, each offspring have two parents. The parents are selected from the
parent population through a tournament selection. In the parent population,
all individuals are considered to have the same probability of being selected.
Individuals with lower ASF values are regarded as the next parent population.
Repeat the above operations until the next generation of population.

4.6 Optimal Selection by SAW and MCDM

When the number of iterations reaches the maximum iteration, the collection
of Pareto frontiers is generated. It is necessary to choose the optimal individual
among the population. And SAW [23] and MCDM [24] are regarded as an efficient
method to select optimal solutions with higher speed and better convergence.

4.7 Method Overview

Algorithm 1 shows the detailed process of ASF sorting and Algorithm 2 demon-
strates the steps of MOSW. The purpose of MOSW is to form an appropriate
migration strategy to achieve the above-mentioned objective optimization. It is
known that diverse chromosome represents different offloading strategies. Frist
of all, the chromosomes of the population are initialized and called popf and
total iterations called Itot. Secondly, select two reference point, the nadir point
and utopian points, respectively (Line 1). Then, perform ASF sorting to assign
individuals to different fronts (Line 2). In Algorithm 1, we use ASF to divide
the non-dominated solution set. The population is generated after the above
steps are completed. Afterwards, select better individuals through the tourna-
ment selection, crossover and mutation operations to obtain the next generation
(Lines 3-4). Calculate the three goals of the population separately by different
formulas (Line 5-7). The population of 2N is selected as the population of N
after the above operations (Line 8). Afterwards, evaluate population and update
reference points including utopia points and nadir points, and perform the ASF
sorting by Algorithm 1 (Lines 9-10). The population needs to be equal to the
population size of P0. The population begins to iterate until it reaches the max-
imum number of iterations and obtain the collection of PF (Line 11).

5 Evaluation of Experimental Results

In this section, the superiority of MOSW is demonstrated by experiments under
different conditions. Firstly, we introduce the experimental setting. Afterwards,
experimental performance and analysis are shown.
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Algorithm 2. MOSW
Input: The population popf and total number of iterationsItot
Output: The best solution S
1: Select the reference point pi and pu

2: Perform ASF sorting algorithm by algorithm 1
3: while Inow < Itot do
4: Execute tournament selection,crossover and mutation procedures to popf

and structure a population popn with N
5: Time consumption is calculated by Equation (5)
6: Energy consumption is calculated by Equation (6)
7: Resource utilization is calculated by Equation (9)
8: popt ← popn

⋃
popf

9: Update reference points pi, pu

10: Perform ASF sorting algorithm by algorithm 1
11: Next population pop(f+1)

12: end while
13: SAW and MCDM to select an optimal offloading strategy
14: return S

5.1 Experimental Setting

In our experiments, we set up several sets of experiments under different condi-
tions to verify the superiority of MOSW. In multiple applications experiments, it
assumes the number of applications is from 10 to 50 or 100 to 300, and the fixed
number of SDs is 2. In multiple SDs experiments, the number of SDs is from 5
to 20 and each SD has 10 applications and the number of ESs is set to 5. More
specific information about the experimental parameters is shown in Table 1.

Table 1. Parameters Setting

Parameter Value

The active power of the smart device Lv2d 0.6 W
The idle power of the smart device Lv2c 0.01 W
The clock frequency of ESs 1800-2500 MHz
The clock frequency of data center 5000 MHz
The bandwidth between smart device and ES 300 kps
The bandwidth between ES and data center 200 kps
The maximum number of ESs 20
The population size 100
The maximum number of iterations 300
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In order to highlight the superiority of MOSW in MEC-empowered smart
warehousing. We introduce two comparison methods, namely, Benchmark and
FCFS, which are shown as follows.

– Benchmark All applications are randomly migrated to ES cluster or data
center. If VMs are not enough to handle applications, the new coming appli-
cations enter the waiting queue until the free VMs are released.

– First Come First Service (FCFS) All applications are offloaded in an
orderly manner. More specifically, the first edge server handles the first appli-
cation, the following applications are executed on the corresponding ES in
order. Finally, the last one is executed by cloud.

The above experiments are all run based on JAVA language on a PC with 8 Intel
Core i5-8250U 1.60 GHz processor and 8 GB RAM.

5.2 Experimental Evaluation and Discussion

We conduct rigorous and diverse comparative experiments to evaluate the per-
formance of the three methods in terms of time and energy consumption of
SDs and resource utilization of the ES cluster. Figure 5, 6 and 7 illustrate the
experimental results.

5.3 Comparison of Time Consumption

The total time consumption is obtained by Eq. (5). Figure 5(a)–Fig. 5(c) shows
the time consumption result of Benchmark, FCFS and MOSW under different
conditions. Figure 5(a) reveals the comparison of time consumption with differ-
ent numbers of SDs. In the case of different application numbers, the perfor-
mance results of the three above-mentioned methods are indicated in Fig. 5(b)
and Fig. 5(c). It can be observed that the time consumption increases with the
number of SDs or applications from the experimental results. Therein, when the
number of tasks becomes larger, the superiority of MOSW is more obvious under
different conditions. Compared with the other algorithm, MOSW is superior in
terms of time consumption because it has a more reasonable offloading strategy.
Finally, we can conclude that MOSW is more suitable for time consumption
optimization.

5.4 Comparison of Energy Consumption

The total energy consumption is obtained by Eq. (6). The positive correlation
between energy consumption and time consumption has been shown in the model
section. Their correlation also be reflected in the experimental results. Figure 6(a)
reveals the comparison of energy consumption under different scales of SDs. And
the performance results under different scales of applications of the three above-
mentioned methods are shown in Fig. 6(b) and Fig. 6(c). It can be observed
that the energy consumption increases with the number of SDs or applications.
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Fig. 5. Comparison of time consumption

Fig. 6. Comparison of energy consumption

Therein, when the number of tasks becomes larger, the superiority of MOSW
is more obvious. In summary, we can conclude that MOSW has advantages in
energy optimization in various scenarios.

5.5 Comparison of Resource Utilization

The computing capacity of ESs is limited, and thus the resources should be fully
utilized. The resource utilization is obtained by Eq. (9). Figure 7(a) reveals the
comparison of resource utilization under different scales of SDs. In the case of
different numbers of applications, the performance results of the three methods

Fig. 7. Comparison of resource utilization
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are indicated in Fig. 7(b) and Fig. 7(c). In the comparison results, MOSW has
different degrees of optimization effect compared with the other two methods
under different scenarios. Especially when the workload is heavy, the optimiza-
tion effect is better. In conclusion, MOSW is more effective compared with other
comparison methods.

6 Conclusion

The combination of MEC and warehouse provides a solution for realizing smart
warehousing. In this paper, we have studied computation offloading for MEC-
empowered smart warehousing, the purpose is to meet the demands of latency-
sensitive applications with limited resources, we consider multiple optimiza-
tion objectives, namely, time consumption and energy consumption of SD and
resource utilization of ESs. Subsequently, a multi-objective optimization model
is established and a computation offloading algorithm is proposed. Our proposed
algorithm trades off three optimization objectives to get the optimization effect.
Adequate results indicate that the proposed method has superior performance in
terms of pre-optimization goals compared to the comparative methods. In future
work, we will utilize deep learning to address the multi-objective optimization
problem.
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Abstract. Due to the strong randomness of label selection, the label
propagation algorithm makes the community results unstable. Especially
in asynchronous updates, the final results are quite different due to the
different order of selecting listeners. This paper proposes a community
discovery algorithm using increment of modularity to optimize the label
propagation process. In the process of label propagation, the increment
of modularity is introduced to ensure that the increment of modularity is
positive in each update. At the same time, the selection of popular nodes
in traditional label propagation algorithms is retained. Combining these
two methods, each node selection improve the division of the community
and reduce the possibility of poor results due to asynchronous updates.
The algorithm is verified in real network, and the results show that the
algorithm is feasible and effective.

Keywords: Community detection · Label propagation · Modularity ·
Optimization

1 Introduction

A complex network is an abstraction of a complex system. In a complex net-
work, nodes represent individuals in a complex system, and edges between nodes
represent connections between individuals according to specific rules. There are
also some statistical characteristics commonly found in complex networks, such
as the “scale-free characteristic” [1], which reflects the characteristics of network
nodes obeying a power-law distribution, the “small-world” [2], which reflects the
characteristics of short path length and high clustering coefficient of the net-
work. As well as the “community structure” that reflects the tight connections
between nodes in the same community and the sparse connections between nodes
in different communities. It is ubiquitous in complex networks [3].

With the rapid development of computer and information technology, espe-
cially the emergence of social networks, people are divided into countless small
groups for various reasons. Meanwhile, the study of community structure has
become increasingly valuable. It can help people to extract useful association
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information from known social networks in complex networks. Therefore, com-
munity discovery has more and more applications in scientific research, commer-
cial promotion, public safety and other fields. More and more researchers are
devoted to related fields.

The rest of the paper is arranged as follows: Section 2 discusses the prepara-
tory work related to the algorithm; Sect. 3 describes how the increment of modu-
larity helps labels to spread better; Sect. 4 verifies the feasibility of the algorithm
in real networks; Finally, the full text is summarized. and discuss the next stage
of work.

2 Related Work

After years of exploration, researchers have proposed many classic community
discovery algorithms.

The Label Propagation Algorithm (LPA) was proposed by Zhu et al. [4] in
2002, which uses the relationship between samples to build a relational complete
graph model. In 2007, Raghavan et al. [5] first proposed the application of LPA
to community discovery, which is referred to as the RAK algorithm for short.
The algorithm will give each node a unique label, select the most popular label
to record in the iterative process, and finally the nodes with the same label will
be combined into the same community.

Since most of the communities in the real network are not independent of
each other, the study of overlapping communities becomes very important. Gre-
gory [6] extended the RAK algorithm. The algorithm allows each node to retain
multiple labels, so that the node can select multiple different communities to
discover overlapping community structures. However, as the number of itera-
tions increases, the performance decreases significantly, which is not suitable
for today’s huge dataset environment. Xie et al. [7] proposed the SLPA algo-
rithm, which retains the charac-teristics of low complexity and high efficiency
of the LPA algorithm. Label all nodes with different labels, scan all labels of
the nodes, the record with the most occurrences is the candidate label, the label
with the most occurrence of the candidate label is the node community name,
and the final community division is obtained after multiple traversals.

Modularity, as an important indicator for evaluating community struc-
ture, has been applied in label propagation by many scholars. In order to
avoid all nodes in LPA selecting the same community, Barber et al. [8] pro-
posed a modularity-specialized label propagation algorithm (LPAm), which is a
constraint-based LPA monitoring network community. A variable is introduced
to maximize the modularity value of the community. The community discovery
problem is transformed into a solution problem of objective function optimiza-
tion. On the basis of the number of connected vertices with the same label,
an objective function H is defined, and the LPA algorithm is used to find the
local optimal value of the H function. Qiao et al. [9] proposed an overlapping
community detection algorithm in complex network big data, based on the idea
of modularity clustering, graph computing and optimal modularity. A balanced
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binary tree is used to index the increment of modularity to alleviate the impact
of multiple modularity computations on the performance of the algorithm. Leung
et al. [10] also pointed out that the module maximization method is not a scale-
free interval measure method, and it is not feasible to detect communities only
by relying on it. Therefore, modularity is generally not used as the final objective
function, but it can still help us improve the quality of the found community
structure.

Through numerous algorithm studies, we found that the LPA algorithm has
low complexity and can be well adapted to the monitoring of large-scale com-
munities. It does not require optimization of a predefined objective function,
nor does it require prior information about the number and size of communities,
and there is no limit to the size of communities. However, due to the uncer-
tainty of label selection, the final community division result is unstable. This
paper chooses the community structure evaluation index - modularity, to help
nodes select labels. It avoids the shortcomings of modularity as an objective
function, and at the same time, it can help nodes choose labels that are benefi-
cial to themselves as much as possible. The increment of modularity after each
label propagation is kept positive, so that each node label selection can improve
the overall community division and reduce the possibility of poor results due to
updates.

3 Description of the Proposed Algorithm

This chapter introduces the specific calculation formula of the increment of mod-
ularity, describes the community discovery algorithm using increment of modu-
larity to optimize the label propagation process (IMO-LPA) in detail, and finally
verifies that the time complexity of algorithm is close to linear.

3.1 The Increment of Modularity

Modularity [11] is an important indicator for calculating community accuracy.
The specific formula is as follows:

Q =
nc∑

c=1

(
lc
m

− (
dc
2m

)2) (1)

where, m is the total number of edges in the network, nc is the number of
communities, lc is the total number of edges in community c, and dc is the sum
of the degrees of all nodes in community c.

If the node i in the community c2 is allowed to enter the community c1,
that is, the increment of modularity generated by the node i selecting the label
represented by the community c1

Qbefore =
lc1
m

− (
dc1
2m

)2 +
lc2
m

− (
dc2
2m

)2 (2)
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Qafter =
lc1 + ki c1

m
− (

dc1 + ki
2m

)2 +
lc2 + ki c2

m
− (

dc2 − ki
2m

)2 (3)

Formula (3)–(2) can obtain formula (4):

ΔQ =
1
m

[ki c1 − ki c2 −
ki(dc1 − dc2 + ki)

2m
] (4)

where, ki c1 represents the number of connecting edges between node i and nodes
in community c1. ki c2 represents the number of connecting edges with the nodes
in the community c2. If there is only node i itself in the community c2, then
ki c2 = 0.

3.2 IMO-LPA Algorithm

Fig. 1. The specific flow of the algorithm

Modularity, also known as modularity metric, characterizes the accuracy of the
division of node communities in the network. The general basic idea of using
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modularity for community division is: If the connection strength between nodes
in a subgraph of a network is much greater than the connection strength between
nodes in the subgraph under random division of the network, then the subgraph
can be considered as a community of the network. The increment of modularity
is the increase of the calculated modularity. If two nodes are in the same com-
munity and have a positive effect on the entire community structure, then the
increment of modularity is positive. Similarly, the closer the connection between
the two nodes is, the greater the increment of modularity will be. Due to the high
randomness of label propagation, generally speaking, the higher the influence of
the label, the faster the propagation, but there are a large number of random
selections in the selection process, especially in the initial stage. At this time,
the increment of modularity can be added to help nodes select more suitable
nodes for message interaction. The specific process is as Fig 1:

3.3 Complexity Analysis

We perform a time complexity analysis of the IMO-LPA algorithm. The time
complexity of initializing nodes and communities is O(N). Each node will act
as a listener, and the number of iterations is t0, and the sounding nodes are the
nodes of the listener, that is, the node degree klistener of the listener. For the
calculation of the increment of modularity, at least O(1), the most popular labels
meet the judgment conditions; at most O(klistener), then each label has the same
weight. The final label optimization, if the final number of communities obtained
is Ncommunity, the time complexity is O(NNcommunity). The time complexity is
O((2+t0k

2
listener+Ncommunity)N). In general, t0 and Ncommunity tend to a fixed

value, and klistener is much smaller than the number of nodes N , so the time
complexity of the algorithm tends to be linear.

4 Experiments

4.1 Experiment Preparation

This paper also compares the IMO-LPA algorithm in four different real networks
and one artificial synthetic network. The information and parameters of the
experimental network are shown in Table 1.

Table 1. General information of the real network.

Network Description Nodes Edges

Dolphins [12] Lusseau’s dolphins 62 159

Polbooks [13] Amazon’s american political book 105 441

Football [3] American College football union 115 616

Powergrid [1] The topology of the powergrid of the United States 4941 6594
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The experiment will use two evaluation indicators to verify the community
division results. For communities with accurate community division results, the
Normalized Mutual Information (NMI) [14] can quantify the similarity between
the generated algorithm partition community and the standard community, and
measure the accuracy of the algorithm results. For communities without accurate
division results, the overlapping modularity (Qov) [15,16] is used to help evaluate
the merits of the division results. At the same time, Qov can also help us judge
whether the impact of overlapping modularity on the algorithm is positive.

Fig. 2. Qov comparison experiment in real networks

4.2 Result Analysis

In this paper, a total of five classic algorithms and MIO-LPA algorithms
are selected for comparison experiments, namely SLPA, COPRA, CPM [17],
LFM [15] and Louvain [18]. As can be seen from Fig. 1, the IMO-LPA algorithm
has the best modularity in the network football and power, and is slightly lower
than the algorithm Louvain in the network dolphins and polbooks. Overall, the
IMO-LOA algorithm outperforms most experimental algorithms in real networks
Among the four real networks selected in the experiment, the network dolphins,
polbooks and football all have accurate community division results. NMI is used
for evaluation in these three networks. The evaluation results are shown in Fig. 2.
It can be seen from the figure that the accuracy of the IMO-LPA algorithm is
significantly higher than that of other algorithms. In general, the modularity of
general real networks is close to 0.5, and the IMO-LPA algorithm is not the best
in overlapping modularity, but has better accuracy. Therefore, it shows that the
increment of modularity can indeed help the label to propagate better (Fig. 3).
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Fig. 3. NMI comparison experiment in real networks

5 Conclusion

Because the LPA algorithm has the characteristics of low complexity and high
performance, it is more in line with the needs of today’s huge data. However,
because of the large amount of randomness in the process, the results of the
algorithm are sometimes not as good as expected. In this paper, the increment
of modularity is added to the label propagation process to help nodes select more
reasonable labels and reduce the adverse effects of uncertainty. Experiments in
real networks show that the algorithm increases the accuracy of the algorithm
while retaining the advantages of the LPA algorithm.
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Abstract. 5G communication network has been developed and applied in recent
years, the researches on 5G communication network planning have become grad-
ually sufficient. However, the previous researches on the coverage planning of 5G
signals are mostly based on 2D spatial framework, for the constructed 5G com-
munication network, there is still a research gap in the evaluation of the coverage
of 5G signals in outdoor environment of modern cities from the perspective of 3D
spatial framework. We selected several blocks from Shenzhen city as the study
area. In this study, we conducted spatial autocorrelation analysis on the spatial
distribution of 5G base stations in the study area, and found that the characteris-
tic of the spatial distribution of 5G BSs illustrates a kind of random rather than
aggregate or discrete. And, we established a 3D model of the buildings and 5G
BSs distribution in the study area, combined with the height of the buildings and
the construction height of the 5G BSs, the 3D sight lines of the 5G BSs to the road
network represents the LOS service coverage of the 5G BSs to the road network.
The value of the Global Moran’s I approaches to 0, the coverage ratio of the roads
in the study area is about 18.89%.

Keywords: 5G · GIS · Spatial autocorrelation · 3D sight lines

1 Introduction

To meet the demand of mobile communication network in the rapidly development of
economy and science, fifth-generationmobile communication technology (5G) has been
developed and applied in recent years. 5G, which with the characteristics of enhanced
mobile broadband (eMBB), massive machine type of communication (mMTC), ultra-
reliable and low latency communications (URLLC), can be widely applied in Internet of
Things (IoT), artificial intelligence (AI), virtual reality (VR) and self-driving cars [1, 2].
5G unmanned vehicles will be one of the most valuable application scenarios, which can
provide safer and more efficient transportation services [3]. The coverage of 5G signals
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to road networks in modern cities directly affects the realization of unmanned vehicles,
meanwhile, it would characterize the coverage of 5G signals to urban outdoor area to a
certain extent.

A high-frequency millimeter wave was adopted in 5G communication technology
as a basic wireless network technology, which with the characteristic of huge amount of
data carriage but over a short distance [4], so the effective coverage radius of most 5G
base stations (BSs) are between 100 and 300m [5, 6]. Inmodern cities, the high density of
urban buildings limits the transmission of 5G signals, and building materials can almost
isolate indoor and outdoor millimeter wave transmission signals [7], hence, in modern
cities, densely buildings distribution is the main factor affecting the coverage of 5G
signals, which will cause a penetration loss of 5G millimeter wave [8–10]. Attenuation
of wireless communication signals during transmission is called the line-of-sight (LOS)
effect [5, 11, 12]. To ensure the quality of service (QoS) of 5G network is sufficient, the
LOS effect must be considered in the demand area of 5G communication network [13].

In recent years, with the commercial construction and usage of 5G communication
network, the researches on 5G communication network planning have become gradually
sufficient. For instance, Palizban et al. [7] used a computational geometry to plan an
outdoor millimeter wave network in a dense city, Su et al. [14] used Voronoi tessellation
to design the radio access level of 5Gmobile networks for the placement of BSs, Ahamed
et al. [15] proposed an updated cell architecture with six sectors and an advanced antenna
system that provides better 5G coverage. As a valuable tool, geographic information
system (GIS) was coupled in 5G communication network planning, Wang et al. [16]
based on GIS to explicate the propagation of 5G signals in two-dimensional (2D) spatial
framework.

Since the commercial construction and usage of 5G communication network in
2019, it has been planned and constructed for more than 3 years in China. However,
the previous researches on the coverage planning of 5G signals are mostly based on
2D spatial framework, for the constructed 5G communication network, there is still a
research gap in the evaluation of the coverage of 5G signals in outdoor environment
of modern cities from the perspective of 3D spatial framework. Spatial autocorrelation
analysis is an important approach to assess the extent of spatial aggregation for variables
of interest characterized with global Moran’s I index [17], which evaluates whether the
pattern expressed is clustered, dispersed, or random. Based on GIS, we analyze the
spatial distribution characteristic of 5G base stations with global Moran’s I index, and
simulate the coverage of 5G signals to the urban road network from the perspective of
3D spatial framework in view of the construction height of 5G BSs in the study area.

2 Study Area and Data

We selected several blocks from Shenzhen city as the study area (see Fig. 1). Shenzhen
located in the south of Guangdong Province, China, adjacent to Hong Kong. Guangdong
Province, located in the south of ChineseMainland, is the province with the highest GDP
in Chinese Mainland. As of the end of 2021, the GDP of Guangdong had exceeded 2
trillion US dollars, of which Shenzhen had exceeded 464.60 billion US dollars, which
is the third city in Chinese Mainland after Shanghai (654.70 billion US dollars) and
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Beijing (610.10 billion US dollars). The population of the city is 17 million. The study
area of this paper was selected from downtown area of Shenzhen. The total area of the
study area is approximately 2.78 km2. Shenzhen is one of the cities with the largest scale
of 5G communication network construction in Chinese Mainland.

Fig. 1. Map of the study area.

According to the nature of land use, the study area is divided into building area,
urban road area and water area. The total area of buildings in the study area is about
0.76 km2, accounting for about 27% of the study area. The average height of buildings
in the study area is about 33.30 m. In this study, we abstract the roads as vector lines.
We classify the roads as main roads and minor roads according to the road width. The
length of the main roads is about 18.16 km, and of the minor roads is about 68.22 km,
the density of the road network in the study area is about 31.07 km/km2. In addition,
there is a section of river in the study area, covering an area of about 0.06 km2.

We obtained the location and construction height of 5G BSs in the study area from
Chinese telecom operators. There are 29 outdoor 5G BSs in the study area, of which 25
BSs were built at the top edge of the building and 4 BSs were erected on the ground,
with the height of 4 m to 6 m. The average construction height of the 5G BSs in the study
area is about 20.13 m. The data we used in this evaluation research listed in Table 1.
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Table 1. Attributes of the data used for 5G signals evaluation in the case study.

Data Source Format Geometry Spatial reference

Existing 5G BSs Chinese telecom
operators

ESRI Shapefile Point GCS_WGS_1984

Buildings Map world Polygon

Roads Line

3 Methods

The building density in the study area is approximately 27%, the average height of
buildings (33.30 m) is higher than that of 5G BSs (20.13 m). Hence, most 5G signals
are blocked by buildings in the study area.

3.1 Spatial Autocorrelation Analysis

Spatial autocorrelation analysis is characterized with global Moran’s I index, the z-score
and p-value will be returned by the Global Moran’s I analysis. Hoping the z-score and
the p-value will indicate that we can reject the null hypothesis, because it would indicate
that rather than a random pattern at the probability of 10% if the value of the z-score <
−1.65 or >+1.65.

The global Moran’s I statistic for spatial autocorrelation is given as:

I = n

S0

∑n
i=1

∑n
J=1 wi,jzizj

∑n
i=1 z

2
i

(1)

where zi is the deviation of an attribute for feature i from the mean (xi − X ), wi,j is the
spatial weight between feature i and j, n is equal to the total number of features, S0 is
the aggregate of all the spatial weights:

S0 =
∑n

i=1

∑n

j=1
wi,j (2)

The zI -score for the statistic is computed as:

zI = I − E[I ]√
V [I ]

(3)

where:

E[I ] = −1/(n − 1) (4)

V [I ] = E[I2] − E[I ]2 (5)

E[I2] = A − B

C
(6)
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]
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]
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The relationship between the null hypothesis rejection and the z-score and the p-value
is demonstrated in Fig. 2.

Fig. 2. The relationship between the null hypothesis rejection and the z-score and the p-value.

3.2 Analysis of the Coverage of 5G Signals to Road Network

Wang [16] conducted a coveragemodel for 5Gsignals basedon theLOScharacteristics of
5G signals: discretizing a continuous service space with sampling a series of regular grid
points, buildings in study area were modeled as 2D vector polygons in GIS, simulating
the 5G LOS service coverage for the maximum effective radius of 200 m of a 5G BS. In
this study, the road network in the study area is discretized into points with an interval of
10 m. Combined with the height of the buildings and the construction height of the 5G
BSs, the 3D sight lines (see Figs. 3 and 4) of the 5G BSs to the road network represents
the LOS service coverage of the 5G BSs to the road network.
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Fig. 3. Propagation of 5G signals in 2D spatial framework.

Fig. 4. Propagation of 5G signals in 3D spatial framework.

In this study, we set the reference height of the study area to 0 m, so the heights of
the road network and water surface in the study area are set to 0 m. In combination with
the height of buildings and 5G BSs in the study area, the 2D vector map of buildings
and 5G BSs is converted into 3D vector map based on GIS (see Fig. 5).

Fig. 5. The study area in 3D spatial framework.
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GIS is used to construct the 3D sight lines of the 5G BSs to road network. The
coverage radius is set to 200 m [7, 14, 16], count the length of roads covered by 5G
signals and calculate the coverage proportion of road network respectively.

4 Results and Discussion

4.1 Spatial Autocorrelation Analysis

The total area of the study area is approximately 2.78 square kilometers. There are 29
5G BSs in the study area, and the density of BSs is about 10.43 BSs/km2, which is
less than the research result of Ge et al. [18] on the construction density of 5G BSs
(40–50 BSs/km2). The value of the Global Moran’s I is 0.14, the value of the z-score
is 1.06, and of the p-value is 0.28. The value of the Global Moran’s I approaches to 0,
which can be seen that the spatial distribution of 5G BSs in the study area does not show
a significant spatial aggregate or discrete characteristic, but illustrates a kind of random.

Due to the high investment of 5G communication network construction [16], The
energy consumption of a single 5G BS is about 4 times that of a 4G BS, meanwhile,
the energy consumption of a 5G network is about 12 times that of a 4G network due to
the high-density construction of 5G BSs [19]. Hence, 5G communication network con-
struction is not a once-off action, but a step-by-step process [20]. Since the commercial
construction and usage of 5G communication network in 2019, the construction of 5G
communication network in China has transited from policy-led to technology-driven,
and is experiencing a transition from business-led to market-driven [20].

To 5G communication service providers, the profits earned from enterprise users are
higher than individual users. At current period, the construction of 5G communication
network in China gives priority to serving enterprises to develop applications such as IoT
and AI. 5G unmanned vehicles application in open roads is limited by native laws. The
construction of 5G network which to cover urban outdoor area mainly serves individual
5G users, 5G communication service providers tend to choose relatively high population
density area in urban outdoor environment as priority to the coverage of 5G signals.

4.2 Analysis of the Coverage of 5G Signals to Road Network

Combined with the height of the buildings and the construction height of the 5G BSs,
the 3D sight lines (see Fig. 6 and Fig. 7) of the 5G BSs to the road network represents the
LOS service coverage of the 5G BSs to the road network. The total length of the roads
in the study area is about 86.38 km, and the length of the roads covered by 5G signal
is 16.32 km after simulation, with a coverage ratio of about 18.89%. Among them, the
coverage length of the main roads is 6.78 km, and the coverage proportion is 37.32%,
which of the minor roads is 9.54 km, with a coverage ratio of 13.98%.

In researches of the coverage of 5G signals in urban outdoor area, Wang [16] dis-
cretized a continuous service space with sampling a series of regular grid points as the
demand and coverage area of 5G signals. The road area is one of the areas with the
largest demand for 5G communication network services in urban outdoor area. We take
the urban road network as the research object of 5G signals coverage, which represents
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Fig. 6. The 3D sight lines of the BSs to the road network in the study area.

Fig. 7. The 3D sight lines of the BSs to the road network in the study area with 200 m coverage
radius.

the coverage of 5G signals to urban outdoor environment to some extent. Palizban et al.
[7] and Wang et al. [16] explicated the propagation of 5G signals in 2D spatial frame-
work, Su et al. [14] designed the placement of base stations at low and high network
load in the same perspective. Wang [16] simulated the propagation of 5G signals using
Buffer and LOS analysis.

With high building density in modern cities, the construction height of 5G BSs must
be considered. The LOS coverage research on 5G signals based on the construction
height of 5G BSs from the perspective of 3D spatial framework would provide decision
support for 5G communication networks construction and optimization inmodern cities.

5 Conclusions

5G will play an essential role in the development of science and technology. A high-
frequency millimeter wave was adopted in 5G communication technology as a basic
wireless network technology, which with the characteristic of huge amount of data
carriage but over a short distance, so the effective coverage radius of most 5G BSs
is shorter than the previous communication networks, such as 3G and 4G. Since the
commercial construction and usage of 5G communication network in 2019, it has been
planned and constructed for more than 3 years in China. Approaches to evaluate the
coverage of 5G signals in outdoor environmental inmodern cities in China deserves to be
explored. The road area is one of the areaswith the largest demand for 5G communication
network services in urban outdoor area. We take the urban road network as the research
object of 5G signals coverage, which represents the coverage of 5G signals to urban
outdoor environment to some extent.
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Spatial autocorrelation analysis is an important approach to assess the extent of
spatial aggregation for variables of interest [17]. In this study, we conducted spatial
autocorrelation analysis on the spatial distribution of 5G base stations in the study area,
and found that the characteristic of the spatial distribution of 5G BSs illustrates a kind
of random rather than aggregate or discrete.

Due to the construction investment and energy consumption of 5G communication
network are higher than the previous communication networks, such as 3G and 4G [16,
19], the construction of 5G communication network needs to be built on demand. The
construction of 5G network which to cover urban outdoor area mainly serves individual
5G users, 5G communication service providers tend to choose relatively high population
density area in urban outdoor environment as priority to the coverage of 5G signals.

In the previous 5G network planning studies, most of them are in the 2D spatial
framework. In the 5G BSs construction issues, the height is the natural attribute of the
base stations. For the evaluation of the coverage of 5G signals, the construction height
of 5G BSs needs to be considered. The LOS coverage research on 5G signals based on
the construction height of 5G BSs from the perspective of 3D spatial framework would
provide decision support for 5G communication networks construction and optimization
in modern cities.

In the paper, we established a 3D model of the buildings and 5G BSs distribution in
the study area, combined with the height of the buildings and the construction height of
the 5G BSs, the 3D sight lines of the 5G BSs to the road network represents the LOS
service coverage of the 5G BSs to the road network. The result shows that the length
of the main roads which covered by 5G signals in the study area is about 3 times that
of the minor roads. As urban main roads were built to carry more traffic and people
than minor roads, the research result also verifies the on-demand construction mode of
the construction of 5G communication networks in Chinese modern cities to a certain
extent.

Nevertheless, limitations still exit in this study. Further researches should focus on
the space-time distribution of population density in the study area. According to the
population density, the construction and optimization of 5G communication network in
the study area needs to be carried out at the next step, and the energy consumption of
5G BSs in the study area could be precisely controlled according to the temporal and
spatial distribution of the population.
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Abstract. In recent years, the heterogeneity among the blockchains has
become the driving force behind the development of cross-chain technolo-
gies. Due to the limited processing speed of cross-chain system, excessive
cross-chain transactions in the short term may cause network congestion
and negatively impact. For this reason, it is essential to evaluate and
optimize the performance of the cross-blockchain transaction process.
However, existing research ignores the limitations of cross-chain systems.
Much research is carried out to model, simulate and analyze the per-
formance of traditional blockchain systems rather than cross-blockchain
processes. To bridge this gap, our study proposes a queuing theoretical
model based on system finite space, using the case of Cosmos, a typ-
ical cross-blockchain implemented by the relay mode. The solution of
the steady-state equations are established by two-dimensional continu-
ous time Markov process, and the performance measures such as average
queue length, transaction rejection probability, and transaction response
time are given. Finally, we simulated the analytical solutions of the rel-
evant performance measures through experiments to verify the model’s
effectiveness. We believe this analytical approach can be generalized to
other cross-blockchain systems.

Keywords: Blockchain · Cross-blockchain · Relays · Performance
modeling · Queueing theory · Simulation

1 Introduction

Most of the blockchains in the current mainstream blockchain platforms are
independent, vertical closed systems [1]. In commercial application scenarios with
increasingly complex business forms, the interconnection between chains has
become particularly important. As an important technical means for blockchain
to achieve interoperability and improve scalability, cross-chain technology has
been valued by more and more scholars.
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As a bridge connecting multiple blockchains, cross-blockchain technology can
overcome the problem of blockchain interoperability and save the blockchain
from the island of decentralization. Many solutions and tools have been pro-
posed to further solve the problem of blockchain interoperability [2,3]. Among
them, the side chain/relay mode, Cosmos, Polkadot and Irisnet, are widely used
by many representative solutions for asset portability, atomic exchange or any
other more complex use cases [4,5]. In terms of the specific technology using
the side chain/relay pattern, Cosmos is a highly scalable, robust, and easily
upgradeable blockchain cross-chain network architecture. Each of its blockchains
is supported by the BFT algorithm and can be used as a blockchain, providing
reliable underlying technical support for the formation of the Internet.

Nowadays, performance has become a major factor hindering the expansion of
blockchain systems. This is particularly true for high-performance systems such
as real-time payment system [6]. Therefore, it is necessary to compare, evaluate
and optimize the new solutions to show their efficiency and effectiveness. In
addition, performance evaluation of the blockchain can also identify the system’s
performance bottlenecks. This can be used to further optimize the blockchain
system in a specific ways. For these reasons, many researches have proposed
performance evaluation solutions for blockchain systems based on mathematical
modeling methods [7–12].

To our knowledge, there is no research on the use of mathematical modeling
methods to evaluate the performance of cross-blockchain system. Due to the
difference of consensus algorithm and communication protocol, the process of
cross-blockchain technologies may be different. And the mathematical modeling
method involves the complexity of theoretical derivation and the application of
conditions [6,13]. Therefore, it is promising to use this way to study, analyze,
and set up the fundamental understanding about the performance capability
and bottleneck of specific cross-blockchain processes.

This paper takes the typical solution Cosmos as a case, and applies queuing
theory to model its cross-blockchain process.

This paper has the following contributions.

(1) For the complex cross-chain process of Cosmos, consider several key factors,
such as transaction arrival rate, block size and block generate time, trans-
action pool capacity, etc., we propose a model for transaction batch service
based on queuing theory.

(2) Considering that the transaction service process is block generation and
k-round block consensus. Through the established two-dimensional continu-
ous time Markov process, we solve the state probability vector of stationary
equations with faster convergence of the sub-rate matrix. Finally, the expres-
sions of system queue length, transaction rejection probability, transaction
execution time and other performance measures are obtained.

(3) We built MATLAB R2016a software platform to simulate the established
model. The system capacity, transaction arrival rate, block size and other
parameters are adjusted to simulate the impact on the system performance
measures. Experiments show that the stability of our proposed model is good
and efficient.
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2 Related Work

The use of mathematical modeling methods to evaluate blockchain performance
has been studied by many scholars. Kasahara et al. [14] gave the earliest study on
the analysis of Bitcoin transaction confirmation time performance using queuing
theory, where they provided some abstract ideas and queuing theory model to
inspire the follow-up research. Based on the work of Kasahara, Li et al. [15]
divided the service process into block generation and blockchain construction,
established a G/M/1 queuing model and provided system expressions. Jiang et
al. [16] provided a series model of transaction processing on the Hyperledger
Fabric platform. The performance indexes such as system throughput, transac-
tion rejection probability and transaction response delay are derived by using the
state transition graph of queuing theory. Memon et al. [17] using queuing theory
models M/M/1 and M/M/c to simulate and model the memory and mining
pool of the blockchain system, and provide transaction performance indicators
through the memory and mining pool. Ricci et al. [18] proposed an optimized
framework that combines machine learning and queuing theory model to identify
confirmed transactions and characterizes confirmation times.

However, there is no research on performance modeling and analysis of cross-
blockchain system. So we use queuing theory to model the process of a typical
case system to solve this problem. It can support a better understanding of the
performance characteristics of the cross-blockchain system.

3 Cosmos Architecture

So far, the cross-chain projects in the side chain/relay mode account for the
largest proportion of the entire cross-chain projects, and the proportion is still
increasing [19]. At the same time, there have been many mature solutions for
the side chain/relay model, which have a great impact on cross-chain technology,
the most representative of which is Cosmos1 in 2016.

3.1 Cosmos Architecture and Consensus

Cosmos is a scalable, easy-to-use, and interoperable decentralized network of
multiple independent parallel blockchains. There are three important compo-
nents: The Hub is the relay chain, maintained by the government and used as a
trust center for cross-chain messages. Zones are parachains participating in the
Cosmos network. To support cross-chain interoperability between parachains,
Cosmos proposes the Inter-Chain Communication Protocol (IBC) to perform
cross-chain operations with Hub [20]. The Hub is used for cross-chain manage-
ment in the parachain area. It connects the blockchain developed based on the
Cosmos-SDK module to the Hub, and uses the Tendermint consensus algorithm
to achieve cross-chain. As the first central chain, Cosmos hub enables network
changes and updates through a simple administrative mechanism.
1 https://github.com/cosmos.

https://github.com/cosmos
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In a single hub system, cross-chain transactions are queued in the mempool
of the proposer node through different zones, waiting for the tendermint core to
perform consensus verification. Tendermint’s consensus mechanism is based on
the Byzantine fault-tolerant algorithm. According to the rules, validators must
reach a consensus on each block in rounds. Each round consists of three steps:

– Proposal stage. The proposer in each round is selected deterministically from
an ordered list in proportion to the voting weight. The voting ratio in the
whole process is calculated based on the Stake ratio, and each validator node
has a different voting weight according to the number of tokens pledged by
each validator node.

– Prevoting stage. Each validator broadcasts their own prevote. When a block
in the round receives more than 2/3 of the prevote, it enters the next stage.

– Precommit phase. Each validator broadcasts their precommitted vote. When
the vote exceeds 2/3, it enter the next stage.

The process is shown in Fig. 1. The block can only enter the commit phase
when the adivators of 2/3 is consistent in the prevoting and precommit phases.
Otherwise, it means that the block submission failed. In this case, the Tendermint
protocol will choose the next validator to propose a new block at the same height
and start voting again. At this time, the consensus time of this block is much
longer than that of other blocks, but there is no rollback phenomenon.

Fig. 1. Cosmos consensus process

4 Modeling Using Queuing Theory

Queuing theory is a mathematical method for solving different types of queuing
system performance and service quality. In this paper, we model and test the
core cross-blockchain processes of Cosmos, and use the batch service queuing
theory to evaluate the performance of Cosmos hub system.

4.1 Cosmos Cross-Blockchain Queuing Representation

In the cross-chain activities of Cosmos, multiple Hub (relay)-centric blockchain
alliances will form a huge network. Due to the complexity of the blockchain
alliance, we first solve the cross-chain process problem of a single-relay system.
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In the Cosmos hub, n validators are randomly selected to form a validator
group to provide consensus verification for cross-chain transactions. The con-
sensus process of the validator group is briefly as follows: Firstly, one of the
validators be selected as the proposer node (generated by the validator in turn),
then the proposer node starts to monitor and collect all transactions of the whole
network, and store them in the memory pool to wait for consensus. Secondly, the
proposer node will assemble a new block of cross-chain transactions, the proposal
block, and broadcast it to other validators. Finally, when all validator nodes in
the entire network receive the proposal block, they read all transactions in this
block, vote after confirming that there is no problem, and broadcast the voting
message to all validators again. However, when the prevote or precommit fails
to pass the vote, the block is sent back for verification, and this process loops
until the block is successfully verified. The process is shown in the Fig. 2.

Fig. 2. Cross-chain process of Cosmos hub system.

We build a queuing system for Cosmos as follows.

Arrival Process: Assuming there are m zones in the system, the ith zone
sends λi cross-chain transactions per second on average, which is equivalent to
randomly receiving λ =

∑m
i=1 λi cross-chain transactions per second in mempool.

That is, in the entire Cosmos hub system, the number of cross-chain transactions
that arrive is a Poisson process with parameter λ.

Service Rules: For cross-chain process of Cosmos, we set the service rule as
first-come, first-served (FCFS).

Service Process: The first stage of the service is the process of generating
blocks for a transaction. We assume that the block generation time of a transac-
tion follows the exponential distribution with μ2. Then the proposer broadcasts
the packaged blocks to other validators, and verifies the transactions in the block
through prevote or precommit. Once the transaction fails to pass the verification,
the block will be sent back to the proposer for re-verification. Here we assume
that the verification time of each round of the block obeys the exponential dis-
tribution with μ1, and assumes that the block has k rounds of verification, so
the entire verification stage obeys the k-order Erlang distribution.

The Maximum System Capacity: The maximum capacity of the Cosmos
hub system is N .

Independence: All parameters included in this paper are independent of each
other.
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4.2 A Continuous-Time Markov Process

We regard the validator group as a service desk, service time includes block
generation time and k-round block verification time. When transactions arrive
as Poisson process and the transaction pool is limited, we establish a continuous-
time Markov process for this Cosmos hub system, and the stable probability
vector is solved by constructing the a series sub-rate matrix.

Assume that ξ(t) and η(t) represent the number of transactions in the system
queue and the number of transactions in the block at time slot t, respectively.
Then (ξ(t), η(t)) is a state of the queuing system at time t. Here i = 0, 1, · · · , N ,
j = 0, 1, 2, · · · , b and i + j ≤ N . Then

Ω ={(ξ, η) : ξ = 0, 1, · · · , N ; η = 0, 1, 2, · · · , b}
where (ξ(t), η(t)) is considered to be a continuous-time Markov process on Ω.
Figure 3 shows the transfer relationship among the states.

Fig. 3. State transition diagram.

The steady-state equations of cosmos hub system are obtained as follows.

– State {(0, 0)}

− λP (0, 0) +
μ1

k
[P (0, 1) + P (0, 2) + · · · + P (0, b)] = 0 (1)

– State {(0, η), η = 1, 2, · · · , b}

− (λ +
μ1

k
)P (0, η) + μ2P (ξ, 0) = 0 (2)

– State {(ξ, 0), ξ = 1, 2, · · · , N − b}

−(λ + μ2)P (ξ, 0) + λP (ξ − 1, 0) +
μ1

k
[P (ξ, 1) + P (ξ, 2)

+ ... + P (ξ, b)] = 0
(3)

– State {(ξ, b), ξ = 1, 2, · · · , N − b − 1}

− (λ +
μ1

k
)P (ξ, b) + λP (ξ − 1, b) + μ2P (b + ξ, 0) = 0 (4)



A Performance Evaluation Method for a Class of Cross-Chain Systems 271

– State {(N − b, b)}

− μ1

k
P (N − b, b) + λP (N − b − 1, b) + μ2P (N, 0) = 0 (5)

– State {(N − b, η), η = 1, 2, · · · , b − 1}

− μ1

k
P (N − b, j) + λP (N − b − 1, η) = 0 (6)

– State {(ξ, η), ξ = 1, 2, · · · , N − b − 1; η = 1, 2, · · · , b − 1}

−(
μ1

k
+ λ)P (ξ, η) + λP (ξ − 1, η) = 0 (7)

– State {(ξ, 0), ξ = N − b + 1, N − b + 2, · · · , N − 1}

− (μ2 + λ)P (ξ, 0) + λP (ξ − 1, 0) = 0 (8)

– State {(N, 0)}
− μ2P (N, 0) + λP (N − 1, 0) = 0 (9)

If the system fails to generate blocks, then transactions continue to accumu-
late in the queue. Here, we’re particularly analyzing this situation, namely the
state {(ξ, 0), ξ = N − b + 1, N − b + 2, · · · , N − 1}.

We can obtain the following conclusion from Eqs. (8) and (9):
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

P (N − b + 1, 0) = λ
λ+μ2

P (N − b, 0)
P (N − b + 2, 0) = ( λ

λ+μ2
)2P (N − b, 0)

...
P (N − 1, 0) = ( λ

λ+μ2
)b−1P (N − b, 0)

P (N, 0) = λb

(λ+μ2)b−1μ2
P (N − b, 0)

(10)

We plug Eq. (10) into Eqs. (4) and (5), then

⎧
⎪⎪⎨

⎪⎪⎩

−(μ1
k + λ)P (ξ, b) + λP (ξ − 1, b) + μ2P (b + ξ, 0) = 0,

ξ = 1, 2, · · · , N − 2b
−(μ1

k + λ)P (ξ, b) + λP (ξ − 1, b) + μ2( λ
λ+μ2 )ξ−(N−2b)P (N − b, 0) = 0,

ξ = N − 2b + 1, N − 2b + 2, · · · , N − b − 1

(11)

− μ1

k
P (N − b, b) + λP (N − b − 1, b) +

λb

(λ + μ2)b−1
P (N − b, 0) = 0 (12)
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Combine Eqs. (1)–(3), (6)–(9) and (11), (12), we have a (N − b + 1)-order
square matrix as minimum generator of this system:

Q =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

B0 A0

B1 A1 A0

B2 A1 A0

... A1 A0

...
. . . . . .

Bb A1 A0

Bb A1 A0

Bb
. . . . . .

. . . A1 A0

Bb C1 C2 · · · Cb−1 AM

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

where A0, A1, B0, Bi(i = 1, 2, · · · , b), Cj(j = 1, 2 · · · , b−1), AM are (b+1)-order
square matrices, and

A0 =

⎡
⎢⎢⎢⎣

λ
λ

. . .

λ

⎤
⎥⎥⎥⎦, A1 =

⎡
⎢⎢⎢⎣

−(λ + μ2)
μ1
k

−(λ + μ1
k

)
...

. . .
μ1
k

−(λ + μ1
k

)

⎤
⎥⎥⎥⎦,

B0 =

⎡
⎢⎢⎢⎣

−λ
μ1
k

−(λ + μ1
k

)
...

. . .
μ1
k

−(λ + μ1
k

)

⎤
⎥⎥⎥⎦, B1 =

⎡
⎢⎢⎣

0 μ2 0 · · · 0
⎤
⎥⎥⎦, B2 =

⎡
⎢⎢⎣

0 0 μ2 · · · 0
⎤
⎥⎥⎦,

. . . ,

Bb =

⎡
⎢⎢⎣

0 0 0 · · · μ2

⎤
⎥⎥⎦, C1 =

⎡
⎢⎢⎣

0 · · · 0 0 μ2(
λ

λ+μ2
)
⎤
⎥⎥⎦, C2 =

⎡
⎢⎢⎣

0 · · · 0 0 μ2(
λ

λ+μ2
)2

⎤
⎥⎥⎦,

. . . ,

Cb−1 =

⎡
⎢⎢⎣

0 · · · 0 0 μ2(
λ

λ+μ2
)b−1 ⎤

⎥⎥⎦, AM =

⎡
⎢⎢⎢⎢⎣

−(λ + μ2) 0 · · · 0 λb

(λ+μ2)b−1
μ1
k

0 · · · 0 0
...

...
...

...
μ1
k

0 · · · 0 0

⎤
⎥⎥⎥⎥⎦

Suppose π = (π0, π1, π2, · · · , πN−b) is the state probability vector based on
the minimum generator, where πi = (πi0, πi1, · · · , πib), i = 0, 1, 2, · · · , N − b is a
b + 1 dimensional row vector, then we have

π0B0 + π1B1 + π2B2 + · · · + πbBb = 0 (13)

π0A0 + π1A1 + πb+1Bb = 0 (14)
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πi−1A0 + πiA1 + πi+bBb = 0, i = 2, 3, · · · , N − 2b (15)

πi−1A0 + πiA1 + πN−bCi−(N−2b) = 0, i = N − 2b + 1, N − 2b + 2, · · · , N − b − 1
(16)

πN−b−1A0 + πN−bAM = 0 (17)

πe = 1 (18)

The dimension of column vector e depends on the collocation matrix.
We use matrix analysis method to solve steady-state probability vector [21].

Here, the diagonal matrix A0 is expressed as A0 = λI (I is the (b + 1)-order
identity matrix). Let RN−b = I, then

πN−b = πN−bRN−b (19)

From Eq. (17), we get

πN−b−1 = πN−b(− 1
λ

AM ) = πN−bRN−b−1 (20)

Where RN−b−1 = − 1
λAM is a sub-rate matrix.

We put Eq. (20) into Eq. (16), then

πN−b−(i+1) = πN−b[− 1
λ

(RN−b−iA1 + Cb−i)]

= πN−bRN−b−(i+1),

i = 1, 2, · · · , b − 1

(21)

where

RN−b−(i+1) = − 1
λ

(RN−b−iA1 + Cb−i), i = 1, 2, · · · , b − 1.

We plug Eq. (21) into Eq. (15), then

πN−b−(i+1) = πN−b[− 1
λ

(RN−b−iA1 + RN−iBb)]

= πN−bRN−b−(i+1),

i = b, b + 1, · · · , N − b − 1

(22)

where

RN−b−(i+1) = − 1
λ

(RN−b−iA1 + RN−iBb), i = b, b + 1, · · · , N − b − 1.

From Eq. (13), we get

π0 = −πN−b(R1B1 + R2B2 + · · · + RbBb)B−1
0

= πN−bR0,
(23)

where R0 = −(R1B1+R2B2+· · ·+RbBb)B−1
0 . Figure 4 shows the solving process

of Ri, i = 0, 1, 2, · · · , N − b.
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Fig. 4. Ri calculation flow chart.

Combine Eqs. (14) and (18), we get

{πN−b(R0A0 + R1A1 + Rb+1Bb) = 0
πN−b(R0 + R1 + R2 + · · · + RN−b−1 + I)e = 1 . (24)

πN−b is substituted into the Eqs. (20)–(23) to solve the steady-state proba-
bility vector π.

Then we obtain the performance measures of consensus hub system, and
analyze the influence of parameters on them. The conditions for a stable queue
system are as follows:

lim
t→+∞ ξ(t) = ξq, lim

t→+∞ η(t) = ηb, (25)

(a) Average number of transaction in queue

E(Lq) =
N−b∑

i=0

(i
b∑

j=0

πij) = πN−b[R1 + 2R2 + · · · + (N − b)RN−b]e (26)
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(b) Average transaction execution time

E(Texe) =
[N−b−l

b ]∑

m=0

b−1∑

l=0

πmb+l,0(m + 1)(
k

μ1
+

1
μ2

)

+
[N−b−l

b ]∑

m=0

b−1∑

l=0

b∑

j=1

πmb+l,j [
k

μ1
+ (m + 1)(

k

μ1
+

1
μ2

)]

(27)

The proof is analogous to the literature [15], where [N−b−l
b ] is a integer

function.
(c) Transaction rejection probability

Prjc =
b∑

j=0

πN−b,j = πN−be (28)

(d) Average transaction response time

E(Tresp) =
E(Lq)

λ(1 − prjc)
(29)

(e) Throughput of system

E(TPS) = λ(1 − prjc) (30)

5 Model Simulation and Evaluation

This section, we simulated the performance measures of Cosmos hub system by
conducting experiments and testing necessary data. We provided several graphs
of important measures about the parameter λ,N , and μ1, μ2.

5.1 Test Framework

In this section, MATLABR2016a software platform is installed to study param-
eter’s impact on performance measures by setting parameter ranges, so as to
verify the accuracy of this model.

5.2 Performance Evaluation of Cosmos Hub System

(A) Impact of arrival rate λ on system performance
We set the variation range of λ to be 0 to 5000 txs/s, μ1 = 4, μ2 = 1 txs/s, the

Cosmos hub system capacity N = 500. On average, each transaction performs
one round of consensus verification, that is k = 1. Figure 5 shows the change
trend in performance measures such as rejection probability and transaction
response time, etc.
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Fig. 5. Performance measures with λ

Figure 5 shows the trends of the five performance measures of the Cosmos
hub system with respect to value of b and λ. When the value of b is determined,
the larger the transaction arrival rate λ, the smaller the queue length Lq and
the transaction response time Tresp, the larger is the rejection probability Prjc

and the transaction execution time Texe, the transaction throughput TPS is
proportional to the transaction arrival rate λ. When λ is determined, the queue
length Lq decreases as the value of b increases, and the rejection probability Prjc

increases as the value of b increases. Execution time Texe and system throughput
TPS are independent of changes with block size b.
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To sum up, when the value of λ is λ ≤ 1000, we try to set a large block size.
At this time, the queue length is small, and the consensus efficiency is also high.
But when λ ≥ 1000, the larger the block, the longer the queue length, so the
system accumulation will increase, but the consensus efficiency is always high.
Given several interrelated performance metrics, we cannot blindly pursue large
block sizes when setting system parameters. An appropriate block size b ensures
good system performance and small system builds.

(B) Influence of Cosmos hub system capacity (N)
We set the range of N to be 0 to 5000 transactions, μ1 = 4, μ2 = 1 txs/s.

When the value of λ is λ = 1000 txs/s, and k = 1. Figure 6 shows the changes
with the five performance measures.

Figure 6 shows the value of b is determined, and when the consensus system
capacity is N ≥ 1000, no matter the change of N , it has little effect on the
rejection probability and throughput. When N ≤ 1000, the system rejection
probability Prjc decreases with the increase of N , while the throughput increases
with the increase of N . N has little effect on the transaction execution time Texe,
but its increase will lead to an increase in transaction response time. When N
is determined, Prjc decreases faster with the larger b, Texe decreases with the
increase of b, and the TPS growth rate also increases with the increase of b.

In summary, when the value of N increases, although the rejection probability
gets closer to 0 and the transaction throughput (TPS) tends to stabilize (propor-
tional to the transaction arrival rate λ), but the queue length and response time
also increase. Therefore, an appropriately sized N will balance the performance
of the entire system, rather than a larger N , the better the system performance.

(C) transaction consensus rate (μ1) and consensus rounds (k)
The parameters μ1, μ2 represent a round transaction consensus rate and block

generation rate. Their values are related to the number of ordering nodes and
peer nodes. Consider the above test, let μ1 = 4, μ2 = 1, N = 500, λ = 1000,
when the range of k varies from 1–20, the range of μ11 = μ1

k is 0.2–4. Figure
7 shows the trend of changes of five performance measures as the dependent
variable μ11.

From Fig. 7, we can see that when μ11 ≤ 0.2, the curve shakes violently,
especially if the rejection probability is negative, obviously the system is wrong.
When μ11 ≥ 0.2, the larger the μ11 is, the smaller the number of transaction
consensus rounds k is, that is, the higher the transaction consensus efficiency
is. At this time, when the block size b is fixed, the queue length, transaction
response time and system throughput increase accordingly, while the rejection
probability and transaction execution time decrease, indicating that the system
performance is getting better and better. Compared to block size b, larger blocks
also lead to better performance.
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Fig. 6. Performance measures with N

To sum up, the variable μ11 is a reflection of the system settings. When the
number of validator nodes is small, the system consensus efficiency is naturally
high, but at the same time, there will be security problems. Therefore, when
setting up the consensus system, choosing an appropriate number of nodes while
taking into account both security and efficiency is also a problem that we need
to consider.



A Performance Evaluation Method for a Class of Cross-Chain Systems 279

Fig. 7. Performance measures with μ11

6 Conclusion

As a key technology in the development of blockchain field, the theory and
performance of cross-chain technology is a main research topic. This paper first
selects the representative cross-chain technology Cosmos to model the core cross-
chain process. Secondly, we apply queuing theory to derive the performance
evaluation measures of the Cosmos hub system. Finally, we simulated the model
by testing the transaction consensus time and block generation rate of cross-
chain transactions to verify the validity of the model. The model proposed and
validated in this paper can still be used to evaluate the performance of other
cross-chain technologies using similar patterns.
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There are three future directions for this research: 1) Optimize the exist-
ing queuing theory model to improve the utilization of node group consensus in
Cosmos Hub. 2) Improve the equipment configuration used to build the Cosmos
cross-chain platform and identify the performance bottleneck of the relay sys-
tem. 3) Compare other cross-chain systems with the relay model to expand the
applicability of the model.
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Abstract. In order to improve the optimization effect of genetic algo-
rithm on BP neural network, this paper proposes an improved BP neural
network based on adaptive genetic algorithm. Firstly, the selection opera-
tion introduces the elite retention strategy. Secondly, adaptive operation
is introduced into the crossover mutation operator, and the crossover
mutation mode is optimized to adjust the population diversity, avoid
the algorithm falling into the local optimal, and prevent the algorithm
from precocious. Finally, the effectiveness of the proposed algorithm in
reducing the time cost, improving the network fitting and improving the
neural network’s tendency to fall into the local optimal is verified by
comparing with the two common algorithms.

Keywords: genetic algorithm · Adaptive · Algorithm optimization ·
BP neural network

1 Algorithm Introduction

Genetic algorithm (GA) was a computational model simulating Darwinian bio-
logical evolution [1]. By abstracting the biological evolution process, this iterative
algorithm for global optimization search is obtained [2].

BP neural network is one of the most mature and widely used neural network
models at present, with excellent self-learning ability and a very wide range of
applications [3]. It still has some defects, for example, its learning convergence
speed is slow [4], and the initial weight threshold selection has a great impact on
the network training [5]. In view of these defects, this paper proposes an adaptive
genetic algorithm to improve the BP neural network, improve the accuracy of
the neural network and solve the problem that the neural network is prone to
fall into the local optimal [6].
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2 Algorithm Introduction

2.1 Genetic Algorithm Optimization

2.1.1 Initialize the Population
In this paper, the population size of 50 was determined by the fitting effect of
different populations and neural network. The encoding method of this paper
adopts real number encoding [7].

2.1.2 Fitness Function
Genetic algorithm is used to optimize BP neural network. After determining the
topology of BP neural network, the chromosome length corresponding to the
population individual can be obtained. The known training data can be used to
train BP neural network. The sum of the absolute value of the error between
the predicted result of the test sample and the expected output is taken as the
fitness value of the individual.

2.1.3 Select Operations
The selection operation of genetic algorithm is to retain excellent individuals
in the population to the next generation with a greater probability, and at the
same time eliminate crossover individuals, so that the population can evolve in
a more excellent direction [8]. Common selection methods include sorting selec-
tion, random selection without putting back, proportional selection. This paper
introduces the elite retention strategy on the basis of proportional selection.

The basic idea of elite retention strategy is to preserve elite individuals,
namely the best individuals, directly to the next generation without genetic
manipulation. The introduction of elite retention strategy can ensure that excel-
lent individuals will not be destroyed in the process of evolution, and the con-
vergence ability of the population has been improved.

2.1.4 Adaptive Cross-Mutation
The main idea of crossover operator is to select two individuals in the population
for local crossover to obtain new individuals and increase the diversity of the
population [9]. It is an important part of genetic algorithm and its distinctive
feature.

The main idea of mutation operator is to carry out local mutation of indi-
vidual chromosomes, which is also an important part of genetic algorithm [10].
The main purposes of the algorithm are two: one is to make the algorithm have
local search ability, the other is to keep the diversity of the population without
destroying the good individuals of the population as much as possible.

Arithmetic crossover operator: now set two individuals Xm
t and Xn

t ; arith-
metically cross at t; then the two new individuals generated at after crossing
are:

Xm
t+1 = Xm

t − r ∗ (Xm
t − Xn

t ) (1)
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Xn
t+1 = Xn

t − r ∗ (Xm
t − Xn

t ) (2)

In formula 1 and 2, when parameter r is set to constant, it is uniform arith-
metic crossing. When r is a variable, it is a non-uniform arithmetic crossover.

The mutation operation uses real variation:

Xt+1 = Xt − u ∗ rand (3)

In the formula, u is a parameter, rand is the corresponding to a random
number.

In the evolution of population, the probability of crossover operator and
mutation operator will greatly affect the result of the algorithm. In the crossover
operation, if the crossover probability is too large, the good individuals of the
population are easy to be destroyed. On the contrary, if the value is too small,
it can not promote the diversity of the population well. In the mutation opera-
tion, too large mutation probability will make the algorithm similar to random
search, making it lose the most distinctive characteristics of biological evolution
of genetic algorithm [11], which cannot ensure the diversity of the population
and obtain the optimal value.

Based on the above analysis, the crossover and mutation probabilities are
optimized in this paper. On the basis of the original, evolutionary algebra and
individual fitness value of the population are introduced, and a new adaptive
crossover and mutation probability formula optimization algorithm is proposed.
After adaptive adjustment, the population evolution effect can be adjusted in
real time according to the fitness value and the current evolution algebra, which
helps the algorithm to jump out of the local optimal.

The adaptive crossover probability formula is as follows:

Pc =
{

0.8 − 0.3 ∗ (favg − fs)/(fmax − fmin), fs ≤ favg
0.9 − 0.7 ∗ g/G, fs > favg

(4)

The adaptive mutation probability formula is as follows:

Pm =
{

0.01 + 0.09 ∗ (favg − f)/(fmax − fmin), (f ≤ favg)
0.08 + 0.02 ∗ g/G, (f > favg)

(5)

Among them:
fs is an individual with small fitness value in a cross parent;
favg is the average of the current population fitness value;
fmax is the maximum fitness value of individuals in the current population;
fmin is the minimum fitness value of individuals in the current population;
f is the fitness value of the mutated individual;
g is the current evolutionary algebra;
G is the total iteration number of the algorithm.
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2.2 BP Neural Network

BP neural network is divided into the following parts. Firstly, the number of
hidden layers of the neural network is determined, and the topology structure
of the current neural network is determined jointly with the nodes of the input
layer and output layer [12].

As shown in Fig. 1, in the topological structure of BP neural network, X1,
X2 is the input value of the neural network, Y1, Y2 is the predicted value of the
BP neural network, and is the weight of the BP neural network.

Fig. 1. Topology of BP neural network.

Secondly, the initial weights of the neural network input layer, output layer
and hidden layer and the initial thresholds of hidden layer and output layer are
determined. Finally, through training, the weight and threshold of the neural
network can be dynamically updated through the error obtained by training.
After repeated iterative evolution of the algorithm, the final neural network can
be obtained, and finally the test data is used for evaluation.

2.3 Algorithm Process

Algorithm steps:

Step 1: According to the input and output of the system to determine the
topology of the neural network;
Step two: parameter setting and fitness function selection;
Step 3: Initialize the population randomly;
Step 4: train the neural network, get the error and calculate the fitness value;
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Step 5: Adaptive genetic algorithm iteration is carried out to get the final
neural network;
Step 6: Test the final neural network, and evaluate the final neural network
according to the predicted results and expected output.

The overall flow of the algorithm is shown in Fig. 2 below.

Fig. 2. Algorithm flow chart.

3 Experimental Analysis

In this paper, non - fitting linear function y = x2
1 + x2

2 is used to test the neural
network; Experimental data: 4000 sets of data, among which 3900 sets of data
were used for training network and 100 sets of data were used for neural network
test; Population size: 50; Iterative algebra: 50.

3.1 Experimental Analysis

In this paper, non - fitting linear function is used to test the neural network;
Experimental data: 4000 sets of data, among which 3900 sets of data were used
for training network and 100 sets of data were used for neural network test;
Population size: 50; Iterative algebra: 50.
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3.2 BP Neural Network Simulation

Figure 3 shows BP neural network simulation optimized by standard particle
swarm optimization algorithm.

Figure 4 shows the simulation of BP neural network optimized by simple
genetic algorithm;

Figure 5 shows the BP neural network simulation optimized by adaptive
genetic algorithm proposed in this paper.

In the diagram, the abscissa represents the test sample and the ordinate
represents the output. Figure 6 shows the comparison of sample errors of the
three algorithms in the 100 groups of test data.

Fig. 3. Standard particle swarm optimization.

In the above figure, it can be clearly seen that the improved adaptive genetic
algorithm proposed in this paper has obvious optimization effect on the neural
network, the error is the smallest of the three algorithms, and its fitting function
is also closer to the actual expected output.

It can be concluded that the improved adaptive genetic algorithm proposed
in this paper has a great role in optimizing the accuracy of BP neural network.

3.3 Comparative Analysis

As shown in the figure above, Fig. 7 is the iterative evolution curve of the total
error of the sample.
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Fig. 4. Simple genetic algorithm.

Fig. 5. Adaptive genetic algorithm.
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Fig. 6. Error comparison diagram of three algorithms.

Fig. 7. Error evolution curve.
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The figure shows that the initial errors of the improved adaptive genetic
algorithm, simple genetic algorithm optimization and standard particle swarm
optimization proposed in this paper are 33.4589, 38.402 and 38.4122, respec-
tively. The algorithm proposed in this paper is far superior to the other two
algorithms in the initial population, with an increase of 12.87% and 12.89%
respectively. At the same time, it can be seen from the figure that the improved
algorithm in the iterative process has better performance in jumping out of the
local optimal value.

After the completion of iteration, the final errors of the improved adaptive
genetic algorithm, simple genetic algorithm optimization and standard parti-
cle swarm optimization proposed in this paper are 7.1223, 9.5396 and 13.9649,
respectively. The improved algorithm proposed in this paper is also far supe-
rior to the other two algorithms, improving by 25.33% and 48.99%, respectively.
From the above analysis, it can be seen that the improved adaptive genetic algo-
rithm proposed in this paper has a better performance in terms of error, and its
optimization of neural network is more significant.

Table 1. Comparison table of algorithm performance comparison items

Compare the item and
Algorithm

The mean The variance Sum of
squares

The elapsed
time

Optimization of BP neural
network by standard particle
swarm optimization

−0.0057 0.0645 4.8935 353.636903 s

Optimization of BP neural
network by simple genetic
algorithm

−0.0049 0.0580 4.4439 219.534010 s

Optimization of BP neural
network by adaptive genetic
algorithm

0.0014 0.0510 4.0535 205.918277 s

As shown in the above table, Table 1 is the comparison table of algorithm
performance comparison items. The training error and evolution curve have been
analyzed in the previous paper. To further explore the performance of the algo-
rithm, several common comparison terms are used. Are the mean of errors, the
variance of errors, the sum of squares of errors and the running time of the
program.

Compared with standard particle swarm optimization and simple genetic
algorithm, the mean error of the proposed algorithm is improved by 75.44% and
71.43% respectively. The error variance was increased by 20.93% and 12.07%,
respectively. The sum of error squares increased by 17.18% and 8.81%, respec-
tively. The program running time was increased by 41.77% and 6.20%, respec-
tively. From the above analysis, it can be seen that the algorithm proposed in this
paper has excellent performance in the four comparison terms, which proves that
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it has obvious advantages in the stability and accuracy of the neural network. In
summary, the improved algorithm proposed in this paper reduces the time cost,
reduces the network error, and improves the fitting of the neural network.

4 Conclusion

This paper presents a new adaptive genetic algorithm to improve the BP neural
network. In the algorithm optimization part, the selection operator is optimized
and the elite retention strategy is introduced. At the same time, adaptive opera-
tion is introduced in crossover and mutation operators to adjust the population
diversity, so as to avoid the algorithm falling into local optimal and precocious
algorithm.

Through the comparison experiment of the three groups of algorithms, the
results show that the BP neural network optimized by adaptive genetic algorithm
is obviously superior to the BP neural network optimized by simple genetic
algorithm and standard particle swarm optimization. It has better fitting and
effectively solves the shortcomings of the neural network which is easy to fall
into the local optimal. The improved algorithm proposed in this paper is of great
significance in the research and improvement of neural networks to improve the
accuracy of neural network prediction.
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Abstract. With the advent of the era of big data, research on commu-
nity discovery has become more and more popular. For the division of
nodes in the network, the mainstream method is to calculate the fitness
function of nodes and communities. This paper proposes a graph-based
shortest path community expansion method (A Graph-Based Shortest
Path Community Expansion Method, hereinafter referred to as SPCE
algorithm). The algorithm mainly includes four steps: selecting seed
nodes, expanding seed communities, finding overlapping nodes, and opti-
mizing communities. In the process of community expansion, the SPCE
algorithm does not use the current mainstream fitness function method
for community expansion. Instead, it uses the characteristics of dense
connections within communities and sparse connections between com-
munities to expand using the shortest path method of graphs. After
experiments in real networks and artificial networks, the SPCE algorithm
can more accurately discover the community structure in the network.

Keywords: community discovery · shortest paths · community
expansion · overlapping communities

1 Introduction

People are connecting more frequently and having tighter relationships as society
develops and science and technology grow, and this intricate web of connections
has given rise to a sophisticated social network. Protein interaction networks,
email networks, gene association networks, metabolic networks, transportation
networks, and many other networks are examples of networks that are compara-
ble. Because of its complex structure, network development, diversity of connec-
tions and nodes, and multi-complexity fusion, this sort of network is referred to as
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a complex network. Complex network research has long been popular in a wide
range of disciplines. Complex networks frequently have community structure,
and the network as a whole is made up of several communities. While connec-
tions between communities are scarce, those inside a community are intimately
intertwined. To fully comprehend the structure and operation of a network, the
appropriate social structure must be identified.

The biological field, metabolic network analysis, gene regulatory network
analysis, master gene identification, etc., are currently the main applications
of community discovery. In the new crown epidemic from the previous year, we
can stop the epidemic’s spread by strengthening protection, identifying medium-
and high-risk areas, and disrupting the virus’s transmission network. Commu-
nity discovery is used in e-commerce to examine groups of individuals in order to
carry out more precise ad placement, create a more trustworthy recommendation
system, and actualize tailored interest suggestions. Additionally, community dis-
covery may be used to investigate criminal activity, successfully attack criminal
networks, and preserve social order.

2 Related Research

Among community discovery methods, it can be divided into global optimiza-
tion and local optimization [1], where local optimization does not require the
information of the entire network. Therefore, when the network size is larger,
local optimization is more chosen. According to different strategies, local opti-
mization can be mainly divided into four types: local expansion, faction filtering,
label propagation, and local edge clustering [2].

Li et al. [3] proposed the CLFMw algorithm. Based on faction filtering, the
LFM algorithm [4] is improved and combined with the CPM algorithm [5]. Start
by finding the largest faction in the network for community expansion. After
the max faction expansion is complete, lower factions re-expand until the min 2-
faction. However, the small faction community may be expanded and annexed
by the large faction community, resulting in an inaccurate division. Xie et al.
[6]] proposed the CSLPA algorithm. First, the same BronKerbosch algorithm as
the GCE algorithm [7] is used to find the K factions in the network. Then merge
similar factions, treating each faction as a node. Start to iterate, the iterative
process is the same as the SLPA algorithm [8]. The algorithm ends when the
number of iterations is reached or the result no longer changes.

Although the faction approach can solve the problem that the community
finds unstable results, it still has shortcomings. Not suitable for less dense net-
works. The results of the label transmission method are not stable and are
strongly random. In contrast to the local expansion process, the seed nodes
are selected by ranking, and communities of any size and density can be divided,
and the community division results are stable. Therefore, the selection of seed
nodes is very important. The selection of seed nodes can be divided into global
ranking and local ranking.

Guo et al. [9] proposed the oclu-detect method, which calculates the node
weight by the average connection strength and association density between the
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node and its adjacent nodes. The node with the largest weight is selected as
the central node for community expansion. The second step is to calculate the
membership degree of the node to the community and complete the dynamic
division of the community according to the changing trend of the newly added
data. Yang et al. [10] proposed a new method, which is mainly divided into three
steps. In the first step, the connection strength between two adjacent nodes is
calculated to convert the unweighted network into a weighted network. The
second step is to generate the maximum spanning tree through the authorized
network, find the core nodes in the network, and expand it. The third step is to
optimize the community and merge overlapping communities.

For the method of selecting seeds by local ranking, Chen et al. [11] proposed
the LMD algorithm, which uses the node with the largest local node degree as
the central node to realize local community discovery. To become a central node,
the degree of the node must be greater than or equal to that of other surrounding
nodes, so only one node can become the central node in the local scope. Then
expand the community to complete the community division. Wang et al. [12]
proposed that the LCD-NJ algorithm needs to give an initial node and ensure
that the initial node can be transferred to any core node in the local community
within k steps. Through the PageRank algorithm, the nodes within the k steps
of the initial node are ranked, and the core nodes are selected. Afterward, it
expands outward through core nodes to complete social discovery.

This paper proposes a graph-based shortest path community expansion
method (SPCE) and selects seed nodes through a combination of global and
local methods. The node with the highest influence ranking is selected as the
seed node, and its neighbor nodes are removed from the ranking list. After that,
the seed node is expanded into a seed community, and the sum of the shortest
path distances from the free node to the n nodes in the seed community is cal-
culated. Add it to the seed community with the smallest distance to complete
the community expansion. Then judge the overlapping nodes for the edge nodes.
Finally, similar communities are merged to complete the division.

3 SPCE Algorithm

SPCE algorithm proposes new methods in three aspects: seed node selection,
community expansion, and overlapping node detection. Specifically: (1) the
SPCE algorithm adopts a combination of global and local methods in select-
ing seed nodes, avoiding the use of only global The problem is that the diversity
of seed nodes cannot be guaranteed due to ranking. (2) A new shortest distance-
based community expansion method is proposed by taking advantage of the
characteristics of close connections within communities and sparse connections
between communities. (3) In view of the large amount of calculation caused by
the need to calculate the fitness between all nodes and all communities to find
overlapping nodes using the fitness function, a new method for finding overlap-
ping nodes is proposed, which only needs to calculate the edge nodes of the
community, which can effectively reduce the amount of computation.
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3.1 Algorithm Description

The algorithm is mainly divided into four steps: (1) seed node selection and
seed community formation (2) seed community expansion (3) overlapping node
discovery (4) community optimization. All node influence values are calculated
in the first phase and are arranged in descending order of size. The node with
the highest influence value in the list is chosen, and in order for it to serve
as a seed node, its node degree must be higher than that of the majority of
its neighbors. The seed node is then combined with its neighboring nodes to
form a seed community. The free node is added to the closest seed community
after calculating the shortest path between it and every other node in the seed
community. Finding the community edge nodes’ neighbors is the third phase.
Calculate the similarity between the next node and the current community, and
if it exceeds the threshold, join the community if it does not already belong. The
merging of communities with a lot of similarities is the fourth step.

3.2 Seed Node Selection and Seed Community Formation

The selection of seed nodes is very important for the subsequent community
expansion process, so the selection of seed nodes should be as close to the com-
munity center as possible. In a community network, the connections within a
community tend to be tighter, which means there are more edges within the
community. On the contrary, there are fewer edges between the community and
the community, so the seed node of the community must have the characteristics
of a high node degree. The influence value of a node is calculated by combining
the node degree with the closeness of the node adjacent to the node. The formula
for calculating the node influence value I(v) is as follows:

I(v) = kv ×
∑

u∈N(v)

(ku × Juv) (1)

The higher I(v), the higher the influence of node v in graph G, where kv is the
degree of node v, and Juv is the Jaccard coefficient of nodes u, v, defined as
follows:

Jaccard(u, v) =
|N(u) ∩ N(v)|
|N(u) ∪ N(v)| (2)

The larger the Jaccard coefficient, the higher the intimacy between the two
nodes. The more similar the two nodes are. N(v) represents the set of adjacent
nodes of node v, which is defined as follows:

N(v) = u : u ∈ V, (u, v) ∈ E (3)

After calculating the node influence value, sort the nodes according to the
node influence to get the ranking list (Inflist). Select the node n with the highest
influence value and calculate that the influence of node n is greater than the
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Fig. 1. Node distribution diagram

number L of all its adjacent nodes. When L is greater than the threshold, then
n becomes the seed node. Remove node n and its neighbors from the ranking
list (Inflist) to ensure that there is only one seed node in the local community.
Continue to repeat this step until there are no nodes in the list. As shown in
Fig. 1, the influence value of the nodes in the calculation graph is ranked, and
the results are shown in Table 1. After selection, nodes 1 and 10 become seed
nodes.

Table 1. Influence value table.

Node Influence Value Node Influence Value

10 66.75 4 14.83
11 43.41 3 14.55
12 43.41 6 13.8
15 29.49 7 13
1 28.93 13 9.64
14 20.79 5 9.5
8 19.9 2 9.15
9 15.15 16 4.8

After obtaining the seed list (Seedlist), expand the seed node to obtain the
seed community (Seedcommunity). According to formula (2), the neighbor node
(Neigbornode) most similar to the seed node is calculated and extended to obtain
the seed community. See formula (2) for calculating the similarity between the
seed node and the adjacent node. As shown in Fig. 1, seed nodes 1 and 10 are
expanded, and the two most similar nodes are selected to expand to become the
seed community. Seed Community 1 (1, 5, 8) and Seed Community 2 (10, 11,
12) are available.
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3.3 Seed Community Expansion

In a community network, the connections within a community tend to be tighter,
which means there are more edges within the community. On the contrary, there
are fewer edges between communities. Therefore, the distance from the internal
node of the community to the community core must be smaller than the distance
to other community cores. Use Dijkstra’s algorithm to calculate the shortest
distance sp1, sp2, sp3, ... between the free nodes in the graph and the nodes n1,
n2, n3, ... in the seed community respectively. Calculate the sum of its shortest
distances (Sumsp), get a list of distances (Splist) from free nodes to different seed
communities, and select the seed community with the smallest sum of distances
to join. Until all free nodes are divided, the community expansion is completed.
Continuing to take Fig. 1 as an example, the results are shown in Table 2. Nodes
2, 3, 4, 6, and 7 are closer to seed community 1 and expand into community
1. Nodes 9, 13, 14, 15, and 16 are closer to seed community 2 and expand into
community 2. Figure 1 is finally divided into two communities.

Table 2. Shortest distance table.

free node Shortest distance from
community 1

Shortest distance from
community 2

2 5 10
3 5 16
4 4 16
6 8 13
7 7 16
9 11 4
13 17 5
14 17 4
15 17 3
16 8 7

3.4 Overlapping Node Discovery

In this step, overlapping nodes are primarily filtered. Find the nodes whose
neighbor node (Neighbornode) and edge node (Sidenode) are members of sepa-
rate communities. The similarity S between the community and its surrounding
nodes can be calculated using formula (4). The node is included in the existing
community if S exceeds the threshold. To finish the overlapping community dis-
covery, iterate through each community. The following equation can be used to
determine how similar a community and a node are:

S(C, v) =
|N(C) ∩ N(v)|
|N(C) ∪ N(v)| (4)
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The larger S(C, v) is, the more likely the node v belongs to the community
C. where N(C) represents the set of adjacent nodes of community C, which is
defined as follows:

N(c) =
⋃

v∈c

N(v) (5)

3.5 Community Optimization

Utilizing formula (6), the similarity S between the communities is determined
as the final stage in community optimization. The two communities are joined if
the resemblance is more than. Find out the outcome of the community division.

S(ci, cj) =
|ci ∩ cj |

min(|ci, cj |) (6)

The larger S(Ci, Cj) is, the more similar the structures of the two communities
Ci and Cj are. where Ci represents the nodes in the community and the adjacent
nodes of the community.

4 Experiment

The experiment compares real data sets with fictional data sets of various scales
in order to evaluate the performance of the algorithm. The testing environ-
ment consists of a laptop with an i7-10750H processor, a 6-core CPU, 16 GB
of memory, and Windows 10 64-bit operating system. The algorithm code is
implemented using Python 3.9.

4.1 Experimental Dataset

Real Dataset
The karate network Karate [13], the Dolphins network Dolphins [14], the Ameri-
can political book network Polbooks [15], the American college football network
Football [16], and the Facebook network Facebook are selected. The details of
the experimental dataset are shown in Table 3.

Table 3. Real network dataset.

network number of nodes number of sides

Karate 34 78
Dolphins 62 159
Polbooks 105 441
Football 115 616
Facebook 4039 88234
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Artificial Dataset
Using the artificial simulation network generated by the LFR-benchmark bench-
mark program [17], a total of 5 groups of different artificial simulation networks
are generated. The specific network parameter settings are shown in Table 4.

Table 4. The LFR-benchmark benchmark network dataset.

network number of nodes mu om on

A 1000 0.1,0.3,0.5 0.1 3
B 5000 0.1–0.5 0.1 3
C 5000 0.3 0.1 2–6
D 5000 0.3 0.3 2–6
E 1000–20000 0.3 0.1 3

The rest of the parameters were set with the same settings: k = 20, Kmax
= 50, Cmin = 20, and Cmax = 100.

where mu represents the network’s complexity, and the higher its value, the
more complicated the network is. The percentage of overlapping nodes in the
network is represented by on. In om, overlapping nodes are members of n com-
munities simultaneously.

4.2 Evaluation Standard

Overlapping Modularity EQ: Overlapping modularity [18] is an improvement
from modularity and is often used as an evaluation criterion for judging the
quality of overlapping community structures. The greater the modularity, the
clearer the structure of the community. Therefore, the closer the value of EQ
is to 1, the better the quality of the community is divided by the algorithm.
Modular EQ is defined as follows:

EQ =
1
2m

c∑

k=1

∑

i,j∈Ck

1
OiOi

[Aij − kikj
2m

] (7)

Among them, m represents the total number of edges in the network, c rep-
resents the number of divided communities, ki represents the degree of a node,
Oi represents the number of communities to which a node belongs, and Aij rep-
resents whether there is an edge between nodes I and j. If there is an edge, yes
is indicated by 1, not by 0.

Normalized Mutual Information NMI: Normalized Mutual Information [19]
uses entropy to measure the difference between a standard network and an algo-
rithmically partitioned network. Therefore, it is suitable as an evaluation cri-
terion for artificially generated network division. The closer the value of NMI
is to 1, the better the community effect of the algorithm. Standardized mutual
information NMI is defined as follows:
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NMI =
−2

∑CA

i=1

∑CB

j=1 Nij log(
Nij×N
Ni×Nj

)
∑CA

i=1 Nilog(Ni

N ) +
∑CB

j=1 Nj log(
Nj

N )
(8)

Among them, CA represents the standard community partition result, CB
represents the community partition result obtained by the algorithm, the row
of matrix N corresponds to the standard community partition result, and the
column of matrix N corresponds to the community partition result obtained by
the algorithm, and the sum of the i-th row is denoted as Ni, the sum of the j-th
column is denoted as Nj.

4.3 Experimental Comparison

Real Network Comparison
By comparing with the other two algorithms, the experimental results are shown
in Fig. 2. The SPCE algorithm only lags behind the dolphin network and the
polbooks network and has good performance in other networks. The CPM algo-
rithm cannot complete the division of the facebook network, so the EQ value is
0. The experimental results show that the SPCE algorithm can better discover
the community structure no matter in the low-node network or the high-node
network.

Fig. 2. Real network comparison
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Artificial Network Comparison

Fig. 3. Comparison of different mu values of 5000 nodes

Figure 3 shows the comparison under different mu values when the number of
nodes is 5000, using artificially generated network group B to conduct experi-
ments. Through the comparison of the three graphs, the SPCE algorithm per-
forms well in the case of different numbers of nodes. As the complexity increases,
the SPCE algorithm does not show a significant decrease in the NMI value, and
the trends are similar in the three graphs, indicating that the SPCE algorithm
performs stably under different complexities.

Figure 4 shows the comparison of different om values when on is 0.1 in arti-
ficially generated network group C, and Fig. 5 is when on is 0.3 in artificially
generated network group D. By analyzing the two sets of data, when on is 0.1,
the accuracy of SPCE algorithm decreases with the increase of om, but the
performance of SPCE algorithm is always better than the other two methods
in terms of community division. With on being 0.3, the accuracy of the SPCE
algorithm keeps decreasing slowly while outperforming the other two methods
as om grows. It shows that the SPCE algorithm still has good performance in
the case of high complexity.

When the number of nodes in the synthetically created network group E
varies, a comparison is shown in Fig. 6. As can be shown, the accuracy of the
SPCE algorithm does not significantly decrease as the number of nodes rises. It
demonstrates that even with a large number of nodes, the SPCE algorithm still
operates effectively.
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Fig. 4. Comparison of different om values at on = 0.1

Fig. 5. Comparison of different om values at on = 0.3
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Fig. 6. Comparison of different numbers of nodes

5 Summarize

This paper proposes a graph-based shortest path community expansion method
(SPCE). This method does not use the currently widely used fitness function to
determine the attribution of nodes and seed communities. Instead, it utilizes the
concept of tight connections within communities and sparse connections between
communities in the network. It is inferred that the distance from the community
node to the community center must be smaller than the distance to other com-
munity centers, so the nodes can be divided by the shortest path method of the
graph. Experiments show that this method is effective, and has high accuracy in
complex networks, strong stability in networks with many nodes, and can better
divide the community structure.
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Abstract. The 6TiSCH protocol stack has been widely utilized in the industry
to build highly reliable and energy efficiency wireless sensor networks (WSNs).
The communication security between nodes mainly relies on the AES encryption
algorithm, but the 6TiSCH protocol does not regulate the protection strategy for
encryption keys in the network. Therefore, this paper proposes a hybrid ECC-
AES data encryption scheme based on the 6TiSCH protocol stack. The Elliptic
Curve Diffie Hellman (ECDH), Elliptic Curve Qu-Vanstone (ECQV) algorithms
are used to negotiate the shared key for each two nodes in a WSN, and AES
encryption with dynamic session keys are derived from the shared key during the
nodes’ communication phase. Meanwhile, since the ECC algorithm is used in the
resource-constrained nodes, this paper considers the influence of the underlying
elliptic curve operations on the computation speed of the shared key, and proposes
a regular window algorithm to accelerate the scalar multiplication operation based
on previous researches. To prove the scheme’s viability, we conduct simulation
experiments on the generation time of shared keys, and the experimental results
prove that the encryption scheme under the regular window scalar multiplication
has an impressive key generation speed.

Keywords: 6TiSCH Protocol · Security Communication · ECC Algorithm ·
AES Algorithm

1 Introduction

With the continuous development of communication technology and microelectronics,
wireless sensor networks (WSNs) have been widely used in the fields of smart home,
environmental monitoring and industrial control [1]. In order to achieve highly reliable,
low-power data transmission between WSNs, the IEEE 802.15.4e [2] standard was
released in 2012, which proposed a Time Slotted Channel Hopping (TSCH) technology.
This technology coordinates the working state through precise time synchronization,
and makes the communication channel for nodes change with the change in different
communication time-slots, nodes that are non-working are in a dormant state. Only
when there are data that need to be transmitted, the nodes turn on the RF module for
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data transmission, as a way of reducing the energy consumption of sensor nodes and
solving the idle listening problem [3] during the data communication phase.Based on this
standard, in 2013, the Internet Engineering Task Force (IETF) started to develop a whole
industrial IoT protocol stack – IETF 6TiSCH [4], aiming at low power consumption,
high-reliability data and low latency transmission in industrial process control [5].

In the 6TiSCH protocol stack, the encryption and authentication operations for data
security are implemented in the link layer using IEEE802.15.4e protocol. The encryption
algorithm in the protocol uses AES-CCM mode [6], which is a combination of Cipher
BlockChainingMessageAuthenticationCode (CBC-MAC)mode for authentication and
Counter mode (CTR) mode for encryption. The hardware implementation of the AES
algorithm [7] can finish encrypting and authenticating data in a short time. However,
the keys in the AES algorithm generally come from the pre-set by the managers, and
the whole network shares the same key, at this time, if there is a malicious node in the
network that leaks theAES key of thewhole network, it will expose the data transmission
of the whole network nodes to danger.

Research on 6TiSCH WSNs has mainly focused on the resource scheduling of the
network, while research on 6TiSCH network security is scarce. Sajjad [8] analyzed the
security of the IEEE 802.15.4 protocol and pointed out that the protocol is susceptible
to jamming-influenced DOS attacks at the MAC layer, and the IEEE 802.15.4 protocol
itself does not specify the way for creating and exchanging keys during data encryption.
To solve the DOS attacks caused by malicious nodes through jamming, the authors [9]
proposed a dynamic scheme DISH with random replacement of time-slots and chan-
nels and proved that the scheme can effectively resist DOS attacks. However, the key
negotiation and management problems in 6TiSCH networks are still a major threat that
hinders secure transmission between nodes, and in [10], the authors hypothesize that
when the keys are in the hands of malicious nodes, they will intercept and tamper with
packets in inter-node data communication, and then attack the protocol stack through
traffic dispersion attacks and overload attacks.

On the other hand, many researchers have focused on secure communication in
WSNs using modified AES algorithms, for the reason that hardware-accelerated AES
algorithms are suitable for implementation on restricted nodes with fast computation
speed and less energy consumption, but in application scenarios such as industrial sce-
narios where high-security data transmission is required, AES is difficult to guarantee
a sufficient degree of security. Sciancalepore et al. [11] proposed a security framework
in IEEE 802.15.4 protocol with Diffie-Hellman (DH) protocol for key negotiation and
AES algorithm for encryption. The article [12] proposed an encryption scheme inWSNs,
where the scheme divides the plaintext into three parts for hybrid encryption, using AES,
DES, and RSA algorithms for encryption respectively. Both articles use the high-energy
RSA algorithm on restricted nodes, it will accelerate the energy consumption of nodes
in the network. The paper [13] proposes a key extension algorithm based on the AES
algorithm to increase the degree of confusion caused by the encryption process and
complete hardware implementation of the improved algorithm, but the reconfiguration
of the encryption steps of the AES algorithm itself could hardly to solve the problem of
key leakage fundamentally.
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To solve the key establishment problem between 6TiSCH network nodes, this paper
proposes a hybrid encryption method of AES and ECC algorithms in the 6TiSCH sensor
network, using elliptic curve encryption to establish keys on two nodes and encrypting
the data by AES-CCM mode. The ECC algorithm is chosen because it has a shorter
key length for the same level of security, 160 bit key length ECC algorithm can achieve
the same level of security as the 1024 bit key length RSA algorithm [14]. Meanwhile,
to accelerate the key generation time, this paper considers the underlying optimization
algorithm of the ECC algorithm, and combines the work of Rivain [15] to propose a
scalarmultiplication algorithmwith a regular windowmethod to accelerate our proposed
hybrid encryption algorithm.

This paper is organized as follows: Sect. 2 proposes a secure communication scheme
based on a hybrid ECC-AES algorithm in the 6TiSCH WSN. Section 3 considers the
scalar multiplication operation of the ECC algorithm, and a regular window algorithm is
proposed to accelerate key generation time, in Sect. 4, the proposed scheme is simulated
under different elliptic curve parameters, and Sect. 5 concludes the scheme and presents
the future work.

2 Hybrid ECC-AES Encryption Scheme

In this section, we present a secure communication scheme with a hybrid ECC-AES
algorithm. The scheme establishes a shared key for every two nodes in the sensor network
by using the Elliptic Curve Diffie-Hellman (ECDH) algorithm, but the ECDH algorithm
has the risk of being subject to man-in-the-middle (MITM) attacks. To resist MITM
attacks, we generate an implicit certificate for each node when it joins the network using
the ECQV algorithm [16]. The scheme divides the process of node communication
into three phases, node joining phase, shared key establishment phase and dynamic key
encryption phase, which are described in detail below. The main notations used in this
paper are shown in Table 1.

First, taking a brief of the ECC algorithm, the ECC algorithm is defined on a finite
field Fq, the general form of an elliptic curve is Weiertass equation: y2 = x3 + ax +
b, (4a3 + 27b3 �= 0). The algorithm chooses a basis point G on the elliptic curve, it
is feasible to select a positive integer to compute k · G. This operation is called scalar
multiplication, while it is computationally infeasible to find the integer k by the result
k ·G and the point G. This is the Elliptic Curve Discrete Logarithm Problem (ECDLP),
which the security of the ECC algorithm is built on this.

2.1 Node Joining Phase

In this phase, to generate certificates for each edge node to join the WSN, the scheme
adopts Certificate Authority (CA) in the joining phase, and the certificates do not use
traditional X.509 certificates, because such certificates are too large in byte length and
cause high energy consumption and transmission delay in the edge nodes during trans-
mission, so this paper utilizes the ECQV protocol to generate implicit certificates to
reduce such costs. During the join phase, the edge node obtains synchronization with
the network through the beacon frame, gets the certificate through CA, and computes its
public and private keys, only four information exchanges with the CA are required in the
process. Throughout the communication process, it can be assumed that the parameters
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Table 1. Symbols appearing in this paper

Symbol Explanation

a, b The two coefficients of the elliptic curve

Fq Selected finite fields in the ECC algorithm

G The selected base point, where G = (x, y)

n The order of the base point G on the curve, n · G = 0

rA Random number generated by node A

CertA Certificate of node A

ASN Time slot values in the network

KAB The shared key established by nodes A, B

H () A hash function that compresses the given input into a 128bit bit output

dA The private key of node A

QA The public key of node A

addrA 64-bit MAC address of node A

IDA Identity information of node A in the network

nonceA The nonce value generated by node A based on the number of network time slots and
its own MAC address

{Fq, a, b,G, n} of the elliptic curve have been predetermined and stored in the edge node
A and the CA. See Fig. 1 for the communication diagram of this phase.

1. The CA randomly selects dCA ∈ {2, 3, . . . , n − 1} as the private key of the CA in
the initial stage, and calculates QCA = dCA · G as the public key of the CA

2. CA will broadcast a beacon frame every certain time-slots, the frame includes net-
work related information, and the node A expects to join theWSNwill continuously
listen to message communication in the network, once the beacon frame is received,
the node will enter the computation state.

3. The edge node will randomly generate rA ∈ {2, 3, . . . , n − 1} and compute RA =
rA ·G. The identity information IDA of the node is generated based on the computed
result RA = (xA, yA), IDA = H (xA||addrA). After the calculation is completed, the
node sends an association request frame to CA, and the payload information in the
frame includes {RA, IDA}.

4. After receiving the relevant information, the CA will calculate the certificate and
part of the key information for the node according to the ECQV protocol.

PA = RA + rCA · G (1)

certA = code(PA, IDA) (2)

w = H (certA) · rCA + dCA(modn) (3)
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where rCA is the random number generated by CA, and CA will send the result
{PA, certA,w} as the payload in an association response frame to the edge node after the
calculation step is completed.

5. The edge node receives the relevant information in the frame and calculates the
public and private key of the node based on the relevant key information.

dA = rA · H (certA) + w(modn) (4)

QA = dA · G (5)

Q
′
A = PA · H (certA) + QCA (6)

The edge node checks whether the calculation result of QA is equal to Q
′
A, if so, it

accomplishes the authentication to CA, proves that the association response frame is
indeed sent by CA, and the node takes {dA,QA} as the key pair of the edge node, certA
as the certificate of the edge node, and pledge node sends the association confirm frame
to CA, means that node joins the network successfully.

Fig. 1. Diagram of frames exchange between edge node A and CA during the join phase

2.2 Shared Key Establishment Phase

When a node A in the WSN wants to establish a connection with another node B, it
enters the shared key generation phase, and the key establishment exploits the ECDH
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algorithm. To avoid MITM attacks, the scheme adds the authentication operation of
the node before calculating the shared key, and the authentication operation utilizes the
elliptic curve implicit certificate generated by CA. Also, in order to resist replay attacks,
the scheme also adds the nonce value field in the authentication operation as a check
against replay attacks. The communication diagram for this phase is shown in Fig. 2.

1. Node A in the network expects to establish communication connection with B, it
will send an association request frame to node B. The payload of the frame contains
{PA, certA,QA, nonceA,MICA}, whereMICA is an authenticationmessage to prevent
replay attack, MICA = auth(PA, certA,QA, nonceA).

2. After receiving the information in the frame, node B will first authenticate the MIC
value, nodeBcalculatesMIC ′

A = auth(PA, certA,QA, nonceA), checkwhetherMIC ′
A

and MICA are equal, if not, node B abort the session, otherwise, it calculates Q′
A =

PA ·H (certA) +QCA, check whether Q′
A is equal to QA, if so, then node B stores the

relevant information of node A and replies the association response frame to node
A with {PB, certB,QB, nonceB,MICB} as the payload.

3. Node A receives the reply frame, calculates MIC ′
B = auth(PB, certB,QB, nonceB)

and verifies whetherMIC ′
B is equal toMICB, if not, the session is aborted, otherwise,

it continues to calculate Q′
B = PB ·H (certB)+QCA and checks whether Q′

B is equal
to QB, if equal, then node B stores the relevant information of node A and sends
association confirm frame, representing that node A,B authentication is completed
and the calculation of shared key can be carried out.

4. Nodes A, B calculate the shared key KAB starting from the time slots of association
confirm frame transmission and reception respectively.

KAB = rA · QB = rB · QA (7)

2.3 Dynamic Key Encryption Phase

After two nodes complete the establishment of the shared key, the encryption and authen-
tication of the data communication should be updated at a certain time to avoid the
probability of key leakage during the node communication process, but re-computing
the second phase when the key needs to be replaced will highly increase the energy
consumption of the restricted nodes and the time delay of the communication process.
Therefore, the shared key KAB which established during the second phase can be stored
in the node’s memory space, and the session key can be updated byKAB in each time-slot
of the node’s communication. The key update formula is as follows:

KAES−CBC = H (xk ||addrA||addrB||ASN ) (8)

KAES−CTR = H (yk ||addrA||addrB||ASN ) (9)
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Fig. 2. Diagram of frames exchange between two 6TiSCH WSN nodes during the shared key
establishment phase

It can be seen that only one hash operation is needed to update the session key, and
the two communication nodes do not need to exchange any information, which achieves
a fast key update with very little overhead, and the encryption process uses AES-CCM
mode.

3 Consideration of ECC Optimization Algorithm

In the proposed dynamic shared key encryption scheme, since the usage of public key
encryption algorithm, it is necessary to consider the overhead of the algorithm. The
core operation in the ECC algorithm is the scalar multiplication k · G, where k is a
randomly large integer, and G is a base point on the elliptic curve. A large amount of
research has been focused on acceleration of the scalar multiplication operation, such
as the NAF window algorithm, Fixed-base comb algorithm, and other fast algorithms
[17], but these algorithms usually have difficulty in achieving a regular computational
flow during the scanning computation of k and are vulnerable to side-channel attacks
such as Simple Power Attack (SPA). However, secure data transmission is extremely
important in 6TiSCH industrial environments, so inspired by the work of Rivain [15],
a regularized window method is proposed in this paper to defend against SPA attacks,
and the pseudo-code implementation of the algorithm is shown below.



Secure Communication for 6TiSCH Wireless Networks 313

The algorithm uses unsigned bits

representation,k =
d−1∑

i=0
li · 2i·ω, liε{1, 2, . . . , 2ω − 1}, d = ⌊ n

w

⌋
, this method avoids

judging the positive and negative of li in the bit scanning. For the 0-bit scanning through
k, which is the part of the Window NAF algorithm that does not need to be computed,
but to avoid SPA attacks, the algorithm uses a virtual addition method to regular the
computational flow. Virtual addition defines a virtual accumulator R0. A virtual point
addition operation with a similar amount of computation is performed on R0 when bit 0
in k is scanned, but the virtual addition does not affect the final computation result.

4 Performance Analysis

In order to investigate the performance of exploiting the ECC algorithm to generate
shared keys in our scheme, this section utilizes the open-source platform OpenWSN to
simulate the implementation of our proposed hybrid ECC-AES encryption scheme on
PC and conducts comparative experiments on the speed of nodes computing the key
KAB using the ECDH algorithm in the shared key generation phase. For the elliptic
curve parameters of the scheme, three different elliptic curves secp160r1, secp192k1,
and secp256k1 are experimentally selected, and the modular reduction operation adopts
the Pseudo-Mersenne primes reduction algorithm [18]. The experiments select two reg-
ular scalar multiplication algorithms, the regular window method (window size ω = 4)
proposed in this paper and the common regular scalar multiplication algorithm Mont-
gomery ladder [15], which under two elliptic curve coordinates (affine and projective)
[19]. Simulation experiments are conducted to test the speed of shared key computation
operation (KAB = rA · QB = rB · QA) with different parameters mentioned above. Fifty
repetitions of the experiments are performed for each parameter setting, and the results
of the running times are recorded and plotted in Fig. 3.

The experimental results show the specific time required to compute the shared key
KAB for the scheme with different parameter settings after the authentication message
is completed by two WSN nodes. It can be found that an appropriate increase of a part
of RAM and ROM for the computation process (15 point-pairs need to be stored in
the case of window size w = 4), through the underlying optimization algorithm, i.e.
projective coordinate transformation and sliding window algorithm, can significantly
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Fig. 3. Shared key calculation time (KAB = rA · QB = rB · QA) under different elliptic curve
parameters.

accelerate the key computation time of the nodes in the scheme. Since the window
method requires pre-computation, this will bring a part of initialization time, but the
percentage of this overhead will become smaller as the length of the elliptic curve key
increases. Meanwhile, the window method is regularized in this paper, so it can resist
most of the measured channel attacks.

5 Conclusion and Future Work

A hybrid ECC-AES encryption scheme is presented in this paper, and the scheme has
proven to be highly robust in data communication between 6TiSCH WSN nodes. The
scheme exploits the ECDH protocol to negotiate a shared key for two nodes in the
network, the ECQV protocol to generate implicit certificates to resist man-in-the-middle
attacks in the key generation phase, and add nonce values to the authentication process
to prevent replay attacks, uses the underlying regular window method to avoid a certain
degree of side-channel attacks. On the other hand, Simulation experiments are carried
out on PC to calculate the shared key generate time in the scheme, it is proved that the
scheme proposed in this paper is feasible in terms of calculation time.

Future work will focus on implementing the scheme proposed in this paper in a real
wireless sensor network and proposing algorithms for generating group shared keys in
the network.
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Abstract. In order to improve the energy efficiency of environmental monitoring
for energy harvesting wireless sensor networks (EH-WSNs) in remote areas and
achieve energy-neutral operation, an adaptivemonitoring and energymanagement
optimization method of EH-WSNs based on deep Q network (DQN) algorithm
is proposed. In this paper, aiming at EH-WSNs with single-hop cluster structure,
we first present a more realistic energy model established by combining different
climate characteristics. Then, the optimization model of maximizing long-term
monitoring utility is formulated based on harvested energy constraints. We use
deep Q network (DQN) to learn random and dynamic solar energy harvesting pro-
cess on solar-powered sensor nodes and optimize the monitored performance of
EH-WSNs through the replaymemorymechanism and freezing parameter mecha-
nism. Finally, we present an adaptivemonitoring optimizationmethod basedDQN
to achieve the long-term utility. Through simulation verification and comparative
analysis, in different rainy weather environments, the proposed optimization algo-
rithm has greatly improved in terms of average monitoring reward, monitoring
interruption rate and energy overflow rate. Moreover, it also indicates that the pro-
posed algorithm has effective adaptation to the random and dynamic solar energy
arrival.

Keywords: Energy Harvesting WSNs · Adaptive Monitoring · Deep Q
Network · Long-term Utility

1 Introduction

Monitoring technology based on wireless sensor network (WSN) is one of the effective
solutions to help supervise pollution emissions and promote the management of eco-
logical environment [1, 2]. However, continuous monitoring often requires huge energy
consumption and causes network congestion, such as high frequency monitoring or
image monitoring. Although some congestion control and packet reordering algorithms
provide the solution for network congestion [3, 4], traditional sensor networkmonitoring
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system based on limited battery power still causes interruption of monitoring, especially
in remote areas [1], where frequent battery replacement is too expensive and impracti-
cal. How to reduce the interruption of monitoring and improve the monitoring utility in
remote areas is one of the important problems to be solved at present.

WSNs can use different types of energy sources, such as solar energy [5], wind
energy [6] and so on. The energy from these external environments can be converted
into electrical energy for the monitoring node by different energy conversion devices.
Consequently, WSNs based on energy harvesting provide a solution for solving the
energy management problem of monitoring in remote areas to a certain extent [7, 8].

In recent years, some traditional solutions based on energy harvesting technique
have been applied to address the problem of sensor node lifetime [9–11]. Considering
the large amount of energy consumption during cluster head selection stage and unequal
harvested energy among nodes in EH-WSNs, Ren and Yao proposed an energy-efficient
cluster head selection scheme [12]. Based on some traditional routing protocols such as
LEACH, the scheme classified nodes with different functions and effectively scheduled
them to deal with the energymanagement problem.Xiong focused on how to increase the
network lifetimewhile satisfying the full target coverage in a novel hybrid EH-WSN, and
then proposed a two-phase lifetime-enhancing method to meet these requirements [13].
To reduce transmission delay and improve network throughput, Bengheni deployed an
enhanced energy management scheme in EH-WSNs to improve the overall performance
of network [14], and it introduced an energy threshold policy to ensure a balance between
the energy consumption and energy harvesting ability for each sensor node. Besides, Qiu
started from the transmission strategy management in EH-WSNs, and used Lyapunov
optimization theory to maximize the expected bits per packet transmission for source
node in system [15].

However, solar energy has instability and randomdynamic characteristics and cannot
be controlled [16]. It is one of the major challenges for its energy management in EH-
WSNs. Specially, it is very important to seek effective optimization strategies and realize
efficient energy management of sensor networks for improving continuous environmen-
tal monitoring and prolonging network lifetime. Although many energy management
methods were proposed to improve the network performance, most of them assumed
that harvested energy was known in advance [17–20].Therefore, in order to adapt the
random and dynamic of solar energy, we propose a novel DQN-based adaptive monitor-
ing optimization method for energy management in EH-WSNs. In the proposed method,
we first present the dynamic energy model, consumed energy model and the network
model of cluster structure. Then, we formulate the problem of adaptive monitoring in
EH-WSNs. Considering the dynamic characteristic of energy and excessive energy state,
the DQN algorithm is utilize to solve the problem and improve the utility of the whole
network.

The rest of this paper is organized as follows. Section 2 and Sect. 3 present the model
assumptions and optimization problem formulation, respectively. The detailed adaptive
monitoring optimization for EH-WSNs based on solar energy harvesting is presented
in Sect. 4. The simulation verification and analysis are presented in Sect. 5. Finally,
conclusions are derived in Sect. 6.



318 X. Bao et al.

2 System Model

In this section, we first present the EH-WSN model based on cluster structure, then the
energy consumption model and energy harvesting model are described.

2.1 Network Model

At present, the topology of WSNs is generally divided into two types: single-hop cluster
structure and multi-hop Mesh network. For environment image monitoring in remote
areas, due to the relatively high bandwidth requirement, the cluster network topology
with a lower delay is more suitable than the mesh network. Hence, we describe our
network model as shown in Fig. 1.

Fig. 1. Network model

2.2 Energy Consumption Model

In WSNs, the energy consumption of nodes is mainly composed of environmental mon-
itoring, data transmission and data reception. Combined with two models of energy
consumption [16, 20], the energy consumption models are defined as follows

Econs = EM + ET + ER (1)

EM = Em ∗ M s ∗ T (2)
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ET = Eelec ∗ l + ξamp ∗ l ∗ d2 (3)

ER = Eelec ∗ l (4)

where Econs is the total consumption energy, EM is the consumption energy of monitor-
ing, ET and ER are the energy consumed by transmitting and receiving 1bit data between
two nodes with a distance of d, respectively. In (2), Em is the energy consumed by once
monitoring, which is a fixed value andMs is the monitoring frequency of each time slot.
Moreover, T refers to the total time slots of monitoring. It can be seen that the total
energy consumption of environmental monitoring is basically proportional to the moni-
toring frequency. With the increase of monitoring frequency, the energy consumption of
sensor nodes will also increase. In (3)–(4), Eelec denotes the energy dissipated per bit. d
refers to the distance between sending node and receiving node and ξamp is the energy
consumed by amplifier, which depends on the specification of sending amplifier. In this
paper, we focus on the adaptive monitoring frequency optimization of sensor nodes and
improve the total energy efficiency of monitoring.

2.3 Energy Harvesting Model

In this paper, we consider the solar energy as the harvested energy. For solar energy, solar
panels are used to convert solar radiation into electrical energy to power the recharge-
able battery in a node, and the battery provides energy for sensor node through energy
management chip. Although solar energy is difficult to control, it is not completely
unpredictable. Therefore, according to the model used in Lee and Zairi [16, 21], our
model of solar energy harvesting process is defined as

EH = min

{
Ebc, η

∫ τ+h

τ

p(t)dt

}
(5)

where EH is the total harvested energy, Ebc is the maximum capacity of battery in sensor
node, η is the uncertainty factors affecting solar energy harvesting, such as climate and
weather in the environment. τ and τ+h represent the duration of solar energy harvesting
in a day,where h is the execution time of energy harvesting, and the energy harvesting can
be considered to obey Poisson distribution according to Lee [15]. p(t) is the probability
density function of random process of solar energy harvesting in this period of time.

3 Problem Formulation

To improve the continuous monitoring and long-term survival of EH-WSNs in remote
areas, we formulate the adaptive monitoring optimization based on the above system
model to achieve trade-off between energy consumption and monitoring frequency,
and the optimization problem can be described as maximizing the long-term utility
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of network through the adjustment of monitoring frequency for each time slot. The
optimization problem is written as follows.

max( lim
T→∞

T∑
t=0

rt(Ms)) (6)

s.t. Eres(t+1) = min{EH (t) + Eres(t) − Econs(t),Ebc} (7)

EH (t) � 0 (8)

0 � Eres(t) � Ebc (9)

0 � Econs(t) � Eres(t) (10)

The (6) denotes the optimization objection is to maximize cumulative environmental
monitoring reward obtained over a period of time slots T, where rt(Ms) is the instant
reward obtained through the optimized monitoring frequencyMs of sensor node in each
time slot t under the premise of available residual energy. The (7)–(10) are the constrained
conditions, where EH (t) is the harvested energy of nodes, Eres(t) is the residual energy
of nodes at current time slot t, Econs(t) is the energy consumed by nodes at time slot t,
and Ebc is the total battery capacity of sensor nodes. In (7), the final value for the sum of
EH (t) and Eres(t) minus Econs(t) cannot exceed total recharge battery capacity of nodes.

Aiming at the optimization problem, traditional optimization methods are difficult
to solve this complex optimization problem. The DQN algorithm, which combines the
advantages of reinforcement learning and deep learning, can optimize the long-term
utility and take multi-state dimension into consideration.

4 Adaptive Monitoring Optimization Method Based DQN

4.1 Algorithm Principle

InQ-learning algorithm, theQ value table is usually used to store theQ value obtained by
taking different action a under each state s. However, this approach usually encounters
dimension disaster problems in dealing with large or even continuous tasks. In order
to better solve this problem, a function QN composed of parameters ω is introduced to
approximate the Q value, namely value function approximation, as shown below.

QN (s, a;ω) ≈ Q(s, a) (11)

where s and a are vector representations of state s and action a, respectively. And with
the development of deep learning, neural network technology and the value function
approximation show good compatibility. Therefore, the DQN algorithm comes into
being through the combination of deep learning and Q-learning. Compared with Q-
learning, the obvious feature of DQN algorithm is to convert Q-function into a neural
network through the value function approximation.
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Fig. 2. DQN algorithm training process with replay memory and target network

ComparedwithQ-learning algorithm,DQNalgorithmalso has twonewmechanisms,
namely, replay memory and target network, as shown in Fig. 2.

To be specific, the firstmechanism is to build replaymemory to store the data obtained
by interacting with the environment. When DQN algorithm is updated, it only needs to
extract the previous experience data for learning. The second mechanism is to use the
target network to freeze parametersω. Specifically, the parametersω are copied from the
online network to target network at regular intervals by setting the appropriate update
frequency. And in process of network training, only online network needs to be updated
in real time. Therefore, when only the parameters of online network need to be adjusted,
it becomes a regression problem. For two networks, the closer the target Q value is to
the predicted Q value, the better the result is, so it is necessary to minimize its mean
square error, which is defined as follows

L = (y − Q(s, a;ω))2 (12)

where y and Q(s, a; ω) represent target Q value and predicted Q value respectively.
Predicted Q value needs to be continuously updated by online network. The update
process is similar to the Q-function update in Q-learning algorithm, and Q-function is
updated as

Qt+1(st, at) = Qt(st, at) + α
[
rt+1 + γ maxQ(st+1, a

′) − Qt(st, at)
]

(13)

Then parameters in target network are copied from online network, and the target Q
value in target network can be obtain as

y =
{
r, if _ end is true

r + γ maxQ′(s′, a′;ω′), if _ end is false
(14)

where if_end is a sign to judge whether the algorithm ends.
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4.2 State and Action Space

According to the network model in Sect. 2, sensor nodes generally need to send some
state information to the sink node(it refers to agent in Fig. 4), such as residual energy,
harvested energy and current time slot for a day or night. Therefore, the final state space
s at time slot t is defined as

s = [Eres(t),EH (t),N (t)] (15)

where Eres(t) is the residual energy of nodes at time slot t, EH (t) is the energy harvested
by nodes through external environment at time slot t,N(t) is to judge whether the current
time slot t is in the daytime or night.

After agent obtains the state of environment, it will select an action from the given
action space a according to the strategy. This paper focuses on optimizing the action
strategy of monitoring frequency to improve energy efficiency and monitoring utility of
EH-WSNs. Therefore, we set monitoring frequencyMs(t) in each time slot as the action.
Since continuous action cannot be processed, the action space needs to be discretized
to reduce the convergence time of the algorithm. Therefore, the discretized action space
can be written as follows.

aD = [Ms(t)|d ] (16)

where d is the interval of discretization. The larger the interval of the discretization, the
fewer actions contained in the action space. On the contrary, the smaller the interval, the
more actions the action space can describe. Accordingly, assume that there is an action
space set with A actions, namely aD = {0, 1, 2,…, n,…, A–1}, 0 means that nodes enter
sleep, and n means that nodes monitor n times in each time slot.

4.3 Reward Function

According to the description of the optimization model, the setting of reward function
needs to consider two requirements: the first is to utilize the harvested energy of sensor
nodes to improve long-term utility by increasing the number of monitoring times in each
time slot as much as possible; the second is to avoid the situation that causes monitoring
interruption of sensor nodes in many time slots due to insufficient residual energy.

Then, according to the energy model proposed in Sect. 2 and three-stage energy
management strategy proposed in [6],we consider the differences of the energy harvested
at different time period in different environments. Accordingly, we design the different
reward functions for different state to optimize the action selection of nodes through
the feedback of agent. In the designed reward function, harvested energy and different
environments are added to help nodes to make better decisions. Moreover, we also make
corresponding distinctions for the residual energy states in different intervals based on
sigmoid curve andMexican hat curve. Finally, we define reward functions rc and rs based
on the different weather state W. The rc and rs represent the instant rewards obtained
by agent in rainy and sunny days, respectively. The specific expressions are defined as
follows
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rc =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

c((1 − s3)(
4

(1+exp(−ba))(1+exp(ba)) − 1) + s3(
2

1+exp(−b
s1
Ebc

)
− 1)), a �= 0, s1 ∈ (0, Ebc

6 ]

c((1 − s3)(
4

(1+exp(−ba))(1+exp(ba)) − 1) + s3(
2

1+exp(−bs2)
− 1)), a �= 0, s1 ∈ (

Ebc
6 ,

Ebc
2 ]

c((1 − s3)(
4

(1+exp(−ba))(1+exp(ba)) − 1) + s3(
2

1+exp(−b(s2+ s1
Ebc

))
− 1)), a �= 0, s1 ∈ (

Ebc
2 ,Ebc]

−rmax, a �= 0, s1 = 0
0,a = 0

(17)

rs =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

c((1 − s3)(
4

(1 + exp(−ba))(1 + exp(ba))
− 1) + s2(

2

1 + exp(−bs2)
− 1)), a �= 0, s1 ∈ (0,

Ebc
6

]

c((1 − s3)(
4

(1 + exp(−ba))(1 + exp(ba))
− 1) + s2(

2

1 + exp(−b(s1 + a))
− 1)), a �= 0, s1 ∈ (

Ebc
6

,
Ebc
2

]

−rmax, a �= 0, s1 = 0

0, a = 0

(18)

where a is the action, Ebc is the total battery capacity of nodes, s1, s2 and s3 in (17)
and (18) represent the first state Eres(t), the second state EH (t) and the third state N(t)
in current time slot t, respectively. Moreover, s3 = 1 means daytime and s3 = 0 means
night. Therefore, in the daytime, only the second half of formula is calculated, i.e., the
sigmoid-like function. In the night, only the first half is calculated, i.e., the Mexican
hat-like curve function. Furthermore, c and b represent the control of the amplitude and
slope of the function, respectively. According to [6], c is set to 2 and b is set to 1 in (17)
and (18). In rainy days, agent obtains different rewards based on the ratio of residual
energy of nodes to total battery capacity and harvested energy. In sunny days, the rewards
obtained by agent depend on harvested energy and action. At the same time, during the
night, agent only obtains the reward value according to action. The larger the action
taken, the smaller the reward received by agent. And the agent can avoid the excessive
energy consumption of nodes through this negative feedback.

In addition, in order to further meet the energy storage constraints of nodes and avoid
large-scale energy depletion of nodes, a penalty term –rmax can help nodes constrain
action decisions in different environments, where rmax is the maximum instant reward
from current environment. This setting is to achieve that the instant rewards is imposed
a heavy penalty when energy depletion of nodes happens. The specific description of
the proposed DQN-based adaptive monitoring optimization algorithm for EH-WSNs is
presented in Algorithm 1.

Next, the detail description of Algorithm 1 is as follows. The initialization of a
series of parameters and the corresponding setting is implemented in line 1–6. In line 7,
the controller of sensor node sends the state to the agent, i.e., the deep Q network, and
then the deep Q network feeds back the random or optimal action for current time slot t
according to the ε-greedy policy, which is defined as

at =
{
argmaxQ(st, at, ω), if p � ε

RandomAction, if p < ε
(19)

where RandonAction represents randomly selecting an action from the action space, ε is
the greedy degree we set. The ε-greedy policy is utilized to balance the exploration and
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exploitation, i.e., to balance the reward maximization based on the knowledge already
known with trying new actions to obtain unknown knowledge.

After obtaining the action, the system will transfer to the next state when an action
is performed (line8), where the residual energy of nodes Eres(t) will change with the
energy consumed by the action selection of the current time slot, the second state EH (t)
will change regularly according to the energy harvesting model proposed in Sect. 2.3
and the last state N(t) also depends on the change of time.

Then the reward can be calculated according to the reward function (line 9). And it
should be noted that when agent interacts with the environment, if the current weather is
rainy, i.e.,W = 0, the instant reward rc can be obtained according to formula (17) above,
and if the current weather is sunny, i.e., W = 1, the instant reward rs can be obtained
according to formula (18), both rewards depend on residual energy and harvested energy.

Inside the network, the replay memory stores agent’s experience of each time slot
(line 10). The parameters ω of online network are updated every time with samples from
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the replay memory (line 11–14), and finally the parameters ω’ of target network are
copied from the online network every N times (line 15).

5 Performance Evaluation

5.1 Simulation Settings

In our simulations,weused aGPU-based serverwith the software environment ofTensor-
Flow 1.3.0 and Python 3.6. Thereafter, we investigate the performance of our proposed
DQN-based adaptive monitoring optimization algorithm (Proposed DQN) compared
with the Q-learning algorithm, random method and greedy algorithm [22] (Greedy).

Here, it should be noted that the rainy environment means that the number of rainy
days is not less than that of sunny days during a period time. Simultaneously, we compare
the performance of proposed algorithm with the other three methods and investigate
the performance metrics related to average monitoring reward, monitoring interruption
rate and energy overflow rate based on the same energy harvesting model. The detail
parameter settings are summarized in Table 1.

Table 1. Parameter values used in the simulations

Parameter Value Description

Discount factor γ 0.9 Discount factor used for the DQN
algorithm

Exploration ε 0.1 Chance of random action in the ε-greedy
exploration

Learning rate α 0.0001 Learning rate used by AdamOptimizer

Total episode k 5000 How many episodes are used to train the
network model

Replay memory size 1000 Size of the container for storing learning
experiences

Target network update frequency N 10 Rate to update target Q network towards
online Q network

Batch size 32 How many learning experience are used for
each episode

Battery capacity Ebc 120 Maximum capacity of rechargeable battery
for sensor node

Energy consumption units Econ 0 to 4 Range of energy consumption units per
time slot by monitoring

Harvested energy in sunny days EH 0 to 9 Random range of harvested energy units
per time slot in sunny days

Harvested energy in rainy days EH 0 to 5 Random Range of harvested energy units
per time slot in rainy days
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In Table 1, we list the parameter values of harvested energy EH in two different
weathers and energy consumption units Econs in different monitoring frequency. For
action space a, we also set four actions, i.e., the node monitors 0 to 4 times in each time
slot and consumes the corresponding amount of energy. Subsequently, since there is a
certain gap for energy harvesting in different environments, we set two different ranges
of values. In sunny days, due to the high solar radiation intensity, the range of harvested
energy is set to 1 to 9 energy units; on the contrary, for the rainy days, the range is set to
1 to 5 energy units. If there is no light at night, the value of harvested energy is 0.

5.2 Results and Comparative Analysis

For environmental monitoring of EH-WSN in remote areas, the performance of the rainy
environment is themost concerned about the optimization problem.Therefore, according
to the simulation scenarios in above subsection, we center on the performance analysis
of the proposed algorithm compared to other three algorithms under the rainy environ-
ment with two different ratio of rainy days to sunny days. Here, the rainy environment
can better reflect the trade-off performance between monitoring frequency and energy
consumption.

To verify the performance of proposed DQN-based algorithm, we present the results
for rainy days accounted for 70%. The corresponding state-action result is shown in
Fig. 3

Fig.3. Node state-action diagram (rainy days account for 70%)

As shown in Fig. 3, we can see that the high probability of rainy days means the
harvested energy is relatively lower in the whole 30 days. Compared with scenarios of
rainy weather accounted for 50% in the previous subsection, the proposed DQN-based
algorithm can also be adapted to the environmental characteristics and further improve
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Fig. 4. Performance comparison of Four Algorithms (rainy days account for 70%)
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long-term reward of the node by optimized action scheme. At the same time, the residual
energy of node can still be maintained into a safe range. Similarly, for the 14th, 15th
and 17th sunny days, the proposed algorithm can also adaptively select high monitoring
frequency actions to achieve the greater utility.Moreover, in the night-time environment,
although nodes cannot harvest energy, the proposedDQN-based algorithm can still select
the corresponding action scheme to maintain node monitoring, such that the number of
monitoring interruptions is also sharply reduced. It shows that the proposed algorithm
can not only improve long-term survival of network nodes, but also improve long-term
reward of the whole network. Furthermore, the comparison results of more relevant
average monitoring reward, monitoring interruption rate and energy overflow rate are
shown in Fig. 4.

From Fig. 4, we can see that the average monitoring reward of proposed DQN-based
algorithm is still the greatest among the compared algorithms. Compared with Fig. 4(a),
since the harvested energy reduces, the averagemonitoring reward of proposed algorithm
has also been decreased. As shown in Fig. 4(b), although the increase of rainy days
makes the available energy of nodes more scarce, the monitoring interruption rate of the
proposed algorithm remains below 0.1 and is still the best among the four algorithms.
In terms of overflow rate, the proposed algorithm can similarly avoid long-term energy
overflow rate by optimized action scheme.

6 Conclusion

In this paper, an adaptive monitoring optimization algorithm based on DQN for EH-
WSNs is proposed. We first present the energy harvesting model, energy consumption
model and the network model with the single-hop cluster structure. Then, these mod-
els are combined with DQN algorithm to improve the monitored performance of the
algorithm itself through the mechanism of replay memory and target network. The sim-
ulation analysis combines the characteristics of different proportions of rainy weather
with day-night alternation to verify the feasibility and effectiveness of the proposed
DQN-based algorithm. In addition, we also compare the performance with the other
three algorithms under the same simulation environment. The results demonstrate that
the proposed DQN-based optimization algorithm can obtain the great performance in
terms of three metrics including average monitoring reward, monitoring interruption
rate and energy overflow rate. It also indicates that the proposed DQN-based optimiza-
tion algorithm can not only effectively adapt to the relative complex and changeable
weather environment, but also further improve the monitoring utility of network nodes
and solve the problem with high monitoring interruption rate of long-term monitoring
for EH-WSN in rainy environment.
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Abstract. Provenance is considered an effective mechanism to evaluate the reli-
ability of data. To avoid the linear growth of provenances with the growth of the
packet transmission path, this paper proposes a provenance compression scheme
based on the Rabin fingerprint (RFP). In the RFP scheme, each node uses its iden-
tity ID as a seed to generate a fingerprint, the fingerprint is its provenance. When
a node on the transmission path receives a packet, it performs a fingerprint con-
nection operation between its provenance and the provenance stored in the packet
to generate a new fixed-length fingerprint provenance, and the new provenance is
updated to the package. When the base station receives the packet, it will recover
the complete transmission path of the packet based on the provenance. Perfor-
mance analysis and simulation results show that compared with existing prove-
nance compression schemes, the provenance size of the RFP scheme not only does
not increase as the path length becomes longer but also has great advantages in
storage overhead and energy consumption.

Keywords: Wireless Sensor Network · Provenance · Rabin Fingerprint · Path
Fingerprint

1 Introduction

The Wireless sensor network (WSN) is a distributed and self-organizing network [1].
According to the specific needs of users, many sensor nodes work together to monitor,
collect and process environmental information, then transmit various environmental data
to end-users through wireless channel transmission [2]. However, in sensitive fields such
as health monitoring and military affairs, data is collected by sensor nodes and sent to
servers [3]. Therefore, it is necessary to ensure the credibility of the sensor data collected
by servers to provide reliable information to applications. Since provenance [4, 5] records
the history of the packet transmission and the relevant operations on the packet [6, 7], it
is possible to recover the complete path of packet transmission based on the provenance.
Therefore, provenance is an effective mechanism for evaluating data credibility [8]. The
simplest provenance scheme is to directly record the node ID [9] of all transmission
nodes as provenance. Therefore, the size of provenance will increase linearly with the
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growth of the packet transmission path. Still, the storage space, energy, and bandwidth
of wireless sensor networks are limited, so it is necessary to compress the provenance
for transmission.

In recent years, scholars have proposed effective schemes for provenance compres-
sion [10–15]. To reduce the size of provenance, the reference [10] proposed the proba-
bilistic packet marking method, in which each node on the transmission path appends its
information to the packet with a certain probability. But the shortcoming is that the base
station needs to receive enough packets containing provenance information to recover
the packet transmission path. To reduce the provenance size vigorously, the reference
[12] proposed the method of the embedded bloom filter, which can effectively reduce the
provenance size but has the problem of false positives. The reference [13] proposed an
arithmetic coding-based provenance compression scheme, but as the network topology
becomes complex, it increases the coding and decoding computation. The reference [14]
proposed a digital dictionary-based provenance compression scheme, but if the network
topology changes frequently, it will decrease the algorithm’s efficiency. To improve the
dictionary-based provenance method, which is sensitive to topology changes, reference
[15] proposed a provenance compression scheme based on path index difference. How-
ever, when the network topology is complex, the efficiency of retrieving similar paths is
not high. For most of the above schemes, the size of provenance increases with the path
length.

This paper proposes a provenance compression scheme based on the Rabin finger-
print (RFP). The basic idea is that the base station first generates a tree with the base
station as the root node from the entire wireless sensor network. Then calculates the
path fingerprint of each path through the Rabin fingerprint algorithm and saves the path
fingerprint and the corresponding path to the path fingerprint table. In the RFP scheme,
each node uses its ID as the seed to calculate the Rabin fingerprint, and the fingerprint
is its provenance. When a node on the transmission path receives a packet, it performs a
fingerprint connection operation between its provenance and the provenance stored in the
packet to generate a new fixed-length fingerprint provenance, and the new provenance
is updated to the package. When the base station receives the packet sent by the node,
it first extracts the provenance of the packet and then checks the path fingerprint table.
If the path fingerprint is equal to the provenance, the path corresponding to the path
fingerprint is the packet’s complete transmission path. The performance analysis and
experimental simulation show that compared with the existing schemes, the RF scheme
has obvious advantages in terms of storage space and energy consumption as the path
length increases.

2 Related Work

In recent years, scholars have proposed effective provenance compression schemes.
Chaudhari et al. [10] proposed the PPM (Probabilistic Packet Marking) method.

When a packet passes through a node, each node will write its node ID into the packet
with a certain probability. When the base station receives enough marked packets, it will
obtain the ID of each node on the transmission path to recover the transmission path
of the packet. Although the compression rate of this scheme is high, a large number of
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packets will overload the whole network, and problems such as a significant error rate
in reconstructing the path will be associated.

Alam et al. [11] proposed the PPF (Probabilistic Provenance Flow) method, which
uses the IDs of nodes to construct provenance. The IDs of each node were embedded
into packets following different algorithms according to a certain probability. The com-
pression effect of this method is better than PPM. However, similarly, the base station
has to receive enough packets with marked information to reconstruct the transmission
path of the packets.

Sultana et al. [12] proposed the IBF (in packet bloom filter) method. The core of this
method is to embed a bloom filter in each packet and write the node’s ID into the bloom
filter using the Hash function. After receiving the packet, the base station extracts the
provenance from the bloom filter and recovers the packet transmission path. However,
this scheme has a false positive problem.

Hussain et al. [13] proposed a compression method based on arithmetic coding. This
method assigns shorter code words to characters with a high probability of occurrence
and otherwise allocates longer code words. The size of its provenance mainly depends
on the probability of the packet passing through the node. The greater the probability is,
the smaller the provenance is. Although it has a high compression rate, the encoding and
decoding of provenance require a lot of computation. With the expansion of wireless
sensor network scale and the complexity of network topology, excessive calculation will
inevitably lead to the performance decline of the algorithm.

Wang et al. [14] proposed a dictionary-based compression scheme in which each
node in the network has a dictionary sequence that stores the transmission paths of the
packets. The base station only needs to query the path index value to get the complete
transmission path. If the transmission path of packets does not change frequently, the
dictionary usage will be high, and the algorithm will be more efficient. However, if
the transmission path of packets changes frequently, the dictionary sequence will also
change frequently, resulting in the inefficiency of the algorithm.

Xu et al. [15] proposed a provenance scheme based on the difference in path index.
The schemefirst builds the backbone path along the gradient direction, then de-duplicates
the backbone path based on themethodofTruncationHammingDistance, and then builds
the dictionary of the backbone path after de-duplication. When a new transmission path
appears, the path most similar to it in the dictionary is retrieved, representing the new
path as its index difference form. Although this scheme improves the problem that
the dictionary-based provenance compression method is sensitive to network topology
changes, it is inefficient to retrieve similar paths when the wireless sensor network is
extensive in scale.

3 The System Model

3.1 Rabin Fingerprint

The Rabin fingerprint algorithm [16, 17] was proposed by Rabin, a professor at Harvard
University in the United States. The basic ideas are as follows:
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Assuming that S(a1, a2, · · · , an) is a binary string containing n binary bits, given an
integer t over a finite field GF(2n), the corresponding (n-1) degree polynomial can be
constructed from the string S:

S(t) = a1t
n−1 + a2t

n−2 + · · · + an (1)

Given anm-degree polynomialR(t) = b1tm+b2tm−1+· · ·+bm, theRabinfingerprint
of the string S is calculated as follows:

RF(S) = S(t) mod R(t) (2)

Let M = R(t) = b1tm + b2tm−1 + · · · + bm, then the Rabin fingerprint of the string
S(a1, a2, · · · , an) can be expressed as:

RF(a1, a2, · · · , an) = a1t
n−1 + a2t

n−2 + · · · + an mod M (3)

The Rabin fingerprint connection calculation of nodes ni and nj is as follows:

RF
(
ninj

)
= RF(ni||nj)modM = RF(RF(ni)||nj) mod M

=
[
RF

(
RF(ni) × tlj

)
+ RF

(
nj

)]
mod M

(4)

where || denotes the connection operation, lj denotes the string length of node nj, and
in this way, the Rabin fingerprint connection operation for nodes n1, n2, · · · , nm is as
follows:

RF(n1n2n3 · · · nm) = RF(RF(n1n2n3 · · · nm−1) ||nm) mod M

=
(
RF

(
RF(n1n2n3 · · · nm−1) × tlm

)
+ RF(nm)

)
mod M

(5)

where || denotes the connection operation, lm denotes the string length of node nm.

3.2 The Network Model

The whole sensor network consists of n common nodes and a base station. G(N,L)
denotes the topology of the wireless sensor network model, where N denotes the set of
all nodes in the network, and L denotes the set of edges for all nodes in the network.

N = {ni, i = 1, 2, . . . , n}, L = {
lij, i = 1, 2, . . . , n; j = 1, 2, . . . , n

}
.

Each node ni is assigned a unique identification ID before deployment, and the ID is
used as a seed to compute the Rabin fingerprint, which is the provenance that the node
attaches to the packet. Once deployed, the nodes will no longer change their positions.
All nodes are formed into a tree with the base station as the root, as shown in Fig. 1. If
some nodes die due to energy exhaustion and the path of the wireless sensor network
changes, the topology of the wireless sensor network will be automatically updated.

When the sensor node senses the data, it will send it to the base station. In the data
transmission process, each node will attach its Rabin fingerprint as provenance to the
packet and pass it to the next node. When the base station receives the packet, it will
recover the complete transmission path of the data based on the provenance in the packet.
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Fig. 1. Network tree topology.

4 Rabin Fingerprint-based Provenance Compression Scheme
for Wireless Sensor Network

This paper proposes a Rabin fingerprint-based provenance compression scheme for
wireless sensor networks (RFP). The RFP is divided into three steps: path fingerprint
calculation by the base station, provenance coding, and provenance decoding.

4.1 Compute Path Fingerprint

When all nodes form a tree structure with the base station as the root node, the base sta-
tion calculates the corresponding path fingerprint for each path according to algorithm 1.
Assuming a path consists of nodes n1, n2, · · · , nm, the base station first calculates the
fingerprint RF(n1), RF(n2), · · · ,RF(nm) of all nodes on the path according to the for-
mula (3). The base station performs connection operation between RF(n1) and RF(n2)
according to formula (4) to obtain the new fingerprint RF(n1n2). In this way, the path
fingerprint RF(n1n2 · · · nm) of the path is finally calculated according to Formula (5).

In Fig. 1, assume that the ID of node n1 is 1, the ID of node n3 is 3 and the ID of node
n4 is 4. Set M = 11 and calculate the fingerprint RF(n1) = 1, RF(n3) = 3, RF(n4)= 4
respectively according to Formula (3). Then RF(n1) and RF(n3) are connected according
to Formula (4) to obtain the new fingerprint RF(n1n3)= 8. Then RF(n1n3) and RF(n4)
are connected according to Formula (5) to obtain the new fingerprint RF(n1n3n4)= 0.
Finally, the path fingerprint of the path (n1n3n4n0) is calculated as RF(n1n3n4n0)= 0. In
this way, the path fingerprints of other paths can be calculated according to algorithm 1,
and finally, the path fingerprints corresponding to all paths can be stored in Table 1.
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Table 1. Path fingerprint table.

Path coding Complete path Path fingerprint

1 (n1, n3, n4, n0) 0

2 (n2, n3, n4, n0) 3

3 (n5, n6, n4, n0) 5

4 (n7, n9, n10, n0) 10

5 (n8, n9, n10, n0) 2

4.2 Provenance Coding

(1) Source node provenance coding.
When a source node ns wants to send sensor data to the base station, after generating

the packet, it will create two fields on the packet to store the provenance. The format
of the fields is shown in Table 2. The fingerprint field stores the path fingerprint of the
current packet transmission path, and the length field denotes the path length. The source
node ns takes its ID as the seed and generates a fingerprint RF(ns) according to Formula
(3). It then stores RF(ns) in the packets’ fingerprint field and sets the field’s value to 1.
Finally, it sends the packet containing the provenance to the next node.

Table 2. Provenance of source node ns.

fingerprint length

RF(ns) 1
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(2) Forwarding node provenance encoding.

When a forwarding node ni receives a packet from the previous node nj, node ni first
extracts the original provenance fingerprint RF(Z) from the packet. It then uses its ID
as the seed to calculate the fingerprint RF(ni). Then perform a fingerprint connection
operation betweenRF(ni) andRF(Z) to obtainRF(n1n2 · · · ni) = RF(RF(Z)||ni) mode M,
take it as the new provenance, and update the fingerprint field. And then update the length
field and set length = length + 1. Finally, send the updated packet to the next node. The
provenance of forwarding node ni is shown in Table 3:

Table 3. Provenance of forwarding node ni.

Fingerprint Length

RF(n1n2 · · · ni) length + 1

4.3 Provenance Decoding

When the base station receives the packet sent by a node, it first extracts the provenance
from the packet. It then checksTable 1 to find the path fingerprint equal to the provenance,
the path corresponding to the path fingerprint is the packet’s complete transmission path.
The specific provenance decoding algorithm is shown in Algorithm 2, where k denotes
the total number of paths in the path fingerprint table.

4.4 Example

To understand the RFP scheme more clearly, this section gives an example to illustrate
how to encode and decode provenance in RFP scheme. In Fig. 1, assume that the identity
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IDs of the nodes n1, n3, n4 in the path (n1, n3, n4, n0) are 1, 3, 4. Set M = 11. If the
source node n1 wants to send the packet to the base station, it first uses its ID as the seed
and calculates the fingerprint RF(n1)= 1 according to formula (3). Then store RF(n1)
in the fingerprint field of the packet, set the value of the length field is 1, and then send
the packet to the next node n3. Table 4 shows the provenance generated by source node
n1.

Table 4. Provenance of source node n1.

Fingerprint Length

RF(n1)= 1 1

When node n3 receives a packet from node n1, it first extracts the provenance finger-
print RF(n1) from the packet, and then uses its ID as the seed to calculate the fingerprint
RF(n3). Then perform a fingerprint connection operation between RF(n3) and RF(n1)
to obtain RF(n1n3)= 8, take it as the new provenance and update the fingerprint field of
the packet to 8. And then update the value of the length field to 2. Then send the updated
packet to node n4, and the provenance generated by the forwarding node n3 is shown in
Table 5. In this way, the provenance generated by the forwarding node n4 is shown in
Table 6.

Table 5. Provenance of forwarding node n3.

Fingerprint Length

RF(n1n3)= 8 2

Table 6. Provenance of forwarding node n4.

Fingerprint Length

RF(n1n3n4)= 0 3

After the base station receives the packet sent by node n4, to recover the complete
transmission path of the packet, it first extracts the provenance RF(n1n3n4)= 0 of the
packet. It then checks Table 1 to find the path fingerprint equal to RF(n1n3n4). The path
corresponding to fingerprint 0 is (n1,n3,n4,n0), so path (n1,n3,n4,n0) is the complete
transmission path of this packet according to algorithm 2.

5 Performance Analysis

In this paper, we will compare RFP with BFP [12], OP [18], and MP (Message Authen-
tication code-based provenance) from the aspects of storage overhead and energy con-
sumption. BFP scheme is based on bloom filter, which writes provenance of nodes into



Rabin Fingerprint-Based Provenance Compression Scheme 339

bloom filter using Hash function. In the OP scheme, node performs an orthogonal code
addition operation between its provenance and the original provenance of the packet to
form new provenance and a new fixed-length message identification code chain. In the
MP scheme, each node ni appends its identity tag IDi and message authentication code
directly to the packet. Since this paper assumes that the base station’s computing, stor-
age, and communication capabilities are not limited, the storage overhead and energy
consumption of the base station are not discussed here.

5.1 Storage Overhead Analysis

Suppose a transmission path passes through N nodes from the source node to the base
station. In the BFP scheme, the storage overhead required for the provenance of a packet
is−N×ln(Pfp)/(ln 2)2Bytes, where Pfp is the probability of false positivity of the bloom
filter. In the MP scheme, the storage overhead required for the provenance of a packet
is N × 6Bytes. In the OP scheme, the length of a node identity tag is 4 Bytes, and the
storage overhead required for the provenance of a packet is 23 Bytes.

In the RFP scheme, the provenance of a data package consists of two fields. In other
words, the provenance of a data package can be represented as fingerprint, length, where
fingerprint denotes the path fingerprint value. According to the fingerprint connection
operation property, the result is a fixed-length fingerprint value if multiple fingerprint
values are connected. If a 4 Bytes ID generates a 4 Bytes fingerprint value, the fingerprint
length is still 4 Bytes. And length indicates that the path length is 1 Byte. Therefore,
in the RFP scheme, the storage overhead required for the provenance of a packet is 5
Bytes.

In conclusion, both BFP andMP schemes are related to the transmission path length.
As the path length increases, the storage overhead increases. Although the storage over-
head of the OP scheme is a fixed value independent of the path length, it is much higher
than that of the RFP scheme. The storage overheads of the RFP scheme, BFP scheme,
MP scheme, and OP scheme are shown in Table 7.

Table 7. Comparison of storage overhead.

Scheme Storage Overhead/Bytes

BFP −N × ln(Pfp)/(ln 2)2

MP N × 6

OP 23

RFP 5

5.2 Energy Consumption Analysis

In the RFP scheme, the energy consumption of each node is mainly the receiving and
sending of packets. Suppose a transmission path passes through N nodes from the source
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node to the base station. In theBFPandMPschemes, the storageoverhead required for the
provenance of a packet is - N× ln(Pfp)/(ln2)2 Bytes and N× 6 Bytes, respectively. And
the corresponding energy consumption increases proportionately to - N× ln(Pfp)/(ln2)2

and N× 6 Bytes, respectively. In the OP scheme, the storage overhead of the provenance
is a fixed value of 23 Bytes, but its energy consumption increases slowly as the trans-
mission path increases. Compared with other schemes, the RFP scheme has a relatively
small storage overhead of the provenance. Therefore, with the increase in path length,
the energy consumption of the RFP scheme is much less than that of the other three
schemes.

6 The Simulation Results

This paper simulates and evaluates the performance of RFP schemes in terms of average
provenance size, energy consumption, and validation error rate. The simulation experi-
ment environment is carried out on the OMNeT + + platform with 100 nodes randomly
distributed at 500 m × 500 m square area. Before the node is deployed, each node is
assigned a number from 0 to 99 as the unique identity ID, and the node numbered 0 is the
base station. The communication range of each node is 150 m, the node will not move
after deployment, and the base station is deployed in the center of the region. Randomly
select some network nodes as data source nodes and others as intermediate forwarding
nodes. The data source node sends a packet to the base station by multi-hop every 1 s.
For each parameter, take the average of 100 simulations.

Figure 2 depicts the average provenance size of the RFP scheme, OP scheme, BFP
scheme, and MP scheme under different path lengths. Assuming that the base station
receives m packets sent by a source node, the average provenance size (APS) refers to
the average length of the provenance for m packets. That is,

APS =

∑m
i = 1 PRi

m
(6)

where m denotes the number of packets received from a source node, and PRi represents
the length of the provenance for the ith packet. In the MP scheme, each node directly
adds its ID to the packet as the provenance when forwarding the packet, so the average
provenance size of the MP scheme increases linearly with the length of the transmission
path. The average size of provenance in the BFP scheme is relatively flat compared with
the MP scheme. Because in the BFP scheme, each node stores its provenance in the
bloom filter of packets. Therefore, although the BFP scheme’s provenance size is also
related to the transmission path length, it is less obvious than in the MP scheme. In
the OP scheme, when each node receives the packet, it makes an orthogonal operation
between its provenance and the provenance in the packet to obtain a new provenance
with a fixed-length value. Therefore, the average provenance size of the OP scheme is a
constant value independent of the path length. In the RFP scheme, each node uses its ID
as the seed to generate a fingerprint as provenance and performs a fingerprint connection
calculation with the provenance fingerprint stored in packets to generate a new fixed-
length fingerprint provenance. Therefore, the average provenance size of theRFP scheme
is also a constant value. In the case of 100 nodes in the simulation experiment, no matter
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how the transmission path length increases, the average provenance size remains almost
unchanged, accounting for about 5Bytes.

Fig. 2. Average provenance size under different path lengths.

In the RFP scheme, the energy consumption of each node is mainly on receiving and
sending packets. So the total energy consumption (TEC) of all nodes in the network is,

TEC =
n∑

i = 1

L*(Mi ∗ er + Ni ∗ es) (7)

where n denotes the total number of nodes in the network, L represents the packet length,
and Mi denotes the number of packets forwarded by node i. Ni represents the number
of packets sent by node i, er represents the energy consumed for receiving 1bit data,
and es represents the energy consumed for transmitting 1bit data. Figure 3 describes the
total energy consumption of the RFP scheme, OP scheme, BFP scheme, andMP scheme
under different path lengths. It can be seen that when the path length exceeds five hops,
the total energy consumption of the OP scheme, BFP scheme, and MP scheme is greater
than that of the RFP scheme. And with the increase in the path length, the energy-saving
advantage of the RFP scheme is more obvious.
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Fig. 3. Total energy consumption at different path lengths.

When the base station receives a packet sent by the source node, it will execute
algorithm 2 to recover the complete transmission path of the packet. But due to changes
in the network topology or packets that may be damaged in actual transmission, it will
not recover the complete transmission path. Assuming that the base station receives a
total of m packets, of which d have incorrect provenance, the validation error rate (VER)
is,

VER = d

m
× 100% (8)

Figure 4 describes the verification error rates of the RFP scheme, the OP scheme,
and the BFP scheme under different path lengths. As seen in Fig. 4, when the path length
is less than eight hops, there is little difference in the verification error rate of the three
schemes. However, when the path length is longer than eight hops, the verification error
rate of the BFP scheme is significantly higher than that of the RFP and OP scheme
because of the false positive problem of the bloom filter.
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Fig. 4. Verification error rate under different path lengths.

7 Conclusion

This paper proposes an effective provenance compression scheme based on the Rabin
fingerprint. In the RFP scheme, each node takes its identity ID as the seed to calculate the
Rabin fingerprint as provenance. When a node ni on the transmission path receives the
packet, it performs a fingerprint connection operation with the provenance fingerprint
stored in the packet to generate a new fixed-length fingerprint provenance. When the
base station receives a packet sent by the node, it extracts its provenance fingerprint
and then queries the path fingerprint table. If the fingerprint exists in the table, the base
station can recover the complete transmission path of the packet. The RFP scheme only
needs one packet to recover the transmission path, and the size of the provenance is
independent of the length of the path. Performance analysis and simulation results show
that compared with the existing provenance compression schemes, the RFP scheme has
obvious advantages in storage overhead and energy consumption with increased path
length.
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1 Introduction

At present, the rapid development of information and communication technol-
ogy and the rapid construction of smart cities, the application of big data to
urban research has become a major strategy for urbanization development, and
the status of big data in urban research is becoming more and more important.
It has functions such as visualization and big data prediction, and affects the
innovation of smart city planning concepts and methods. At present, researchers
have used big data to conduct a lot of research and discussion on cities, mainly by
using social network data such as Twitter, Facebook and Sina Weibo, including
geographic location, individual activity information, individual emotional texts,
etc. to mine and analyze the foundation. In the past, the internal connection
between cities is judged by studying the network activities between cities [6], big
data has received a lot of attention in the fields of urban transportation, urban
functional area planning, etc., but the research on the utilization of characteris-
tic functional areas and urban infrastructure is still relatively Weak, it is difficult
to meet the needs of urban residents, enterprises and the government []. There-
fore, it is necessary to use big data analysis techniques to explore a complete
urban research framework based on big data so as to realize the wisdom of urban
research. Existing studies have proved the restorative effect of historical blocks
on the human body [7,10]. Carmen Hidalgo et al. [4] consider that more attrac-
tive urban spaces are usually “historical and cultural” places. In the evaluation of
the restoration perception of historical blocks, early scholars used questionnaire
methods to collect sample data, and combined their own professional knowledge
to evaluate historical blocks. Among them, scholars in the fields of landscape
architecture, urban planning, architecture, etc. The restorability has been stud-
ied in depth. Their research results provide a theoretical basis and empirical
evidence for the restorative environmental cognitive mechanism of urban space.
For example, Mohamed Elsadek et al. [1] surveyed 364 urban space participants
and found that the restoration effect and vitality of the landscape ramp in the
walking block were improved, and the trees around the city streets were used
as resources to relieve stress and promote the health of urban residents. Ernest
Bielinis [5] et al. conducted a controlled experiment on a questionnaire survey
of 75 Polish young people and found that the green space environment of the
block has a positive effect on the physical and psychological relaxation of the
subjects compared with the living in the apartment residential area in the block
space. As mentioned above, most of the existing studies conducted questionnaire
surveys in a limited population, and the sample size and questionnaire response
rate were generally low. In addition, questionnaire surveys will inevitably pro-
duce problems such as the high aggregation of sampled data and the limited test
population, which may affect the reliability of the results and the scalability of
the design strategy. In the Internet age, online platforms allow tourists to express
their true feelings and opinions. Compared with questionnaire surveys, the latter
can more intuitively and thoroughly understand the perceptions of each tourist’s
innermost city destinations. Mobile Internet With the rapid development of the
Internet of Things, the use of online media has increased dramatically world-
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wide. Every day, tens of millions of users generate tens of millions of data on
online platforms such as Ctrip, Fliggy, and Tuniu. Researchers mine these data
to help reveal user behavior patterns and social phenomena without violating
moral constraints. In addition, network media data is not limited by sample
size, time and space, and has the advantage of eliminating non-response bias [3].
In existing studies, previous studies have confirmed the value of these data in
restorative environmental research. For example, Stephanie Wilkie et al. [9] use
Twitter with 5,624 data texts in this document serve as data support to verify
the restorative environmental characteristics of the urban green space landscape.
Using Attention Recovery Theory (ART) as a framework for content analysis of
tweets. Four characteristics of attention recovery are explored: distance, fasci-
nation, compatibility, and abundance. The study found that tweets most often
refer to obsession or compatibility, but less than 5% of tweets indicate distance,
and restorative environmental characteristics are analyzed through text data.
In view of the advantages of these research methods and the existing research
foundation, this study uses the text data of China’s six mainstream online media
platforms to analyze the restorative influencing factors and important charac-
teristics of its historical districts through the data.

At the same time, considering that restorability is a psychological content
that is difficult to measure through quantitative methods, this article needs to
introduce a bottom-up qualitative research method. Grounded Theory [2] is a
qualitative research method based on empirical data. It extracts initial con-
cepts through subjective perception or evaluation, clusters them through coding
analysis, and obtains the final result after screening and optimization. Good
applicability. Therefore, this article first obtains the factors that affect spatial
resilience through grounded theory; then conducts statistical analysis of network
text data, establishes a data model to explore the universality and difference of
the factors’ impact on spatial resilience, and finally derives the spatial resilience
design based on the influencing factors Enlightenment.

2 Materials and Methods

2.1 Study Area

The study area was selected as the historical district along the Inner Mongolia
section of the Middle East Railway (Fig. 1). The total length of the Middle East
Railway is 2489.20 km. The Inner Mongolia section of the main trunk line starts
from Manzhouli and passes through Hailar, Zhalai Nuoer, Yakeshi, Boketu, Zha-
lantun, etc., which contains a complete historical block area along the railway
line. The historical buildings of the Middle East Railway include the church in
Manzhouli, the Tsarist Russia prison exhibition hall b, the expert building and
its water tower a, the woodcut in the north area, the history museum d in Zhalai
Nuoer, the old railway station e, the coal pit f, and the railway station in Yakeshi
n. Water tower o, the century-old machine garage i in the blog picture, the for-
mer site of the police station g, the former site of the Czarist Russian Route
Guard headquarters h, the historic buildings on Shuiyuan Street, the office of
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the centennial section chief, the former site of the 8172 Army, and the site of
Zhalantun Suspension Bridge Park j, the former residence site of Tsarist Russian
executives k, the Six Nations Hotel i, the Puppet Hinggan East Provincial Histor-
ical Exhibition Hall m, the Middle East Railway History Research Society, etc.
The historical block contains a large number of cultural relics protection units,
historical buildings and traditional buildings, and block space It is also unique,
which makes this multicultural historical district extremely advantageous.

Fig. 1. Historic District along the Inner Mongolia Section of the Middle East Railway

2.2 Materials and Methods

The main process of this research includes: (1) Collecting and sorting out the
network text data related to the historical blocks of the Inner Mongolia section of
the Middle East Railway; (2) Based on the grounded theory, the basic elements
of the historical block space are obtained from the text data clustering category;
(3) Determine the spatial restorative perception elements of historical blocks
through data text analysis; (4) Explore the universality and difference of the
impact of the elements on the spatial restorability; (5)Finally, the IPO model is
used to evaluate the relative importance of each influencing factor to analyze; (6)
Analyze and interpret the results. Finally, according to the influencing factors,
the enlightenment of spatial restoration design is derived, and the workflow is
shown in Fig. 2.
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Fig. 2. Data processing and analysis process.

2.3 Data Acquisition and Preprocessing

Data Acquisition. Select Qunar.com, Ctrip.com, Weibo, Tongcheng.com,
Mofang, Fliggy Travel and other software to crawl the travel notes and travel
evaluation text content of historical districts along the Middle East Railway
Inner Mongolia. In the relevant content of travel notes and evaluations, rele-
vant travel notes and evaluations are retrieved, and pure pictures without text
and pure scenic introductory text are removed, and the final travel notes and
evaluations are obtained. These travel notes describe the travel experience and
impressions of tourists in the tourist destination, Mainly including text and pic-
tures, only extract the text content, and copy all the text content to the csv file
for content analysis. Statistics on the search results, an example is shown in the
following Table 1:

Collect information about the “historical districts along the Inner Mongolia
section of the Inner Mongolia section of the Middle East Railway” in the travel
notes and evaluation columns of the six major online travel network platforms,
and set the three elements of the visitor’s net name, release time, and content for
each review of each travel note. After the information is collected successfully,
it will be exported and summarized in the form of “Travel Notes of Historic
Districts along the Middle East Railway Inner Mongolia.xlsx” or “Evaluation of
Historic Districts along the Middle East Railway Inner Mongolia.xlsx”.

By using tools to capture webpage data and accurately identify various web-
page elements in batches according to the collection needs of the corresponding
topics, the online travel notes published by users of major domestic websites
include information such as travel, food, accommodation, sightseeing, shopping,

http://qunar.com/
http://ctrip.com/
http://tongcheng.com/
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and entertainment. This article mainly uses relevant important nodes (main
research samples) of historical blocks along the Inner Mongolia section of the
Middle East Railway as search keywords, and obtains relevant online travel
notes and relevant scenic spots evaluations as initial samples. First, preprocess
the text: delete blank lines, Chinese and English characters, numbers, irrele-
vant content, etc. Irrelevant content includes: travel notes containing content of
other unrelated scenic spots; advertising posts that have nothing to do with the
research content; secondly, combined with the context of the text, summarize
and merge related descriptions of tourist sites, scenic spots, and activities with
similar meanings. For example: the names of related scenic spots in Manzhouli,
Tsarist Russia prison, water tower, church, and the description of travel notes
with similar meanings are merged.

Since the collected network text data may have defects such as duplication
and deviation from the theme, in order to ensure the scientificity and rigor of
the research results, these text data are manually screened, and the rules are as
follows:

– Fix the problem of missing characters and typos. Combining context, correct
and supplement obvious typos and omissions. For example, “underdeveloped
shopping” is revised to “underdeveloped shopping”, and “full of people in the
mountains” is revised to “full of”, etc.

– Delete meaningless content. Visitors are less constrained when sharing the
evaluation of online travel notes, so the content is relatively free and free.
After reading the text, it is found that some of the content does not revolve
around the main historical block, mainly including: a. The text is not correct
and the topic b. It has nothing to do with the research theme or content.
Advertisements c. Tourist destinations are miscellaneous and d. The content
is irrelevant and blank and other meaningless content. After carefully reading
the texts one by one, 143 repetitive and invalid travel notes were eliminated,
294 posts were evaluated, and 51,696 valid evaluations were finally obtained.

Code Analysis. First, open coding: decompose the original sentence, code and
label the extracted keyword sentences, and generate the initial concept samples
and categories of the influential elements. Import 51696 sample transcripts into
Nvivo11 software for encoding. After labeling and conceptualization, the initial
concepts are mined, and elements that are not related to space are eliminated.
The initial concepts are clustered into 6 main categories based on similarity,
causality, etc., and then The main categories are connected together through
the canonical model to form the core category. The initial concept, main cat-
egory, and core category together constitute the spatial impact factor system.
The system includes 6 core categories: scale, traffic accessibility, activity sup-
port, natural characteristics, cultural heritage, and emotional elements, which
are divided into 13 s-level subcategories and 30 third-level subcategories (Fig. 3).
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2.4 Extraction of Important Factors Based on Data Analysis

The grounded theory has preliminarily determined the spatial influence elements,
but the content of the data article is vague and complicated. In order to obtain
the degree of influence of the restoration of each element more accurately, further
analysis and processing of the text data is required. On the one hand, it analyzes
the proportion of word frequency statistics, establishes the standard of restora-
tive lexicon, classifies the three-level category text to obtain 30 txt format text
files, and sequentially measures the four categories of rich, compatible, distant,
and charming texts. The factor is the framework for restorative word frequency
statistics, and the percentage of vocabulary frequency in the total vocabulary
is used as the restorative value. On the other hand, sentiment analysis is per-
formed on the text and the sentiment score of high-frequency vocabulary is used
as the satisfaction value. Establish an IPA model and use the characteristics
of the model to evaluate the degree of influence of the above elements on the
restoration of different perception elements in the historic district (Figs. 4 and
5).

Data Analysis Strategy. The spatial resilience measurement uses the Chinese
version of the Healing Environment Scale compiled by Ye Liuhong in 2010 as
a framework for network text statistics. The percentage of the restorative high-
frequency vocabulary in the total high-frequency words is taken as the resilience
value of the high-frequency words, including 4 A measurement factor [9], the
statistical results are shown in Table 3. Spatial element satisfaction uses ROST
CM software to do sentiment analysis, and then refer to the University of Michi-
gan SRC index compilation method [10], the difference between the number of
words in positive emotions and the number of words in negative emotions is A,
and the number of words in positive emotions is sum The sum of the number of
words in negative emotions is B, and the satisfaction of high-frequency words is
X(X = A/B); Analyze the evaluation of restorative perception elements in the
historical districts of the Middle East Railway, and select the Middle East from
March 2020 to March 2021 Crawling of travel post data related to the historical
blocks in the Inner Mongolia section of the railway. It mainly includes: 12,675
Feizhu websites, 1995 Mofang websites, 4967 Qunar websites, 5,415 Tongcheng
websites, 1508 Xiecheng websites, 25136 Weibo posts, with a total of 51696 com-
ments of 2398912 words.

Text Data Analysis. Integrate all the collected comment information into
one document, perform word segmentation and word frequency statistics in the
ROST CM6.0 software, and manually filter out irrelevant words. First, use the
30 indicators of the three-level category as the standard for text data Comment
statistics, summarized into 30 text files corresponding to the indicators, and
classify the three-level category text to obtain 30 txt format text files. In turn,
perform word frequency statistics on the category text with the four measure-
ment factors of rich, compatible, distant, and charming. Taking the vocabulary
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Fig. 3. Statistics of importance proportion.
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Fig. 4. Statistics of satisfaction ratio.
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Fig. 5. IPA model.
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frequency as the percentage of the total word segmentation vocabulary as the
importance value, and dividing the extracted high-frequency vocabulary into six
categories: scale, traffic accessibility, activity support, natural feature vocabu-
lary, cultural heritage vocabulary, and emotional element. Statistics, the results
are shown in (Table 2). Collection of travel notes and comments related to the
historical districts along the Inner Mongolia section of the Middle East Rail-
way through the Internet, sorted and summarized tables according to frequency.
The word with the highest frequency symbolizes the most attractive features
of the historical district, while the lower frequency indicates that tourists are
not interested in it and need to be rectified accordingly. Based on the statistical
results, the historical district can be effectively located on the basis of restorative
characteristics (See Fig. 3).

IPA Model Analysis. The IPA model [8] is the “importance-performance”
analysis method jointly proposed by Martilla and James. The analysis principle
is that the degree of customer satisfaction with the product or service is related
to the company’s emphasis on the attributes of the product or service, so as to
continuously improve the improvement of the product or service quality.

Taking the importance of high-frequency words as the X-axis and the sat-
isfaction of high-frequency words as the Y -axis, an IPA model was established,
and the model results (Table 4) are used to analyze the pros and cons of the
historical block update and restoration evaluation.

3 Research Results and Analysis

After statistical analysis of the data obtained by SPSS2.0, the average value
of the importance of the secondary category is 1.36, and the average value of
the satisfaction is 0.936, that is, I1 = 1.36 and P1 = 0.936, forming a vertical
intersection of the X-axis and the Y -axis Point, establish the IPA model, the
model is divided into four quadrants (Fig. 6).

The average value of the three-level category importance is 0.1359, and the
average value of satisfaction is 0.9375, that is, I2 = 0.1359 and P2 = 0.9375,
which form the vertical intersection of the X-axis and the Y-axis, and establish
the IPA model. The model is divided into four quadrants.

The first quadrant is the continued maintenance area. The second-level cat-
egory indicators include block interface, volume description, and cold area char-
acteristics. The third-level category indicators include color, street scale, street
interface, vehicle interference, visual openness, There are 9 options, physical
environment of the block, and sanitary conditions. According to the character-
istics of the IPA model, the satisfaction and importance of these indicators are
higher than the average, and they play an important role in the development of
the historical districts along the Inner Mongolia section of the Middle East Rail-
way. They are the potential for the development of historical districts, so these
indicators need to be maintained and improved on the basis of maintaining the
status quo.
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Table 1. Summary of important notations

Root
Category

Sum
W.F.

Subcategory Word
Frequency

Child
Category

Word Num. Faraway Charming abundant Compatibility W.F.

A Scale 0.59 A1 Street 0.29 Color 4060 162 203 203 162 0.18

Diversity 27672 553 553 1660 276 0.11

A2 Size 0.3 Street Size 28074 842 1684 1122 842 0.16

Street Front 5149 308 51 51 308 0.14

B Traffic
Accessibil-
ity

0.65 B1 Accessible 0.38 Street Smooth 6516 65 325 65 65 0.08

Service
Distance

12310 492 246 492 738 0.16

Vehicle
Interference

29293 1464 878 878 878 0.14

B2 Street
Visual
Accessible

0.27 Horizon Level 33024 990 1651 1981 990 0.17

Viewpoint
Height

4191 83 125 125 83 0.1

C Activity
Support

1.32 C1 Function
Composite

0.37 Choosability 5499 274 54 274 164 0.14

Spatial
Participation

13254 132 795 397 265 0.12

Personalized
Space

4459 189 44 133 222 0.11

Tourist
Service
Facilities

5415 108 54 162 54 0.07

C2 Public
Facilities

0.54 Shopping
Facilities

857 42 34 34 34 0.17

Catering
Facilities

2388 119 95 119 95 0.18

Residence
Facilities

5959 238 178 59 238 0.12

Rest Facilities 276 8 5 5 16 0.13

C2 Public
Infrastructure

0.41 Sunshade
Facilities

158 4 6 6 3 0.13

Lighting
Facilities

1958 78 78 117 19 0.15

D Natural
Feature

0.5 D1 Natural
Ingredients

0.22 Plants
Landscape

26078 521 521 260 1564 0.11

Natural
Sounds

3832 38 114 76 191 0.11

D2 Cold
Region Char-
acteristics

0.28 Snow-ice
Landscape

573 11 22 11 34 0.14

Snow-ice
Activities

1434 86 71 14 28 0.14

Cultural
Inheritance

0.24 E1 Material
Culture

0.09 Historical
Buildings

2113 63 21 42 63 0.09

E2
Non-Material
Cultural

0.15 Woodcut
Construction
Techniques

822 41 32 41 8 0.15

F
Emotional
Factors

0.82 F1 Physical
Comfort

0.51 Block Physical
Environment

1508 60 45 75 90 0.18

Sanitary
Conditions

3913 195 78 234 234 0.19

Winter
Sunshine

4602 276 138 184 46 0.14

F2
Psychological
Comfort

0.31 Security Sense 1500 15 15 90 60 0.12

Historical
Culture Sense

5946 118 297 356 356 0.19
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Table 2. Summary of important notations

item positive
emotion

neutral
emotion

negative
emotion

item positive
emotion

neutral
emotion

negative
emotion

color 96.71% 1.32% 1.97% dwelling facilities 94.18% 2.40% 3.42%

richness 97.74% 1.13% 1.13% rest facilities 97.25% 1.37% 1.37%

street scale 95.41% 0.46% 4.13% shading facilities 86.96% 8.70% 4.35%

street interface 94.92% 1.52% 3.55% lighting facilities 88.89% 5.56% 5.56%

pavement roughness 94.57% 1.27% 4.17% plant landscape 96.40% 1% 2.40%

Service area distance 97.39% 1.19% 1.43% natural sound 96.00% 2.80% 1%

vehicle interference 95.08% 1.43% 3.48% ice-snow landscape 94.92% 1.69% 3.39%

canopy openness 95.38% 1.16% 3.47% ice-snow activities 95.47% 2.20% 2.33%

Viewpoint height 91.94% 1.61% 6.45% historical and cultural architecture 88.89% 5.56% 5.56%

separability 96.11% 1.39% 3% Wood carving techniques 88.89% 5.61% 5.50%

Space participation 93.59% 1% 5.20% environment of neighborhoods 95.37% 0.46% 4.17%

characteristic space 97.37% 0.88% 1.75% health status 96.41% 2.44% 1.15%

tourist service facilities 97.25% 1.37% 1.37% Winter sunshine 86.96% 8.70% 4.35%

Shopping facilities 91.78% 2.74% 5.48% sense of security 97.74% 1.12% 1.14%

catering facilities 93.98% 2.41% 3.61% Cultural and historical feelings 88.10% 4.76% 7.14%

The second quadrant is the over-supply area. The second-level category indi-
cators include intangible culture, psychological comfort, and physical comfort.
The third-level category indicators include cultural and historical sense, shopping
facilities, catering facilities, lighting facilities, and woodcarving craftsmanship.
There are a total of six winter sunshine. According to the characteristics of the
IPA model, it shows that the satisfaction of these high-frequency words is higher
than the average, and the importance is lower than the average. The praise
of historical blocks is far greater than the estimated value, and more in-depth
values of such indicators should be tapped.

The third quadrant is the area with lower priority. The second-level cate-
gory indicators include E2 intangible culture, street visual accessibility, and pub-
lic infrastructure. The third-level category indicators include viewpoint height,
spatial participation, shading facilities, There are a total of four historical and
cultural buildings. According to the characteristics of the IPA model, people’s
attention to these indicators is not high, and long-term plans need to be formu-
lated to gradually improve people’s awareness of the intangible culture of his-
torical blocks, the visual accessibility of historical blocks, and historical blocks.
A sense of identity in public facilities.

The fourth quadrant is to strengthen the improvement of key areas. The
second-level category indicators include street and pavement accessibility, func-
tional composite, public activity facilities, and natural components. The third-
level category indicators include richness, road surface smoothness, and personal-
ized space. There are nine tourist service facilities, rest facilities, plant landscape,
natural sound, and sense of security. According to the characteristics of the IPA
model, it reflects that people have a high degree of attention to these words and
low satisfaction, and need to improve the road to reach; increase the block Func-
tions; increase and upgrade public facilities; increase natural landscape elements
to improve space quality.
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Table 3. Summary of important notations

1st category 2nd category Average
value of

satisfaction

importance
value

3rd category satisfaction
value

importance
value

A Scale form A1 block
interface

0.97225 0.145 color 0.9671 0.18

complexity 0.9774 0.11

A2 volume
description

0.95165 0.15 street scale 0.9541 0.16

street interface 0.9492 0.14

B Traffic

accessibility

B1 Street

pavement
accessibility

0.9568 0.127 road surface

roughness

0.9457 0.08

service area
distance

0.9739 0.16

vehicle
interference

0.9508 0.14

B2 Street
visual
accessibility

0.9366 0.135 visual openness 0.9538 0.17

viewpoint
height

0.9194 0.1

C Activity

support

C1 Function

composite

0.9569 0.123 optionality 0.9611 0.14

spatial
participation

0.9359 0.12

personalized
space

0.9737 0.11

tourist service
facilities

0.9725 0.07

C2 Public
event facilities

0.952975 0.135 shopping
facilities

0.9178 0.17

dining facilities 0.9398 0.18

residential
facilities

0.9418 0.12

C3 Public
infrastructure

0.9103 0.137 rest facilities 0.9725 0.13

shading
facilities

0.8696 0.13

lighting
facilities

0.8889 0.15

D Natural

characteristics

D1 natural

ingredients

0.962 0.11 plant

landscape

0.9640 0.11

natural sound 0.9600 0.11

D2 regional

characteristics
of cold regions

0.95195 0.14 ice-snow

landscape

0.9492 0.14

ice-snow
activities

0.9547 0.14

E Cultural
heritage

E1 material
culture

0.8889 0.09 historical and
cultural
buildings

0.8889 0.09

E2 intangible

Culture

0.8889 0.15 woodcut

craftsmanship

0.8889 0.15

block physical

environment

0.9537 0.18

F Emotional
element

F1 physical
comfort

0.9292 0.17 health
condition

0.9641 0.19

winter sunshine 0.8969 0.14

F2
psychological
comfort

0.9292 0.155 sense of
security

0.9774 0.12

sense of
cultural history

0.8810 0.19
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3.1 Natural Restoration Design Based on Natural Components

For spaces that already have green resources or have the conditions to create
a virtual green environment: green plants, natural sounds, seasonal landscapes
and other natural components should be used as the core elements to trigger
restoration. The element information in this part reflects that people have a
high degree of attention to it, but low satisfaction, so it is necessary to focus on
solving the problems in this area. Specific measures should focus on improving
the quality of the landscape sketches, and the introduction of ice and snow
sculptures to activate the restoration function of the winter space to make up
for the restoration defects caused by the scarcity of vegetation species and the
short green vision cycle.

In the outdoor environment, add a node space with suitable virtual real-
ity and a certain green view rate of the opening to block unfavorable weather
and noise interference, and provide a place for tourists to interact with the out-
door nature. Secondly, optimize the landscape facilities, promote the interaction
between the individual and the space, increase participation, ensure the indi-
vidual’s physical comfort and security, and extend the experience time. Finally,
for natural landscape space, on the basis of improving path accessibility, more
attention should be paid to visual accessibility, so as to maximize its recovery
ability.

3.2 Artificial Restoration Design Based on Activity Attraction

For spaces with entertainment, public exhibitions, etc. as their main functions,
the activities carried by the body can be completed without the use of directional
attention. When an individual engages in such activities, the brain is quickly
occupied by rich information, and the stressful event is temporarily forgotten,
so that non-directed attention is activated. Therefore, maximizing support for
multiple activities is the key to the restoration of this type of space.

First of all, it is necessary to ensure the adequacy and perfection of activ-
ity facilities, and control the density of people flow to avoid the psychological
discomfort caused by the overcrowding. Secondly, establish a complete outdoor
climate shelter system to create a relatively suitable physical environment for
individual travel and outdoor activities in winter, and enhance the accessibil-
ity of indoor activity spaces. In addition, ice and snow sports facilities can be
introduced to create an activity experience with characteristics of cold regions.

3.3 Supportive Recovery Design Based on Multiple Choices

For the space with sightseeing and rest as its main functions, the activities car-
ried by it are the main source of attention recovery. As far as the same activity is
concerned, different individuals will differentiate their needs according to their
preferences. The support and respect for individual needs can improve the com-
patibility between the user and the activity to a certain extent, that is, reduce the
“unwillingness” in the brain. Do it” idea. Therefore, refining the main functions,
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mining sub-functions that support multiple choices, assigning sub-functions to
unit functional components, and incorporating the form of unit space into the
overall space are the main strategies for this type of space restorative design. At
the same time, it can appropriately embellish the environmental features that
can cause directional attention to temporarily rest, such as potted plants, artistic
murals, light and shadow changes, etc., to provide the brain with mental content
that is different from learning and work, and promote recovery.

3.4 Aesthetic Restoration Design Based on Perception Experience

Spaces in historical blocks with deep cultural connotations or strong artis-
tic atmosphere, such as exhibition halls, historical museums, historical ancient
buildings, etc., not only contain entertainment activities, but also have aesthetic
spatial content, and the form is limited by functions, and the architectural aes-
thetics Value can be more easily displayed and displayed. Therefore, this kind of
space should focus on strengthening the aesthetic experience, and on the basis
of the beauty of the form, give the space a humane connotation that can be
interpreted, expand the breadth of the individual brain’s interpretation of the
space, and establish the emotional connection between the individual and the
environment. Specifically, it can be through deepening the existing historical and
cultural background, or creating symbolic sign language, or through the logical
connection of sequences to achieve the function of space “narration”, depicting
a scene and telling a story; it can also be through exhibits or interior The deco-
ration renders the sense of future technology and triggers psychological content
different from the current environment.

4 Conclusion

The Inner Mongolia section along the Middle East Railway is a well-known
scenic spot with local characteristics, with a profound cultural heritage and
numerous attractions. However, the evaluation and optimization strategies for
the recovery perception of the block are always inaccurate. This article starts
with the subjective feelings of tourists, aims to improve the attention recovery
function of historical districts, and uses grounded theory as the basis to explore
relevant influencing factors using network text analysis. The research finally drew
30 spatial impact evaluation elements, and deduced the degree of influence of
spatial elements in the space of historical districts. The data statistics are large
and the analysis results are more accurate. From this, the “Evaluation of Historic
Districts Along the Middle East Railway Inner Mongolia” is derived. Restoration
evaluation and satisfaction score. Based on this data analysis, the IPO score of
the historic district of the Middle East Railway is carried out, and finally the
restoration influence factor system of the historic district space is established,
and the restoration design enlightenment is proposed to expand the influence
and attraction of the historic district force. The research results can be used to
guide the design of historic districts, to achieve the goal of improving tourists’
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life pleasure and mental health, and to facilitate the perception and evaluation of
the restorative environment of historic districts. The research method based on
network data analysis in this paper can provide a good reference for restorative
perception evaluation of other historical blocks.

Acknowledgement. Inner Mongolia Natural Science Foundation Project (Project
Approval Number: 2021LHBS05002); Inner Mongolia University of Technology Scien-
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Abstract. With the QUIC (Quick UDP Internet Connection) protocol recognized
by the Internet Engineering Task Force as the core protocol of HTTP/3, network
traffic based on the QUIC protocol (also known as “QUIC traffic”) will become
one of the primary traffics on the Internet. Network administrators useQUIC traffic
identification as the foundation for network management. Numerous studies on
QUIC traffic identification and application are already underway with the goal
of assisting network operators, and pertinent results are beginning to emerge. We
evaluate the topic of QUIC traffic identification to help future researchers rapidly
grasp the research frontier of QUIC traffic identification and to summarize the
present research and understand the obstacles in the field.

Keywords: QUIC · HTTP/3 · Network traffic identification

1 Introduction

1.1 Backgroud

At present, network traffic encryption is mainly implemented by adding an SSL/TLS
(SecureSocketsLayer/Transport Layer Security) layer on topof theTCP (TransportCon-
trol Protocol) protocol at the transport layer. To increase communication effectiveness,
Google suggested the QUIC (Quick UDP Internet Connection) protocol [1]. To ensure
reliable communication, the protocol incorporates multiplexing, traffic encryption, con-
gestion control, and forward error correction. Additionally, it avoids the requirement for
numerous handshakes and key negotiations in the TCP protocol by employing the UDP
protocol at the lowest layer. Since then, other academic academics have examined the
QUIC protocol, assessed its effectiveness, and verified its benefits [2–5]. The applica-
tion of the QUIC protocol has also been monitored and supported by the industry. Web
browsers represented by Chrome, Firefox, and Safari have successively announced their
support for the QUIC protocol. Internet companies represented by Google and Akamai
have successively deployed QUIC applications on the server side. The IETF (Internet
Engineering Task Force) recognized the QUIC protocol as a global standard for HTTP/3
in May 2021. With the promotion of academia, industry, and the International Organi-
zation for Standardization, it is foreseeable that network encrypted traffic based on the
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QUIC protocol (also known as "QUIC traffic”) will become one of the main traffics on
the future Internet. Therefore, there is an urgent need for network operators to identify
QUIC traffic in order to effectively manage the network. To this end, many researchers
have started research on QUIC traffic identification and have achieved some results. This
article aims to review these results and discuss possible future research directions.

2 Overview of QUIC-Based Network Traffic

2.1 QUIC-Based Network Traffic Datasets

As theQUIC protocol is not yet commonly used, datasets available for QUIC traffic iden-
tification are relatively scarce. At present, the widely used public QUIC traffic datasets
are released by the team led by Professor Xin Liu at the University of California, USA.
The datasets were captured in the lab at the University of California, Davis, and include
5 Google services: Google Drive, Youtube, Google Docs, Google Search, and Google
Music [6]. The datasets were acquired on several systems with different configurations,
including Windows 7, 8, 10, and Ubuntu 16.4, using Selenium WebDriver and AutoIT
tools to write scripts to mimic human behavior when surfing the Internet. During the pre-
processing of this dataset, all non-QUIC traffic is removed, and all flows in this dataset
are marked, suitable for validating some of the methods in this project. In addition, the
researchers constructed some private datasets according to their own research needs.

2.2 Categories of QUIC-Based Network Traffic Identification

QUIC traffic identification refers to the output form of the identification result. The iden-
tification level is determined by the requirements of network operators. QUIC traffic can
be gradually refined from attributes such as protocol, application, and service to realize
protocol identification, application identification, and abnormal traffic identification.We
summarize the varied kinds of identification as follows:

1) Protocol identification. It is to distinguish QUIC traffic from hybrid network traffic.
In the future, the traffic based on the QUIC protocol on the Internet will coexist with the
traffic based on the traditional protocol for a long time. How to identify the QUIC traffic
and reveal its characteristics is a problem that needs to be studied.
2) Application identification. It is to identify the application to which the traffic belongs,
such as WeChat, BitTorrent, or YouTube. These applications can be further refined; for
example, WeChat can be divided into text short messages, voice short messages, voice
calls, video calls, and file transfer.
3) Service identification. It is to identify the type of service to which QUIC traffic
belongs, such as web browsing, streaming media, instant messaging, and cloud storage.
4) Abnormal traffic identification. It is to identify malicious traffic such as DDoS, botnet,
and APT.
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3 Review of Recent QUIC-Based Traffic Research

Due to the multiplexing, traffic encryption, congestion control, forward error correction,
and 0RTT (0RoundTrip Time) connection establishment of theQUIC protocol, there are
fewer feature dimensions extracted from QUIC traffic than from traditional protocols.
The characteristics extracted from QUIC traffic mainly include time series dimension
information, statistical information, and byte stream information. At present, there are
few works that take QUIC traffic as the research object, and the existing research can be
divided into four categories: (1) Protocol identification [7]; (2) Application identification
[8, 9]; (3) Service identification [6, 10]; (4) Abnormal traffic identification [11, 12].
Details will be given below.

3.1 Protocol Identification

There are varying data encapsulation formats aswell as interaction processes for different
communication protocols. Therefore, we need to understand the interaction process of
different protocols, andfindout the characteristics and laws that canbeused to distinguish
different applications in the interaction process. And then, it is possible to summarize
the best feature attributes of each application protocol in network traffic [7]. And finally,
these features lay the foundation for improving the granularity and accuracy of overall
flow identification. Protocol identification can be at different levels in communication,
such as identification of QUIC and non-QUIC protocols, identification of encrypted
protocols, etc. Among them, the identification of QUIC and non-QUIC protocols is
relatively simple and can be distinguished by the fingerprint feature of the packet header.
The identification of encryption protocols is the key andmost difficult content of protocol
identification.The interactionprocess of encryptionprotocols canbe roughlydivided into
two stages: (1) the first stage is to establish a secure connection, including a handshake,
authentication, and key exchange. During this process, both parties negotiate supported
encryption algorithms, mutual authentication, and key generation; (2) the second stage
uses the key generated in the first stage to encrypt and transmit data. At present, the three
mainstream encryption protocols are IPSec, SSH, and SSL.

3.2 Application and Service Identification

Traditionalmachine learningmethods arewidely used in the field of traffic identification.
For QUIC, a new type of traffic, researchers also try to use traditional machine learning
methods to identify QUIC traffic. The authors in [9] proposed a method to extract the
characteristics of combined application data units from network traffic and used a variety
of traditional machine learning methods to evaluate the quality of video streams based
on the QUIC protocol, and obtained good results. This method could solve the diffi-
cult problem of video stream quality assessment caused by QUIC stream multiplexing.
However, this method could not be used for other QUIC application network flows and
could not be effectively applied to the application-level classification of QUIC traffic.

With the application of deep learning in various situations,more andmore researchers
try to use deep learning methods for QUIC traffic identification. The authors in [10]
proposed a method that uses a convolutional neural network (CNN) to integrate feature



368 X. Gui et al.

extraction and classification and applies it to five services based on Google’s QUIC
protocol. This kind of method integrates feature extraction and classification by using
CNN, and these methods always have high accuracy in private datasets. However, the
method mentioned in [10] classifies a single QUIC stream ten times, which in turn
consumes a lot of CPU time and memory space, and at the same time extracts fewer
feature dimensions. In [6], the authors propose a semi-supervised CNN to classify QUIC
traffic. Specifically, the authors use a large amount of unlabeled encrypted traffic data
for initial training of the CNN and then use a small number of labeled QUIC encrypted
traffic data sets for secondary training of the model. It is suitable for the case when there
are only a few labeled samples. This method can avoid the problem that a large amount
of labeled data is required for model training. However, the generalization performance
is poor, and the classification accuracy on some datasets cannot meet the requirements
of practical applications.

At present, although there are fewworks on QUIC traffic classification, in the field of
non-QUIC traffic research, there have beenmany research results in recent years, such as
using traditional machine learning algorithms to classify encrypted network traffic [13,
14], malicious traffic detection [15], using deep learning to classify encrypted traffic such
as VPN and HTTPS, etc. [16–19]. These results have important reference significance
for the research on QUIC traffic classification.

3.3 Abnormal Traffic Identification

Website fingerprinting attackers can infer the website visited by network users from
network traffic. And website fingerprinting attacks (WFP) can be implemented through
multi-classification tasks. In [11], the authors studied the safety of the three protocols, that
is, QUIC, gQUIC, and HTTPS/2, to resist WFP from the perspective of traffic analysis.
The authors collect network traffic through a controlled environment consisting of three
Web servers running Ubuntu 18.04. In addition, the author selected the official landing
pages of the top 100 schools from the Times World University Rankings. The mainWeb
pages of thesewebsiteswere downloaded and stored on three hosting servers. Each server
uses Docker to isolate resources from these websites. To compare the effectiveness of
different protocols against fingerprinting attacks, the authors used five machine learning
models for testing, namely random forest, decision tree, k-nearest neighbor, naive bayes,
and support vector machines, and used 10-fold cross-validation to obtain experiment
results. According to the experiments, the following conclusions can be drawn: (1) At
the beginning of the connection, the gQUIC and QUIC protocols are more vulnerable
to the threat of WFP than HTTPS/2, but if considering the full-traffic situation, the
performances of the three protocols are similar. (2) When considering the full traffic
of both parties in communication, most of the characteristics of the three protocols
can be converted to each other. While the traffic characteristics of the three protocols
are quite different if only considering the traffic at the beginning of the connection.
(3) When tested with only 40 packets and some simple features, the attack accuracy
of gQUIC reaches 95.4%, QUIC is 95.5%, and HTTPS/2 is only 60.7%. Since the
QUIC protocol includes the function of network padding, the authors in [12] studied the
effectiveness of network layer padding in preventing website fingerprinting attacks. To
this end, the author prepared two datasets, the hybrid datasets and the QUIC datasets.
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The authors found that in a mixed dataset with only 4% of QUIC traffic, the classifier
was biased towards TLS-specific features. Therefore, the author constructed a dataset
with QUIC traffic accounting for 70%. In this paper, the random forest model is used for
classification, and the results show that the network layer padding is almost ineffective
against network fingerprinting attacks. In addition, the author also proposes the idea of
padding data at the application layer to counteract website fingerprinting attacks. To sum
up, although the QUIC protocol has been improved in many aspects, it does not have
a big advantage in resisting website fingerprinting attacks. And in some scenarios, it is
even weaker than HTTPS/2.

4 Evaluation

At present, the evaluation of traffic identification and classification is mainly based
on the use of accuracy-related indicators. This indicator is relatively simple. To meet
the network traffic analysis requirements, there are many new evaluation indicators
proposed. The following introduces several common evaluation indicators currently
used in QUIC traffic identification and classification.

(1) Accuracy

The percentage of the total number of samples that are correctly predicted. The
details of the parameters are described in Eq. (1).

Accuracy = TP + TN

TP + TN + FP + FN
(1)

The accuracy indicator has a disadvantage, that is, the data samples are not balanced,
and this indicator cannot evaluate the performance of the model. Suppose a test set has
99 positive samples and 1 negative sample. The probability that the model predicts all
samples as positive will be 99%.

(2) Precision.

Precision is an evaluation index for prediction results. Among the results predicted by
the model as positive samples, the percentage of true positive samples can be calculated
in Eq. (2).

precision = TP

TP + FP
(2)

The meaning of the precision is how many of the results were predicted as positive
samples.
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(3) Recall

Recall is an evaluation index for the original sample. Among the actual positive
samples, the percentage of predicted positive samples can be described in Eq. (3).

recall = TP

TP + FN
(3)

5 Discussion

With the growth of QUIC traffic on the Internet, identifying the type of traffic carried by
theQUICprotocol and effectivelymanaging and controlling it has become a problem that
network operators are about to face. Compared with the current protocol of the transport
layer, the QUIC protocol integrates more functions, and its QUIC packet organization
and traffic characteristics are quite different from the current transport layer protocol.
Therefore, the existing encrypted traffic classification methods cannot be directly used
for QUIC traffic classification. In order to cope with the management and service of
the future network calmly, it is urgent to research the classification of QUIC traffic. We
believe that there may be the following three challenges in the field of QUIC traffic
classification.

(1) How to build a classification model for QUIC traffic?
TheQUIC protocol has the functions of multiplexing, traffic encryption, congestion
control, and forward error correction and data transmission using the UDP protocol.
These functional characteristics create the unique traffic characteristics of theQUIC
protocol, which can be used for traffic classification. QUIC traffic classification
can be subdivided into multiple levels, such as: protocol classification, application
classification, user behavior classification, and so on. For these different levels of
classification requirements, it is necessary to understand the corresponding QUIC
traffic characteristics and build a suitable model to classify QUIC traffic.

(2) How to solve the stability of the QUIC traffic classification model?
The training data set in the field of network traffic classification generally has an
unbalanced distribution of traffic data. Generally speaking, the classification result
always has the problem ofmajority bias if you train the unbalanced data set directly.
That is, it is easy to misreport the category of the traffic with a small number
of samples. Therefore, it is necessary to consider how to keep the classification
accuracy stable when building a QUIC traffic classification model.

(3) How to enhance the scalability of the QUIC traffic classification model?

In the face of complex and changeable network environments, the scalability of the
QUIC traffic classification model is important for network operators. That is, the clas-
sification model can quickly identify new types of traffic based on the existing clas-
sification functions. Therefore, this kind of model needs a new structure to meet the
requirements. Therefore, it is necessary to study the scalability method for the QUIC
traffic classification model.
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Abstract. With the profound revolution in the data center industry
and the increasing size of data center networks (DCNs), researchers have
been focusing on achieving efficient and fast transport of traffic within the
data center. In addition, the number of devices equipped with multiple
interfaces is increasing, which allows multiple paths to be used simul-
taneously. Multipath transmission mechanisms can significantly improve
the performance of data transmission in DCNs. However, some issues
remain when MPTCP is deployed in DCNs. We have investigated multi-
path transport mechanisms in data center networks. First, the Multipath
TCP (MPTCP) protocol is briefly described. Then, a study of routing
algorithms, congestion control, and energy-saving techniques for apply-
ing MPTCP in DCNs are summarized separately. Finally, we propose
the future direction of the multipath transmission mechanism in DCNs.

Keywords: data center networks · multipath TCP · software defined
network

1 Introduction

The fourth industrial revolution driven by digital technology as the core is bring-
ing profound changes to human production and life. As a physical base for carry-
ing various digital technology applications, data centers are gradually highlight-
ing their industrial empowerment value [1]. Major countries around the world
are actively guiding the development of the data center industry. The data cen-
ter market is growing in size and traffic convergence within data center networks
(DCNs) is also increasing. If the DCNs experience network congestion, there may
occur problems such as communication delays, long query times, and degraded
service quality, causing a series of significant losses [2,3]. To avoid traffic surges
that strain data centers and affect the quality of service, achieving efficient and
fast transmission of traffic within DCNs has become a hot research topic today.
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As different kinds of network access technologies flourish, the next-generation
network will be a heterogeneous network with multiple access networks coexist-
ing in wired, wireless, and cellular networks [4]. With the accelerated deployment
of IPv6, multiple addresses of hosts will become more popular. The servers in
DCNs are basically multi-homed hosts, and there are usually multiple available
paths between two hosts. However, traditional TCP can only select one path
at random, which wastes a lot of network resources. Designed as an extension
to TCP, Multipath TCP (MPTCP) [5] takes advantage of multiple subflows on
different paths to enable high throughput and dynamic traffic migration. There
are many solutions based on MPTCP [6–9] that have shown particular advan-
tages for viable deployment, low latency and high throughput in DCNs. In brief,
MPTCP can achieve load balancing by creating multiple subflows to distribute
data to multiple paths within the network [10]. Figure 1 shows an MPTCP com-
munication scenario under DCNs where two multi-homed hosts (Host A and
Host B) can establish connections over three paths, meaning that multiple paths
can be used to exchange data between the hosts simultaneously. This kind of
multipath solution increases throughput and builds higher resistance to network
failures [11].

Fig. 1. MPTCP communication scenarios in DCNs.

However, some problems still exist when MPTCP is deployed in DCNs. For
instance, due to the multi-versus-one model and the abundance of short pulses
in DCNs, all traffics are prone to collision on shared links and on the same out-
put port. Because the buffers of ToRs are usually too small to handle bursts,
MPTCP incast problems inevitably occur during transmission [12], causing bot-
tleneck collapse and dramatic throughput degradation. In addition, it is shown
that in modern DCNs, MPTCP is effective over long traffic but not over short
traffic [6]. Massive timeout retransmissions usually cause short traffic to arrive
late. Which significantly reduces the transmission efficiency of a large number of
delay-sensitive short flows in DCNs. These network topologies with multipath
characteristics can generate large resource wastage when the network load is low.
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Since the energy consumption of current DCNs devices and components is less
affected by load variation, they consume essentially similar energy at low loads as
at full loads [13], and the more underutilized devices can significantly pull down
the efficiency of the network. The huge energy consumption of DCNs leads to
high electricity costs, constrains the expansion of DCNs, and exacerbates the
damage and impact on the environment [14]. Therefore, the performance and
energy consumption issues of multipath transmission in DCNs have aroused
widespread concern in academia and industry.

This paper surveys the research on multipath transport mechanisms in DCNs,
and proposes future development directions and challenges. The survey is orga-
nized as follows. Section 2 introduces the MPTCP overview. Section 3 reviews
MPTCP technologies in DCNs. Section 4 discusses the directions for future
research. And we summarize in Sect. 5.

2 MPTCP Overview

With the continuous development of communication technology, modern com-
munication terminals generally have multiple network interfaces. However, tra-
ditional TCP can only utilize a single interface for communication during one
data transmission. To fully utilize the network resources among multi-homed
hosts, in 2013, the International Internet Engineering Task Force (IETF) pro-
posed the MPTCP [4], and standardized the protocol stack design, architecture,
congestion control, application interfaces, and usage scenarios, etc. The MPTCP
enables multi-homed terminals to access multiple networks simultaneously and
fit multiple link bandwidths to achieve multi-path data transmission, so as to
increase data transfer rates and maximize network resource utilization.

As shown in Fig. 2, the MPTCP layer is located below the application
layer and above the TCP layer in the protocol stack [15], providing a stan-
dard TCP interface for the application layer to hide multipaths while multiple
TCP subflows need to be managed. With functions such as path management
[16], packet scheduling [17] and congestion control [18], MPTCP is currently the
most researched and widely used transport layer multipath transport technology.
MPTCP has attracted a lot of attention in the DCN field due to the following
advantages.

APP

TCP

IP

APP

MPTCP

TCP

IP

Fig. 2. MPTCP protocol stack.
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The main advantages of the MPTCP protocol are as follows.

– Improve throughput. Traditional TCP only supports single-path data
transmission between communicating pairs. MPTCP can take full advantage
of multiple hosts equipped with multiple network interfaces to create multi-
ple TCP subflows to transmit data in parallel between communicating pairs,
fully aggregating the bandwidth on different physical links and improving
throughput.

– Enhance robustness. In the event of poor link communication quality or
disconnection, traditional TCP must disconnect the current connection and
establish a new TCP connection on another link to re-transmit the data.
For MPTCP, when a subflow fails, MPTCP management can quickly and
seamlessly switch services to other available subflows, maintaining continuous
data transmission and improving resilience to dynamic network environments.

– Congestion Balance. MPTCP assigns data to different subflows for trans-
mission based on the subflow status and transfers the more congested subflows
to the idle subflows through the congestion control mechanism to achieve load
balancing of the entire network and improve the resource utilization of the
network.

– Traditional TCP compatibility. MPTCP is an extension of traditional
TCP. When the communication counterpart supports the MPTCP, it is pre-
ferred to use the MPTCP for data transmission to take advantage of multi-
path; when the communication counterpart does not support the MPTCP, it
can also directly degrade to the traditional TCP to continue the single-path
transmission.

– Other Compatibility. The MPTCP addresses compatibility issues includ-
ing with the application layer, network middleware, and other users in the
network, and ensures the security of data transmission in the face of attacks
[19].

3 Status of Research on Multipath Transport
Mechanisms in DCNs

3.1 Data Center Networks

The data center acts as an infrastructure service provisioning role to deliver,
compute, and store data information. The traditional architecture of DCNs is
organized into three layers [20], as shown in Fig. 3, mainly consisting of a large
number of Layer 2 access devices and a small number of Layer 3 devices with a
tree-like layered structure. Core Layer is the high-speed switching backbone that
enables optimized data transmission between backbone networks through high-
speed forwarding. Aggregation Layer is in the middle of Core Layer and Access
Layer, and is responsible for processing and aggregating all communication data
flows in the uplink of Core Layer and downlink of Access Layer, as well as
providing firewall and intrusion detection services. Access Layer, also known
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Fig. 3. The topology of traditional DCNs.

as Edge Layer, is mainly responsible for the access of network devices such as
servers.

In recent years, with the rapid growth of data center traffic and the appli-
cation requirements of virtualization technology, DCNs bandwidth and perfor-
mance are facing great challenges. The traditional network architecture is no
longer suitable for the development of the new generation of data centers, so
researchers have designed a variety of network architectures, such as fat-tree
[21] and VL2 [22] with switches as the core, and Dcell [23] with servers as the
core.

In DCNs, the flows with high bandwidth demand are called long flows (also
called elephant flows), which are mainly generated by data backups, and the
flows with less bandwidth demand but more sensitive to latency are called short
flows (also called rat flows), which are mainly generated by online searches [24].
These two types of traffic in the data center are distributed in a heavy-tailed
manner. 90% of the volume of the network is rat streams, which accounts for less
than 10% of the whole network’s traffic. The other less than 10% of the number
of elephant streams accounts for more than 80% of the total network traffic.

3.2 Routing Algorithms for Multipath Transmission in DCNs

Due to the popularity of multipath DCNs topologies, researchers have proposed
many routing algorithms to solve the load balancing problem of DCNs. The
equal-cost multipath routing (ECMP) algorithm [25] is the main routing algo-
rithm used in DCNs to solve load balancing problems, which first numbers mul-
tiple equivalent paths, then hashes the packet header fields, and finally maps the
data flow to the corresponding path. However, the ECMP algorithm may map



378 R. Ji et al.

multiple long flows onto the same link, resulting in link congestion and packet
loss. The ECMP algorithm performs well when the network load is light, but
as the network load increases and the network fluctuations increase, the load
on the network becomes unbalanced. ECMP has two obvious disadvantages,
(i) ECMP does not have a congestion awareness mechanism, and continues to
assign forwarding tasks to already congested links, resulting in increased con-
gestion; (ii) ECMP does not distinguish between elephant flows and rat flows,
and this indiscriminate forwarding strategy is obviously no longer applicable to
today’s DCNs. RPS [26] maps every packet randomly to all available paths to
optimise the resources of the multipath, but this approach can easily lead to
packet reordering. To prevent packet reranking, CAPS [27] handles short flows
and propagates them to all paths. For avoiding drastic reordering, Hermes [28]
only reorders packets to good paths in a timely and careful manner when it is
advantageous to do so. The DLB [29] algorithm is a dynamic load balancing algo-
rithm for fat-tree topology networks, DLB adopts the idea of greedy strategy,
starting from the sending end and selecting the other node of the link with the
largest remaining bandwidth as the next hop until it reaches the highest-level
switch that the flow needs to reach. However, the path obtained by the DLB
algorithm is only locally optimal, which may cause congestion of some locally
optimal paths. He, K. et al. [30,31] improved network elasticity by making sub-
flows not pass overlapping links in DCNs. However, the routing scheme only
considers the current single connection and completely ignores the other connec-
tions in the network, and cannot do anything about the collisions between the
subflows of different connections.

MPTCP transmits data in subflows, making full use of multipath resources.
A number of works have emerged to improve the performance of MPTCP in
DCNs. Raiciu, C. et al. [32] demonstrate that multipath transmission control
protocols, while fully utilizing bandwidth and increasing throughput, increase
finish times for short flows. Cao, Y. et al. [33] Achieve high data transmission
performance by dynamically constructing disjoint paths for each MPTCP flow to
take advantage of the path diversity of DCNs. However, MPTCP seeks to realise
enough link usage by depleting buffers, resulting in sizeable queuing delays and
packet loss. This affects the performance of the short, latency-sensitive traffic.
Therefore, XMP [34] controls switch buffer occupancy using the ECN mechanism
to lessen the influence of long flows against short flows. MMPTCP [6] differs
long and short flows based on the amount of bytes, as well as applying different
transmission policies.

As a network innovation architecture, Software Defined Network (SDN) real-
izes the decoupling of control plane and data plane under the traditional network
architecture, as shown in Fig. 4. In theory, SDN can explore, allocate, and man-
age network resources for each MPTCP connection in a fair, efficient, and fast
manner. In the DCNs based on SDN, Duan, J. et al. [35] designed a respon-
sive MPTCP path management system, which consists of two modules: one
is the centralized control module, which is responsible for the intelligent com-
puting function of subflow routes; the other is the monitoring module, which
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proactively tunes the number of subflows depending on the network require-
ments. Hussein, A. et al. [36] designed an enhanced MPTCP architecture using
SDN technology to achieve the target of maximising DCNs’ throughput. How-
ever, collisions between different subflows of the same connection will affect
transmission efficiency. Zannettou, S. et al. [37] designed a disjoint allocation
strategy for MPTCP subflows. By parsing the MPTCP packet header informa-
tion, the SDN controller assigns different subflows of the same connection to
non-overlapping paths, thus making full use of network bandwidth. However,
these methods ignore the quality difference between paths, which leads to seri-
ous packet disorder and a sharp decline in transmission performance. Kukreja,
N. et al. [38] proposed the design of an MPTCP path manager based on SDN.
With an intensive analysis of different scheduling algorithms, they discussed the
impact of delay differences on the general performance of MPTCP and effectively
mitigated the performance degradation caused by path quality differences.

SDN Network Application

SDN Data Plane

SDN Controller

Fig. 4. SDN Architecture.

3.3 Congestion Control for Multipath Transmission in DCNs

More and more studies have shown that multipath transport technology would
become the critical technology for DCNs. However, MPTCP has a problem with
incast crashes, and its throughput drops drastically when the receiver makes
data requests on multiple servers at the same time. Researchers have proposed
many congestion control mechanisms to prevent MPTCP’s incremental crash
problem and thus improve MPTCP’s performance in DCNs.

Kheirkhah, M. et al. [6] analysed the obstacles to deploying MPTCP in
DCNs. The authors proposed a multipath congestion control scheme that can
adaptively switch between multi-run and single-run traffic. Ye, J. et al. [39] pro-
posed an enhanced MPTCP protocol that can adjust the congestion control
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mechanism under different numbers of subflows. Kimura, B. et al. [40] proposed
an algorithm to adjust the send operations of all subflows in a collocated way
to accomplish diverse goals such as friendliness, improved throughput and con-
gestion balancing. However, this method does not reduce the number of lost
packets. QCBF [41] is a multi-homed fat-tree topology MPTCP transport con-
trol method based on ToR cluster buffer assignment, which effectively eliminates
the MPTCP incremental problem. DCMPTCP [8] controls the creation of sub-
flows to alleviate congestion in data center communication mode. MMPTCP
[6] randomly disperses short flow packets to allow for high aggregated through-
put to balance the traffic load across multiple paths. FUSO [42] modifies the
retransmission mechanism of MPTCP subflows. In cases where the sender sus-
pects that a packet is lost, it will rapidly retransmit the lost packet using other
congestion windows with small loads, cutting down on the total completion time
of the subflow. MPTCP OPN [44] adapts the number of parallel subflows based
on real-time network conditions and moves traffic away from crowded paths
flexibly to alleviate high latency. EW-MPTCP [12] allows additional congestion
control operations for each subflow, mitigating incast crashes by permitting sev-
eral MPTCP subflows to compete equitably with a single TCP flow at a common
bottleneck.

3.4 Energy-Saving Techniques for Multipath Transmission in DCNs

Data centers around the world consume a lot of electricity, generating huge
carbon emissions. It is well known that the energy consumption of data commu-
nications relies on the CPU power of the host and the traffic finish time. The
instantaneous CPU power of the host during data transfer increases significantly
compared to the free state and is influenced by factors such as the sending rate
and the number of network interfaces. The completion time of elephant streams
falls with increasing throughput, while the completion time of rat streams relies
strongly on the quality of the path in real time. Therefore, energy optimisation
for data transmission must take all these factors into account.

The reduction in completion time for long flows and the energy consumption
using MPTCP compared to single-path TCP more than offset the increase in
host CPU power. Researchers have proposed a variety of data center network
energy-saving algorithms. Zhao, J. et al. [45] devised an energy-efficient approach
for data centers, MPTCP-D. It reduces energy consumption by minimising traffic
fulfilment time and closes the congestion window for additional subflows, guar-
anteeing that only one subflow remains on the overlapping path. Raiciu, C. et al.
[32] demonstrated that MPTCP can improve data center utilisation at different
network sizes and topologies. Khalili, R. et al. [46] studied the problem of opti-
mal resource assignment between vast numbers of synchronous MPTCP flows.
Interference of different MPTCP subflows on a common link raises the cost of
traffic management overhead and increases energy consumption. If packet loss
occurs, current approaches still need to wait for a retransmission mechanism to
make a decision [47], which is less efficient for short delay-sensitive traffic. Gupta,
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M. et al. [48] proposed that during periods of low activity, changing routes aggre-
gates traffic onto fewer routes, causing idle devices to sleep. Vasić, N.et al. [49]
proposed EATE to reduce energy consumption by combining sleep, rate adap-
tation, and routing coordination. Lin, M. et al. [50] studied data center energy
proportional management to match energy consumption to server workloads.

4 Future Directions and Challenges

With the deployment of IPv6, the scale of multiple hosts in DCNs will be fur-
ther expanded. At present, the research on multipath transmission mechanisms
in DCNs mainly focuses on routing algorithms, congestion control, and energy-
saving technology, which shows the advantages of multipath transmission tech-
nology. However, future research will face many challenges.

– Design a multipath transmission strategy for hybrid flows in DCNs.
Many existing transport schemes first distinguish between elephant and rat
flows in DCNs, and then perform path selection and data scheduling, respec-
tively. However, there is currently no precise method for traffic detection and
differentiation, and if an error is detected, it will seriously affect the data
transmission performance. Future research should combine transmission con-
trol strategies with different traffic patterns, comprehensively consider switch
caching, real-time link congestion, etc., design hybrid streaming transmission
strategies for DCNs, and make balanced use of network resources.

– Design the deployment scheme of large-scale SDN in DCNs. As a
new network architecture [51], the core idea of SDN is numerical control sep-
aration. The controller can create flexible network forwarding policies based
on complex and variable service scenarios, providing a new mindset for data
center traffic load balancing. MPTCP synchronous traffic arrivals can eas-
ily cause switch buffer overflows. Future work should address MPTCP load
issues on SDN controllers, for example, by using multiple controllers to alle-
viate performance bottlenecks.

– Study the energy consumption model of multipath transmission in
DCNs. With the expansion of the data center scale and business, energy
consumption is a direct reflection of the cost. To the research community, the
power consumption of MPTCP for DCNs remains largely unknown. In the
future, energy-saving schemes should be studied to realize that the energy
consumption of a data center is proportional to the workload level under
the active state, and maximize the load balance and energy-saving effect by
means of game theory.

– Study the robustness optimization scheme of multipath transmis-
sion in DCNs. Traffic bursts can be fatal to data center applications and
can lead to serious performance degradation. If a critical transmission path in
DCNs encounters random failures or external network attacks, the transmis-
sion performance of the path deteriorates, affecting the overall performance of
the multipath transmission. At present, there are few studies on the security
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of multipath transmission in DCNs. Therefore, future research can combine
dynamic system modeling theory with complex network analysis methods to
establish DCNs multipath transmission system robustness analysis model.

5 Conclusion

The multipath transmission mechanism will improve the transmission perfor-
mance of DCNs. In recent years, great progress has been made in improving
MPTCP performance in DCNs. This paper presents a current survey of the
multipath transmission mechanism in DCNs. In order to analyse this field, we
discuss the study of routing algorithms, congestion control, and energy-saving
techniques for applying MPTCP in DCNs. In addition, we also put forward the
development trend of the multipath transmission mechanisms in DCNs and the
key problems to be solved to help researchers carry out further research.
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Abstract. Object detection is increasingly in demand in IoT service
applications. Deep learning based object detection algorithms are now
in fashion. As the most popular multi-scale object detection network at
present, Feature Pyramid Network achieves feature augmentation by fus-
ing features of neighboring layers. It is widely used in the most advanced
object detectors to detect objects of different scales. In this paper, we
propose a new attention mechanism guided bidirectional feature pyra-
mid architecture named AgBFPN to enhance the transfer of semantic
and spatial information between each feature map. We design Channel
Attention Guided Fusion(CAGF) Module and Spatial Attention Guided
Fusion(SAGF) Module to enhance feature fusion. The CAGF mitigates
the loss of information induced by channel reduction and better trans-
fers the semantic information from high-level to low-level features. The
SAGF passes the rich spatial information of shallow features into deep
features. Our experiments show that AgBFPN achieves higher Average
Precision for multi-scale object detection.
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With the rapid expansion of IoT, there is an increasing demand for object detec-
tion in IoT application scenarios such as intelligent transportation and public
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safety. Object detection algorithms based on the deep convolutional network have
already achieved significant advancements in recent years. The object scale is the
important factor related to the performance of object detection. Some detailed
information about small objects is contained in shallow features. With deeper
layers, the geometric details may vanish entirely (oversized receptive field), mak-
ing it hard to detect small objects using deep features. Deeper feature maps can
provide semantic information about large objects. Thus, object detection with
a wide range of object scale changes is still a challenging problem [1].

Deep features in convolutional neural networks have a large receptive field
and rich semantic information but lose geometric detail information. In contrast,
shallow features have rich detail information with small receptive fields, but lack
of semantic information. Multi-scale learning combines deep semantic informa-
tion and shallow representation information, which is an effective strategy to
improve the performance of object detection [2–4]. FPN [4] is the frequently uti-
lized multi-scale object detection network at present. It passes down the high-
level feature information and supplements the low-level semantics to solve the
multi-scale problem in object detection.

We think about two issues that may exist in feature pyramid network. The
first is before feature fusion, different level features will go through a convolu-
tional layer with a convolution kernel of size 1× 1 to reduce feature channels,
and excessive channel attenuation will bring about unavoidable information loss.
In addition, in the top-down pathway, the top-level pyramid does not get supple-
mentary information, so the reduction of channels will lose information instead.

Based on these issues, we design the Channel Attention Guided Fusion
(CAGF) Module, which introduced the attention mechanism. The features of
high-level layers with sufficient classification details can be applied as attention
to guide the low-level features. It transfers different scale semantic features from
top to bottom, so that can obtain high-resolution and strong semantic features,
which is beneficial to the detection of multi-scale objects. Furthermore, we add a
new bottom-up spatial perception pathway by Spatial Attention Guided Fusion
(SAGF) Module to pass the rich spatial information of shallow features into
deep features. Combined Channel Attention Guided Fusion Module and Spatial
Attention Guided Fusion, our AgBFPN architecture archives effective accuracy
improvements on PASCAL VOC2007 [5] and MS COCO [6].

Based on these issues, the main contributions of our paper are as follows:

– Firstly, we design the Channel Attention Guided Fusion (CAGF) Module,
which introduces the attention mechanism. The deep features have sufficient
classification information to guide the shallow features. It conveys semantic
feature information from top to bottom at various scales, which helps multi-
scale object detection.

– Furthermore, we add a new bottom-up spatial perception pathway by Spatial
Attention Guided Fusion (SAGF) Module to pass the rich spatial information
of shallow features into deep features.
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– Combined Channel Attention Guided Fusion Module and Spatial Attention
Guided Fusion, our AgBFPN architecture archives effective accuracy improve-
ments on PASCAL VOC2007 [5] and MS COCO [6].

2 Related Work

Early multi-scale detection has two ideas. One is to utilize different convolution
kernel sizes to acquire various scale information through different sizes of the
receptive field, and the other is to use image pyramids to detect different scale
objects by inputting images at various scales. However, these two methods are
computationally expensive and suffer from a limited range of receptive fields.
Later, multi-scale detection is gradually developed to execute object detection
based on the feature pyramid, using feature maps of various stages to build
a feature pyramid network to detect multi-scale objects. Since FPN [4] was
proposed, multiple versions have been iterated successively [9–12], from no fusion
to top-down unidirectional fusion, and then gradually to bidirectional fusion as
in Fig. 1.
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Fig. 1. Evolution of Feature Pyramid Networks: a) No fusion; (b) Top-down unidirec-
tional fusion; and (c) Simple bidirectional fusion

2.1 No Fusion

Most classical object detection networks use the last layer of deep neural net-
works to make predictions. However, it is going to be hard to detect small objects
in the last feature map due to the loss of spatial and detailed feature informa-
tion. SSD [2] is one of the typical representatives of no fusion using multi-scale
features. It uses shallower feature maps to detect smaller objects and Deeper
feature maps to detect larger objects.

2.2 Top-Down Unidirectional Fusion

The current object detection model’s main fusion mode is top-down unidirec-
tional fusion FPN [4]. It introduces a top-down network architecture to enhance
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features with feature fusion from neighboring layers. Based on FPN [4], Liang [8]
proposes a deep feature pyramid network, which enhances the semantic features
of small objects by using feature pyramids with lateral connections. Libra R-
CNN [9] fuses and refines multi-scale feature elements with a balanced feature
pyramid. AugFPN [10] proposes a series of FPN enhancement methods.

2.3 Bidirectional Fusion

Only top-to-bottom feature maps are fused by FPN [4]. Secondary fusion from
bottom to top has been proposed for the first time by PANet [13]. Based on
traditional feature pyramid networks, PANet [13] increases the shallow infor-
mation to the deep layer just by adding a bottom-up fusion pathway. Since the
proposal of PANet [13] proves the effectiveness of bidirectional fusion, several rel-
evant researches try more complex bidirectional fusion, such as NAS-FPN [14],
ASFF [15] and BiFPN [16]. NAS-FPN [14] employs neural architecture search
to learn all cross-scale connections for better fusion. For simple and fast feature
fusion, BiFPN [16] proposes a weighted bidirectional feature pyramid network.

3 Proposed Methods

We describe our attention guided bidirectional Feature Pyramid Network archi-
tecture in this section. By introducing an attention mechanism, it fully uti-
lizes semantic information from deep features and spatial information from shal-
low features to optimize the fusion of feature information at different scales.
In AgBFPN, two main components are proposed: a Channel Attention Guided
Fusion (CAGF) Module and a Spatial Attention Guided Fusion (SAGF) Module.
We will describe them in detail below.

Fig. 2. An overview of our Attention guided Bidirectional Feature Pyramid Net-
work(AgBFPN)
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3.1 Overall

Figure 2 depicts the overall framework of AgBFPN. Following the config-
uration of FPN [4], the outputs of the backbone features are indicated
as {C2, C3, C4, C5} to build a feature pyramid, which corresponds to the
{4, 8, 16, 32} strides. We separate C2 from the four-level input features entering
the feature pyramid network because the C2 would take up more computational
resources. We keep {C3, C4, C5} to build the feature pyramid. In FPN, horizon-
tal connections are required to reduce the number of channels of each feature
layer to the same 256. Different from this, we retain the number of input chan-
nels and complete the top-down semantic information transfer between different
features through the CAGF. {P3, P4, P5} are the features generated by the
top-down path of the feature pyramid. We build a spatial perception bottom-
top pathway with the SAGF that successively transfers the spatial information
from low-level features to high-level features. {M3,M4,M5} are the features
generated by the spatial perception bottom-top pathway.

3.2 Channel Attention Guided Fusion Module

Fig. 3. The structure of Channel Attention Guided Fusion Module (CAGF)

With output channels of {256, 512, 1024, 2048}, residual network [17] is fre-
quently applied as backbone network, where low-level feature maps include rich
spatial information and high-level feature maps include rich semantic informa-
tion.

In the top-down pathway, FPN [4] firstly uses a convolutional layer with
a convolution kernel of size 1× 1 to decrease the channel dimension of Ci to
256. On the basis that each feature map has the same number of channels,
FPN [4] uses nearest neighbor interpolation to upsample and then fuse them
by adding to transfer the features from the upper layer to the bottom. This
approach reduces the number of channels of the top-level feature C5 from 2048
to 256 before fusion, which will result in severe loss of channel information. For
this purpose, we introduce a method to fuse the features of neighboring layers
without changing the number of channels.
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We design Channel Attention Guided Fusion Module (CAGF) inspired by
PAN [18]. The channel attention mechanism is introduced in CAGF, as illus-
trated in Fig. 3. Each channel mapping of high-level layer features can be seen
as the response to a specific class. Obtaining the interdependence between dif-
ferent channel mappings can effectively enhance the characterization of feature
maps for specific semantics. High-level layer features have adequate classifieds,
that can be directed as the attention to direct the low-level.

The basic idea is that high-level features are weighted by predicting a chan-
nel weight mask and then weighting the low-level features. In specific, high-level
feature map channel weight masks are predicted using a channel attention mod-
ule [19].

This mask is then multiplied by the low-level feature map after the batch
normalization layer to obtain a weighted feature map. At last, the high-level
feature maps upsampled by transposed convolution are fused to the weighted
low-level feature map and passed layer by layer.

3.3 Spatial Attention Guided Fusion Module

The top-down pathway complements the semantics from high-level features for
high-resolution low-level features. But the features of the top-level pyramid lose
information due to the reduction of channels in the top-level feature map. So
we build a bottom-up spatial awareness path, aiming to supplement high-level
features with spatial and detailed information from low-level to help multi-scale
object detection.

After the top-down pathway, the result passes through a 3× 3 convolution to
mitigate the upsample aliasing effect. At this point, each layer of the feature map
has the same number of 256 channels. For the deepest feature C5, the number
of channels is reduced from 2048 to 256 without additional information, so there
is a loss of information instead.

CoordConv

High-level 
feature

Low-level 
feature

Spatial
Attention

Fig. 4. The structure of Spatial Attention Guided Fusion Module (SAGF)

As Fig. 4 shows, we construct a spatial attention guided fusion module
(SAGF) in the spatial perception pathway, which introduces a spatial atten-
tion mechanism in SAGF. The high-resolution low-level features have enough
detailed spatial information to complement the high-level features.
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To obtain the spatial attention map, low-level features are first passed
through the spatial attention module. Then, applying the spatial attention map
to the original feature map completes the spatial information calibration. After
that, we downsample the low-level features using CoordConv [20], which adds
two coordinate channels to enable the convolutional downsampling process to
sense the feature map’s spatial information. The downsampled low-level features
are additively fused with the high-level features so that the high-level features
fuse the spatial information from the low-level features.

Fig. 5. Result comparison: (a) is the original image; (b) is the result of RetinaNet with
FPN; (c) is the result of RetinaNet with AgBFPN (ours).

Fig. 6. Qualitative result comparison. The first row is the original image, the second
row is the result of RetinaNet with FPN and the third row is the result of RetinaNet
with AgBFPN (ours).
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4 Experiments

4.1 Dataset and Evaluation Metric

We conduct experiments on the PASCAL VOC2007 [5] and MS COCO2017 [6]
detection datasets. PASCAL VOC2007 [5] has 9,963 images with 20 classes, 50%
of which are used for training/validation and 50% for testing. MS COCO2017 [6]
has 80 classes and provides train2017 containing 115k images, val2017 containing
5k images, and test2017 containing 20k images.

For PASCAL VOC2007 [5], we report Mean Average Precision(mAP) on
the basis that the IOU threshold is selected as 0.5. For MS COCO2017 [6], all
reported results adhere to the standard COCO-style Mean Average Precision
(mAP) metrics at multiple IoU thresholds from 0.5 to 0.95 with a 0.05 interval.

Table 1. Comparison of object detection performance on COCO test-dev. The asterisk
(*) indicates that the results were re-implemented with MMDetection v2.0.

Baseline Neck Dataset Schedule AP AP50 AP75 APS APM APL

RetinaNet∗ [21] FPN COCO 1x 34.6 52.7 36.7 19.3 37.8 45.3

RetinaNet∗ [21] PAFPN [13] COCO 1x 36.0 55.5 38.4 20.1 39.9 47.0

RetinaNet∗ [21] FPN mini 2x 24.6 39.9 25.8 12.6 28.4 33.9

Faster RCNN∗ [7] FPN mini 1x 24.2 45.4 23.8 12.5 30.5 32.6

FCOS∗ [23] FPN mini 1x 18.3 31.3 18.8 12.5 20.2 23.8

RetinaNet AgBFPN COCO 1x 37.1 56.6 39.2 22.2 40.9 47.5

RetinaNet AgBFPN mini 1x 21.4 36.0 22.9 12.6 25.7 30.5

RetinaNet AgBFPN mini 2x 26.4 42.7 26.7 15.9 31.7 36.1

FCOS AgBFPN mini 1x 20.2 33.7 21.5 14.2 24.6 27.5

Faster RCNN AgBFPN mini 1x 27.0 48.6 27.3 15.5 31.7 34.9

Table 2. Comparison of object detection performance on VOC test-dev. The asterisk
(*) indicates that the results were re-implemented with MMDetection v2.0.

Baseline Neck Dataset Schedule AP

RetinaNet∗ [21] FPN VOC 1x 72.4

RetinaNet∗ [21] PAFPN [13] VOC 1x 72.7

RetinaNet∗ [21] NASFPN [14] VOC 1x 73.1

RetinaNet AgBFPN VOC 1x 74.7
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4.2 Implementation Details and Main Results

Each of our experiments is based on MMDetection v2.0 [22]. By default, we
train the networks for 12 epochs using NVIDIA 3060 TI (2 images per GPU).
For the training process, the 1x schedule represents 12 epochs and the 2x schedule
represents 24 epochs. The initial learning rate is 0.001. It respectively decreases
by 0.1 at 9 and 12 epochs in the 1x schedule, corresponding to the 17 and 23
epochs in the 2x schedule.

Figure 5 compares the outcomes between the FPN and our AgBFPN. As can
be observed, our AgBFPN is more sensitive to multi-scale object detection. More
contrast can be seen in Fig. 6.

We assess AgBFPN on the COCO test-dev subset to validate the effective-
ness of our approach for performance enhancement. To facilitate the verification,
we randomly extracted part of the data of the MS COCO2017 detection dataset
as miniCOCO (the same ratio of train/val/test to COCO) for part of the exper-
iments.

To guarantee the designed network’s generalization capabilities, we train the
model on training data, validate on validation data, and lastly test with the
optimal parameters on test data.

We exhibit re-implemented results of the corresponding baselines for fair
comparisons. By swapping out FPN for AgBFPN, RetinaNet using ResNet-50
as the backbone achieves 37.1 AP on COCO test-dev, 2.5 points above the
baseline, as demonstrated in Table 1. The same network achieves 74.7 AP on
VOC test-dev, 2.3 points above the baseline, as demonstrated in Table 2.

4.3 Ablation Experiments

we also test the impact of each proposed AgBFPN component with Reti-
naNet [21] baseline on PASCAL VOC2007 [5] in Table 3. The training procedure
runs on 1x schedule (12 epochs). For fair comparisons, ablation experiments are
conducted under the same conditions.

Table 3. Effect of each component on VOC test-dev.

baseline CAGF SAGF AP

� 72.4

� � 73.4

� � 73.3

� � � 74.7
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Table 4. Ablation studies of Channel Attention Guided Fusion Module on VOC test-
dev.

baseline SE CAM BN AP

� 72.4

� � 72.7

� � � 73.2

� � 72.6

� � � 73.4

Channel Attention Guided Fusion Module. CAGF introduces channel
attention to optimize feature fusion of adjacent feature layers in the top-down
pathway and CAGF boosts performance by 1.0 AP.

We conduct ablation experiments in this module to examine the impact of
different attentional mechanisms. In addition, to better integrate semantic infor-
mation from higher levels, we verified the effectiveness of adding a Bn layer before
the fusion of low-level features shown in Table 4.

We speed up network convergence by adding a Batch Normalization [24]
layer. To avoid the gradient from vanishing or exploding and speed up training,
Batch Normalization can address the issue that the middle layer’s data distri-
bution changes during the training process.

Spatial Attention Guided Fusion Module. Then we add SAGF on Reti-
naNet with the CAGF. According to Table 3, the combined module increases AP
by 2.3 points above the corresponding baseline. Adding the SAGF module raises
the AP by 1.3 points above the CAGF-only baseline. We also do ablation tests
to assess CoordConv’s effect compared with the traditional 3× 3 convolution
downsample layer in Table 5.

Table 5. Ablation studies of Spatial Attention Guided Fusion Module on VOC test-
dev.

baseline w/ CAGF Conv CoordConv AP

� 73.4

� � 73.3

� � 74.7

5 Conclusion

In this paper, we propose a novel Attention guided Bidirectional Feature Pyra-
mid Network (AgBFPN) for object detection to further improve the performance
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of multi-scale learning. To better convey the semantic information in the deep
feature maps, we design a Channel Attention Guided Fusion Module. The mod-
ule uses the higher-level feature maps to guide the lower-level feature maps
during the top-down pathway in the feature pyramid network. Moreover, we
build a Spatial Perception Bottom-up Pathway with Spatial Attention Guided
Fusion Module to effectively transfer the spatial information in the underlying
feature maps. According to the results of our experiment, the proposed methods
can improve the performance of object detection algorithms based on the FPN
framework on MS COCO2017 and PASCAL VOC2007 object detection bench-
mark. AgBFPN improves RetinaNet by 2.3 points AP on PASCAL VOC2007
and 2.5 points AP on MS COCO2017 when using ResNet50 as the backbone.
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Abstract. Multipath transmission technology provides a strong theo-
retical support for the realization of parallel multi-channel data trans-
mission for multi-host mobile terminal devices, and is an ideal scheme for
high performance and high quality data transmission in wireless network
environment. MPTCP is one of the representative achievements, and
its security and robustness have aroused wide concern and discussion
among researchers at home and abroad. In view of the characteristics
of non-stationary signals transmitted by MPTCP, this paper combines
wavelet transform analysis method and information entropy theory, and
uses wavelet energy entropy to achieve the method of feature extraction
of attack signals. Finally, the simulation analysis is carried out and good
experimental results are obtained. The following conclusions are drawn:
according to the law of wavelet energy entropy changing with wavelet
decomposition scale, the attack signal is different from the normal sig-
nal. Based on this feature, attack signals in MPTCP transmission system
can be well detected, which provides a new thinking and new means for
anomaly detection and online monitoring of MPTCP transmission sys-
tem.

Keywords: Multipath TCP · Wavelet transform · Wavelet energy
entropy · Feature extraction · Robustness

1 Introduction

With the booming development of mobile Internet technology and the increasing
popularity of multi-host mobile smart terminal devices, multipath transmission
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technology has been widely studied and discussed, and its application fields and
practical values are being constantly broadened and explored. Compared with
the traditional single-path transmission mode, multipath transmission technol-
ogy can organically integrate various wireless access technologies (WiFi, 4G,
Bluetooth, etc.) and better aggregate a variety of heterogeneous wireless net-
work resources, thus effectively improving the performance of application data
transmission and transmission quality of service [1]. Among them, the most
representative MPTCP (Multipath TCP) can meet the requirements of network
application data transmission with high bandwidth, high rate, and low delay, and
maximize the utilization of network resources. Therefore, MPTCP will become
the core transmission protocol of the Internet in the future [2]. However, facing
the increasingly complex and critical cyber security situation, the security and
robustness of MPTCP transmission system has become a hot topic for national
and international research scholars.

In the real network environment, the robustness of multipath transmission
system mainly includes structural robustness and performance robustness. How-
ever, the complex and changeable intentional network attack will have a serious
impact on the structural and performance robustness of MPTCP transmission
system, and then affect the transmission performance of the transmission sys-
tem and user service quality [3]. However, the research of multipath transmission
theory and algorithm based on MPTCP is mainly focused on path management
and data scheduling, while the research of network security and robustness is rel-
atively lacking [4–6]. Among the only relevant studies, the research on security-
related issues can be roughly divided into abnormal attack traffic detection and
robustness modeling and optimization. Therefore, the characteristics of abnor-
mal attack traffic signals can be extracted timely and effectively to accurately
distinguish normal signals from attack signals, which will play a decisive role in
the rapid detection of attack signals in MPTCP transmission system.

Among the existing signal analysis methods, the wavelet analysis method is
a time-frequency multi-resolution analysis method proposed by the French sci-
entist J. Morlet in the early 1980s [7]. This method overcomes the disadvantage
that the STFT (Short-Time Fourier Transform) window size does not vary with
frequency, and evolves on this basis, which provides a possibility for studying
time series better [8]. It is an ideal tool for time-frequency analysis and process-
ing of non-stationary signals because it can intuitively reveal the various cycles of
variation hidden in the time series, fully reflect the trend of the system on differ-
ent time scales, and further estimate the future development trend of the system.
Wavelet analysis theory has been widely used in signal analysis and detection,
image recognition, computer classification and processing, medical imaging and
diagnosis [9], numerical analysis [10] and other scientific fields [11].

In this paper, the wavelet transform analysis method is applied in MPTCP
transmission system to realize multi-resolution analysis and time-division and
frequency localization fine expression of MPTCP non-stationary signals, so as
to extract component sequences of different frequency ranges. Meanwhile, this
paper uses wavelet energy entropy to design and implement attack feature extrac-
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tion method suitable for MPTCP transmission system, and studies the numerical
characteristics of attack signal different from normal signal. Finally, this paper
conducts simulation experiment analysis based on NS2 (Network Simulator ver-
sion 2) platform [12] to verify the rationality and effectiveness of the design
method. The experimental results show that wavelet energy entropy can be used
as the classification feature of normal signals and attack signals in MPTCP
transmission system, which lays a theoretical foundation for anomaly detection
in multipath transmission system, and further improves the robustness and secu-
rity of MPTCP multipath transmission system.

The organization of the remaining chapters is as follows. In Sect. 2, we mainly
introduce the wavelet transform analysis method, information entropy and
wavelet energy entropy related theoretical knowledge, including the basic concept
and working principle. In Sect. 3, we introduce in detail the research thinking and
design process of attack signal feature extraction method of MPTCP transmis-
sion system. In Sect. 4, we elaborate on the construction of MPTCP transmission
system simulation environment and the results of experimental operation, and
finally draw experimental conclusions. In Sect. 5, we give a brief summary of the
paper and look into the future work and challenges to be faced.

2 Wavelet Transform and Wavelet Energy Entropy

2.1 Wavelet Transform

Wavelet transform is a time-frequency domain multi-resolution function anal-
ysis method based on FT (Fourier Transform), which attracts more and more
attention. At first, the wavelet transform analysis method was used to analyze
the local characteristics of seismic signals, but now it has been gradually applied
in nonlinear scientific research fields such as data compression, speech analy-
sis and processing, fault detection and signal analysis [13]. In this method, the
infinite trig function basis of FT is replaced by the attenuation wavelet basis
of finite length, which overcomes and breaks through the limitation of FT, and
has good localization properties in both time domain and frequency domain,
and solves the problem of resolution contradiction between time domain and
frequency domain [14].

The basic principle of wavelet transform is a process of multi-scale decomposi-
tion (transformation) or reconstruction (inverse transformation) of time-varying
signals through the expansion and translation operation of wavelet to form
wavelet basis (wavelet function), analyze the general picture or details of sig-
nals, and realize the analysis of local characteristics of different time scales and
space of signals [15]. Its main feature is that certain aspects of the problem are
sufficiently highlighted through transformations, culminating in temporal seg-
mentation at high frequencies and frequency segmentation at low frequencies, so
that any detail of the signal can be attended to and the time-frequency variation
characteristics of the time series can be analysed through wavelet coefficients.
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The selection of wavelet function is the premise of wavelet analysis. It refers
to a class of functions that are oscillatory and can rapidly decay to zero, namely,
the wavelet function ψ (t) ∈ L2 (R) and satisfy:

∫ +∞

−∞
ψ (t) dt = 0 (1)

After a series of scaling and translation operations, it can form the general form
of the wavelet function [16],

ψa,b (t) = |a|− 1
2 ψ

(
t − b

a

)
, a, b ∈ R, a �= 0 (2)

where, ψa,b (t) is basic wavelet; a is the scaling scale, reflecting the period length
of wavelet; b is the translation parameter, the translation in reaction time. For
the same signal or time series, if different wavelet functions are selected, the
results will often be different, sometimes even very different. The most common
wavelet transform forms are CWT (Continuous Wavelet Transform) and DWT
(Discrete Wavelet Transform) [17].

For any given finite signal f (t) ∈ L2 (R), its continuous wavelet transform
form is

Wf (a, b) = |a|− 1
2

∫
R

f (t) ψ

(
t − b

a

)
dt (3)

where, Wf (a, b) is the CWT coefficient, ψ
(
x−b
a

)
and is the complex conjugate

function of ψ
(
x−b
a

)
. For discrete time series signals, suppose the function f (kΔt)

(k = 1, 2, · · · N ; Δt is the sampling interval), then the discrete wavelet transform
form is [18]

Wf (a, b) = |a|− 1
2 Δt

N∑
k=1

f (kΔt) ψ

(
kΔt − b

a

)
(4)

At this point, Wf (a, b) is the DWT coefficient.

2.2 Information Entropy

In the 1940s, C. E. Shannon proposed the basic concept of information entropy by
referring to the concept of thermodynamics, and gave the mathematical expres-
sion of information entropy. In information theory, information entropy describes
the uncertainty of each possible event of information source, and represents the
average amount of information provided by each symbol and the average uncer-
tainty of information source [19,20]. Information entropy can generally be used
as a quantitative statistical indicator of the information content of a system, and
can also be used to estimate the complexity of random signals.

For a system with an uncertain state, if a random variable X is used to
characterize the state of the system, the probability of xj is pj = p {X = xj} , j =
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1, · · · , L, and
∑L

j=1 pj = 1, the information obtained from a certain result of X
can be represented by Ij = log (1/pj), so the information entropy of X is [21]

H (X) = −
L∑

j=1

pj log (pj) (5)

where, when pj = 0, pj log (pj) = 0. It is easy to see from the form of expression
that information entropy has the basic properties of monotonicity, non-negativity
and accumulation.

2.3 Wavelet Energy Entropy

Wavelet transform has good ability of time-frequency localization analysis.
Multi-scale analysis brings the construction and implementation of wavelet func-
tion into a unified framework and has corresponding practical fast algorithm.
Therefore, wavelet energy entropy of signal can be obtained by combining wavelet
transform analysis method with information entropy theory.

Let E = E1, E2, · · · , Em be the wavelet energy entropy of the signal x (t)
at the m scale. In a given time window, the power Ej of each component is
added up to equal the total power of the signal. Suppose pj = Ej/E, then the
corresponding wavelet energy entropy is defined as [22]

WEE = −
∑
j=1

pj log (pj) (6)

3 Attack Signal Feature Extraction Method of MPTCP
Transmission System

Based on previous theoretical research, according to the characteristics of
MPTCP transmission system multipath parallel transmission, wavelet trans-
form analysis method, information entropy theory knowledge, in MPTCP trans-
mission system, wavelet entropy correlation technology is used to design feature
extraction method suitable for multipath transmission system attack signal. This
method can realize online monitoring and anomaly detection of transmission sys-
tem and provide a new solution to anomaly detection in multipath transmission
system. The general steps of the attack signal feature extraction method are
shown in Fig. 1.

Obtain the data 
transmission signal of 

MPTCP multipath 
transmission system

Use wavelet transform to 
preprocess the signal

Integrate the wavelet 
transform coefficients at 

each scale to calculate the 
wavelet entropy of the 

signal

Attack feature extraction 
and anomaly detection 

based on wavelet entropy

Fig. 1. Schematic diagram of MPTCP attack signal feature extraction method.
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According to the schematic diagram of the above operation process, this fea-
ture extraction method can roughly include signal preprocessing, wavelet energy
entropy calculation, attack signal feature extraction and anomaly detection.

3.1 Signal Preprocessing

From a macroscopic point of view, the large-scale network traffic in MPTCP
transmission system almost shows all the characteristics of signals [23]. There-
fore, we can regard MPTCP network transmission data flow as signal, and further
analyze the characteristics of MPTCP transmission data flow, such as change
trend, change amplitude and change period, by using signal processing method.
Under normal circumstances, the collected signals can not be directly extracted
from the features, often need to be preprocessed. Therefore, this paper uses
wavelet transform analysis method to denoise and scale decompose the original
signal.

The wavelet denoising method in this paper uses threshold denoising
method [24]. Its basic principle is to set a threshold value for the wavelet coef-
ficients on the decomposition scale, and it is considered that the wavelet coef-
ficients smaller than the threshold value are caused by noise, and the wavelet
coefficients larger than the threshold value are caused by signals. Then, the
wavelet coefficients corresponding to the noises on these decomposition scales
are thresholding to zero, and the wavelet coefficients corresponding to the sig-
nals on these decomposition scales are retained [25]. Finally, the thresholding
signal is reconstructed, so the reconstructed signal is denoising signal based on
wavelet transform, and the next step of feature extraction can be carried out.

In general, two problems need to be considered to extract signal features by
wavelet decomposition: the selection of wavelet basis function and the deter-
mination of decomposition layers. If there are too few layers, it is difficult to
extract fault details of signals, while if there are too many layers, the calcula-
tion is complicated, feature extraction dimension is high, and transmission and
storage costs are high [26]. At present, we use different wavelet functions and
decomposition layers to decompose and reconstruct the transmitted signal, and
determine the best wavelet basis function and decomposition scale by comparing
with the original signal.

3.2 Calculation of Wavelet Energy Entropy

After wavelet transform, the original signal is mapped to the time-scale plane,
and the signal changes can be observed at multiple scales (different resolutions)
at any time interval. Because a large number of wavelet decomposition coef-
ficients reflect the results of wavelet transform multi-resolution analysis, these
coefficients contain a large amount of characteristic information about the trans-
mission system or the signal itself [27]. Assuming that each scale is a signal
source, the wavelet coefficients at each scale are equivalent to the information
sent by a signal source. Therefore, in this paper, these wavelet transform coef-
ficients are fused and processed effectively, and the universal characteristics of
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signals in MPTCP multipath transmission system are characterized by calculat-
ing the wavelet energy entropy of signals.

3.3 Attack Feature Extraction and Anomaly Detection

For non-stationary signals, a good time-frequency analysis method can detect the
unstable change of signal frequency with time, and then extract the important
features of the signal. In this paper, according to the calculated wavelet energy
entropy, through the comparison of experimental results to achieve the accu-
rate differentiation of normal signals and attack signals, more intuitive, effective
and convenient to carry out information extraction, signal detection and feature
recognition of various transmission signals in the MPTCP transmission system.

4 Experimental Simulation Analysis

In order to verify the rationality and effectiveness of the attack signal feature
extraction method of the MPTCP transmission system, this paper simulates the
MPTCP multipath transmission system based on NS2 experimental platform.
In addition, this document uses LDDoS (Lowrate Distributed Denial Service)
attacks [28] as an example to simulate a network attack on a multipathing trans-
mission system. Finally, the reliability of wavelet energy entropy as attack fea-
ture classification is verified by comparing the results of wavelet energy entropy
without attack and with attack, so as to realize feature extraction and anomaly
detection of network attack signals in MPTCP multipath transmission system.

4.1 Simulation Environment Construction

In this paper, the MPTCP multipath transmission system is built on the NS2
simulation experimental platform based on TCL (Tool Command Language)
programming, and the end-to-end multipath parallel transmission communica-
tion between communication devices is simulated. At the same time, in order
to simulate the network attack of MPTCP multipath transmission system, this
paper deploys ten dummy computers to send LDDoS attack data stream to a
router at the same time, and ensures the best attack effect.

As shown in Fig. 2, in the simulated MPTCP multipath transmission sys-
tem, the Sender (server) and the Receiver (multi-host mobile terminal device)
are realizing parallel multipath data transmission through three different com-
munication modes (Path A, Path B and Path C), and ten puppet machines
(Attack0, Attack1, · · · , Attack9) are simultaneously attacking the router R0. In
this case, the MPTCP multipath transmission system includes normal data flow
and LDDoS attack data flow. Table 1 shows the settings of basic parameters
such as the bandwidth, transmission delay, and path management algorithm of
each transmission path in the MPTCP multipath transmission system. The total
data transmission time is 300 s. Except that the network parameters of LDDoS
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MPTCP multipath 
transmission system

R0

R4

Sender
R2

R1

R3

R5

Attack0

Attack1

Attack2

Attack3

Attack9
Null9

Null3
Null2

Null1

Null0

Path C

Path B

Path A

Receiver

Path D Path E

Fig. 2. MPTCP multipath transmission system network topology.

Table 1. MPTCP multipath transmission system network parameter settings.

Path Bandwidth Transfer delay Path management algorithm

Path A 10Mb 50 ms DropTail

Path B 10Mb 50 ms DropTail

Path C 10Mb 50 ms DropTail

Path D 1 Mb 50 ms DropTail

Path E 1 Mb 50 ms DropTail

attack are different, the network topology parameters in the case of no attack
are the same as those in the case of attack.

As for the simulation implementation of LDDoS attack in MPTCP multipath
transmission system, this experiment realizes constant bit rate data transmission
based on CBR type data packets, and each packet size is 200 bytes. We set the
attack period of LDDoS attack as 200 ms, the attack duration as 600 ms and the
attack rate as 1 Mbps. The specific parameter settings can be represented by the
following expression [29]. P indicates the attack period, T indicates the attack
duration, and V indicates the attack rate. In order to achieve better attack effect,
this paper sets up ten dummy computers to launch network attacks of different
durations on the transmission system on the nodes whose operation time is 50 s,
120 s and 200 s respectively.

LDDoS (P, T, V ) = (200ms, 600ms, 1Mbps) (7)
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4.2 Simulation Results Analysis

Signal Preprocessing Results Analysis. In the signal preprocessing part,
the experiment takes the throughput data obtained by the MPTCP multipath
transmission system as the original signal, and applies the discrete wavelet trans-
form technology to carry out threshold denoising and multi-scale decomposition.
The wavelet basis function adopts db6 wavelet basis, and the number of decom-
position layers is determined to be 6.

Discrete wavelet transform method mainly includes DWT decomposition
method and DWT reconstruction method. The basic principle of DWT decompo-
sition method is similar to that of signal filtering by using a pair of high-pass filter
and low-pass filter. The basic principle of reconstruction method is roughly the
same as that of decomposition method, but the operation direction is completely
opposite [30]. In the signal decomposition part, the original signal is decomposed
into level 1 approximate component signal and level 1 detail component signal
after the first layer wavelet decomposition. The second layer wavelet decomposi-
tion is to decompose the approximate component signals obtained from the first
layer, and so on. After the original signal is decomposed by six-layer multi-scale
discrete wavelet transform, the specific decomposition results are shown in Fig. 3
and 4.
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Fig. 3. Multi-scale detail component signal and level 6 approximate component signal
without attack.

As shown in the Fig. 3 and 4, cd1, cd2, · · · , cd6 respectively represent the
detail component signals obtained by discrete wavelet multi-scale decomposi-
tion, and ca6 represent the level 6 approximate component signals obtained by
discrete wavelet multi-scale decomposition. The multi-scale detail component



Research on Attack Signal Feature Extraction Method 407

0 0.05 0.1 0.15 0.2 0.25 0.3
2
4
6

ca
6

0 0.05 0.1 0.15 0.2 0.25 0.3
-1
0
1

cd
6

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.5

0
0.5

cd
5

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.5

0
0.5

cd
4

0 0.05 0.1 0.15 0.2 0.25 0.3
-0.5

0

0.5

cd
3

0 0.05 0.1 0.15 0.2 0.25 0.3
-2
0
2

cd
2

0 0.05 0.1 0.15 0.2 0.25 0.3
-10

0

10

cd
1

Fig. 4. Multi-scale detail component signal and level 6 approximate component signal
under attack.

signal represents the high frequency information of the original signal, which is
assumed to be the “noise” information of the original signal and continuously
filtered out in the decomposition process. The multi-scale approximate compo-
nent signal represents the low-frequency information of the original signal, and
the level 6 approximate component signal is the decomposed signal obtained by
the final wavelet decomposition. Figure 5 and 6 show the comparison of original
signal and decomposed signal without attack and with attack.

As shown in the Fig. 5 and 6, whether in the case of no attack or with
attack, the original signal with complex changes and frequent jitter is constantly
removed from the influence of high-frequency noise during the decomposition
process of discrete wavelet transform, and finally the decomposed signal with
obvious change trend and easy for intuitive analysis is obtained. Thus, the char-
acteristics of the original signal can be observed on a broad time scale, which
really embodies the advantages of multi-scale time-frequency analysis of wavelet
transform.

Wavelet Energy Entropy Comparative Analysis. The wavelet coefficients
at each scale obtained from the above discrete wavelet multi-scale decomposition
include various characteristic analyses of the transmission system or the signal
itself. Based on Shannon information entropy theory, the wavelet energy entropy
of the multi-scale signal is calculated and its change curve is drawn. Figure 7
shows the comparison of multi-scale wavelet energy entropy changes under the
two conditions. As shown in the Fig. 7, the blue curve represents the change of
wavelet energy entropy with the increase of scale in the case of no attack, and
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the red curve represents the change of wavelet energy entropy with the increase
of scale in the case of attack.

1 2 3 4 5 6 7
5

5.5

6

6.5

7

7.5

8

8.5
Without attack
LDDoS attack

Fig. 7. Comparison diagram of multi-scale wavelet energy entropy change.

According to the working principle of wavelet energy entropy, the wavelet
energy entropy value of multi-scale signal without attack is 7.5605, 7.6072,
7.5368, 7.1882, 7.0518, 5.0716, 8.0005 respectively. The wavelet energy entropy
of multi-scale signal with attack is 7.5092, 7.5536, 7.4593, 6.2430, 6.5813, 5.2960
and 7.9596, respectively. In this paper, the mean value and variance of wavelet
energy entropy are calculated to observe the overall trend of wavelet energy
entropy under the two conditions. By calculation, the mean value of wavelet
energy entropy without attack is 7.1452, and the variance is 0.9302. In the case
of attack, the mean value of wavelet energy entropy is 6.9431 and the variance
is 0.8878.

Through comparative analysis, it is found that the mean value of wavelet
energy entropy in the case of attack is smaller than that in the case of no attack,
and the variation range of wavelet energy entropy in the case of attack is smaller
than that in the case of no attack. It can be found that attack abnormal signals
can reduce the mean and amplitude of wavelet energy entropy of MPTCP mul-
tipath transmission signals, indicating that MPTCP transmission signals have
worse similarity and higher complexity in the case of attack. Therefore, wavelet
energy entropy can be used as the classification feature of normal signals and
attack signals in the MPTCP multipath transmission system, and can be used
as the indicator basis for abnormal detection of attack signals.
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5 Conclusions and Future Works

In this paper, on the basis of the research status at home and abroad and the
research dynamic, combined with the present trend of the development of the
Internet, this paper proposes a MPTCP multipath transmission system to attack
the signal feature extraction method, in order to achieve the anomaly recognition
and detection of MPTCP transmission system to lay the theoretical foundation,
thus improve the MPTCP multipath transmission network security and robust-
ness of the system. This method combines the wavelet transform analysis method
with the information entropy theory, and uses the wavelet energy entropy to dis-
tinguish the normal signal from the attack signal, so as to achieve the purpose of
feature extraction of the attack signal. The simulation results show that wavelet
energy entropy can be used as the classification feature of normal signal and
attack signal in the MPTCP transmission system, and the feature extraction
method is reasonable and effective. However, the change trend of the wavelet
energy entropy index used in the feature extraction method depends on the
decomposition scale of the wavelet transform, which may lead to the stabil-
ity of the experimental results need to be further strengthened. In the future
research work, on the basis of the wavelet transform analysis method, we can
study the wavelet variance based on the wavelet transform coefficients, compare
and analyze the wavelet variance and the wavelet energy entropy, compare the
advantages and disadvantages of the two methods, and further improve research
on feature extraction method of attack signal in the MPTCP multipath trans-
mission system.
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Abstract. QUIC (Quick UDP Internet Connections) proposed by
Google is a new secure general-purpose network transport protocol. Com-
pared with TCP and TLS, QUIC combines the advantages of many other
protocols and is a new multiplexing and secure transmission protocol.
However, with the development of network technology and the gradual
expansion of network scale, the network environment has become increas-
ingly complex, and network security has become increasingly severe.
QUIC network monitoring faces enormous challenges. Based on the self-
similarity of QUIC traffic, an anomaly detection method for QUIC traf-
fic based on Ensemble Empirical Mode Decomposition (EEMD) is pro-
posed in this paper. By decomposing the network traffic, several Intrinsic
Mode Functions (IMFs) and a residual trend term are obtained, and then
several IMF components with low frequency and low noise are selected
for reconstruction. Calculate the Hurst value of the reconstructed signal
and judge whether the QUIC network has been attacked by comparing
the change of the Hurst value before and after adding abnormal traffic.
The simulation experiment verifies the effectiveness and accuracy of the
method.

Keywords: QUIC · Ensemble Empirical Mode Decomposition ·
Anomaly detection · Hurst parameters

1 Introduction

Nowadays, with the continuous development of network technology and the rapid
increase of Internet traffic, people are increasingly dependent on the Internet.
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Therefore, researchers are exploring and improving new network protocols and
seeking to develop new technologies. So Google developed the QUIC protocol
(Quick UDP Internet Connections) [1] in 2013. QUIC is a protocol used at the
transport layer. Unlike other traditional protocols, the UDP protocol is used
instead of the TCP protocol. By transferring the reliability of TCP from the
transport layer to the application layer, QUIC enables faster development and
even allows multiple variants of the protocol [2].

Google published QUIC-related papers at the SIGCOMM conference in 2017,
which has aroused significant repercussions in the industry. Nowadays, more than
50% of Chrome browser traffic and 75% of Facebook traffic use QUIC for trans-
mission. But since QUIC is a new protocol, only a few studies have focused on
examining its security. DeConinck et al. [3] and Viernickel et al. [4] introduced
the concept of multipath into QUIC so that a QUIC connection can use multiple
underlying network links simultaneously. Han Y et al. [5] proposed an enhanced
BBR Congestion Control Algorithm (eBCC). Chiariotti et al. [6] combined the
congestion control and multi-stream properties of the QUIC transport protocol
with an appropriate scheduling algorithm to maximize the value of the informa-
tion at the receiving end. Shi X et al. [7] proposed a priority-based multipath
QUIC stream scheduling mechanism to avoid the blocking problem between
multipath QUIC streams. Shi X et al. [8] designed an MPQUIC scheduler by
prioritizing the streams that make up the critical rendering path, which can
effectively speed up the first rendering time in page loading. There is a severe
lack of research on QUIC traffic security.

Statistical analysis of network traffic to detect network anomalies is the
focus of research in abnormal traffic detection. In recent years, Leland et al.
[9] analyzed different networks and found that network traffic has statistical
self-similarity. Numerous studies have shown that normal network traffic has self-
similarity [10,11], and abnormal traffic will impact the network’s self-similarity.
By observing and summarizing network traffic behavior, Barford et al. [12] stipu-
lated that the similarity of statistical features at the network flow level was used
to classify network anomalies into three categories: network operation anoma-
lies, network attack anomalies, and sudden congestion anomalies. Pei J et al. [13]
proposed a network traffic anomaly detection method based on long-term and
short-term memory network self-encoding. Pan Y et al. [14] proposed a custom
user abnormal behavior detection model based on a deep neural network. The
fine-grained analysis and customized user behavior management settings can be
used to achieve anomaly detection in specific network environments. Hu Z et
al. [15] proposed various processing methods for network traffic indicators for
further evaluation of network information security.

Based on the self-similarity of QUIC traffic, this paper adopts an Ensem-
ble Empirical Mode Decomposition (EEMD) method to detect abnormal traffic.
Compared with the problems existing in the traditional network traffic anomaly
detection, such as poor adaptive ability, low efficiency, and high energy consump-
tion, this method detects whether an attack occurs by observing the change of
the Hurst parameter, which has the advantages of less computation and less
resource consumption.
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2 Related Technology Introduction

2.1 QUIC Protocol

The QUIC protocol was first designed and proposed by Google as a network
protocol applied to the transport layer. It is based on the UDP protocol drafted
by the IETF working group. Figure 1 is a structural diagram of the QUIC proto-
col. The OSI reference architecture shows that the QUIC protocol is above the
network layer and involves the transport, session, presentation, and application
layers. As shown in the figure, the protocol used at the transport layer is the
UDP protocol instead of the TCP protocol, precisely because the QUIC protocol
is designed to bypass the TCP protocol.

Fig. 1. QUIC protocol stack

QUIC uses the TLS1.3 method implemented in the session layer and presen-
tation layer to encrypt effectively, which enhances the security of the protocol
to a certain extent [16]. At the same time, HTTP/3 at the application layer
only needs to parse the HTTP protocol so that the QUIC protocol can complete
functions such as HTTP/3 multiplexing and link selection, scheduling, and man-
agement [2]. Based on the characteristics of UDP, the QUIC protocol does not
require ordered packet delivery, which cleverly avoids the HOL blocking prob-
lem [17]. QUIC replaces the traditional IP quadruple by adding the connection
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ID parameter to all data packets, thereby achieving a zero round-trip time (0-
RTT) between the two terminals that have established a connection, reducing
the connection cost [18].

At present, multipath transmission protocols such as Multi-path TCP
(MPTCP) have excellent deployment resistance, and most of the research is
in path management and data scheduling [19,20]. Therefore, Multi-path QUIC
(MPQUIC) supporting parallel data transfer has gradually become a new
research hotspot. MPQUIC can realize mobile ultra-high-definition video data
transmission in 5G signal coverage holes and weak coverage scenarios, which has
great practical significance for the development of the new generation of mobile
ultra-high-definition video applications [21].

2.2 EEMD Algorithm

EMD is a new time-frequency analysis method proposed by Huang et al.. It has
certain research prospects in complex neural networks [22–24], traffic prediction
models [25–27], network security [28,29]. EMD is based on the time scale of
the signal data and decomposes it into a set of orthogonal components, namely
the Intrinsic Mode Function(IMF). In the EMD method, the IMF component is
used as a basis function and a natural oscillation mode in the signal. Therefore,
the EMD method is a nonlinear and non-stationary adaptive signal processing.
However, EMD has limitations. The time scale of the acquired signal is derived
from local features, and then the EMD method has a mode mixing problem.
Generally speaking, mode mixing is the problem of scale confusion in the intrinsic
mode mixing function. The following situations are the specific manifestations
of the mode mixing problem: (1) In the same IMF component, the time scale
distribution of some signals is large, but the signals based on the component are
different; (2) some of the signals in different IMF components have similar scales.
The mode mixing problem will lead to the loss of the original single characteristic
scale of the IMF component, resulting in oscillation, mixed scales, and loss of
the original physical meaning.

To optimize the EMD method, Huang et al. [30] proposed an improved
Ensemble Empirical Mode Decomposition method (EEMD). A new noise-
assisted analysis method realizes the decomposition and analysis of the signal by
defining the intrinsic mode function as the average value of a set of experiments.
Each experiment adds a finite amplitude white noise to the decomposed signal
result. This method is based on the statistical analysis of white noise character-
istics [31,32], which shows that adding auxiliary white noise based on the EMD
method can effectively form a particular adaptive binary filter bank. In addi-
tion, Flandrin et al. [33] show that white noise is helpful for the EMD method
for signal data analysis. The above studies have promoted the generation of the
EEMD method to some extent.

The content of the EEMD method is to add white noise to the original signal
and then decompose the original signal after adding white noise. The decom-
position operation is repeated to obtain the data of multiple decompositions.
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Finally, the results of these data are summarized by the formula, and the aver-
age value is obtained. The white noise added to the original signal can fill the
space of the entire time frequency uniformly by using components of different
time scales, thus forming a uniform white noise background. The signal is auto-
matically projected when a new signal uses this background as a reference scale.
Because each time the signal with added white noise is decomposed, it will get
more detailed results, but in a single experiment, different noises are taken in
each experiment, reducing sufficient trajectories in the ensemble average. The
ensemble mean is the only correct answer because as more and more trials are
added to the ensemble, the only persistently stable part is the signal data. Spe-
cific steps are as follows:

1) First, obtain an original signal data A(t), and then add white noise ci(t)
conforming to the normal distribution of the data. The formula is as follows:

Ai(t) = A (t) + ci(t) (1)

2) The generated new signal data Ai(t) is decomposed by the EEMD method,
thereby obtaining multiple IMF components imfi,j (t). i represents adding i
times of white noise, and j represents the jth IMF component.

3) Repeat the operations of steps 1 and 2 of the cycle for N times. You need
to add a different white noise that conforms to the normal distribution each
time. Form these M IMF components into a set.

imfi,1 (t), imfi,2 (t), ...imfi,M (t), i = 1, 2, 3...N (2)

4) After multiple cyclic operations, multiple IMF components are obtained, and
an average procedure is performed on these IMF components to get a new
IMF, which is expressed as IMFi(t). The formula is as follows:

IMFi(t) =
1
M

M∑

i=1

imfi,j , i = 1, 2, ...N (3)

3 Experiment Analysis

This paper conducts network simulation experiments in the network simulator
NS-3 equipped with the QUIC environment to generate the sample sequences
required for the experiments. The original data obtained are decomposed and
reconstructed by the EEMD method. The amplitude ratio coefficient of adding
white noise is preset as 0.2, and the overall average number of times is 100.

Figure 2 shows the jitter of the normal QUIC network, and Fig. 3 shows the
jitter of the QUIC network after the attack. From the comparison, it can be seen
that after adding attack traffic, the QUIC network jitter fluctuates violently
and obviously. The experiment also compared the jitter reconstruction graph
and Hurst parameters before and after adding attack traffic. Figure 4 shows the
reconstructed QUIC network jitter before and after the attack. By comparison, it
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Fig. 2. Jitter in normal QUIC network

Fig. 3. Jitter in attacked QUIC network

can be seen that the addition of the attack traffic will cause the jitter to oscillate
significantly, indicating that the QUIC network has been affected by the attack
traffic.
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Fig. 4. Reconstruction graph of jitter in the QUIC network before and after the attack

Studies have shown that normal network traffic has self-similarity and Long-
Range Dependence (LRD), and abnormal traffic will impact the self-similarity
of the network. The Hurst parameter is an important parameter to describe
long-range dependence. The higher the Hurst parameter, the higher the degree
of self-similarity and the stronger the burst degree of network traffic. In the
experiment based on QUIC traffic anomaly detection, the Hurst value before and
after the attack is compared to determine whether the QUIC network generates
abnormal traffic. The comparison results are shown in Fig. 5.

It can be seen from the comparison results that the Hurst value maintained
a stable fluctuation before the attack traffic was added. When the attack traffic
is added in the 9s, the Hurst value fluctuates violently, which disappears until
the attack stops in the 29s and maintains a relatively stable fluctuation. The
comparison results also show that abnormal traffic attacks can destroy or affect
the self-similarity of normal network traffic. Therefore, this paper proposes an
anomaly detection method for QUIC traffic based on Ensemble Empirical Mode
Decomposition (EEMD) to detect abnormal traffic accurately and has a signifi-
cant detection effect.
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Fig. 5. Hurst parameter comparison chart

Conclusion

This paper uses an EEMD-based method to detect traffic anomalies in the QUIC
network. This method overcomes the mode mixing problem in the decomposi-
tion process. The complex signal containing noise is decomposed into several
relatively stable IMF components and a residual trend term, and then recon-
structing the IMF component, and the high-frequency noise is removed to achieve
effective denoising of the original signal. This method has good adaptability. The
reconstructed signal can maintain many original data characteristics and reduce
the experimental data’s computational complexity. In the simulation experiment,
the Hurst parameter is used as the judgment basis to test the self-similarity of
the QUIC traffic to detect abnormal traffic in the QUIC network. The simulation
results show that abnormal traffic will significantly affect the Hurst value, and
continuous attacks will make the Hurst parameter vibrate intensely. In addition,
based on the observation of the change of the Hurst parameter, the occurrence
of the attack can also be judged, which has a good detection effect. Future work
must consider other feature extraction and noise reduction methods to analyze
the intrinsic mode components, search for the accurate criteria of attack occur-
rence, and study new detection mechanisms.
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Abstract. Multi-criteria fuzzy decision making theory is one of the important
tools to solve modern decision making problems. Facing complex and changeable
decision making problems in real life, decision makers evaluate and quantify
various decisions based on expert index system. They evaluate and rank options
through a series of methods to produce scientific and reasonable results. The
purpose of this paper is to propose a new q-rung orthopair fuzzy number (q-
ROFN) ranking method based on the analysis of the existing q-ROFN ranking
methods, and apply this new proposal in the TOMID decision making method.

Keywords: q-rung orthopair fuzzy number · Multi-criteria decision making
(MCDM) · Ranking function

1 Introduction

Decision making is essential to people’s daily lives, Such as the choice of clothing, food,
lifestyle and even major national decisions. How do people make decisions? Ancients
often relied on their previous experience to make decisions, but in current society, Deci-
sions are made based on various considerations. In this case, even for a simple decision,
needs a comprehensive consideration, and all these considerations constitute the criteria
for making certain decision. Due to the complexity of real-world problems and the lim-
itations of the cognitive level of experts, evaluating quasi is not completely objective,
there is widespread uncertainty and hesitation when considering problems. In 1965,
Zadeh [1] proposed the theory of Fuzzy set (Fuzzy set, FS), the membership degree
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μ(x) indicates the degree of support for an attribute of x. This is used to quantify the
options and help make decisions. In 1970, Bellman and Zadeh [2] introduced fuzzy set
theory into multi-criteria decision making, they proposed the concepts and models of
fuzzy decision making analysis and used this theory to solve the problem of uncertainty
in practical decision making. However, the single membership μ of the fuzzy set can
only represent the content of “if it is non-black (1−μ(x)) then it be white (μ(x))”, so it
cannot describe a neutrality state. Due to this limitation, in 1983, the Bulgarian scholar
Atanassov [3] proposed the concept of Intuitionistic Fuzzy Set (Intuitionistic Fuzzy Set,
IFS). In contrast to the fuzzy set with a single scale measurement, Atanassov introduces
the notion of non-membership degree ν(x) and the hesitation degree, and defined that
an IFS must meet the sum of membership, non-membership, and hesitation degree π(x)
is less than or equal to 1. Thus, the IFS can simultaneously express support (member-
ship degree) μ(x), , against (non-membership degree) ν(x), , and no support or against
(hesitation degree) π(x). To enrich the expression form of the criterion, Atanassov [4]
proposed the concept of Interval-valued intuition fuzzy sets (Interval-valued intuition
fuzzy sets, IVIFS). It means we can represent membership and non-membership in the
form of interval values. The introduction of this concept increases the validity of deci-
sion making and attracts attention from many experts and scholars [5, 6] who apply it to
teaching practice [7], smart medical [8], financial investment [9], evaluation system [10]
and other fields [11]. But this expression form also has some limitations in the range of
representation of the data. To expand the range of expression of intuitionistic fuzzy num-
bers, Yager [12] introduced the concept of Pythagorean fuzzy set (Pythagorean fuzzy set,
PFS), and defined that the sum of the square of membership degree and non-membership
is less than or equal to 1. Yager extended the triangular region of the intuitive fuzzy set to
the sector region of the Pythagoras fuzzy set. The proposal of this concept provided an
extended direction for the study of fuzzy sets. Yager [13] proposed a series of operators
including weighted average operators, weighted geometry operators, weighted power
average operators, weighted power geometric operators, and ordered weighted average
operators of PF, to solve MCDM problems. Gou et al. [14] defined the PF functions, and
further investigated the continuity, derivability, and differentiability of the PF functions,
and enriched the PFS theory. Peng andYang [15] defined some new operatingmethods of
Pythagoras fuzzy clustering operators, and discussed their boundedness, idempotent, and
monotonicity, etc. With the abundance of PF related operators, the MCDM related with
PF was widely awakened by experts. Zhang and Xu [16] proposed new ranking methods
that expand the TOPSIS decision making method to solve the MCDM problem by com-
puting the distance to the positive and negative ideal solutions. Zhang [17] innovated the
idea of relative progress and proposed a ranking method of the Pythagorean fuzzy num-
bers and the Interval-valued Pythagorean fuzzy numbers (Interval-valued Pythagorean
fuzzy numbers, IVPFNs). Ho et al. [18] proposed a Pearson-based association measure
method to obtain the ranking results by scoring the interval-valued Pythagoras fuzzy
numbers. And Qiu [19] proposed a new ranking method about Interval-valued Pythago-
ras fuzzy ranking methods. These methods enrich the fuzzy decision making theory,
broaden the application scope of fuzzy decision making, and greatly enhance the vitality
of fuzzy decision making.
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Although the PF fuzzy set extends the triangular region of the intuitive fuzzy set to
the sector region. The Pythagoras fuzzy set still has some limitations. For example, the
number (0.8, 0.7) goes beyond the scope of the Pythagorean fuzzy set, 0.82 +0.72 > 1.
Therefore, in 2017, Yager [20] proposed the concept of Orthopair Fuzzy Set (Orthopair
Fuzzy Set, OFS) and Interval-Valued Orthopair Fuzzy Set (Interval-Valued Orthopair
Fuzzy Set, IVOFS). The q-rung orthopair fuzzy set extended the range of membership
and non-membership to square regions of edge length 1, thus it greatly expanded the
scope of the research. Yager [20] proposed the concept of q-rung Orthopair Fuzzy Set
(q-rung Orthopair Fuzzy Set, or q-ROFS), which was a generalization of the fuzzy set.
Whenq = 1, it represents the intuitive fuzzy set;whenq = 2, it indicates thePythagorean
fuzzy set; When q � 3, it can indicate the (0.8, 0.7) and more fuzzy numbers. So far,
some scholars have conducted some theoretical studies on q-ROFS [21–23].

To provide practical decision making schemes, experts and scholars have conducted
specific studies on the ranking problem of q-ROFNS. Yager [20] proposed a score func-
tion based onmembership and non-membership, but since it was difficult for this method
to distinguish the degree of merits and demerits of two q-ROFNs in some cases, Yager
proposed a further precise function in [24], Post-supplementary sequencing method.
This method overcame the problem of failing to distinguish certain fuzzy numbers in
[20], but there are still deficiencies in the judgment of the advantages and disadvantages
of fuzzy numbers. Thus, Liu and Wang [25] proposed a score function for the sum of
informative quantities. Peng [26] improved Yager’s ranking method, To avoid the loss of
information, Peng et al. aggregated the hesitation value information and proposed new
scoring functions and ranking methods, but this method Could not compare two fuzzy
numbers with the same membership and non-membership values. And this problem also
exists in [27]. In order to solve the above problem, Mi [28] defined a score function
for q-ROF environments, Peng [29] added the hesitation degree to the operation and
Wang [30] proposed a new ranking method to rank q-ROFNs with high accuracy, in
which they solved this problem to different degrees. However, the change in q-values
in the q-ROFNS environment, when calculated by these three methods, will cause the
completely opposite results. These methods still need to be perfected. Therefore, more
research is necessary in the q-ROFNS ranking problem.

In terms of expanding decision making methods, Garg [31] combined the AHP
and TOPSIS fuzzy decision making theory to present a new solution to the interval
value q-ROFS fuzzy decision problem. But in terms of q-ROF fuzzy decision making
issues, the current study only extends it to the TOPSIS method, and the problemwith the
TOPSISmethod is its failure to reflect the proximity of each solution to the ideal solution.
TODIM reflects experts’ different preferences for earnings and loss. It constructs the
advantage matrix of pairwise comparison in which the attribute advantages of each
candidate are combined to be the basis of further ranking of these candidates. As we
can see, TODIM decision method provides a ranking method based on prospect theory.
This ranking method makes the decision more rational. This prospect theory considers
that the judgment of decision making experts may have certain limitations at the rational
level, and this consideration reduces the risk caused by experts misjudgment and then,
more and more experts and scholars started studying the TODIM approach [32–35].
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Through a review of the above studies, we found that the ranking function for q-
ROF environments have partial drawbacks and decision making methods which suitable
for q-ROF environments are yet to be developed. This paper will focus on the relevant
ranking method and the distance formula of the q-ROFNs. The main contributions of
this article are as follows:

1) proposed a new q-ROFNs ranking method and based on the analysis of the existing
q-ROFNs ranking method;

2) Defined a new distance measure for q-ROFNs;
3) The TODIM method is extended to q-ROFNs environment by combing traditional

TODIM with the proposed ranking method and the distance formula.

The rest of the paper is organized as follows: Sect. 2mainly reviews the basic concepts
of q-ROFS and introduces some existing research foundations; Sect. 3 presents a new q-
ROFNS-based scoring function and ranking method for information reliability; Sect. 4
presents new distance formulas based on q-ROFNs; Sect. 5 generalizes the TODIM
approach to q-ROF decision making environments.

2 Preliminary

This section introduces some relevant definitions and computational rules of q-ROFS,
and introduces a traditional distance formula. These basic theories lay the theoretical
basis for the study of q-ROFS.

Definition 1. [20] Let X be an ordinary set, then a q-ROFS A defined on X is given by

A = 〈x, μA(x), νA(x)|x ∈ X 〉 (1)

where μA(x) and νA(x) are the membership and non-membership degrees, respectively,
and 0 � μA(x) � 1, 0 � νA(x) � 1 and 0 � μA(x)q + νA(x)q � 1. And πA(x) is the
hesitancy degree, 0 � πA(x) � 1 and πA(x) = (1 − (μA(x)q + νA(x)q))1/q.

Definition 2. [25] Given three q-ROFNs A = (μ, ν),A1 = (μ1, ν1) and A2 = (μ2, ν2),
and they satisfy the following operational rules.

1. A1 ⊕ A2 =
((

μ
q
1 + μ

q
2 − μ

q
1μ

q
2

)1/q
, ν1ν2

)

2. A1 ⊗ A2 =
(
μ1μ2,
(
ν
q
1 + ν

q
2 − ν

q
1ν

q
2

)1/q)

3. λA =
((
1 − (1 − μq)λ

)1/q
, νq
)

4. Aλ =
(
μλ,
(
1 − (1 − νq)λ

)1/q)

Where, λ is a positive real number.
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Definition 3. [36] Let A(μA, νA) and B(μB, νB) be any two q-ROFNs, And
their hesitancy degree are πA(x) = (1 − (μA(x)q + νA(x)q))1/q and πB(x) =
(1 − (μB(x)q + νB(x)q))1/q respectively, then the hamming distance measure of two
q-ROFNs A and B is defined as follows.

d(A,B) = 1

2

(∣∣μA(x)q − μB(x)q
∣∣+ ∣∣νA(x)q − νB(x)q

∣∣+ ∣∣πA(x)q − πB(x)q
∣∣) (2)

These definitions are augmented based on the original Pythagoras fuzzy set. By doing so,
the fuzzy set theory and its application are being enriched. Meanwhile, this augmented
distance formula transforms abstract data comparisons into metrics on vectors. Both of
them provide a theoretical basis for the study of fuzzy decision-making.

3 A New Ranking Method for q-rung Orthopair Fuzzy Numbers

Based on the above study analysis, we learn that the existing scoring function still has
some problems in dealing with the q-rung orthopair fuzzy ordering problem of order
q-ROFNS. For example, 1) Some score functions contradict common sense, thus the
accuracy is not high; 2) Some scoring functions are exactly the opposite of all other
methods, thus reliability is insufficient; 3) Some scoring functions do not adapt to the
change of q value in q-ROFN and its stability needs to be improved. As we can see,
there are still some problems needs to be overcome. So, to address the above problems,
we propose new scoring functions and ranking method.

Fig. 1. Geometric illustration of the proposed ranking method

As shown in Fig. 1, The values of the q-rung orthopair fuzzy number of order q is
presented on the right axis of the plane. Curve Q indicates the q-ROFNs with a hesi-
tation degree of 0, and the value of q-ROFNs is μq + νq − 1 � 0. For any two points
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A = (μA, vA) and F = (μF , νF ) in the range of values, take point A as an example. It
contains information of membership degree μA (μ axis) and νA (ν axis). This informa-
tion is expanded to project the curve Q in the μ-axis direction to obtain point C, and
point D is obtained by making the projection of curve Q in the axis direction of ν. In
this way, this information is expanded to obtain the length of arc BD, arc BC, and arc
CD. The advantage of this practice is that we can obtain more effective information by
reasonably mining the potential value of existing data. By obtaining the length of line
segment through arc differential equation, the comparison of abstract fuzzy number can
be transformed into visual length comparison, which improves the readability and under-
standability of fuzzy number comparison. Membership (μ-axis) and non-membership
(ν-axis) represent different meanings respectively. The greater the degree of member-
ship (or non-membership), the better the value. Following this principle, this method
fully extracts the information of q-order orthogonal fuzzy numbers, and makes some
improvements (μ) and (1/ν) Adjustment in direction, and according to this condition,
reasonable comparison and ranking methods are proposed to obtain the score value S(A)

of point A. Similarly, we can obtain the score value S(F) of point F. The final ranking
is obtained by comparing the sizes of S(A) and S(A).

Take point A as an example, the specific calculation steps and calculation methods
are shown below.

As Fig. 1 shows, Q is a curve μq + νq − 1 = 0,A = (μA, vA) is a q-ROFN, μA is
membership degree of A, νA is non-membership degree of A.

1) Over point A draw a parallel line of axis X which meets curve Q at point C. The
coordinate of point C is,

(
q
√(

1 − ν
q
A

)
, νA

)
(3)

2) Similarly, over point A draw a parallel line of axis X, meeting curve Q at point D.
The coordinate of point D is,

(
μA,

q
√(

1 − μ
q
A

))
(4)

3) Connect point O and point A, then line OA means L : ν = νA/μA × μ (A straight
line over the origin). Draw the extension line ofOA and meet curveQ at point B, the
coordinate of point B is,

⎛
⎝ μA

q
√

μ
q
A + vqA

,
νA

q
√

μ
q
A + vqA

⎞
⎠ (5)

When point A is located on curve Q, the hesitancy degree of q-ROFN A is 0. Then there
is no intersection point B, C, D. Therefore, the distance of point A from curve Q is 0.
Point A has the highest degree of information reliability, and the larger of μA, the better
the q-ROFN A.



An Extended TODIM Method 429

When point A is not on the curve Q, according to the principle of arc length, the
farther point A is from curve Q, the lower the reliability and the longer the arc length
CD. Based on this, we use arc-length CD as a measure to represent the information
reliability of q-ROFN A.

LCD = LBC + LBD (6)

where, LCD is the length of arc CD, LBD is the length of arc BD, LBC is the length of arc
BC. Use the arc differential formula,

LBD =
∫ μν

μs

√
1 + (f ′(μ))2dμ (7)

LBC =
∫ μs

μc

√
1 + (f ′(μ))2dμ (8)

where, f ′(μ) indicates the log μ for the derivative, and
∫ μD

μB X ,
∫ μB

μCX express the Inte-

grals of arcBD and arcBC in the direction. The equation L = ∫ x1x2
√
1 + (f ′(x))2dx is the

arc differential equation.
And, the smaller of non-membership degree, the better the q-ROFN is. Considering

this factor, we proposed a new score function.

Definition 4. A new ranking method is proposed.

S = μ + 1
ν∗LCD

L + 1
(9)

where L is the total length of the curve Q. For two q-ROFNs q1
(
μq1, νq1

)
, q2
(
μq2 , νq2

)
,

the ranking methods are as follows.

IF S(q1) > S(q2),THEN q1 	 q2
IF S(q1) < S(q2),THEN q1 ≺ q2
IF S(q1) = S(q2),THEN q1 q2

(10)

4 A New Distance Measure for q-rung Orthopair Fuzzy Numbers

The study of the existing distance formulas is based on the general fuzzy numbers, while
the q-ROFNs expand the expression range of the data infinitely, and the existing distance
formulas have some limitations to both the accuracy of the data and the completeness of
the information. Therefore, it is very necessary to propose a distance formula adapted
to q-ROFNs environment.

Definition 5. Because of the development of fuzzy numbers, previous experts and schol-
ars have extended the expression of q-ROFNs. To fit the expression of the q-ROFNs, we
also extend the distance formula to order q. The proposed distance formula is as follows.

d(q1, q2) = q

√
1

2

(∣∣∣∣ q
√

μ
q
q1 − μ

q
q2

∣∣∣∣+
∣∣∣∣ q
√

ν
q
q1 − ν

q
q2�+
∣∣∣∣ q
√

π
q
q1 − π

q
q2�
)

(11)
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The proposed distance formula satisfies the following three basic theorems,
Let A1 = (μ1, ν1) and A2 = (μ2, ν2) be two q-ROFNs, then
Property 1 d(A1, A2) = d(A2, A1)
Property 2 d(A1,A2) = 0 only if A1 = A2
Property 3 0 � d(A1,A2) � 1
Proof. For two q-ROFNs A1 = (μA1 , νA1

)
and A2 = (μA2 , νA2

)
.μA1 , μA2 , νA1 , νA2 ∈

[0, 1][0, 1], and 0 � μ
q
A1

+ ν
q
A1

� 1, 0 � μ
q
A2

+ ν
q
A2

� 1. Then,

d
(
A1,A2

) = q
√
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2

(∣∣∣∣ q
√
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q
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− μ
q
A2
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∣∣∣∣ q
√
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q
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− ν
q
A2

∣∣∣∣+
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√
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q
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q
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)

= q
√
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And it is obviously that d(A1,A2) � 0.
The distance formula proposed in this paper expands the data table widely based on

the traditional distance, and itmakes full use of precision of the data and the completeness
of the information, So the calculation of the orthogonal fuzzy number distances of the
two q orders can be more accurate.

5 The Extended TODIM Method Under q-rung Orthopair Fuzzy
Environment

TheTODIMmethod is themethodproposed byGomes [37]. It does not need to determine
the reference point and it fully considers expert mindset. This method ranks candidates
by calculating their relative advantages. The approach is defined as follows.

Let candidate setA = {A1,A2, · · · ,Am} as a collection ofm options;C is a collection
of n evaluation criteria. It is presented as C = {C1,C2, · · · ,Cn} v. And the evaluation
of the criteria weight vectors is sω = {ω1, ω2, · · · , ωn }T , where∑n

j=1 ωj = 1, 0 �
ωj � 1. we define ωjr = ωj/ωr as the relative weight of the criterion Cj to Cr , and
ωr = max

{
ωj|j = 1, 2, · · · , n

}
.

The evaluation value of candidate A on criteria C is expressed by aij = (μA, νA),
(i = 1, 2, · · · ,m; j = 1, 2, · · · , n). Where 0 � μ

q
A � 1, 0 � ν

q
A � 1, 0 � μ

q
A+ν

q
A � 1.

Then the classical TODIM approach involves the following steps.
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Step 1. Construct the decision making matrix X = [aij
]
m×n.

Step 2. Consider experts’ psychological behavior (i.e., the reference dependence and
loss aversion). Calculate the relative dominance degree φj = (Ai,Ar) of scheme Ai to
scheme Ar under each criterion Cj.

φj(Ai,Ar) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

√
ωjr ∗ (aij − arj

)
/
∑n

j=1 ωjr IF ai j − arj > 0

0 IF ai j − arj = 0

− 1
θ

√(∑n
j=1 ωjr

)
∗ (aij − arj

)
/ωjr IF ai j − arj < 0

(12)

In the above dominance degree formula, θ is an attenuation factor of losses with a range
of 0 < θ <

∑n
j=1 ωj/ωr [38]. The smaller the value θ , the higher the experts’ aversion

to loss.

Step 3. According to the Dominance Degree Matrix, the Overall Dominance φj =
(Ai,Ar) of the Scheme Ai for Ar Can Be Calculated.

φ(Ai,Ar) =
n∑

j=1

φj(Ai,Ar), j ∈ N , r ∈ N (13)

Step 4. Comprehensively calculate the overall advantage of candidate Ai and other
candidates �(Ai), and rank the candidates according to the size of �(Ai).

�(Ai) =
(∑n

r=1 φ(Ai,Ar) − min
{∑n

r=1 φ(Ai,Ar)
})

max
{∑n

r=1 φ(Ai,Ar)
}− min

{∑n
r=1 φ(Ai,Ar)

} (14)

To accommodate the complexity of the data when solving practical problems, the
proposed method extends every link of the TODIM decision making method process to
order q. Firstly, it proposes a ranking comparison of q-rung orthopair fuzzy numbers of
order q, then it proposes distance formulas that can accommodate the q-ROFS. Based
on this, this paper integrates this approach with the traditional TODIM methods, and it
proposes an extended TODIM decision making method based on q-rung orthopair fuzzy
decision making of q-ROFS.

Step 1.Based on the decisionmaking scheme, themain evaluation criteria, decisionmak-
ing experts evaluate different candidatesA according to criterionC. Thenwe get the deci-
sion making matrix Xq = [aij

]
m×n, aij = (μA, νA)(i = 1, 2, · · · ,m; j = 1, 2, · · · , n).

It is defined as follows.

C1 C2 · · · Cn

Xq = (aij
)
m×n =

A1

A2
...

Am

⎡
⎢⎢⎢⎣

a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...

am1 am2 · · · amn

⎤
⎥⎥⎥⎦

(15)
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Step 2. The relative weights of Cj were calculated based on the different weight values
for each evaluation criterion.

ωjr = ωj/ωr, j, r = 1, 2 . . . . . . n (16)

Where ωj is the weight of the criterion Cj, ωr = max
{
ωj�j = 1, 2, · · · , n

}
, and 0 �

ωr � 1

Step 3. Standardize the evaluation criteria and assign scores to each data metric using
the proposed score function, then get the score matrix Sq = [Sij

]
m×n, Sij is a score value.

C1 C2 · · · Cn

Sq = (sij
)
m×n =

A1

A2
...

Am

⎡
⎢⎢⎢⎣

s11 s12 · · · s1n
s21 s22 · · · s2n
...

...
. . .

...

sm1 sm2 · · · smn

⎤
⎥⎥⎥⎦

(17)

Step 4. Calculate the dominance degree under each criterion, and use the scoring matrix
to make judgment and get a dominance degree matrix.

φj(Ai,Ar) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

√
ωjr ∗ d
(
aij − arj

)
/
∑n

j=1 ωjr IF si j − srj > 0

0 IF si j − srj = 0

− 1
θ

√(∑n
j=1 ωjr

)
∗ d
(
aij − arj

)
/ωjr IF si j − srj < 0

(18)

Consider the two matrices, Xq and Sq. If sij > srj, then the dominance degree of φj =
(Ai,Ar) will be represented as

√
ωjr × d

(
aij, arj
)
/
∑n

j=1 ωjr , where d
(
aij, arj
)
is the

distance formula for the expansion mentioned above. And if sij = srj, the dominance
degree between aij and arj is zero.
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From this, derive a dominance matrix of the jth criterion. And it is shown as follows.

A1 A2 · · · An

φj = [φj(Ai,Ar)
]
(m×m)

=
A1

A2
...

Am

⎡
⎢⎢⎢⎣

0 φj(A1,A2) . . . φj(A1,Am)

φj(A2,A1) 0 . . . φj(A2,Am)
...

...
. . .

...

φj(An,A1) φj(An,A2) . . . 0

⎤
⎥⎥⎥⎦

(19)

Step 5. Calculate the overall dominance ϕ(Ai) of each candidate Ai over the candidate
Ai, the calculation method is as follows.

ϕ(Ai,At) =
m∑
j=1

φj(Ai,At), i = 1, 2 . . . ..m (20)

The overall dominance matrix is obtained as follows.

A1 A2 · · · An

ϕ = [ϕ(Ai,At)](m×m) =
A1

A2
...

Am

⎡
⎢⎢⎢⎣

0 ϕj(A1,A2) . . . ϕj(A1,Am)

ϕj(A2,A1) 0 . . . ϕj(A2,Am)
...

...
. . .

...

ϕj(An,A1) ϕj(An,A2) . . . 0

⎤
⎥⎥⎥⎦

(21)

Step 6. The Final Decision Making Value.


(Ai) =
(∑n

r=1 ϕ(Ai,At) − min
{∑n

r=1 ϕ(Ai,At)
})

max
{∑n

r=1 ϕ(Ai,At)
}− min

{∑n
r=1 ϕ(Ai,At)

} (22)

To clearly illustrate the idea of the proposed method, we make a flow chart as shown in
Fig. 2.

Compared to the traditional TODIM decision making method, the proposed method
in this paper firstly innovates the score function in calculating the relative dominance
degree, and it uses the geometric significance and connection between fuzzy numbers
to propose a ranking method based on information reliability to compare the advan-
tages and disadvantages of two fuzzy numbers; Secondly, this paper proposes a distance
formula more adapted to the q-rung orthogonal fuzzy environments, and uses this dis-
tance formula to calculate the relative advantage matrix to increase the objectivity of
the method; Finally, this paper extends the traditional TODIM decision method to the q-
rung orthogonal fuzzy environment, and proposes the extended q-rung orthogonal fuzzy
TODIM decision method by combining the proposed ranking method and the distance
formula, and applies it to the decision making method.
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Fig. 2. Flow chart of decision making process

6 Conclusions

Based on the analysis of previous q-ROFNs ranking method, this paper proposes a new
q-ROFNs ranking method by eliminating some drawbacks of the former. Besides, this
paper proposes a new distance formula for q-ROFNs, and applies it to the decision
making method.
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