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Preface

The annual Wuhan International Conference on E-Business (WHICEB) is an AIS affil-
iated conference. The 22nd Wuhan International Conference on E-Business (WHICEB
2023) was held at Wuhan from May 26 to 28, 2023. WHICEB promotes intellectual
research and facilitates academic and corporate networking in e-business and related
fields. The intent is to encourage academic research and business development through
exchanging ideas about e-business, global and corporate financial issues, and the neces-
sity for continuous innovation. The conference aims at presenting innovative research
findings, solutions and approaches tomake the Internet a productive and efficient vehicle
for global commerce. Whether running an e-business or transforming a business into an
e-business, we constantly encounter challenges ranging from technological to behavioral
issues, from marketing to data analysis issues, and from effectiveness to security issues.
In recent years all over theworld initiatives have been started for the next step of develop-
ment, i.e., Industry 4.0 or the fourth industrial revolution. After consumer-oriented mass
production we focus nowadays on personalized products and services, which demands
cyber physical systems, cloud computing and big data. There are integration issues
for management of technology, management of supply chains, management of human
resources and management of knowledge and intelligence that are being resolved in an
e-business environment. Organizations, regardless of their locations and sizes, should
consider having a strategic decentralized planning effort that includes e-business as a
pillar for sustainable competitive advantage.

The proceedings of the 22nd WHICEB document the breadth and depth of research
from different aspects of business and from different disciplines that havemajor implica-
tions for e-business. There are fifteen tracks in the proceedings and the proceedings will
be listed in the appropriate indexes. The selected best papers from the proceedingswill be
recommended to international academic journals including but not limited to the follow-
ing: Electronic Commerce Research and Applications, Electronic Commerce Research,
and International Journal of Networking and Virtual Organizations (Compendex).

The research papers in the proceedings went through a double-blind peer review pro-
cess. Papers were accepted based upon a clear research methodology and contributions
to the knowledge of e-business including but not limited to case study, experiment, simu-
lation or survey. The efforts made by our track chairs in reviewing submissions are really
appreciated, for they ensured the quality of the proceedings. On behalf of the confer-
ence organization, I thank them for their professional diligence. They are: Xiaobo (Bob)
Xu, Weiyong Zhang and Fei Ma, Digital Empowerment and Social Impact; Yaobin
Lu, Ling Zhao and Jiang Wu, Artificial Intelligence & IoT (AIoT) Enabled Business
Innovation; Guoyin Jiang, Xiaodong Feng and Wenping Liu, Computing and Complex-
ity in Digital Platforms; Dongxiao Gu, Jia Li, Ying Yang, Zhixiong Zhang, Fenghong
Liu, Yiming Zhao, Shuping Zhao and Xiaoyu Wang, Data Analytics and Data Gover-
nance in Behavioral and Social Science Studies; Cong Cao, Xiuyan Shao, Jun Yan
and Wen-Lung Shiau, Digital Economy; Zhongyun (Phil) Zhou, Yongqiang Sun
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and Xiao-Ling Jin, Digital Enablement and Digital Governance; Yi Wang, Yuan Sun,
Si Shi and Jindi Fu, Digital Technologies and New Ways of Working; Xiaoling Li, Lu
Wang and Qing Huang, E-business Strategy & Digital Marketing; Shaobo Wei, Xiayu
Chen, Jinmei Yin and Hua Liu, Emerging Technologies and Social Commerce; Nannan
Xi, Hongxiu Li, Juan Chen and Juho Hamari, Engaging Technologies; Zhaohua Deng,
Tailai Wu and Jia Li, Healthcare Service and IT Management; Haichao Zheng, Yuxiang
Zhao, Bin Zhu, Bo Xu and Kai Li, Human-Machine/Robot Interaction in the Era of
AI; Hefu Liu, Zhao Cai and Meng Chen, Information Systems and Operations Manage-
ment; Zhao Du, Fang Wang, Shan Wang and Ruoxin Zhou, Information Technology in
Education; ChunmeiGan,YongLiu andMingYi,User Behavior in Information Systems.

This year, the proceedings consists of two volumes. The papers which are included
in the proceedings have gone through at least three double-blind reviews by themembers
of the Editorial Board of the Proceedings. We would like to thank all of them for their
invaluable contribution, support and efforts.

Yiliu Tu
Maomao Chi
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Abstract. Research on the hot topics and future development trends of recom-
mender system is of great significance for improving the accuracy of recommen-
dation results and saving users’ time. A total of 867 SCI and SSCI literatures
related to recommender system were selected from the Web of Science database
from 2013 to July 2022. The visual knowledge graph analysis tool CiteSpace was
used to analyze the temporal and spatial distribution characteristics, knowledge
basis, research hotspots and frontiers of personalized recommendation technology
research from five dimensions: literature growth trend, regional distribution, liter-
ature co-citation relationship, keyword co-occurrence and emergence. The partic-
ipation of Chinese and American researchers are much higher than that of other
countries and the exchange and cooperation between countries need to be strength-
ened. The research focuses on the application of algorithm in recommender sys-
tem, improvement of collaborative filtering algorithm, model construction, social
network and neural network. The research frontiers include feature extraction of
users and projects, machine learning and attention mechanism.

Keywords: Recommender System · Personalized · Implicit Need · User
Profiling · Algorithm · Knowledge Graph · Bibliometric

1 Introduction

The problem of information overload in human society is becoming more and more
serious. As one of the effective ways to solve the problem of information overload, rec-
ommender systems have become a hot research direction, but the academic community
has not reached a consensus on its definition. Paul Resnick et al. [1]. First gave the defini-
tion of recommender system. They believed that without sufficient personal experience,
we always tend to rely on the recommendation of others to make choices. The existence
of recommender systems helps and enhance this natural social process, and its value
is to establish a good matching relationship between the recommendation project and
the user. Yehuda Koren et al. [2] pointed out that for e-retailers and content providers,
the key to improve user satisfaction and loyalty is to match consumers with the most
appropriate products. The recommender system can analyze the user’s interest pattern in
the product and provide personalized recommendation in line with the user’s preference.
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Good recommender systems can add another dimension of user experience. SunMingx-
uan et al. [3] believe that personalized recommendation is an important research topic
currently being carried out in the field of machine learning and data mining. Hongyan
Liu et al. [4] believe that recommender system is essentially a simulation of user behav-
ior. It presents the processing results to users through analysis and processing of feature
data information, requirements that meet users’ preferences. Yu Meng et al. [5] believe
that the core of recommendation technology is to generate a list of items that users are
interested in through the analysis of users’ historical behaviors, interest preferences,
demographic characteristics and other information, and present the top items in the list
to users. The above views revolve around the prediction of users’ interest preference,
that is, the mining of users’ specific needs [6].

The essence of recommendation algorithm is to associate users with items in a certain
way. For example, social recommendation, content-based filtering, collaborative filtering
and so on. In short, the basic task of the recommender system is to contact users and
items to solve the problem of information overload [8].

Social recommendation obtains social behavior data through social networks, social
search, social media, social bookmarking, social news, social knowledge sharing,
social games, blogs, wikis, recommendation systems, question-and-answer communi-
ties, query logs, tags, etc., andmakes use of computer technology, such asmachine learn-
ing, data mining, natural language processing and other research to dig out collective
wisdom.

Content-based filtering makes recommendations by comparing similarities or cor-
relations between items. The approach ignores the user’s purchase behavior and only
considers the similarity between the goods.

Collaborative filtering has become one of the most used approaches to provide per-
sonalized services for users. The key of this approach is to find similar users or items
using user-item rating matrix so that the system can illustrated recommendations for
users. The approach is usually based on similarity algorithms, such as cosine, Pearson
correlation coefficient etc. It is not much effective, especially in the cold user conditions.

The above views revolve around the prediction of users’ interest preference, that
is, the mining of users’ specific needs [6]. There are explicit and implicit user needs
[7]. Explicit needs can be expressed explicitly in some way (such as keywords, natural
language description, etc.), and such needs can be met by search engine technology [8].
However, most of the time, users’ needs are difficult to be accurately expressed.

Academia and industry have put forward many technical methods to construct user
profile. One is explicit user feature extraction or simple processing, which is easy to
understand. The other is the implied representation and learning of user characteristics,
which is easy for subsequent quantitative calculation [24]. For example, the profiles can
associate users with appropriate products. A movie profile includes its characteristics,
the participating actors, and so forth. User profiles include demographic information or
answers provided on a suitable questionnaire [7].

This paper gives the definition of recommender system as follows: it explores and
understands the implicit needs of users from user behavior data through user profiling,
model and algorithm, and provides personalized recommendation service: that is, con-
tact users and items to solve the problem of information overload. In order to illustrate
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the rationality and universality of this definition, the recommended technologies in dif-
ferent application scenarios are described (Table 1). Although there aremany application
scenarios of recommender systems, its connotation can be summarized as understanding
and meeting users’ implicit needs from user behaviors.

Table 1. Recommender systems in different application scenarios

Application scenario User behavior User’s invisible demand

Product recommendation User’s purchase behavior
record, purchase evaluation,
click, collection, etc

The products users want to buy

News recommendation News click, browse, etc Hot news users want to read

Short video recommendation Users’ watching, liking,
forwarding and other
behaviors

Short videos that users
currently want to watch and
conform to mainstream values

Job recommendation Posts and companies
delivered by users and other
basic information

Job positions that match user
skills and are fair to sensitive
attributes such as gender

For example, the matrix factorization models can consider additional informa-
tion such as implicit feedback, temporal effects, and confidence levels, and has illus-
trated that are superior to classic nearest-neighbor techniques for producing product
recommendations in Netflix Prize competition [7].

CiteSpace, a visual analysis tool, can display the research hotspot, frontier and devel-
opment trend of a certain discipline in a certain period through the bibliometric research
of a specific discipline field, and clearly show the overall picture of a certain discipline
field [11].

The organization of this paper is as follows: Sect. 2 data sources and research meth-
ods, Sect. 3 literature statistical analysis, Sect. 4 research hotspots and frontier analysis,
Sect. 5 discussion and inspiration, and Sect. 6 conclusions.

2 Data Sources and Research Methods

2.1 Data Sources

The literature data used in this paper comes from the core collection of the Web of
Science database, and the literatures of SCI and SSCI are retrieved. Select the search
formula “TI = (Personalized OR Algorithm*) AND Recommendation*” to search, the
time range is from 2013 to 2022, and the time of document data export is July 26, 2022.
A total of 1126 documents were retrieved, and then manual reports, book reviews and
other literatures with little relevance were screened out, and duplicate literatures were
deleted, and finally 867 literature data were obtained.
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2.2 Research Methods

This paper uses CiteSpace software for bibliometric analysis to visualize the scientific
knowledge structure, regularity anddistribution of documents,mainly from the following
four dimensions: (1) Statistical analysis of documents, the annual number of published
documents in the field of personalized recommendation, country; (2)Co-citation analysis
of documents: visualize the connection between research topics among documents, and
identify important hot documents,which represent the knowledgebase under the research
topic; (3) Keyword cluster analysis: On the basis of the keyword co-occurrence network,
the network of core keyword co-occurrence is aggregated into categories[12], and the
research hotspots in the field of personalized recommendation are analyzed; (4) Focus
on the keywords, analyze the research frontier changes and development trends in the
field of personalized recommendation (Fig. 1).

Fig. 1. Research model

3 Statistical Analysis of Literature

3.1 Analysis of Literature Growth Trend

The annual publication volume can reflect the historical development track of a certain
field, and is used to measure the changes in the attention and popularity of the field [13].
The specific value and month-on-month growth rate of the annual publication volume in
the personalized recommendation field from 2013 to 2022 is illustrated in Table 2. Since
the retrieval time is July 26, 2022, the number of papers in 2022 is not complete. We
use the function to fit the curve of the annual number of published papers, and select the
exponential function model with the greatest degree of fit to obtain the results in Fig. 2.

It can be seen that the number of published papers from 2013 to 2015 decreased
to a certain extent, but the decline was not large, and the number of published papers
in the past three years has been at a low level combining Table 2 and Fig. 1. Since
2015, the number of published articles has shown an upward trend, and the increase has
become larger and larger. Until 2020, the number of published articles has decreased
compared with 2019, which may be the impact of the epidemic. In 2021, the number of
published articleswill showanupward trend again. In general, the number of publications
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in the field of personalized recommendation has increased exponentially in the past
decade, indicating that this field has receivedmore andmore attention from the academic
community and has become a current research hotspot [1]; from the perspective of future
trends, this field The number of published papers and research results will increase, and
related research will be more in-depth.

Table 2. The number of annual published literature

Year 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Published
literature

40 37 35 45 62 95 140 121 174 118

Chain
growth
rate

– −0.075 −0.054 0.286 0.378 0.532 0.474 −0.136 0.138 –

Fig. 2. The fitting function results of annual published literature
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3.2 Regional Analysis of Literature

Several major countries and their cooperative research relationships in personalized
recommendation research are illustrated in Fig. 3. The larger the node is, the more
documents the country publishes, and the connection between the nodes indicates that
there is a cooperative relationship between the two nodes. The literature proportion and
centrality of the top 10 countries by the number of published papers are illustrated in
Table 3. Centrality is an important structural indicator that can be used to measure the
strength of cooperative research between a country and other countries. The greater the
centrality, the closer the country is to cooperate with other countries.

In the field of personalized recommendation, the country with the largest number of
publications is China, accounting for 74.7% of all documents, and it is the core country
in this field. Followed by the United States, India, Australia, etc., but compared with
China, the second-ranked United States publishes less than 1/6 of China’s, and there
are obvious faults, which also shows that China is in a leading position in the field of
personalized recommendation. In the index of centrality, China is also much higher than
other countries, which alsomeans that the research cooperation between China and other
countries is very close. Followed by the United Kingdom, India, and the United States,
the centralities of these countries are all greater than 0.1, and these countries also play
a role as a bridge in the research. Most of the remaining countries have published less
than 10 papers, and the centrality of the intermediary is close to 0, indicating that in
the remaining countries, the research on personalized recommendation is still in their
infancy, and there are few external exchanges, and the research in this field has not
attracted enough focus on.

Fig. 3. Major countries and their collaborative research relationships for personalized recommen-
dation research
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Table 3. Top 10 countries by publication volume

Country Records Percentage(%) Centrality

China 648 74.7 0.77

USA 100 11.5 0.14

India 41 4.7 0.16

Australia 35 4.0 0.07

South Korea 32 3.7 0.01

England 29 3.3 0.20

Canada 18 2.1 0.03

Saudi Arabia 17 2.0 0.05

Japan 15 1.7 0.06

Singapore 11 1.3 0.03

4 Research Hotspots and Frontier Analysis

4.1 Citation Analysis

Co-citation analysis of documents is a researchmethod tomeasure the degree of relation-
ship between documents. If two documents are cited by the same one or more documents
at the same time, the two documents have a citation relationship. We can understand the
current knowledge base in the field of personalized recommendation through reading
the highly cited literature, the top 6 most cited papers is illustrated in Table 4.

Among them, He et al. proposed a general framework of deep neural network based
on collaborative filtering by combining matrix factorization technology [14]. Zhang
Shuai et al. made a more comprehensive summary and induction of recommender sys-
tem technology based on deep learning [15]. Lu, Linyaun et al. summarized the new
technology of recommender system, and introduced themacroscopic behavior of recom-
mender system from the physical level [16]. Liu, Haifeng et al. proposed an innovative
similarity calculation method by capturing the contextual information of user comments
and considering the global preference of user behaviour [17]. Zhou, Tao et al. considered
the two indicators of diversity and accuracy at the same time, and combined the heat-
spreading (HeatS) algorithm and probabilistic spreading (ProbS) algorithm in a linearly
weightedway, andproposed ahybrid recommendation algorithm [18].Cui et al. proposed
a recommendation model with an improved K-means with cuckoo search (CSK-means)
considering the changes of user interests over time [19]. The current knowledge base
in the field of personalized recommendation is mainly the research of neural network,
collaborative filtering algorithm and hybrid recommendation algorithm. The influence
of factors on the recommendation results cannot be ignored.

Among them, He et al. proposed a general framework of deep neural network based
on collaborative filtering by combining matrix factorization technology [14]. Zhang
Shuai et al. made a more comprehensive summary and induction of recommender sys-
tem technology based on deep learning [15]. Lu, Linyaun et al. summarized the new
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Table 4. Top 6 most cited papers

Cited Frequency Centrality First author (year) Literature title

50 0.28 He, Xiangnan (2017) Neural Collaborative Filtering

27 0.07 Zhang Shuai (2019) Deep Learning based Recommender
System: A Survey and New Perspectives

20 0.25 Lu, Linyaun (2012) Recommender Systems

17 0.05 Liu,Haifeng (2014) A new user similarity model to improve
the accuracy of collaborative filtering

16 0.10 Zhou,Tao (2010) Solving the apparent diversity-accuracy
dilemma of recommender systems

13 0.01 Cui Zhihua (2020) Personalized Recommendation System
Based on Collaborative Filtering for IoT
Scenarios

technology of recommender system, and introduced themacroscopic behavior of recom-
mender system from the physical level [16]. Liu, Haifeng et al. proposed an innovative
similarity calculation method by capturing the contextual information of user comments
and considering the global preference of user behaviour [17]. Zhou, Tao et al. considered
the two indicators of diversity and accuracy at the same time, and combined the heat-
spreading (HeatS) algorithm and probabilistic spreading (ProbS) algorithm in a linearly
weightedway, andproposed ahybrid recommendation algorithm [18].Cui et al. proposed
a recommendation model with an improved K-means with cuckoo search (CSK-means)
considering the changes of user interests over time [19]. The current knowledge base
in the field of personalized recommendation is mainly the research of neural network,
collaborative filtering algorithm and hybrid recommendation algorithm. The influence
of factors on the recommendation results cannot be ignored.

4.2 Analysis of Research Hotspots

Keywords are highly refined and summarized literature content, and keyword frequency
analysis can effectively identify research hotspots in the field of personalized recommen-
dation. Using CiteSpace software for keyword analysis, the keyword co-occurrence map
in is obtained (Fig. 4) after merging nodes with the same semantics and deleting nodes
with little relevance to the research. Keywords have co-occurred before. The keywords
with high frequency and high centrality is illustrated in Table 5.

Keywords with high frequency and high centrality usually represent the research
focus and hotspot in this field [13]. Through the observation and analysis of tabular data,
it is concluded that the current research hotspots in the field of personalized recommen-
dation are in the following: the construction of recommendation systems, the research of
collaborative filtering, the construction of models, social networks, and neural networks.
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Fig. 4. Keyword co-occurrence graph

Table 5. Keywords with high frequency and high centrality

Keywords Frequency Centrality Related Words

Recommender System 355 0.29 collaborative filtering, context-aware
computing, implicit social network,
clustering, federated learning

Collaborative Filtering 176 0.11 interest evolution model, balance factor
anytime algorithm, similarity measure,
knowledge graph, baseline estimation

Model 62 0.11 cluster method, trust relationship,
model, consumer heterogeneity,
boolean function, social network

Social Network 55 0.19 interest influence, graph database,
graph, boundary work, adaptive
recommendation, trust relationship

Neural Network 35 0.11 deep learning, behavior analysis, rating
prediction, cloud computing

Construction of Recommendation System. The words that are related to recom-
mender systems in the co-occurrence graph include collaborative filtering, hybrid algo-
rithms, context-aware computing, clustering, implicit social networks, federated learn-
ing, information retrieval, informationfiltering, etc.Recommendation algorithms that are
represented by filtering and context-aware technology are still the key research contents.

Research on Collaborative Filtering. The vocabularywhich is related to collaborative
filtering is interested in evolutionary model, balance factor, time algorithm, similarity



10 J. Wan et al.

calculation, knowledge graph, topic model, baseline estimation, bias adjustment, accu-
racy, etc. Research of collaborative filtering main focuses on the algorithm in terms of
optimization and accuracy improvement and the calculation of similarity is improved
by introducing time algorithms, balance factors, etc. Today, researchers widely concern
knowledge graph-based collaborative filtering, topicmodel-based collaborative filtering,
and baseline estimation-based collaborative filtering.

Construction of Recommendation Model. The construction of the recommendation
model needs to be recommended by designing and selecting the appropriate algorithm
according to the recommendation mechanism tomeet the requirements [20]. The current
model construction mainly focuses on consumer heterogeneity, clustering algorithm,
social network, boolean function, and trust relationship through the analysis of related
keywords.

Social Networks. Personalized recommendation considering social network is also a
current research hotspot. In recommendation based on social network, it is often nec-
essary to consider the trust relationship between friends and the influence of interest in
social network, so these two are the research focus in social network. At present, most
scholars use the graph model for research.

Neural Network. With the development of big data and cloud computing technology,
the application of neural network in the field of personalized recommendation has been
a hot research topic in recent years, focusing on rating prediction, deep learning, and
user behavior analysis etc.

4.3 Research Frontier Analysis

Different from research hotspots, research fronts refer to topics with strong development
potential and academic research value in the subject area [11]. Keyword emergence
means that the word frequency of a keyword surges in a certain period of time and
suddenly becomes a hotspot in academia. This paper intends to summarize the research
trends in the field of personalized recommendation through the analysis of emerging
keywords in different periods, and to explore future research directions with potential
and scientific research value. The parameter γ takes the value of 1.0, the minimum
emergence time is 1 year, and the emergent keywords are obtained (Table 6).

It can be seen from Table 6 that in the early days, due to the development of infor-
mation technology such as the Internet, big data, and cloud computing, personalized
recommendation in cloud computing environment and personalized recommendation of
network services became the research hotspot at that time. By 2017, the focus in the
field of personalized recommendation has become recommendation based on associa-
tion rules. Matrix factorization technology has been proved to have good performance
in the case of sparse data as early as in the Netflix competition held in 2006 [12], and
in 2019–2020, it has attracted the attention of scholars in the field of recommendation
again. During this period, the main focus of decomposition technology is to improve
the matrix decomposition model by combining more contextual information. In the past
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three years, three emerging keywords are feature extraction, machine learning, and atten-
tion mechanism, indicating that these three topics are currently relatively active and may
become research hotspots in the future.

Table 6. Burst Keywords

5 Discussion and Inspiration

Today, there is a gap between academic research and the implementation of industry
[7]. In our understanding, it is necessary to strengthen the interaction between academic
research and industry practice.

It should be standardized that the data preprocessing methods, common recommen-
dation tasks, evaluation indicators and evaluation methods of recommendation scenarios
of the recommender system through cooperation, and also be created the score ranking
of common recommendation tasks on the open data set.

Regularly publish newer, larger, higher quality industrial data sets. It should encour-
age industry to regularly publish anonymous data sets for new application requirements
that are more complex, have more user needs, have more product characteristics, and
have a richer knowledge graph, and find ways to do so.

User profiling includes simple attribute features (such as age, gender, etc.) and com-
plex pattern features (such as network implied representation, etc.), which can be applied
to a wide range of social media application systems to improve user experience and sys-
tem services. The recommender systemmeets the user’s personalized information needs
(e.g. implicit needs) with the user profiling which has played a very important role in the
business of many commercial companies, and the application scenarios are very rich.

6 Conclusions

This paper introduces the development status of recommender systems in detail, includ-
ing cloud computing, web personalization, association rule, matrix factorization, feature
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extraction,machine learning, and attentionmechanism six phases, and predicts the future
development directions to bring inspiration for researchers and practitioners.
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Abstract. Under the platform economy, more and more enterprises attract users
to participate in innovation by means of Open Innovation Communities (OIC) and
improve organizational performance through knowledge sharing. How to evalu-
ate the efficiency of knowledge sharing scientifically is of great significance. In
this paper, a total of 61 “circles” datum of the Xiaomi community were acquired
as examples and divided into categories, and they were evaluated the knowledge
sharing efficiency using the three-stage DEAmodel. The results showed that envi-
ronmental factors and random interference had a strong impact on the efficiency
of knowledge sharing in the community of enterprises. The comprehensive techni-
cal efficiency of 91.67% of the “circles” decreased significantly after adjustment,
mainly due to low scale efficiency. The number of users featured posts, the number
of fans, employee participation and the percentage of authenticated users had a
positive impact on the efficiency of knowledge sharing in the community, and the
number of user posts and community size had a negative impact on the efficiency of
the community knowledge sharing. Finally, it discussed countermeasures and sug-
gestions to improve the efficiency of knowledge sharing in the enterprise-hosted
community from three aspects: community scale, community incentive system,
and personalized service.

Keywords: Open innovation community (OIC) · Knowledge sharing efficiency ·
Three-stage DEA model · Xiaomi community

1 Introduction

With the rapid development of the Internet and Web 2.0 technology level, virtual com-
munities with online social functions have become an innovative platform for commu-
nication and knowledge sharing among members of all parties [1]. Open Innovation
Community (OIC) is a virtual community for users to implement innovation activities,
and an Internet platform for resource circulation, user participation in innovation and
knowledge sharing [2]. From the viewpoint of the founding body, OIC can be divided
into two types: the company’s self-built type and the knowledge discussion type cre-
ated by a third party. Domestic and international companies are increasingly starting to
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establish OIC, such asMy Starbucks Idea, Niketalk, Haier Open Partnership Ecosystem,
Xiaomi Community, Club of HUAWEI, and so on. OIC is an important environment for
all participants to carry out knowledge sharing, and the effect of user knowledge sharing
largely represents its development and construction level [3]. However, as the scale of
the community continues to expand, the “knowledge trend” in the community is mainly
dominated by the government, and the breadth of knowledge sharing in the community is
not enough. Moreover, the community faces problems such as low user activity and low
enthusiasm for knowledge sharing due to a flood of users who have been “diving” for a
long time after entering the community. Therefore, community managers need to under-
stand users’ needs and study what factors influence users’ knowledge sharing to develop
targeted promotion strategies, mobilize community users’ enthusiasm to participate in
knowledge sharing, and promote enterprises to broaden the path of innovative knowledge
acquisition, and promote knowledge sharing for enterprises’ innovative activities.

2 Literature Review

There are impacts on behavior, mechanism and efficiency evaluation of knowledge
sharing in OICs that have generated considerable recent research interest.

2.1 Research on Influencing Factors of User’s Behavior Knowledge Sharing
in OIC

Nambisa et al. showed that the degree of user self-presentation, available social learn-
ing opportunities, corporate recognition, and recognition of users with creative sharing
experience have a significant positive effect on users’ sustained creative sharing behavior
[4]. A study by Zhou found that factors such as innovation self-efficacy, outcome expec-
tation, and social identity have significant positive effects on the knowledge sharing
behavior of users of OICs [5]. Ying et al. explored the positive impact of the satis-
faction of three psychological needs-autonomy, relatedness, and competence-on user’s
knowledge sharing behavior through the mediating role of psychological ownership [6].
Scholars have studied the effects of personal, environmental, and psychological factors
on OIC knowledge sharing, but most studies have focused on the single-factor level and
have not explored the interplay between multiple factors.

2.2 Research on Knowledge Sharing Mechanism of OIC

Rajabion et al. classified the knowledge sharing mechanisms in OICs into three cate-
gories: social mechanisms, incentive mechanisms, and medical mechanisms [7]. Wang
et al. explored the mechanism of virtual community rewards on explicit and tacit knowl-
edge sharing in virtual communities using intrinsic motivation as a potential mediator
and showed that virtual community rewards have significant effects on both explicit and
tacit knowledge sharing, highlighting the role of hedonic and self-efficacy in mediating
the relationship between rewards and tacit knowledge sharing [8]. Li et al. proposed an
incentive mechanism for the knowledge sharing behavior of leading users in OICs based
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on evolutionary games and pointed out that incentives are beneficial to promote knowl-
edge sharing [9]. Regarding the research on the knowledge sharing mechanism of open
innovation communities, scholars have mostly focused on the governance mechanism
and incentive mechanism, and the exploration of the knowledge sharing mechanism of
OIC is yet to be enriched.

2.3 Research on Efficiency Evaluation of Knowledge Sharing in OIC

Lee et al. used the DEA-Malmquist index method to analyze the changes in knowledge
sharing efficiency in communities at the organizational, sectoral, and community levels
[10]. Zhang used fuzzy hierarchical analysis for OIC knowledge sharing performance
evaluation [11].Yuan. et al. used theSBMmodel tomeasure knowledge sharing efficiency
in an online health community and used the Tobit model to analyze whether environmen-
tal factors (e.g., user factors, community factors) interfered with the knowledge sharing
efficiency of the community [12]. The research methods mostly adopt traditional DEA
methods, fuzzy hierarchical analysis, and SBM models to measure the knowledge shar-
ing efficiency, without eliminating the interference of environmental factors and random
errors in the efficiency.

Xiaomi Community is an official platform developed by Xiaomi to facilitate user
communication, consultation, help, complaints and proposals, and it is also a typical
representative of an enterprise OIC s with mature operation and high user activity in
China. Xiaomi developed the MIUI system with 1/3 of the ideas coming from fans
and 80% of the modifications coming from the Xiaomi community. Hence, the paper
introduces a scheme that firstly a total of 12 types of “circles” with high activity in the
Xiaomi community are selected as the research objects, secondly adopts a three-stage
DEA model to measure the knowledge sharing efficiency of the enterprise self-built
OICs. Then, eliminating the influence of environmental factors and random errors on
the knowledge sharing efficiency of the enterprise self-built OICs reflects the actual value
of the knowledge exchange efficiency of the enterprise self-built OICsmore realistically.
Finally, it proposes suggestions to promote the knowledge sharing efficiency of the OIC,
furthermore, to provide reference and reference for the enterprise to build an OIC.

3 Variables Selection and Data Sources

3.1 Input and Output Variables Selection

Ren believes that knowledge sharing is achieved through the interactive communication
of community members, and the posting behavior of users is one of the manifestations
[15]. Therefore, the input variables selected in this paper mainly considered three dimen-
sions of personnel, knowledge source and time input in knowledge sharing input, and
number of users, number of posts, and discussion time were selected.

The number of views measures the breadth of knowledge dissemination in knowl-
edge sharing output. The number of comments is an inaccessible part of knowledge
sharing activities in the community, and its number reflects the breadth of knowledge
sharing among users. The number of replies refers to the communication among respon-
ders, reflecting the deepening of knowledge sharing levels in the OIC and the depth of
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knowledge sharing among users [16]. Therefore, the number of views, comments and
replies from the time of posting to the statistical time were selected as the knowledge
sharing output indicators. Based on the principles of systematization, availability and
operability of data, this paper constructed the evaluation index of knowledge sharing
efficiency of OIC. As shown in Table 1.

Table 1. Input and output evaluation indicators

Indicator type Indicator name Indicator meaning

Input indicators Users X1 The human input in knowledge sharing

Posts X2 Knowledge source input in knowledge sharing

Discussion Time X3 The time investment in knowledge sharing

Output indicators Views Y1 The breadth of knowledge dissemination

Comments Y2 The breadth of knowledge sharing among users

Replies Y3 The depth of knowledge sharing among users

3.2 Environmental Variables Selection

According to the research of Simar et al., environmental variables need to select factors
that affect DMU efficiency but DMU is uncontrollable [17]. Zhao et al. pointed out that
users are the fundamental factors that determine the quality and quantity of knowledge
sharing [18]. Xie et al. concluded that the community environment has a significant
positive effect on knowledge sharing [19]. In this paper, considering the characteristics
of OICs and data availability, the internal influencing factors of knowledge sharing
efficiency of enterprise OICs were classified into two types of factors: one was user

Table 2. Description of environment variables

Indicator dimension Indicator name Indicator meaning

User factors User Posts E1 Total number of user posts

User featured posts E2 The number of user’s featured
posts

Fans E3 Number of user fans

Community factors Community scale E4 The ratio of community
participants to posts

Employee participation E5 The proportion of official
employee posts to posts

The proportion of authenticated
users E6

The proportion of personal tags
among community posting users
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factors that included the number of user posts, the number of users featured posts and
the number of fans, another was community factors that included community scale,
employee participation and the percentage of authenticate users. As shown in Table 2.

3.3 Data Sources and Processing

According to the activities of the Xiaomi community, the first 61 “circles” were selected,
and divided into 12 categories due to the discussion content, including: “Mobile Phone”,
“Tablet PC”, “MIUI System”, “MIUI Application”, “APP Circle”, “Computer”, “Wear-
able Device”, “Daily Life”, “MI Fans Circle”, “Game”, “TV” and “Smart life”. Then,
writing Python codes, it obtained data items that included user information, post infor-
mation, and discussion information of the “Featured” section in the 12 categories of
“circles” in the Xiaomi Community from 2020 to 2021.

Because the Xiaomi community was revamped and updated in October 2019, the
earliest data available in the community was October 2019. Hence this paper screened
out more than 800,000 pieces of data crawled and retained the data from 2020–2021.
In this paper, 12 types of “circles” in the Xiaomi community were analyzed, therefore
n = 12. As the research needs, the window width was chosen as 2 (d = 2). Therefore,
there was 1 window in this paper, and the number of decision units was n × d, or 24
decision units. The content of the community comments and replies was screened and
found that there was the behavior of “bump”, therefore invalid content in the comments
and replies was eliminated. The correlation analysis of input and output variables of
knowledge sharing in the “Featured” section of Xiaomi community’s 12 “circles” was
shown in Table 3, which showed that all variables were significant at the 1% significance
level. In addition, it passed the correlation test, which was satisfied the “homogeneity”
hypothesis of the model [20].

Table 3. Correlation analysis of input-output variables

Variables X1 X2 X3 Y1 Y2 Y3

X1 1

X2 0.812*** 1

X3 0.824*** 0.847*** 1

Y1 0.927*** 0.703*** 0.758*** 1

Y2 0.971*** 0.747*** 0.685*** 0.906*** 1

Y3 0.956*** 0.800*** 0.883*** 0.970*** 0.896*** 1

Note: *** indicates significance at a 1% level of significance

4 Empirical Analysis

4.1 Analysis of Efficiency of Knowledge Sharing in OIC Based on Initial Data

MaxDea8 softwarewas used to calculate the initial value of knowledge sharing efficiency
of the enterprise OIC and obtain the comprehensive technical efficiency (TE), pure
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technical efficiency (PTE), and scale efficiency (SE) of knowledge sharing in the Xiaomi
community from 2020 to 2021. As shown in Table 4, η represents the efficiency of the
mean annual.

The overall knowledge sharing efficiency of the enterprise OIC was not high. When
the influence of environmental variables and random errors were not eliminated, the
comprehensive technical efficiency of the Xiaomi community was 0.873 and 0.741
respectively, which was not effective for DMU. Only “MIUI System” was always DMU
effective, whereas the comprehensive efficiency and the output level of “APP Circle”,
“Game” and “Smart Life” were low. During 2020- 2021, the comprehensive technical
efficiency, pure technical efficiency, and scale efficiency of knowledge sharing in the
Xiaomi community all showed a downward trend. Only the efficiency of “Daily Life”
was improved to DEA effective, indicating that the community’s utilization of input
factors was still insufficient, and the scale structure of the community still had space for
optimization. Meanwhile, the pure technical efficiency of the Xiaomi community was
lower than the scale efficiency. Only 50% of the “circles” in the community had pure
technical efficiency higher than the average level, and 66.67% of the “circles” had scale
efficiency higher than the average level. It can be concluded that the lack of pure technical
efficiency mainly affected the comprehensive efficiency of the enterprise OIC. It shows
that there are still problems in the internal management technology of the enterprise
OIC, which restrict the comprehensive efficiency of community knowledge sharing and
need to be improved and adjusted according to the specific situation.

Table 4. DEA Knowledge Sharing Efficiency of 12 Types of “Circles” in Xiaomi Community

Circles The year 2020 The year 2021 η

TE PTE SE TE PTE SE

Mobile Phone 1.000 1.000 1.000 0.736 0.736 1.000 0.868

Tablet PC 1.000 1.000 1.000 0.704 0.729 0.966 0.852

MIUI System 1.000 1.000 1.000 1.000 1.000 1.000 1.000

MIUI Application 0.835 0.840 0.994 0.663 0.672 0.987 0.749

APP Circle 0.769 0.781 0.985 0.553 0.972 0.569 0.661

Computer 0.787 0.959 0.821 0.708 0.852 0.831 0.748

Wearable Device 1.000 1.000 1.000 0.773 0.895 0.864 0.887

Daily Life 0.933 0.933 0.999 1.000 1.000 1.000 0.966

MI Fans Circle 1.000 1.000 1.000 0.802 0.810 0.991 0.901

Game 0.799 0.871 0.917 0.559 0.872 0.641 0.679

TV 0.653 0.845 0.772 0.791 1.000 0.791 0.722

Smart Life 0.698 0.757 0.922 0.600 0.659 0.911 0.649

Xiaomi Community 0.873 0.916 0.951 0.741 0.850 0.879 0.807
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Referring to Liu’s definition of the critical point [20], the PTE and SE mean values
(0.883 and 0.915) of the enterprise OIC knowledge sharing are set as the critical point,
and the PTE and SE that constitute the efficiency of community knowledge sharing are
divided. The overall knowledge sharing efficiency of the OIC can be divided into three
types (as shown in Fig. 1). The first category is “high-high”. Hence, “MI Fans Circle”,
“Daily Life”, “MIUI System” and “Wearable Device” had higher knowledge sharing
efficiency and less space for improvement and needed to improve PTE and SE slightly.
The second category is “high-low”, it has two types. One is a “PTE high, SE low” type of
“circle” that included “Computer”, and “TV”, another is an “SE high, PTE low” type of
“circle” that included “Mobile Phone”, “Tablet PC”, “MIUI System” and “Smart Life”,
and more “circles” in the community needed to improve PTE. The third category is
“low-low” that PTE and SE are lower than the critical point, which “Game” and “APP
Circle” were owned in it and needed to improve both PTE and SE.

The mean value of PTE
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Fig. 1. Stage I: the classification by the mean value of PTE and SE in OIC

4.2 The Influences of Environmental Factors on Efficiency

Frontier 4.1 software was used to perform SFA regression on the input slack variables of
decision making units and various environmental factors. As can be seen from Table 5,
most of the regression coefficients of environmental variables (89%) had passed the
significance test of 1% and 10%, and passed the mixed chi-square (LR) unilateral test
at the significance level of 1%. It indicated that the SFA model was reasonable, and the
selected six environmental variables were desirable, and each environmental variable
had an impact on the input slack variables of the OIC. What is more, under the 1%
significance level, the γ values of the three input slack variables tended to 1, which
indicates that MI plays a dominant role in the knowledge sharing efficiency of OICs.

In the SFA regression model, if the coefficient value is positive, it shows that the
increase of environmental variables will cause the increase of the slack variables, and if
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Table 5. Regression results of the SFA model

Categories Number of users slack
variable

Number of posts slack
variable

Lasting time slack
variable

C 315.32*** 32.78*** 26893.71***

E1 11.96*** –0.04 1116.59***

E2 – 33.30*** 0.84*** – 5976.32***

E3 – 0.01*** 0.00 – 0.73***

E4 13.93*** –0.17* 763.55***

E5 – 3589.88*** –50.04*** – 320903.29***

E6 – 3383.72*** –54.68*** – 382816.40***

σ 2 10137236*** 4373.35*** 136648640000***

Γ 0.99999999*** 0.99999999*** 0.99999999***

Log likelihood – 212.86 –118.38 – 327.72

LR test 9.83*** 14.84*** 7.97***

Note: *, * *, * * * indicate significance at 10%, 5%, 1% levels, respectively

the coefficient value is negative, it indicates that the increase of environmental variables
will reduce the slack variables. The specific analysis is as follows:

User factors. The number of user posts had a significant positive impact on the
number of user slack variables and the discussion time slack variable. The number of
user featured posts had a significant negative impact on the number of user slack variable
and discussion time slack variable, and had a significant positive impact on the number
of posts slack variable. The number of fans had a significant negative impact on the
number of user slack variables and the discussion time slack variable. The results show
that the more user posts, the less community user and discussion time, and the more
user featured posts, the more community user and discussion time, however it is not
conducive to the increase of community posts. In other words, blindly pursuing a large
number of user posts, although it greatly increases the input of knowledge sources,
users obtaining useful information from a large number of posts is very difficult, and
community knowledge sharing efficiency is not high. On the other hand, the user featured
posts set up by the community are high-quality content. Therefore, Users can accurately
obtain useful information, and the creators of featured posts are more capable of solving
users’ problems, which is conducive to enhancing knowledge exchange among users
and promoting the improvement of comprehensive technical efficiency of knowledge
sharing in the enterprise OIC.

Community factors. The community size had a significant positive impact on the
number of user slack variable and discussion time slack variable, and had a significant
negative impact on the number of posts slack variable. The employee participation and
the percentage of authenticated users had a significant negative impact on the slack
variable of the three input variables. This shows that blindly expanding the scale of the
community will cause a waste of personnel input and time input. Although the number
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of posts in the community has increased, it is not conducive to the high-quality develop-
ment of the community. The employee participation and the percentage of authenticated
users were proportional to the efficiency of knowledge sharing in the OIC, and the abso-
lute value of these two environmental factors was much higher than other variables,
indicating that the more employees participated in the OIC and the more high-quality
users have a significant effect on the improvement of community knowledge sharing
efficiency. Hence, compared with blindly expanding the size of the community, effi-
cient and reasonable management and attracting more high-quality users can promote
the sharing of knowledge in the OIC, moreover enhancing the efficiency of knowledge
sharing in the community.

4.3 Analysis of Efficiency of Knowledge Sharing in OIC Based on Adjusted Data

By eliminating the influence of environmental variables and random errors, adjusting
the original data, and using MaxDea 8 software to recalculate, the knowledge sharing
efficiency of the third-stage enterprise OIC is obtained. As shown in Table 6, η represents
the efficiency of the mean annual.

Table 6. Stage III DEA: Knowledge Sharing Efficiency of 12 Types of “Circles” in Xiaomi
Community

Circles The year 2020 The year 2021 η

TE PTE SE TE PTE SE

Mobile Phone 1.000 1.000 1.000 0.773 0.794 0.974 0.886

Tablet PC 0.087 0.856 0.102 0.566 0.846 0.670 0.327

MIUI System 1.000 1.000 1.000 1.000 1.000 1.000 1.000

MIUI Application 0.749 0.892 0.839 0.473 0.919 0.515 0.611

APP Circle 0.354 0.769 0.460 0.296 0.820 0.361 0.325

Computer 0.107 1.000 0.107 0.406 0.849 0.478 0.257

Wearable Device 0.977 1.000 0.977 0.650 1.000 0.650 0.813

Daily Life 0.525 0.696 0.754 0.086 1.000 0.086 0.305

MI Fans Circle 1.000 1.000 1.000 0.741 0.823 0.900 0.870

Game 0.518 1.000 0.518 0.250 1.000 0.250 0.384

TV 0.070 0.857 0.081 0.257 0.861 0.299 0.163

Smart Life 0.141 0.628 0.224 0.376 0.854 0.440 0.259

Xiaomi Community 0.544 0.892 0.589 0.489 0.897 0.552 0.517

Comparing Tables 4 and 6, it can be seen that the knowledge sharing efficiency of
the adjusted enterprise OIC was significantly lower than that of the first-stage. In other
words, after eliminating the influence of environmental factors and random interference,
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the average value of comprehensive technical efficiency and scale efficiency of knowl-
edge sharing in the Xiaomi community was significantly lower than that before adjust-
ment, and the average value of pure technical efficiency was slightly higher than that
before adjustment (0.011), which indicates that the external environment has a strong
influence on the comprehensive technical efficiency of knowledge sharing in Xiaomi
community, and if the influence of environmental factors is not eliminated, the compre-
hensive technical efficiency of Xiaomi community will be overestimated. In addition, the
low scale efficiency was the main reason for the low comprehensive technical efficiency
in the third stage of the Xiaomi community. By moderately expanding the scale of com-
munity development, reducing resource waste and improving the level of organization
and management, the knowledge sharing efficiency of the enterprise OIC consequently
has 48.30% rising space.

Specifically, after input adjustment, only the “MIUI System” was in the produc-
tion frontier, indicating that its knowledge sharing was indeed efficient after removing
the impact of environmental and random factors. As the most discussed and concerned
“circles” in the Xiaomi community, “MIUI System” was indeed at the leading level in
technology and management. In terms of pure technical efficiency, including one pure
technical effective “circle”, 66.67% of the “circles” had higher PTE after the adjust-
ment than before the adjustment, indicating that the previous inefficiency was mainly
affected by the environmental or random disturbance, and the external environment
was an unfavorable factor for the internal management ability of the community. In
terms of scale efficiency, 91.67% of the “circles” SE after adjustment was lower than
that before adjustment, indicating that a favorable environment and active management
strategy were conducive to scale increase, whereas the community itself should improve
management level to adapt to environmental development.

Adjusted region division based on efficiency critical point. With reference to the
previous classification, (0.894, 0.570) was the critical value after adjustment (see Fig. 2).
AnalyzingTables 4, 6, and Fig. 2, it can be seen that the change range of SE in all “circles”
was higher than that of PTE, indicating that environmental factors mainly affected the
scale efficiency of knowledge sharing in the enterprise OIC.

With the first category of “high-high”, after adjustment, “Mobile Phone” and “MIUI
Application” were changed from “high-low” to “high-high”, which indicated that envi-
ronmental factors and random errors mainly affected its PTE, therefore improving tech-
nical efficiency and management level was likely to achieve DEA effectively. With the
second category of “high-low”, “Game” changed from “low-low” to “high-low”, and
the pure technology was effective, indicating that the internal resource allocation of the
“circles” was reasonable, however the scale efficiency needed to be improved. With the
third category of “low-low”, 41.67% of the “circles” pure technical efficiency and scale
efficiency was lower than the community average, which had a lot of space for growth
and needed to manage and scale.

4.4 Further Discussion

Based on the empirical research results of knowledge sharing efficiency of enter-
prise OICs, to improve the knowledge sharing efficiency of enterprise OICs and help
enterprises make full use of knowledge resources:
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The mean value of PTE
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Fig. 2. Stage III: the classification by the mean value of PTE and SE in OIC

For lack of scale efficiency, low efficiency of knowledge sharing. Firstly, enterprise
OICs should pay attention to community scale construction and improve the overall
allocation of community resources. Secondly, it should establish a sound community
management system, create a unique community culture, and enhance the user’s sense
of belonging and identity. Finally, it should pay attention to the high-quality presentation
of knowledge sources, should screen high-quality posting content and strictly prohibit
“bump” behavior, and promote effective knowledge sharing in enterprise OICs.

Based on the influence of environmental factors on the efficiency of knowledge
sharing in the enterprise OIC, the results show that the quality of community members
and the participationof employees have apromoting effect on the efficiencyof knowledge
sharing. It is necessary to explore high-quality original creators, and improve community
incentive policies and internal incentive systems. What is more, the main concern of
enterprises should not be to disseminate marketing information, but should focus on
building community value.

The enterprise OIC should pay attention to the personalized recommendation algo-
rithm, carry out accurate knowledge push, and meet the knowledge needs of different
users. When the push content of the enterprise OIC is consistent with the user’s knowl-
edge sharing willingness, it is easier to arouse the resonance between the user and the
community, and further, stimulate the user’s knowledge sharing behavior.

5 Conclusion and Prospect

This paper used the three-stage DEAmodel to measure the knowledge sharing efficiency
of the Xiaomi community during 2020–2021, and draws the following conclusions:

After eliminating the influence of environmental factors and random errors, 91.67%
of the “circles” had a significant decrease in overall technical efficiency and scale effi-
ciency and a slight increase in pure technical efficiency. For the enterprise OIC, the
external environment has a strong influence on the efficiency of community knowledge
sharing, resulting in a false high comprehensive technical efficiency before adjustment
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and a low scale efficiency, which is the main reason for the low comprehensive technical
efficiency in the third-stage of the enterprise OIC.

The knowledge sharing efficiency of enterprise OICs is greatly influenced by envi-
ronmental factors. The number of user posts was negatively correlated with personnel
input and time input, and only increasing knowledge source input was not conducive
to improving knowledge sharing efficiency. The number of user featured posts and fans
was positively correlated with personnel input and time input, and high-quality knowl-
edge exchange and user authority can promote the improvement of the enterprise OIC
knowledge sharing efficiency. Community size was negatively correlated with personnel
input and time input, which affected the improvement of knowledge sharing efficiency.
However, employee participation and the percentage of authenticated users had positive
effects on the knowledge sharing efficiency of the enterprise OIC.

Enterprise OICs can be divided into three categories. For “high-high” OICs, knowl-
edge sharing within the community is ideal, and the maximum output can be achieved
with the given input. For “high-low”OICs, the scale of the community should be adjusted
and resource allocation should be rationalized, or community knowledge management
and institutional changes should be emphasized to enhance the efficiency of knowledge
sharing. For “low-low” OICs, they should start from both management level and scale
expansion, increase personnel and resource investment, and improve overall technical
efficiency.

Due to the revision of the Xiaomi community and the degree of data openness, the
volume of data used in the study is relatively small and the environmental variables are
not perfect. In the subsequent study, to expect to get more perfect knowledge sharing
research results of enterprise OICs, it can add different communities for comparison, and
improve the way of collecting data to obtain more data volume and other environmental
variables that affect efficiency.
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Abstract. Based on the investment perspective, this paper takes the data of listed
companies on China’s SME Board from 2013 to 2019 as a research sample, and
conducts an impact analysis and path test on the relationship between stock price
overvaluation and investment in digital transformation of listed SMEs. Overall,
the results of this paper support the equity financing channel hypothesis that over-
valuation of stock prices promotes the capital investment of digital transformation
of listed SMEs, but does not support the rational catering channel hypothesis.
The research conclusions of this paper provide reference ideas for promoting the
digital transformation investment of listed SMEs in China.

Keywords: Stock Price Overvaluation · Digital transformation investments ·
Equity financing · Rational pandering

1 Introduction

AsChina’s economic construction enters a new journey, the development of enterprises is
facingmany challenges such as slowingmarket demand and rising comprehensive factor
costs, how to achieve “cost reduction, efficiency improvement and quality improvement”
has become the key for enterprises in various industries to seek survival and develop-
ment, and digital transformation is considered to be the only way to achieve this vision.
According to the World Economic Forum’s white paper “The Impact of the Fourth
Industrial Revolution on Supply Chains”, digital transformation has reduced costs and
increased revenue by 17.6% and revenue by 22.6% for manufacturing companies, 34.2%
for logistics services and 33.6% for revenue, and 7.8% and 33.3% for retail, respectively.
Today, with the rapid development of China’s digital economy, the concept of digital
development is deeply rooted in the hearts of the people, and more and more enterprises
have or are undergoing digital transformation.

However, the current situation of digital transformation of enterprises in China is
not optimistic. According to data released by authoritative organizations such as Accen-
ture, only 16% of the leading enterprises with remarkable digital transformation results
in Chinese enterprises in 2021, although more small and medium-sized enterprises are
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also engaged in digital transformation and invest resources in intelligent operation and
construction, but their transformation effect is still far behind that of leading enterprises.
In this regard, many scholars believe that resource endowments and technical barriers
are the main reasons for the significant difference in the results of digital transformation
of enterprises. Liu et al. (2021) pointed out that, the digital transformation of Chinese
enterprises mainly faces problems such as “not turning” due to weak transformation
capabilities, “unwilling to turn” due to high transformation costs, and “dare not turn”
due to long transformation cycles [1]. Especially for small andmedium-sized enterprises
with poor resource endowment and technical strength, promoting digital management
and transformation requires a lot of capital investment and precipitation costs, and how
to choose a scientific digital transformation path according to the characteristics of the
industry, scale volume, technological advantages and other characteristics, and formulate
a reasonable investment plan, is a practical problem that must be considered to promote
digital transformation. Accenture (2021) also pointed out in its report that the system-
atic nature of digital transformation makes digital transformation investment have the
characteristics of long cycle and slow results, while SME managers are mostly eager
to see results, unwilling to bear the losses caused by the cost-benefit imbalance during
the transformation, and often adopt a small repair strategy to deploy digitalization. As
a result, the digital transformation effect is increasingly different from that of leading
companies.

In recent years, with the continuous development and growth of domestic and for-
eign capital markets, the impact of capital market stock price changes on the investment
of enterprises in the real economy has become a new focus of academic research on
enterprise investment issues. Scholars at home and abroad generally believe that over-
valuation of stock prices plays a significant positive role in promoting investment in the
real economy of enterprises and expanding the scale of enterprise investment. Inspired
by the soaring stock prices of the US technology industry in the 90s of last century,
Internet technology companies have expanded their investment scale and triggered the
revolution of the information technology industry, Lu et al. (2017) studied the impact
of stock pricing in China’s capital market on industrial structure adjustment, and found
that overvaluation of stock prices will trigger an increase in the amount of capital input
of enterprises, produce capital change effects, and thus trigger industrial expansion and
upgrading [2]. Various studies have shown that the stock price of the capital market has a
non-negligible impact on the investment development of enterprises. However, no schol-
ars at home and abroad have conducted in-depth discussions on the relationship between
stock price overestimation and enterprise digital transformation investment, especially
for listed small and medium-sized enterprises whose stock prices have always been
overvalued in China, what impact will stock price overestimation have on their digital
transformation investment, and through what channels? At present, there is a lack of
research in these areas. Therefore, this paper combines equity financing and rational
pandering channel theory, and conducts an in-depth study of the influence relationship
between stock price overvaluation and the digital transformation investment of listed
SMEs in China, so as to provide reference and suggestions for promoting the digital
transformation investment of listed SMEs.
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2 Literature Review

2.1 Stock Price Overvaluation and Corporate Investment

According to past research, overvaluation of stock prices is usually caused by imperfect
market mechanisms and irrational investors, and. Such as scholars Miller (1977), Meng
and Huang (2018) based on research on European and Chinese capital markets, respec-
tively, found evidence that short sellingmechanisms affect the pricing efficiency of stock
markets by reflecting investor sentiment [3, 4]; Further, Dong et al. (2020) analyzed the
behavior of investors in European, American and domestic capital markets based on the
assumption of limited investor cognition and limited decision-making, and found that
the real capital market is full of a large number of irrational people, limited by various
cognitive biases, these investors cannot make consistent and unbiased estimates of the
market in a rational person’s way, and cannot fully integrate all public information into
the stock price in a timely manner, causing the stock price to deviate from its intrinsic
value. Under the influence of restricted market arbitrage, it is difficult for stock market
prices to quickly fall back to the real level, resulting in the phenomenon that stock prices
deviate from their intrinsic value for a long time [5].

As the bridge connecting the real economy and the capital market, the impact of
stock overvaluation on corporate investment is self-evident. Especially in recent years,
the overvaluation of stock prices to stimulate the investment vitality of the real economy
and promote the transformation and upgrading of the industrial structure has become a
hot topic in financial research. In terms of investment, Baker and Wurgler (2002) found
that stock fluctuations in the capital market affect companies’ investment and financing
decisions, and that listed companies generally have the behavior of choosing market
timing, managers choose to issue new shares to raise funds when the stock price is over-
valued, and buy back shareswhen the stock price is undervalued [6]. Based on this choice
of market timing, Baker et al. (2003) put forward the view of equity financing channels,
arguing that the cost of equity capital of a company is affected by market valuation, and
the mispricing of stocks indirectly affects the company’s investment through external
financing cost factors [7]. Bakke and Whited (2010), Campello and Graham (2013) also
obtained empirical evidence in their research that high financing constraint companies
issue shares to raise funds for investment when stock prices are overvalued, and that low
financing constraint companies’ investment expenditures are not affected by irrational
stock price movements, providing empirical support for equity financing channels [8,
9]. Compared with the view of equity financing channels, rational catering channels
break through the framework constraints of enterprises needing to raise financing before
investing, believing that even if enterprises do not have a thirst for funds, their investment
decisions will still respond to investor sentiment. For example, Polk and Sapienza (2009)
studied managers’ pandering investment behavior from the perspective of external gov-
ernance pressure, arguing that if managers do not make relevant investment decisions
according to the expectations of short-sighted investors, investors will bring governance
crises to companies through irrational behaviors such as shortening the holding period
and frequently selling stocks in the short term [10]. Dong et al. (2020) also empirically
tested the difference in the degree of market catering to the market by the investment
decisions of different projects based on empirical evidence in the US capital market,
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and believed that because the uncertainty of R&D and innovation expenditure is greater,
external investors will not be able to accurately judge the future growth of enterprises,
so compared with fixed asset investment, the characteristics of enterprises using R&D
expenditure to cater to investor sentiment are more significant [5].

2.2 Digital Transformation Investment of Enterprises

Enterprise digital transformation refers to the process of enterprises using digital tech-
nology to digitize all the physical information of various elements and processes of enter-
prises, promote the optimization of the allocation of human, technology, capital and other
element resources, and promote the transformation of business processes and production
methods. Previous studies have mostly discussed the impact of digital transformation on
enterprise development from the perspective of enterprise transformation, such as the
motivation, mechanism, path and effect of transformation. In fact, for enterprises under-
going digital transformation, one of the most urgent practical problems to solve is digital
transformation investment. Promoting digital transformation requires a large amount of
capital investment and precipitation costs, and managers must choose a scientific digital
transformation path according to the characteristics of the industry, scale and technical
advantages, and formulate reasonable investment plans. In terms of investment form,
the research of early scholars on enterprise digital transformation investment mostly
focuses on the deployment and upgrading of IT facilities, for example, some scholars
used hardware investment and software investment to build enterprise digital invest-
ment indicators respectively, exploring the impact of enterprise digital transformation
on improving manufacturing productivity. With the rise of the wave of cross-border inte-
gration between the real economy and the Internet virtual economy, enterprises started
paying more attention to forming their own "soft power" by accumulating intangible
assets in the process of digital transformation, and management information systems,
manufacturing execution systems and cloud service platforms (IaaS, PaaS and SaaS)
are becoming the main investment means for enterprises to implement digital transfor-
mation. Considering that the digital transformation process may include comprehensive
investment in human, material, financial, intellectual and other aspects of enterprises,
Zhang et al. (2021) used the characteristics of accounting treatment of intangible assets
to propose the proportion of intangible assets related to digital transformation in the
annual reports of listed enterprises to measure the level of digital investment of enter-
prises, and empirically examined the impact of digital transformation on audit pricing
[11]. Some other scholars were inspired by the big data mining method of finance texts,
and proposed to build a keyword dictionary driven and applied to the digital transfor-
mation of enterprises, and portrayed the degree of transformation from the perspective
of word frequency statistics involving the digital transformation of enterprises in the
annual reports of listed enterprises. They believed that the annual report of a listed com-
pany reflects the company’s summary of the previous year’s operation, and the more
frequently a certain type of keyword appeared in the annual report, the more attention
and resources the company usually invested in this regard.
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3 Research Hypotheses

3.1 Overestimation of Share Price and Digital Transformation Capital
Investment of Listed SMEs - Equity Financing Channels

Generally speaking, any large-scale investment activity of enterprises cannot be sep-
arated from the support of financing, and the successful realization of digital trans-
formation depends to a large extent on whether enterprises can obtain sufficient funds
through external financing. According to the view of equity financing channels, over-
valued stock prices ease financing constraints by reducing the cost of corporate equity
financing, thereby promoting corporate investment.

In the context ofChina’s imperfect capitalmarketmechanismand irrational investors,
corporate stock prices are often overvalued, and because of the full understanding of
enterprise business information, managers can often assess the true value of stocks more
accurately than investors, so when the stock price is overvalued by the market, rational
managers can make full use of the stock price information difference with investors to
make financing decisions that are conducive to the investment needs of enterprises. In
addition, from the perspective of the preference of enterprise financingmethods, the digi-
tal transformation of enterprises has the characteristics of long investment cycle and slow
results, and enterprises are bound to bear the operational risks caused by the imbalance
of cost and income in the process of transformation, and the risk sharing mechanism
of equity financing can more effectively help enterprises obtain sustainable financial
support when short-term returns of technology research and development decline, so the
connection between equity financing and enterprise digital transformation investment
will be closer. Therefore, this paper proposes:

Hypothesis 1: The overvaluation of stock price has a positive effect on the digital
transformation capital investment of SMEs through equity financing channels.

3.2 Overestimation of Share Price and Digital Transformation Capital
Investment of Listed SMEs - Rational Catering Channel

Compared with equity financing channels, rational catering channels break through the
framework constraints that enterprises need to raise financing before investing, and
believe that even if there is no thirst for funds, managers of companies with overval-
ued stock prices will still make investments that cater to market expectations in order to
balance external governance pressure. Previous studies have shown that stock price over-
valuation is mostly caused by the irrational behavior of market investors, and this stock
price overvaluation state is difficult to maintain stability, once investors are dissatisfied
with the decline of the company’s stock price, their chasing and killing behavior will
bring many adverse effects to corporate governance, so when the stock price is overval-
ued, managers have an incentive to make investments that cater to market expectations in
order to maintain or push up short-term stock prices. From a macro perspective, China’s
capital market still has problems such as imperfect information mechanism and strong
speculative atmosphere, and investor sentiment is easily misled by market wind direc-
tion and imagination. In this case, external market investors can only judge the value
of the enterprise and its development by observing the company’s behavior, including



32 W. Gan et al.

investment. When managers realize this and stimulate investor optimism by exhibiting
investment behaviors that are approved by investors, the company’s stock price rises and
vice versa. For example, in order to meet the needs of China’s high-quality economic
development, the government has issued a number of policies and regulations in recent
years to encourage enterprises to carry out digital transformation, and many small and
medium-sized investors in the capital market are also more willing to invest in such
enterprises because of their positive expectations for digital transformation enterprises,
which just provides an opportunity formanagers to use digital transformation investment
to cater to investor sentiment and inflate the company’s stock price. Therefore, this paper
proposes:

Hypothesis 2: The overvaluation of stock price has a positive effect on the digital
transformation capital investment of SMEs through rational catering channels.

4 Research Design

4.1 Variable Selection

Interpreted variable. The explanatory variable of this paper is the degree of digital trans-
formation investment of listed SMEs (Digital). Looking at the existing literature, the
mainstream methods for quantifying enterprise digitalization indicators in academia at
present include digital technology asset measurement method and big data text analysis
method, that is, to measure the degree of enterprise digitalization from the two perspec-
tives of the book value of digital technology related assets in the enterprise’s financial
report in the current year andword frequency statistics involving enterprise digitalization
transformation. Whereas enterprises are accustomed to using investment projects such
as management information system, manufacturing execution system and cloud service
platform (IaaS, PaaS and SaaS) as the way to promote digital transformation, this paper
starts from the perspective of digital technology asset measurement, and draws on the
research experience of Zhang et al. (2021) and Chen et al. (2022), The proportion of the
part of intangible assets related to digital transformation in the total intangible assets
disclosed in the notes to the financial reports of listed enterprises at the end of the year
is taken as the basis for measuring the capital investment indicators of enterprises in
digital transformation [11, 12]. Specifically, when the detailed item of intangible assets
includes keywords related to digital economy and technology such as “software”, “net-
work”, “client”, “management system”, “intelligent platform”, and related patents, the
detailed item is marked as “enterprise digital transformation input”. In order to ensure
the accuracy of the screening, this paper also manually reviews the screened detailed
items.

Explain variable. The explanatory variable of this paper is the overvaluation of stock
prices (Overv). Drawing on the research of Rao and Yue (2012), Xu (2017), Liu and
Xu(2019), we use the ratio of intrinsic value per share to market price (V/P) to measure
the degree of overvaluation of stock prices of listed companies [13–15].

Specifically, in the V/P method, the intrinsic value per share of listed companies is
calculated by the company’s residual income model (RIM) in the next three years.

Vt = bt + f (1)t − r × bt
(1+ r)

+ f (2)t − r × b(1)t
(1+ r)2

+ f (3)t − r × b(2)t
(1+ r)2 × r

(1)
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where Vt is the intrinsic value per share, f (x)t(x = 1, 2, 3) is the company’s earnings
forecast by analysts, bt is the carrying value of equity per share, and r is the company’s
cost of capital. Considering that different capital costs have little impact on the estimation
of internal value, the capital cost is fixed at 5% by reference to the research of Liu and Xu
(2019) [15]. In addition, considering the optimism, lagging and sample selection bias of
analysts inChinawhen forecasting company earnings, this paper uses the research ofHou
et al. (2012) and Rao and Yue (2012) for reference to forecast analysts’ earnings f (x)t is
replaced by the earnings forecast estimated by the company’s fundamental information
[13, 16]. The specific prediction model is as follows:

Earningsi,t+j = α0 + α1Asseti,t + α2Dividend i,t + α3DDi,t + α4Earningsi,t + α5NegEni,t + α6Accruali,t + ε1

(2)

Among them, Earningsi,t+j(j = 1, 2, 3) is the earnings per share of company i
in the next j years, measured by dividing operating profit by total equity; Asseti,t and
Dividend i,t represents total assets per share and cash dividends per share respectively;
DDi,t is a dummy variable, representing whether to pay cash dividends; Earningsi,t
Represents earnings per share for the year; NegEni,t is a dummy variable, representing
whether the company is losing money; Accruali,t is an accrual per share, measured by
the difference between operating profit and net cash flow from operating activities.

Compare the calculated intrinsic value V with the closing price P of the stock at the
end of April of the next year to get V /P. As this paper only considers the situation of
overvaluation of stock prices, only data samples with V /P < 1 are selected for research
in subsequent studies. Considering that V /P is a reverse indicator, in order to correctly
understand the empirical results,we construct the variableOverv = |1−V /P| tomeasure
the degree of overvaluation of stock prices. The value range of Overv is (0, 1), and the
larger the value is, the more serious the overvaluation of the listed company’s share price
is.

Intermediary variable. Drawing on the research of Baker (2003), Wang et al. (2018),
this paper selects the ratio of the cash raised by the company’s stock issuance in the
current year to the total assets of the company at the beginning of the year as the proxy for
equity financing channel strength (Equity) to test the equity financing channel [10, 12];
And combined with Polk, Sapienza (2009) and Zhu (2013)’s view that the more short-
sighted investors are, the more likely they are to cause catering behavior of managers,
this paper selects the annual average turnover rate of corporate stocks to measure the
degree of investors’ short-sightedness, which is used to test rational catering channels
[11, 17].

Control variables. Referring to the existing literature on stock price overvaluation
and digital transformation, set the following control variables: asset-liability ratio (Lev),
individual stock return (Ret), enterprise size (Size), company growth (Growth), enter-
prise age (Age), dual power (Dual), number of analysts (Coverage). The specific calcu-
lation method is consistent with the above study and will not be repeated here. For the
interpretation and measurement of the above variables, see Table 1.
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Table 1. Variable definitions

Variable Definition

Digital The proportion of intangible assets related to digital transformation in the
Company’s annual report to the total intangible assets

Overv Overv = |1− V /P|.
Equity Cash raised by issuing shares/total assets at the beginning of the year

Short Measured by the average annual turnover rate of the company’s stocks

Lev The ratio of total liabilities to total assets at the end of the period

Ret Annual stock yield

Size The natural logarithm of the Company’s total assets at the end of the year

Growth The growth rate of the company’s sales for the year

Age The number of years since the establishment of the company

Share Equity ratio of the largest shareholder

Coverage The number of analysts (teams) who follow the company

Year Control year fixed effect

Industry Control industry fixed effects

4.2 Model Design

This paper studies the relationship between overvaluation of stock prices and the digital
transformation investment of listed SMEs, and examines the influence of equity financing
channels and rational catering channels. Therefore, referring to the research of Wen and
Ye (2014) [18], this paper has designed fourmodels to test the impactmechanismof stock
price overvaluation on the digital transformation investment of listed SMEs: Model (3)
only controls the year and industry fixed effects, and examines the impact of stock price
overestimation on the digital transformation capital investment of listed SMEs; Model
(4) adds the complete set of control variables for further testing; Model (5) replaces
the original explanatory variable (Digital) with an intermediary variable (Path) on the
basis of model (4) to test the impact of stock price overvaluation on equity financing and
investor short-sightedness. Model (6) introduces channel variables (Path) on the basis of
model (4) to test the path effect of equity financing and rational catering channels on the
relationship between overvaluation of stock prices and digital transformation investment
of listed SMEs. In order to reduce the endogenous impact of corporate investment and
financing behavior in the equity financing channel on the current stock price volatility,
this paper deals with the over valuation of independent variable stock price and channel
variable (Path) for a period of delay, to reflect the authenticity and rationality of the
experiment.

Digitalt = β0 + β1 over vt−1 + Year + Industry + εt (3)

Digitalt = β2 + β3Over vt−1 + β4Contralst + εt (4)
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Patht−1 = β5 + β6Overvt−1 + β7Contralst + εt (5)

Digitalt = β8 + β9Overvt−1 + β10Patht−1 + β11Contralst + εt (6)

In the model, Contrals represents the collection of all control variables, and Path is
replaced by Equity and Short.

4.3 Sample Selection and Data Sources

This paper uses the data of listed companies on China’s SME Board and GEM from
2013 to 2019 as a sample to study the relationship between overvaluation of stock
prices and the digital transformation investment of listed SMEs. The data is mainly
derived from CSMAR database, enterprise annual reports, Sina Finance Network, etc.,
among which the digital transformation capital investment index is measured by the
proportion of intangible assets related to digital transformation in the annual reports of
listed enterprises with reference to the research of Zhang et al. (2021) and Chen et al.
(2022). The process of collating the research data as follows: exclude the serious lack of
data and ST and *ST and listed companies in the financial and insurance industry, and
exclude the sample of undervalued stock prices. A total of 7129 sets of year-company
sample observations were obtained. In order to exclude the interference of some extreme
values on the experimental results, the relevant continuous variables were also shrunk
by 1% and 99%.

5 Empirical Analysis and Testing

5.1 Regression Results and Analysis

In this paper, regression tests are carried out on the relevant variables according to
the regression model designed above, and the regression results are shown in Table 3.
Column (1) shows the regression coefficient results of the digital transformation capital
investment variable (Digital) and the stock price overvalued variable (Overv) when
only controlling for the industry and year fixed effect; After adding the complete set
of control variables, the regression coefficient result of the overvalued variable (Overv)
in column (2) is 0.037, which is significant at the confidence level of 1%, indicating
that the overvaluation of stock price plays a significant positive role in promoting the
capital investment of digital transformation of listed SMEs. In order to further examine
the mechanism path of the impact of overvaluation of stock prices on SMEs’ digital
transformation investment, based on the mediation effect testing method proposed by
Wen and Ye (2014) [18], and combined with the research of predecessors, this paper
selects two proxy variables, equity financing and investor short-sightedness, respectively,
to test equity financing channels and rational catering channels.

According to the results of columns (2), (3) and (4) in Table 2, after adding equity
financing variable (Equity) to the model, the coefficients of stock price overestimation
(Overv) and equity financing (Equity) are significantly positive, indicating that the impact
of stock price overvaluation on promoting the digital transformation investment of SMEs
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Table 2. Regression results

(1) (2) (3) (4) (5) (6)

LnDigitalt+1 LnDigitalt+1 Equity LnDigitalt+1 Short LnDigitalt+1

Overv 0.054*** 0.037*** 0.153*** 0.034*** 1.207*** 0.038***

(0.009) (0.011) (0.007) (0.011) (0.096) (0.011)

Equity 0.071***

(0.023)

Short 0.021

(0.017)

Controls No Yes Yes Yes Yes Yes

N 7129 7129 7129 7129 7129 7129

r2 0.301 0.311 0.519 0.311 0.375 0.311
* p < 0.1, ** p < 0.05, *** p < 0.01, Standard errors in parentheses

has a partial intermediary effect on equity financing channels, that is, equity financing
channels are established, hypothesis1 is certified.

According to the results of columns (2), (5) and (6) inTable 3, after adding the investor
short-sighted variable (Short) to the model, the coefficient of stock price overvaluation
is still significantly positive, but the coefficient of the short-sighted variable of investors
is not significant. In order to confirm the existence of rational pandering channels, this
paper did 1000 Bootstrap sampling tests with reversion of relevant variables. The test
results are shown in Table 3, and the confidence interval for indirect effects includes
0, indicating that there is no intermediary effect, and the overvaluation of stock prices
does not affect the digital transformation investment of SMEs through rational catering
channels, and hypothesis 2 is not valid. This is similar to the conclusion reached by
Xiao and Qu (2012) in their study on the impact of stock price overvaluation on firms’
R&D investment [19]. This shows that the uncertainty, risk, and lagging returns of digital
transformationmay have been investors’ enthusiasm for buying stocks to a certain extent,
so the effect of managers catering to the needs of short-sighted investors and achieving
the purpose of maintaining or pushing up short-term stock prices is not significant.

Table 3. Bootstrap sampling inspection results

Observed coefficient Bootstrap

Bias std . err. [95% conf .interval]
_bs_1 : r(ind_eff ) −0.0002 0.0002 0.0020 −0.0045 0.0045 (P)

−0.0096 0.0016 (BC)

_bs_2 : r(dir_eff ) 0.0036 0.0081 0.0175 −0.0040 0.0624 (P)

−0.0044 0.0540 (BC)

P: Percentile, BC: Bias-corrected



Stock Price Overvaluation and Digital Transformation Investment 37

5.2 Robustness Test

In order to verify the reliability of the empirical conclusions, this paper draws on the
research of other scholars, and uses text analysis to re-measure the capital investment
of SMEs in digital transformation for robustness analysis, and the variable acquisition
method in this paper is the same as that of Wu Fei et al. (2021), specific procedures are
omitted here. The regression result show that the impact of overvaluation on the digital
transformation investment of SMEs is still positive, and equity financing channels are
established. The rational pandering channel still failed the 1,000 Bootstrap sampling
tests with replay, which is consistent with the above results.

Due to space limitations, this article does not show the robustness test results and is
retained for future reference.

6 Conclusion

Based on the investment perspective, this paper takes the data of listed companies on
China’s SME board and GEM from 2013 to 2019 as the research sample, and conducts
impact analysis and path test on the relationship between overvaluation of stock prices
and digital transformation input of listed SMEs. Overall, the results of this paper support
the equity financing channel hypothesis that overvaluation of stock prices promotes the
capital investment of digital transformation of listed SMEs, but does not support the
rational catering channel hypothesis.

The research conclusions of this paper have strong practical and theoretical signif-
icance. On the one hand, based on real data samples, this paper analyzes the impact
analysis and path test on the relationship between stock price overvaluation and digital
transformation capital investment of listed SMEs from the empirical level, verifies the
existence of equity financing channels, and enriches the theoretical research on the fields
related to stock price overvaluation and digital transformation of SMEs. On the other
hand, currently listed SMEs in China are generally facing the problem of insufficient
investment in the process of digital transformation, and the research conclusion of this
paper shows that overvaluation of stock prices can reduce the cost of equity financing
of enterprises and actively create investment opportunities for digital transformation
of enterprises. From this point of view, the research conclusions of this paper provide
reference ideas for promoting the digital transformation investment of listed small and
medium-sized enterprises in China.
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Abstract. Live commerce is a novel form of social commerce in which streamers
engage following fans through real-time interactions and deliver vivid presentation
of products. We propose a tripartite view of the core elements in the live com-
merce context, including streamers as sellers, following fans as consumers, and
streaming videos of product demonstration, that potentially affect live commerce
performance matrices in terms of sales volume, sales efficiency, and fan growth
number. We analyzed an archival data of 373 livestreaming shopping shows with
34925 products collected during Double 11 Day of 2020 on Taobao Live, one of
the largest live commerce platforms in China. The empirical analysis reveals that:
(1) streamers’ social capital positively affected sales volume and sales efficiency,
but negatively impacted fan growth number; (2) following fans’ engagement pro-
moted sales volume, sales efficiency, and fan growth number; (3) products’ live
demonstration increased sales volume, decreased sales efficiency, but did not affect
fan growth number. Our research offers nuanced understandings of how the three
elements of streamers, fans, and product streaming videos affect performance
matrices of live commerce.

Keywords: Live Commerce · Streamers’ Social Capital · Following Fans’
Engagement · Products’ live Demonstration · Product Sales Volume · Product
Sales Efficiency · Fan Growth Number

1 Research Motivation

Live commerce is a rapidly growing phenomenon that integrates live streaming tech-
nology and e-commerce. Platforms such as Taobao Live, TikTok, and Kuaishou have
garnered immense popularity in China, with approximately 841million people shopping
online as of June 2022, of which 469 million engage in live commerce, accounting for
over half of the total online shoppers [1]. Furthermore, the market value of live com-
merce in China has skyrocketed fromRMB¥120 billion in 2018 to RMB¥2.27 trillion in
2021, with a projected value of RMB ¥4.9 trillion by 2023 [2]. However, live commerce
is facing practical challenges as stakeholders focus on different performances matrices.
Streamers, for instance, may run their businesses in various ways, including soliciting
donations, subscriptions, and product sales from their followers [4]. Nonetheless, they
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may give less consideration to the sales per unit time which could lead to suboptimal
sales performance. Consumers, on the other hand, may concentrate on interactions with
streamers and other consumers by prioritizing the number of followers over product
quality, potentially leading to irrational shopping behavior [5]. Furthermore, live plat-
forms struggle to balance the interests of streamers and consumers, given the extreme
skewness of streamer popularity distribution, which implies that viewers may watch
unpopular but interesting live shows alongside popular ones [4]. To address these chal-
lenges, a comprehensive perspective is required to observe the different performance
matrices in live commerce. Therefore, this research aims to adopt a tripartite view to
examine the influence of streamers, consumers, and products on performance matrices
in live commerce. By exploring how these three factors interact, we aim to develop a
deeper understanding of the dynamics of live commerce and identify ways to balance
the interests of all stakeholders for a healthy and sustainable live commerce ecosystem.

While live commerce has generated much interest from managers and scholars,
research on the topic remains in its preliminary stages [3]. Extant research on live com-
merce has primarily focused on investigating the impacts of one or two perspectives,
such as streamers, consumers, and products, on purchases or sales. For instance, Chen
et al. and Kang et al. examined the impact of streamers’ interactivity on purchase inten-
tion and consumers’ engagement behaviors [6, 7], While Bründl et al. and Yu et al.
examined the effect of viewers’ engagement and behaviors on gift paying and subscrip-
tions [8, 9]. Additionally, Lu and Chen investigated the impact of the similarity between
streamers and consumers on purchase intention [10] whereas Gao et al. and Chen et al.
focused on the influence of streamers’ and products’ factors on consumers’ purchase
intention [11, 12]. Despite these previous contributions, there is a dearth of literature
that simultaneously considers the interplay between the three critical roles of streamers,
consumers, and products in live commerce. Therefore, the aim of this study is to provide
a more comprehensive understanding of the interplay between streamers, consumers,
and products and their impact on performance metrics in live commerce.

To summarize, the objective of this research is to provide a comprehensive under-
standing of the fundamental components of live commerce, including streamers as sell-
ers, following fans as consumers, and streaming videos of product demonstrations, and
to investigate their impact on performance metrics in live commerce, such as sales vol-
ume, sales efficiency, and fan growth number. Our study explores the mechanism by
which streamer, following fan, and product factors influence performance metrics in
live commerce and offer practical recommendations for streamers, platforms, and other
stakeholders involved in live commerce. To achieve this goal, we collaborated with an
electronic commerce company to collect data and conducted an empirical analysis to
test our proposed model.

2 A Tripartite View on Performance Matrices in Live Commerce

The advent of web 2.0 technology and the outbreak of the COVID-19 pandemic have
dramatically transformed the traditional shopping patterns of people, leading to the
emergence of a new trend in e-commerce, known as live commerce [13]. Live com-
merce is a novel form of social commerce that leverages live streaming technology to
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facilitate social interaction between sellers and buyers [14, 15]. Compared to conven-
tional e-commerce, live commerce exhibits several unique features that make it stand
out. For example, live streaming technology enables streamers to showcase the appear-
ance and features of a product in a comprehensive manner, providing consumers with
abundant product information and demonstrations in video format [10]. Moreover, con-
sumers can engage in real-time interaction with streamers by sending bullet messages
and obtaining targeted responses without leaving the product page [16]. These features
not only satisfy users’ demands for product information but also enhance the chance of
transaction success during the live session [17]. As a result, live commerce has gained
immense popularity among consumers and has become a rapidly expanding sector in the
e-commerce industry. The success of live commerce can be attributed to its ability to offer
an immersive and interactive shopping experience, which not only enhances consumers’
confidence in making purchase decisions but also creates a sense of community among
buyers and sellers. Furthermore, live commerce enables sellers to develop a loyal fan
base, who can provide valuable feedback and recommendations to improve the product
and the shopping experience. Overall, the emergence of live commerce has transformed
the e-commerce landscape, offering a new way for consumers to shop and interact with
sellers. As such, there is a growing need to understand the underlying mechanisms and
factors that contribute to the success of live commerce.

In our research, we develop a framework that consists of three performance matrices
to evaluate the effectiveness of live commerce, namely sales volume, sales efficiency,
and fan growth number. Sales volume is a crucial indicator the performance of a live
session. Given the massive user traffic, live commerce has the potential to generate high
purchasing power, and its sales effect surpasses that of other sales patterns. However,
the sales volume can significantly vary among different streamers, and even the same
streamer’s sales volume of different products can fluctuatewidely. Scholars have denoted
significant attention to this point and explored various influencing factors. For example,
Bharadwaj et al. identified that the streamer’s facial emotions have negative effects on
sales [18]. Luo et al. examined the impact of streamers’ linguistic persuasive styles on
sales [19]. Additionally, Luo, Chen, and Zhou uncovered the influence of live streaming
room factors on sales [20]. Sales efficiency represents the ratio of product sales to the
number of potential consumers reached during a live session. Previous researches have
demonstrated that e-commerce can improve sales efficiency [21]. Moreover, the sales
efficiency of a product can affect manufacturers’ selection of sales patterns [22, 23].
However, it is unclear whether live commerce can enhance sales efficiency and what the
underlying factors are. Fan growth number reflects the degree of audience attraction to
streamers’ products demonstration and interactions with their audiences [24]. It signifies
the transformation of consumers from being interested in the content to becoming fans
of the streamers. Fan growth number is a critical indicators of the streamers’ overall
performance, but few studies have focused on this variable. Therefore, we regard the
three elements of live commerce performance matrices as the dependent variable of our
study.

In our research, we present a tripartite view of the core elements in the context of live
commerce. These elements include streamers as sellers, following fans as consumers,
and streaming videos of product demonstrations. We investigate how these elements
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influence the performance matrices in live commerce (see Fig. 1). We specifically focus
on the influence of streamers’ social capital, consumer engagement, and product demon-
stration on sales volume, sales efficiency, and fan growth number. Streamers’ social cap-
ital is a significant variable that is rooted in the structure of social relationship network
between streamers and their followers [25]. It reflects the status and identity that stream-
ers occupy in their social network [26]. In the context of live commerce, streamers play
a crucial role in connecting consumers with products. As such, their social capital can
influence the audience’s perception of the product, thereby affecting their purchase deci-
sion [27]. Consumer engagement is another important factor in live commerce. It refers
to the level of interaction and connection that consumers have with a seller’s products
or activities [16]. In live commerce, consumers engage with the streamer through live
chat and by using “like” function to express their feelings. They can also ask questions
about product information and receive useful answers to help them make better choices
[28]. While previous research has examined the antecedents of consumer engagement,
such as trust [29], perceived value [16], and bonds, [30] few studies have investigated
its consequences. In our research, we consider consumer engagement as an important
antecedent and examine its effect on the performance matrices. We measure following
fans’ engagement by analyzing the number of “like”s and bullet messages [31]. In addi-
tion, numerous studies have focused on the impact of product attributes on consumers’
purchase intention. For instance, some researchers have investigated the effect of product
quality and brand on purchase intention [12], while others have examined the influence
of product physical and value similarities [10]; and Gao et al. focused on how product
information completeness, accuracy, and currency affected purchase intention [11]. In
the context of live commerce, consumers mainly obtain product information through
products’ demonstration. The richness and accuracy of the information can be reflected
by the length of product demonstration. Therefore, in our research, we investigate the

Fig. 1. Research Model
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effect of product’s live demonstration on performance matrices such as sales volume,
sales efficiency, and fan growth number.

3 Data and Variables

The present study utilizes data collected from Taobao Live in order to investigate our
research model. Taobao, the largest online shopping platform in China, boasts a monthly
active mobile shopping user base of nearly 1.1 billion as of July 2022. Of these users,
Taobao accounts for approximately 80%, with an active user count of 875 million [32].
Since 2016, Taobao has been a key player in the live commerce market, with its Gross
Merchandise Volume (GMV) reaching RMB ¥720 billion by the close of 2021, and its
transaction volume is continuing to grow [33]. Moreover, Taobao is responsible for the
inception of “Double Eleven”, the world’s largest shopping festival, in 2009. During
the two-week shopping extravaganza that took place until November 11, 2021, Taobao
generated RMB ¥513.3 billion in transactions [34]. These factors make Taobao Live a
valuable data source for our research.

To gather the necessary data for our analysis, we collaboratedwith an electronic com-
merce company and obtained 48431 product sales records from 386 Taobao streamers’
live shows that took place on November 11, 2020. The data collected provided com-
prehensive information on streamers, consumers, and products, including details such
as streamers’ fan counts, the volume of bullet messages and “likes”, product titles, and
time. To ensure the validity of our data, we carefully scrutinized the records and deleted
data related to products that had been removed from Taobao during the analysis period.
We also excluded records with abnormal information regarding coupons and links to
lottery winners. Furthermore, we eliminated records for products with demonstration
video lengths that were either too short or too long. As a result, we retained 34925 valid
observations for 373 Taobao streamers’ live shows in our analysis. These steps were
taken to ensure that our data was both accurate and reliable for our research purposes.

First, the live commerce performance matrices of interest in our study included sales
volume, sales efficiency, and fan growth number. Sales volume is defined as the number
of products sold during a live session, while fan growth number refers to the change in
the number of streamers’ followers before and after the live session. We also measured
the sales efficiency of each product, which represents the product’s sales volume per
minute. To calculate the sales efficiency, we divided the sales volume of a product sold
during the live session by the length of the live session.

Second, three key independent variables are streamers’ social capital, following fans’
engagement, and products’ live demonstration. As previously mentioned, social capital
refers to an individual’s or group’s social relationship network and the benefits generated
by utilizing the network [35]. In the context of live commerce, streamers have their own
social network of followers, which enables them to leverage the power of their followers
to promote their live content and increase product sales. Therefore, we used the number
of followers to measure streamers’ social capital. Taobao Live provides real-time chat
and “like” functions for consumers, allowing them engage with streamers during their
live broadcast by sending bullet messages and giving “like”. Consequently, wemeasured
the following fans’ engagement by dividing the number of bullet messages and “like”s
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by the number of products broadcasted during the live session. Our collected data con-
tained information on the start time of a product’s demonstration and the next product’s
demonstration, allowing us to calculate the video length (in minutes) of a particular
product demonstrated in a live session to measure products’ live demonstration.

Finally, to ensure the robustness and accuracy of our analysis, we included several
control variables related to streamers and products. These control variables included
streamers’ live experience, streamers’ popularity, product price, product promotion,
product type, product sales in the previous month, product pictures, and product brand.
Our data collection and measurement techniques were carefully chosen to ensure the
validity and reliability of our findings, making our study a valuable contribution to the
field of live commerce research.

Table 1 displays the descriptive statistics of our sample. It is worth noting that the
continuous variables, except for promotion, are highly skewed, which suggests that a
log transformation may be necessary in our regression analysis. However, the minimum
value of fan growth number is negative and cannot be transformed logarithmically.
Therefore, we standardized fan growth number and other continuous variables after the
logarithm to address this issue.

Table 1. Descriptive Statistics

Variable Mean Std Min Max

Sales 547.590 4573.177 0 266400

Efficiency 780.131 15561.117 0 1982748.092

FanNum –30112.980 532527.493 – 7707000 6984000

Capital 5834451.052 7961203.582 0 42736000

Engage 1432.113 12616.512 0 325315.661

Demo 3.795 8.684 0.103 199.967

Exp 723.210 421.627 0 2484

Pop 0.130 0.332 0 1

Price 1693.408 12757.779 0.010 999999

Prom 0.382 0.267 0 0.999

Type 0.800 0.400 0 1

Priorsales 86216.624 554334.784 0 20316300

Pic 5.510 0.754 1 11

Brand 0.160 0.371 0 1

Note: Sales: sales volume; Efficiency: sales efficiency; FanNum: fan growth number; Capital:
streamers’ social capital; Engage: following fans’ engagement; Demo: products’ live demonstra-
tion; Exp: streamers’ live experience; Pop: streamers’ popularity; Price: product price; Prom:
product promotion; Type: product type; Priorsales: product sales in the previous month; Pic:
product pictures; Brand: product brand
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4 Regression Model and Results

We used Stata 17.0 software to test our conceptual model. Since that our research model
had three dependent variables, we built three models separately (model 1 for sales vol-
ume, model 2 for sales efficiency, and model 3 for fan growth number). Our modeling
formulas were described as follows:

log(Sales) = β0 + β1log(capital)+ β2log(Engage)+ β3log(Demo)+ β4log(Exp)

+ β5Pop+ β6log(Price)+ β7Brom+ β8Type+ β9log(Priorsales)+ β10log(Pic)+ β11Brand+ ε (1)

log(Efficiency) = β0 + β1log(capital)+ β2log(Engage)+ β3log(Demo)+ β4log(Exp)

+ β5Pop+ β6log(Price)+ β7Brom+ β8Type+ β9log(Priorsales)+ β10log(Pic)+ β11Brand+ ε (2)

FanNum = β0 + β1log(capital)+ β2log(Engage)+ β3log(Demo)+ β4log(Exp)

+ β5Pop+ β6log(Price)+ β7Brom+ β8Type+ β9log(Priorsales)+ β10log(Pic)+ β11Brand+ ε (3)

In the above three equations, sales (sales volume), sales efficiency (Efficiency),
and fan growth number (FanNum) are dependent variables. Streamers’ social capital
(Capital), following fans’ engagement (Engagement), and products’ live demonstration
(Demo) are key independent variables reflecting a tripartite view of the core elements in
the live commerce context (sellers, consumers, and products). As for control variables,
streamers’ live streaming experience (Exp) and streamers’ popularity (Pop) are seller-
related control variables. Product price (Price), product promotion (Prom), product type
(Type), product sales in the previous month (Priorsales), product pictures (Pic), and
product brand (Brand) are product-related control variables.

Table 2 shows the model regression results. Model 1 examines the effects of stream-
ers’ social capital, following fans’ engagement, and products’ live demonstration on
sales volume. Model 2 examines their influence on sales efficiency, and model 3 tests
their impact on fan growth number. In each model, we first built a baseline model which
contained only control variables. Then we added our three key independent variables to
pinpoint their effect on the dependent variable. All three models show some interesting
results. In Model 1, streamers’ social capital (β1 = 0.055*, p < 0.1), following fans’
engagement (β2 = 0.170***, p< 0.01), and products’ live demonstration (β3 = 0.048***,
p < 0.01) were all positively related to sales volume. In Model 2, streamers’ social cap-
ital (β1 = 0.058*, p < 0.1) and following fans’ engagement (β2 = 0.172***, p < 0.01)
also had positive effects on sales efficiency, whereas products’ live demonstration (β3 =
-0.173***, p< 0.01) had a negative impact on sales efficiency. In Model 3, we found that
streamers’ social capital (β1 = -0.547**, p < 0.05) had a negative effect on fan growth
number whereas following fans’ engagement (β2 = 0.098**, p < 0.05) had a positive
influence on it. Products’ live demonstration (β3 = -0.028, p > 0.1) had no significant
influence on fan growth number.
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5 Discussions

Our research provides valuable insights into the performance matrices of live com-
merce by presenting a comprehensive tripartite view of the key elements that influence
these metrics. To empirically examine the impact of streamers’ social capital, consumer
engagement, and product demonstration on sales volume, sales efficiency, and fan growth
number, we analyzed a large dataset of 34,925 product sales records. Our findings indi-
cate that streamers’ social capital has a positive impact on both sales volume and sales
efficiency. However, it negatively affects fan growth number. On the other hand, follow-
ing fans’ engagement plays a crucial role in promoting sales volume, sales efficiency,
and fan growth number. This highlights the importance of fostering engagement between
streamers and their followers in the live commerce context. Furthermore, our analysis
reveals that products’ live demonstration has a significant impact on sales volume but not
on fan growth number. Specifically, product demonstration increases sales volume but
decreases sales efficiency. This implies that while product demonstration can generate
more sales, it may also prolong the purchasing process and reduce efficiency.

Our research contributes to the existing literature in several ways. Firstly, while prior
literature have focused on exploring the perspectives of either streamers, consumers,
and products [6, 8, 10, 11]. Our study offers a more comprehensive research model that
considers all three elements in the live commerce context. This enables us to provide
a more holistic view of the factors that influence the performance of live commerce
platforms. Secondly, previous research hasmainly focused on identifying the antecedents
of sales or purchases [12, 18], neglecting the importance of sales efficiency or fan growth
number. In contrast, our study examines the impact of streamers’ social capital, consumer
engagement, and product demonstration on all three performance matrices, providing a
more nuancedunderstanding of the factors that contribute to the success of live commerce
platforms. Thirdly, our study sheds new light on the relationship between streamers’
social capital and fan growth number. Contrary to the widely held belief that a higher
social capital leads tomore followers, we find that streamers’ social capital has a negative
impact on fan growth number. This suggests that there may not be a Matthew effect in
the live commerce context, challenging conventional wisdom in this area. Despite these
contributions, our study is not without limitation. For instance, we only examine the
linear relationship between variables, which may not capture the complexity of the
interactions between streamers, consumers, and products. Further study can explore the
non-linear relationships and attempt to identify the boundaries of moderate effects, such
as the impact of different streamer or product types on the performancematrices. Overall,
our research provides valuable insights into the factors that drive the performance of live
commerce platforms and highlights areas for further investigation.

Our study yields practical implications for both streamers and platforms. First, our
findings suggest that streamers’ social capital has a negative impact on fan growth num-
ber, indicating that maintaining followers’ attention becomes increasingly challenging
as a streamer’s follower count grows. Therefore, live platforms need not be concerned
that highly popular streamers will disrupt the live commerce ecosystem, but should
focus on enhancing consumers’ viewing experience. Second, we find that following
fans’ engagement is positively associated with sales volume, sales efficiency, and fan
growth number, while products’ demonstration has a positive effect on sales volume
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but negatively impacts sales efficiency. To address this issue, streamers must not only
manage the duration of product demonstrations, but also strive to enhance the efficiency
of their sales pitch during demonstrations. Furthermore, they should frequently interact
with consumers during live commerce sessions by asking questions and responding to
bullet messages, which could also enhance the level of engagement and satisfaction of
their following fans.
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Abstract. This dissertation explores the methodology for building intelligent
manufacturing factories in medium and small-sized enterprises. Synergising
HeXie management theory with a program management approach increases the
industry 4.0 project success rate. Eventually, help those SMEs to achieve their
strategic goals as a practical contribution. Also, the article optimises HeXie man-
agement theory from a conception to an applicable implementation model for
Industry 4.0 projects.

Since Germany proposed the concept of Industry 4.0, there has been research
in academia and industry to explore the technology of Industry 4.0 and the
improved competitiveness of enterprises. Some articles explain that SMEs will
have more challenges in transitioning to Industry 4.0 than large ones. The HXMT
management theory generated for the CCAU (complexity, change, ambiguity,
and uncertainty) environment could be suitable for integrating the oriental and
occidental wisdom through coupling various project and program management
methods. This article will use a Chinese semiconductor company’s business case
to validate the HXMT theme’s effectiveness. Project management skills are a
critical sub-factor of HeXie coupling to affect project management success sig-
nificantly. Moreover, sustainability is a vital He-principal factor which impacts
project success.

This article is an exploratory dissertation validating that the HeXie manage-
ment model improves the success rate of Industry 4.0 projects by integrating
technology elements and non-technology enablers, especially in Chinese SMEs.

Keywords: Industry 4.0 · Program management · Project management · HeXie
Management · HXMT · Smart Manufacturing · Chinese SME

1 Introduction

1.1 Research Background

The demand for building SMART manufacturing capability by small-medium-sized
manufacturing enterprises is still increasing in the post-COV-19 era (Lin, T. C. &Wang,
K. J. 2021). The enterprises aim to improve their competitiveness and flexibility with
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Industry 4.0 technologies (Erasmus, J. et al. 2020). However, the guideline for manag-
ing an intelligent factory program is not fully explored. There are suggestions that the
executing team have to perform effective project management following the PMBOK or
Agile methodology (Frederico, G. F. 2021; Bożena Gajdzik, G. K. et al. 2022; Spałek
2017; Gentner, S. 2016). There is no unified definition of Smart manufacturing or Indus-
try 4.0. (Apilioğullari, L. 2022; Shi, Z. et al. 2020). Academia describes it as creating
innovative products most efficiently and faster through the cyber-physical system (CPS).
It could combine information technology (IT) and operation technology (OT) through
these hierarchical layers of the ISA-95Model (Apilioğullar, L. 2022). The ISA95 model
forms the backbone of Industry 4.0. Some researchers state that implementing Industry
4.0 projects in SMEs has more challenges and barriers than big enterprises (Kim, H.
2022). And Mosser, J. (2022) provides a GRMI4.0 guide to help design the smart fac-
tory. Several papers have studied various maturity models to characterize the intelligent
factory (Lin, T. C. 2021). The practitioner claims that the intelligent factory project suc-
cess rate is low since hard and soft skills are mandatory in the programme. A diverse
skill set brings complexity; new Industry 4.0 technology causes change, these multi-
dimension maturity models generate ambiguity, and external risk brings uncertainty. (Xi
Y.M. et al. 2012) created HeXie Management Theory by integrating oriental and occi-
dental wisdom, which establishes a clear vision andmission to direct the development of
organisations and contributes to organising an integrated management system through
the HeXie theme and HeXie coupling, especially in the CCAU environment. This arti-
cle explores deploying HeXie management theory in executing Industry 4.0 projects
as guidance. The HXMT model does not only close the GAP of lacking the guideline
for managing an intelligent manufactory factory program, but it also inspires industry
and academia to think about the pathway to the next learning cycle: Industry 5.0, which
emphasises more on the human-centred paradigm (Zizic, M. C. 2022).

1.2 Research Significance

There is a Chinese small-medium-sized (SME) enterprise focusing on the product devel-
opment, production and sales of third-generation semiconductor (SIC) wafer substrates.
We name it S-company in the subsequent paragraphs. The paper’s data is collected and
validated from real smart factory projects in the S-company. To enhance its compet-
itiveness, S-company has set a strategic goal to upgrade its manufacturing system to
become an intelligent factory which meets Industry 4.0 in 3 to 4 years. These SMEs
do not have solid financial capability and IT technical expertise. The journey of smart
factories is a complex program that includes traditional IT (information technology), OT
(automation technology), DT (data technology) even coupling with organisational cul-
ture changes. Meanwhile, the tendency of Sino-US technology decoupling is unavoid-
able. Furthermore, the COVID-19 epidemic increases project uncertainty. The author
wishes to explore an intelligent factory program implementation model combining
industrial practices with theory and verify the HXMT model by real project cases in
the S-company. Figure 1 shows this article’s targeted study area.
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Fig. 1. The common area of Industry4.0, Program Management and HeXie management

2 Literature Review

2.1 Literature Review Method

This research is conducted in four steps: literature review,model formation, investigation
of real project cases, and model validation. The literature review aims to collect articles
on intelligent factories, Industry 4.0, project management, and HeXie management.
Some Industry 5.0 literature is also cited as references.

2.2 Industry 4.0 and Project Management

Frederico, G. F. (2021) combines SCM 4.0 concepts and the ten knowledge areas men-
tioned in the Project Management Body of Knowledge framework (PMBOK). Jung,
W.K. et al. (2020) describes an appropriate Smart Factory for SMEs. They claim it
is challenging for small and medium-sized companies (SMEs) to build an appropriate
smart factory’ due to their financial and technical limitations. Erasmus J. et al. (2020)
demonstrate that HORSE Project makes these advanced manufacturing technologies
more accessible to European SMEs. It does not mention the project management meth-
ods of these actual cases. Li, S. et al. (2019) investigate different barriers organisations
face in using big data analytics in an intelligent factory context. It proposes three barri-
ers as a framework: Organisation-wide barriers (OB), Technical and data barriers (TDB)
and People Barriers (PB). Successful project management of Industry 4.0 must over-
come such OB, TDB and PB. Mosser, J. et al. (2022) provides a guide: GRMI4.0 for
representing and modelling Industry 4.0 operation processes. It demonstrates the prac-
tical company developing a map model using a real case in the construction industry.
Academia believes that project management’s importance in Industry 4.0 is more sig-
nificant than before. Gajdzik, B. & Kopeć, G. (2022) develop program management
assumptions in Industry 4.0. It emphasises that executing projects in Industry 4.0 are
performed under high volatility and uncertainty in the environment. Therefore, using
Agile at the different stages of project management has a high possibility of success.
Gentner, S. (2016) cites the number of the Standish Group Massachusetts, which shows
that over 80% of projects fail. It states that manufacturing information systems and
intelligent factory projects are full of traps for the unwary. It claims that applying Agile
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project management can overcome these challenges. Tortorella, G. L. & Fetterman, D.
(2017) propose integrating LEAN approaches and Industry 4.0 technologies to improve
operational and project performance. Vrchota J. et al. (2020) determine the crucial suc-
cess factors in program management by Czech manufacturing enterprises’ managers.
The paper claims the essential enablers in project management are PM Experience and
Leadership. Yin, Y. & Qin, S.F. (2019) looks at optimising the collaborative design by
a performance evaluation method in executing the program of Smart Factory.

2.3 Industry 4.0 and HXMT Framework

Many enterprises and academic researchers use the ISA-95model to describe the 5-layer
technical architecture of an intelligent factory (Apiliogullar, L. 2022). The five levels
and sub-projects mentioned in S-Company’s industry 4.0 roadmap include hardware
and software systems. The terminologies of intelligent manufacturing-related systems
in the ISA-95 architecture diagram are explained as Fig. 2 shown: Level 0: Field. Level
1: PLC, Level 2: SCADA, Level 3: MES, Level 4: ERP.

Fig. 2. Apilioğulları, L. (2022) upgrades ISA-95 model with more Industry 4.0 technology

Industry 4.0 must be not the end of the intelligent manufacturing journey. Pioneers
are already exploring pathways to evolve to the industry 5.0 model in Fig. 3. Three key
enablers moving to Industry 5.0 are introduced as people, organisation and technology
by Zizic,M. C. et al. (2022), refers to Fig. 3. Besides technology, people and organisation
factors return to the centre of the framework.

Performing industry 4.0 projects has to overcome four challenges: the complexity of
the various technologies mentioned in the ISA-95 model, the rapid change of the exter-
nal environment and internal end-user needs of dynamic business, ambiguity brought by
organisational barriers and people barriers (Li, S. et al. 2019), and the uncertainty of the
smart factory project success rate. It is a CCAU environment. The HeXie Management
theory framework contains several vital elements, as shown in Fig. 4. Its effectiveness
must be valuable for academic contributions and practical benefits of enterprises. Firstly,
these environmental and Strategic (S) factors should consider as an input factor, which
contains (L) Leadership, (O) Organization, and (E) Environment. The second aspect is
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Fig. 3. Zizic, M. C. et al. (2022) forecast Industry 5.0 with three critical paradigms

the Xie Principle, a control mechanism for realising the industry 4.0 goal. It is designed
as a 5-level based on ISA-95, for instance, ERP andMES. The third aspect is that the He
Principle, an evolutionarymechanism, emphasises Chinese culture’s integration. It high-
lights the importance of human-centred systems. Industry 4.0 is not to replace humans
but to improve human life. This early Industry 5.0 exploration emphasises putting peo-
ple and organisations back into the framework. Then the fourth aspect is to integrate the
Xie Principle and He Principle with HeXie coupling. This article recommends combin-
ing Xie and He principles through a proper project management approach. The specific
HeXie couplingmethod can be defined as the knowledge domainmentioned by PMBOK
or the guidance of Prince2. The fundamental guideline is that the industry 4.0 PMs can
flexibly choose methods. Finally, (P) Performance reflects the project management’s
success and the project’s success. The two concepts are similar but not identical.

Fig. 4. The theoretical framework of HeXie management theory. Xi. Y.M. et al. (2012)

3 Methodology

3.1 Project Case Background

From 2021 to 2023, several projects are being implemented in S-company. A qualitative
survey was designed for exploring the HeXie management theory’s contributions to
project success. These engaged projects include S-company’s CPS network, data centre,
ERP and MES projects. All of them aligned to ISA-95 model are considered in Table 1
list.
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Table 1. S-company Smart Manufacturing Projects List.

Smart factory projects (A) Smart factory projects (B)

CPS project EAP/SCADA implementation

Data centre construction WMS implementation

ERP upgradation BI/Reporting development

MES implementation AGV impementation

OA implementation Automatical FG Warehouse

3.2 Proposed Model

The modified HXMT integrates technology and human-centricity culture, coupling with
project management skills to deliver better results. It proposes a modified model for
Industry 4.0 projects in Fig. 5. The triangle of the Xie Principle fills with ISA-95’s
5 levels. The triangle of the He Principle introduces three elements: Human-centric,
Resilient and Sustainable, emphasising People and Organisation importance. HeXie
Coupling becomes a toolbox of PMBOK, Agile, Lean, DevOps, etc.

Fig. 5. The modified HXMT Model for Industry 4.0 projects.

Manufacturing industry is constantly evolving. The tendency is similar to the history
of industrialisation, a spiral-shaped evolutionmodel with the scientific and technological
revolution. The Taiji figure is introduced to help practitioners understand synergise Xie
with the He Principle. The simplified model reflects a dynamic evolutionary process. On
the Xie-Principle side, the black background emphasises more scientific management
and control, aims to achieve project management success. it replaces the workforce
with solutions of industry 4.0. On the other side, with white background, He-Principle
emphasises people-centred, sustainability and resilience. It focuses on putting people at
the centre of focus. The two contradictory sides need to be synergised with appropriate
project management and dynamic evolution. This is the purpose of introducing HeXie
coupling as the ‘S’ red boundary of Fig. 6.
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Fig. 6. Simplified HXMT Model for managing Industry 4.0 projects

3.3 Design Questionnaires

To validate themodifiedHeXiemanagement model for effectively guide the Industry 4.0
project results, questionnaires survey is involved two outputs and four input variables
in Fig. 7. Output A measures project management success and output B is an indicator
of project success. The difference between project management and project success is
challenging to define, Abylova, V., & Salykova, L. (2019). Project success emphasises
achieving the project’s objectives and creating value for the enterprise. Meanwhile,
projectmanagement success is usually justified by the traditional project triangle: budget,
time and quality. The Xie principle is a control mechanism based on control system
optimisation and rational design. It has five levels, which are the ERP layer, the MES
layer, the data acquisition layer, PLC as well as supporting data acquisition, and the
machine in the field or logistics equipment. The overall Xie-principle index is calculated
as the mean from C1 to C5. The He Principle is an evolutionary mechanism influencing
organisational culture, values, and beliefs. Three enablers for industry 5.0 are considered
when designing the critical factors for describing the He principle. These are human-
centric, sustainability, and resilience. Zizic, M. C. et al. (2022) claim that these three
drivers are pushing Industry 4.0 to 5.0. The HeXie Coupling guides the organisation to
achieve its goals through the interaction of the Xie principle and He Principle. Project
management takes the coupling role in synergising the He and Xie principles while
conducting I4.0 projects. Four factors are selected to verify whether the PM performs

Fig. 7. Simplified HXMT Model for managing Industry 4.0 projects.
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effectively during the project’s progress. The strategy factor covers three elements of
HeXie theory, which are leadership, organisation, and environment. All elements are
extracted and quantised through the questionnaire.

4 Data Collection and Analysis

4.1 Data Samples

The invited respondents include the core members of S-company’s intelligent factory
project teams, which contain roles such as Project Manager, IT engineers, business unit
users, outsourced software vendors, and other stakeholders. The PMs and IT engineers
accounted for 89%of the responses. The top three primary responses areMES Implemen-
tation Project, EAP Data Collection Project, and the BI & Report development project.
There are three steps being planned for data analysis. These are verifying variables A
and B’s correlation to verify project management success impact on project success
indicator, validating correlation between C, D, E, F and output A project management
success, and identifying correlation between C, D, E, F and output B project success
indicators.

4.2 Project Management Success Analysis

In Fig. 8, a linear fitting model is adopted from the correlation analysis between the
project success and project management success indicators. The horizontal axis is the
project management success, and the vertical axis is the project success. The overall
success possibility of successful projectmanagement projects is relatively high according
to the linear fit line.

Fig. 8. Actual project management success index by Predicted PM success rate

The aim is to identify any correlation between output(A) Project management suc-
cess indicator and HXMT variants: (C) Xie-principal factors, (D) He-principal factors,
(E) HeXie coupling and (F) Strategy. According to the preliminary effect summary of
Table 2, the (F) Strategy ranks as the top one, and the P-Value is 0.096, which is above the
threshold of 0.05. Further verification is needed. Table 3 shows that the top sub-elements
are (E2) knowing project management skills. The P-value reaches 0.059, which is close
to the threshold of 0.05. It implies that project management skill is the dominant sub-
factor affecting the success of smart factory project management. The (F) strategic is
the secondary effect.
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Table 2. Effect summary of HeXie management factors to project management success

Source LogWorth PValue
F-Strategy Factors 1.017 0.09612
D-He Principle Elements 0.625 0.23730
C-Xie Principle Elements 0.289 0.51368
E-HeXie Coupling Elements 0.065 0.86122

Table 3. Effect summary of HXMT sub-factors effect on project management success (Top5)

Source LogWorth PValue

E2: PM skills 1.226 0.05938 

F3: Environment 0.752 0.17681 

C2. MES readiness 0.726 0.18789 

C1. ERP readiness 0.613 0.24394 

C3. SCADA-EAP readiness 0.604 0.24864 

4.3 Project Success Analysis

The second question that needs to be answered is which factors significantly impact (B)
the project’s success? It contains (B) project success indicator correlations with (D) He-
principal factors, (F) Strategy factors, (C) Xie-principal factors, and (E) HeXie coupling
factors. A fitting model is built to identify the primary factor. (D) The He-principal
factor’s P-value is 0.00237, ranked at the top in Table 4. Furthermore, using the project’s
success to fit the model with all sub-factors of (D). The P-value of (D2) sustainability
reaches 0.00485 in Table 5. By comparing the linear fitting curves of project success’s
leverage residuals to (D1) human-centricity, (D2) Sustainability and (D3) Resilience. It
shows that (D2) Sustainability has an apparent effect on project success. It proves that
considering sustainability during the Industry 4.0 project is essential.

Table 4. Effect summary of HeXie management framework factors to project success

Source LogWorth PValue

D-He Principle Factors 2.624 0.00237

F-Strategy Factors 0.992 0.10190 

C-Xie Principle Factors 0.484 0.32784 

E-HeXie Coupling Factors 0.193 0.64192 
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Table 5. Effect summary of (D) He-principal sub-factors to project success.

Source LogWorth PValue

D2. sustainability 2.314 0.00485 

D1. human-centricity 0.429 0.37204 

D3. resilience 0.387 0.40975 

5 Discussion

5.1 Top Success Factors

Based on the data analysis in Chapter 4, industry 4.0 project management success (A)
positively correlates with (E2) project management skills. Moreover, (D) He-principle
is the dominant enabler of I4.0 project success (B). Furthermore, (D2) Sustainability is
vital to (D) sub-factors. The observation captured from the above discussion is consis-
tent with observations in S-company Industry 4.0 project practices. When the project
manager is skillful in project management, they control the project’s scope, align tasks
with the schedule plan, watch the quality closely, and reduce costs, achieving project
management success. The project’s success lies in whether the project creates value
for the business operation and enterprises. So considering the sustainability of re-using
resources to maximize the project outcome. The data analysis and practical observations
are corroborated.

5.2 Project Case Discussion

When starting building CPS networks in S-company, the project time window is narrow.
There are only two and a half months for construction. The project management team
defines a clear plan and promptly monitors the project’s progress. Since several working
groups perform projects in parallel, the deployment of theMES andEAP system depends
on the networks’ readiness, and the network’s project priority is optimized to align with
the MES&EAP release schedule. It ensures that MES can be ready for production on
time. Eventually, the networks project was delivered on time, on quality, and at cost. PM
skills did play a critical role in project management success.

Another example is an ERP implementation project. In the early selection stage, the
project team maintained the original ERP solution under the premise of maintaining
the continuity of accounting but only revised the version to implement new master data
naming rules, add consolidated reportsmodule, cost module, interacts withMES system,
and OA interfaces. In the implementation process, the experience of vendor engineers is
limited, the project manpower is insufficient, and there are also defects in the master data
collation process which consumes time to fix, resulting in project delays that are failures
from a project management perspective. However, the project reuses the original system
to minimize the impact of changing habits of end users, and it is also connected with
MES eventually. Although several modules have not been accomplished on schedule,
the oveall ERP function supports the business operation normally, which successfully

https://doi.org/10.1007/978-3-031-32299-0_4
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supports the launch of MES. From the perspective of the project, it is successful due to
system sustainability.

6 Conclusions and Limitations

6.1 Conclusions

It is deploying HeXie management theory in SMEs during digital transformation to help
increase project & project management success. It improves the industry 4.0 project
success by synergizing Xie-principal and He-principal enablers. Training project man-
agers with professional PM skills is critical to increasing project management success.
It belongs to the HeXie coupling factor, which integrates Xie and He principles. Such
synergy could help Chinese SMEs realize the SMART manufacturing projects guided
by Industry 4.0. To improve project success, He-principle will be recommended since
the SMART manufacturing system needs to be sustainable and put people at the center
of the whole system.

6.2 Limitations

The data in this article is collected from the real business case of the S-company smart
factory program. Therefore, observations are influenced by the S-company’s culture,
leadership style, and specific corporate context, as well as some observations that would
be impacted by social culture in China. Therefore, the sample size of the conclusions
needs to be extended in future research.
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Abstract. E-commerce recommendation algorithm is the core of the entire rec-
ommendation system, which plays a very important role in e-commerce person-
alized marketing. Its recommendation accuracy and efficiency directly affect the
overall performance of the recommendation system. E-commerce recommenda-
tion algorithm based on data mining technology, in-depth analysis of various
user data especially user access data, get each user’s hobbies, interests and spe-
cific buying behavior characteristics. This paper analyzes the related technologies
and algorithms of e-commerce recommendation system, and proposes the archi-
tecture of e-commerce recommendation system based on user behavior data. In
order to meet the requirements of recommendation accuracy and real-time perfor-
mance, the recommendation module designed in this paper is mainly composed
of three modules: content-based recommendation module, collaborative filtering
algorithm-based recommendation module and user behavior-based recommen-
dation module, and the functions and technologies of each part are specifically
analyzed. Finally, a personalized marketing scenario is created to evaluate the
effect of the recommendation system.

Keywords: Data Mining · Personalized Recommendation Algorithm ·
Collaborative Filtering

1 Introduction

In the process of e-commerce personalized marketing, the recommendation system pro-
vides customers with product information and suggestions, helps users decide what
products to buy, and simulates sales personnel to help customers complete the purchase
process. Personalized recommendation is to recommend the information and goods that
users are interested in according to their interest and purchase behavior. The e-commerce
recommendation algorithm based on data mining technology deeply analyzes various
user data, especially user access data, through data mining technology, and obtains their
hobbies, interests and specific purchase behavior characteristics [1]. It generally includes
the learning stage and the application stage. In the learning stage, the data mining system
analyzes the data and establishes the corresponding recommendation model to explain
the user’s behavior patterns, also known as the pattern mining stage; In the application
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phase, the recommendation algorithm provides users with real-time recommendation
services according to the established recommendation model and user behavior, also
known as the recommendation generation phase.

2 Common Recommendation Algorithms in E-commerce
Personalized Marketing

2.1 Content Based Recommendation Algorithm

It is often used to integrate these behaviors according to the user’s behavior history infor-
mation to calculate the user’s preferences, and then recommend the most similar content
based on the user’s preferences. The advantage of this method is that it does not need
to consider other user characteristics, but its disadvantage is that the content available
for analysis is limited. The biggest feature is excessive characterization, which may lead
to the lack of innovation in the recommended content. Content based recommendation
generally includes three processes:

Step 1: Content representation: extract some features for each item to represent the
item;

Step 2: Feature learning: using the feature data of an item that a user likes or dislikes
in the past to summarize the user’s preferences;

Step 3: Generate a recommendation list, and recommend a group of items with the
greatest relevance to the user by comparing the user profile obtained in the previous step
with the characteristics of candidate items [2]. If we use a classification model in feature
learning, we can simply return many items predicted by the model that are most likely
to be of interest to the user as recommendations.

Taking the ant colony clustering algorithm as an example, its main architecture is as
follows:

(1) Offline part: mainly use the ant colony clustering algorithm to prepare data, con-
duct data preprocessing, and get the recommendation pool. First, the user’s access
records are cleaned and identified offline, and the recommendation pool is obtained
by clustering analysis according to the user’s access paths to different commodities.

(2) Online part: mainly use the engine for recommendation. The recommendation sys-
tem consists of three modules, namely user agent module, recommendation content
generation module and recommendation generation module. As shown in Fig. 1.

2.2 Collaborative Filtering Recommendation Algorithm

The recommendation algorithm based on collaborative filtering is mainly used for pre-
diction and recommendation. The algorithm finds user preferences by mining users’
historical behavior data, divides users into groups based on different preferences, and
recommends products with similar tastes. Collaborative filtering is to compare some
behaviors and attributes of some users with those of other users, classify users with high
similarity, and then the recommendation system can recommend a product to similar
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Fig. 1. Online architecture based on ant colony clustering algorithm

users. The accuracy of this recommendation system is significantly improved. However,
each product must be purchased by many users before it can be recommended to other
nearest neighbors [3]. In this way, some newly added products are difficult to be rec-
ommended. This problem is also known as the “cold start” problem of collaborative
filtering. The recommended collaborative filtering algorithm is shown in Fig. 2.

Fig. 2. Collaborative filtering algorithm recommendation

Collaborative filtering recommendation algorithms are divided into two categories,
namely user based collaborative filtering algorithm and commodity based collaborative
filtering algorithm. It performs well when the scoring matrix information is dense, and
can capture some complex information, which often leads to unexpected surprises in
practical applications, but it is not suitable for serious recommendation tasks such as
public fund recommendation.

2.3 Recommendation Algorithm Based on Association Rules

Association rule-based recommendation algorithmcanbe divided into offline association
rule recommendation model building stage and online association rule recommendation
model application stage. In the offline phase, various association rule mining algorithms
are used to establish association rule recommendation models; in the online stage, users
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are providedwith real-time recommendation services according to the established associ-
ation rule recommendationmodel and their purchase behavior. The offline establishment
of association rule recommendation model can ensure the real-time performance of the
algorithm. This algorithm uses data mining technology to obtain rules from a large num-
ber of past transaction data, which can be the association rules between goods purchased
at the same time, or the sequence model of goods purchased in chronological order [4].
This algorithm is simple in calculation, but it is difficult to recommend commodities
without association rules or sequence models.

3 Personalized Recommendation System for E-commerce Products
Based on Data Mining

3.1 Overall Framework Design

The database in the server stores a large number of users’ web page access path infor-
mation and search keyword information data, which reflect users’ search intention. Our
mining and analysis of these data will greatly improve the efficiency of users’ search
for goods, thus improving users’ satisfaction with e-commerce marketing, and thus pro-
moting product sales. According to the analysis of compatibility and other issues, the
functions of the recommendation system based on data mining include:

(1) Have a mechanism to promote new products.
(2) Analyze customer behavior sequence.
(3) Intelligently analyze the customer’s keyword database and search path.
(4) Analyze customer behavior sequence. That is, analyze the products that customers

may like within the specified time and organize them into a recommendation form.
(5) A recommended log can be saved regularly.
(6) Effectively analyze users’ characteristics.

The above functional requirements analysis shows that the recommendation system
based on data mining needs to avoid affecting the original online engine as much as
possible, which requires minimizing the coupling between the recommendation system
and the original online engine [5]. The framework of the recommendation system is
shown in Fig. 3.

3.2 Design of Recommendation Modules

Content-Based Recommendation Module. Content-based
recommendations are based on the similarity between projects. This kind of recom-
mendation first needs to analyze the content of the items that customers have scored,
generate a customer information archive, then list the items similar to the new archive
from these existing items, sort the selected items (according to the rating), and com-
bine the customer feedback information to recommend. Content based recommendation
system is based on the comprehensive consideration of product information, customer
information and users’ interest in products, so as to obtain a list of recommended products
after filtering by the recommendation system and thus personally recommend products
to users. Figure 4 shows the content-based recommendation module.
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Fig. 3. Architecture of e-commerce personalized recommendation system

Fig. 4. Content-based recommendation module

Recommendation Module of Collaborative Filtering. (1) Main steps:

1) Obtain customer information. This part mainly obtains the customer’s interest
rating of the project.

2) Analyze the interest similarity between different customers. This part is to
analyze the similarity of interests between customers to find the nearest
neighbor.

3) From the nearest neighbor generated in step (2), find the items that users may
like, and recommend them to new users according to their ratings. The struc-
ture of collaborative filtering personalized recommendation system is shown in
Fig. 5.

The recommendation system needs to select users, find potential buyers, dis-
cover their potential purchase value, make them target users, and find similar con-
tent that users are interested in, so as to find the nearest neighbor and focus on
recommending similar products to these users.
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Fig. 5. Structure of collaborative filtering

(2) User-based collaborative filtering recommendation algorithm
User based collaborative filtering recommendation is to generate a Top-N rec-

ommendation list for target users based on the interests of neighbor users. It is
based on the theoretical assumption that users who like similar items may have
the same or similar preferences. User-based collaborative filtering recommenda-
tion uses statistical techniques to search for several nearest neighbors of the target
user, and then predicts the target user’s rating on the unsealed items according to
the rating of the nearest neighbor, and selects the first few items with the high-
est prediction rating as the recommendation results to feed back to the user [6].
The rating of the user-based collaborative filtering recommendation algorithm is
to generate the final recommendation result through the nearest neighbor’s rating.
The current user’s rating on the unrated item is approximated by the weighted aver-
age of the nearest neighbor’s rating on the item. User-based collaborative filtering
recommendation algorithm can be divided into the following three stages:

The first stage: data representation. The user rating data can be represented by
an m * n-order matrix R (m, n). Row m represents m users, column n represents n
items, and element R in row i and column j represents the user i’s rating on item j.

The second stage: nearest neighbor query. The nearest neighbor query is to
search for several users whose scoring behavior is similar to that of the current
user. The similarity between user a and user b is recorded as sim (a, b). The main
methods to measure the similarity between users are:

1) Cosine similarity: the user’s rating is regarded as a vector in the n-dimensional item
space. If the user does not score the item, the user’s rating for the item sets to 0. The
similarity between users is measured by the cosine angle between vectors. Let the
ratings of user a and user b on the n-dimensional term space be expressed as vectors
⇀
a and

⇀

b respectively, then the similarity sim (a, b) between user a and user b is as
follows:

sin(a, b) = cos

(
⇀
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⇀

b

)
=

⇀
a

⇀
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2) AdjustedCosine Similarity: Thismethod considers the rating scale of different users.
If the set of items scored by user a and user b as I Iab, Ia and Ib represents the set of
items scored by user a and user b respectively, so the similarity between user a and
user b is:

sim(a, b) =
∑

ceIab

(
Rac − Ra

)(
Rbc − Rb

)
√∑

ceIa

(
Rac − Ra

)2√∑
ceIb

(
Rbc − Rb

)2
Rac—user a’s rating of item c
Rbc—user b’s rating of item c
Ra—Average rating of user a
Rb—average rating of user b

3) Correlation: the set of items scored by user a and user b as Iab, then the similarity
between user a and user b measured by Pearson correlation coefficient method is:

sim(a, b) = corrab =
∑

ceIab

(
Rac − Ra

)(
Rbc − Rb

)
√∑

ceIab

(
Rbc − Rb

)2√∑
ceIab

(
Rbc − Rb

)2
Rac—user a’s rating of item c
Rbc—user b’s rating of item c
Ra—Average rating of user a
Rb—average rating of user b
The goal of nearest neighbor query is to find the user set C = {C1,C2...CK }, in

the entire user space for each user u, so that u /∈ C, and the similarity sim(u,C1)

between C1 and u is the highest, the similarity sim(u,C2) to C2 and u takes the
second place, and so on.

The third stage: recommendation generation.According to the rating information
of the current user’s nearest neighbor on the item, the current user’s rating on the
unrated item is predicted to generate the top-N item recommendation [7].

Set the nearest neighbor set of user u as NNu, then user u will give item i a
prediction rating of Pu,i, which can be got fromNNu rating of user u. The calculation
method is as follows.

Pu,i = RU +
∑

neNNa

(
Rn,i − Rn

)∗sim(u, n)∑
neNNa

(|sum(u, n)|)
The system uses the above method to predict the user’s rating on all the items

that have not been scored, and then selects the top N items with the highest predicted
rating as the recommendation results to feed back to the current user.

Recommendation Module Based on User Behavior. The recommendation module
based on user behavior is mainly divided into three parts in terms of architecture:

(1) Offline sorting.
(2) Data and index section.
(3) The online collection and analysis section.

The relevant functions of each part are described as Fig. 6.
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Fig. 6. Architecture of user behavior data-based recommendation

4 Effect and Evaluation

In order to verify the recommendation effect of this system, a small clothing sales
website is selected as the experimental environment to observe the effect of different
number of users. By comparing the coverage of content-based, collaborative filtering,
user behavior-based recommendation and the recommendation system designed in this
paper based on data mining, the average satisfaction of the four recommendations is
evaluated.

In the experiment, when the system recommends, if the users put it in favorites or
place an order, it is deemed that users are satisfied with the recommendation results; if
the user no longer needs to recommend after selecting, it is deemed that he is dissatisfied
with the result; if the user clicks in to view the recommended products, but does not
place an order, it is considered as normal [8]. The experiment is divided into two parts.
The 1st part tests the accuracy of the system, that is, the user’s satisfaction with the
products recommended by the system. The 2nd part is the recommendation rate, that is,
to test the coverage of products recommended by the system. The 2nd part checks the
coverage of the three recommendation algorithms (including the proportion of users’
ideal commodities) when 90, 120 and 200 items are taken out, and the results are shown
in Table 1:

Table 1. The coverage of four recommended algorithms

content-based behavior-based collaborative filtering integration algorithm

90 items 77.4% 86.3% 81% 90.1%

120 items 75% 82% 77.8% 90.2%

200 72.6% 83.4% 75% 89.9%
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The results of the 1st part show that with the increase of the number of users, the
satisfaction of each recommendation is higher and higher. In the case of the same num-
ber of users, the behavior-based and content-based recommendation is similar, and the
satisfaction of collaborative filtering recommendation is higher than that of the two rec-
ommendations [9]. However, after the integration of the three recommendations, the
satisfaction is significantly improved. The 2nd part of the experiment shows that with
the increase of the number of goods, the recommendation coverage of all strategies will
decrease, but for the same number of items, the coverage of the integration algorithm is
significantly higher than that of other strategies. To sum up, the system based on data
mining and integration algorithm has significantly improved the recommendation rate
and accuracy.

5 Conclusion

In e-commerce activities, compared with traditional marketing methods, personalized
marketing is more targeted because it can carry out precise marketing according to
the individual differences. Personalized recommendation technology is the key of e-
commerce recommendation system. The recommendation technology based on data
mining is basedonusers’ habits, hobbies and interests,which canmore easily recommend
appropriate products, and thus improve the number of visits, clicks and orders on the
website. The personalized recommendation system based on data mining explored and
designed in this paper can not only effectively solve the problem of huge and messy
information in the recommendation system, but also realize the personalized presentation
of items,which has great application research value.However, there are stillmany aspects
to be improved. For example, the flexibility of the recommendation system needs to be
further verified, the adjustment of rating types and the corresponding calculation need to
be further improved, and the fusion of the recommendation lists generated by the three
algorithms is relatively stiff, which needs further improvement.
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Abstract. In order to understand the retention of front-line employees in the pro-
cess of digital technology change and innovation, this study uses the information
system continuation theory and job demand-resource theory to build a framework,
and conducts a cross-sectional survey of the post-use stage of digital technology.
The focus is on the relationship between digital technology quality factors and con-
tinued trust, distrust, job engagement, job burnout and retention intentions. The
results showed that continued trust in digital technology was the strongest predic-
tor of retention intention. Job burnout and distrust were not important to retention
intentions. The results also show that the quality factor of digital technology is an
important antecedent of continued trust and distrust.

Keywords: post-use phase · digital technology · quality factors · continuous
trust · distrust · retention intention

1 Introduction

Like other aging countries, China’s aged care industry is facing the same shortage of
front-line workers. Retaining front-line service professionals is an indispensable task.
Digitalization has now been recognized as an effective solution to address the aging
population and overcome the shortage of front-line employees. More and more scholars
are proposing to use the advantages of emerging technology to attract and retain talent
(Acemoglu & Restrepo 2020).

We found that theCOVID-19pandemic has accelerated digital change and innovation
in the aged care industry. It has also fundamentally changed the way frontline workers
deliver services (Bolton et al. 2018). Especially during crises, digital technologies are of
considerable use in helping front-line employeeswith disease surveillance, data analysis,
diagnosis, access to health information, and education and support, reducing their work
stress and stimulating their ability to achieve their goals (Markowitz 2020).

However, as the frequency of digital technology use increases, some employees find
that the effects promised by the technology do not match the actual results. They often
experience problems such as interruptions in system information or poor information
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quality (Puranik, Koopman, & Vough 2020). Quality factors are key to ensuring the
continuous use of front-line employees, and the continuous use of digital technologies is
a key point that influences digital change and innovation in theworkplace. In recent years,
despite the continued digital change and innovation in the service industry, we know very
little about the association between technology quality factors and front-line employee
retention, especially in the post-use phase of digital technology (i.e., sustained use of
digital technology). Previous empirical studies have also tried to reveal the role of digital
technology support in attracting and retaining elderly care talents (Wang et al. 2022).
On the contrary, due to the unexpected negative consequences of digital technology in
the workplace, such as technical pressure, information overload (Sarabandi et al. 2018)
or interruption, psychological stress (D’Arcy et al. 2014), will affect the personal well-
being of nursing interns, resulting in excessive impact, resulting in increased willingness
of nursing interns to leave.

Summarizing the previous literature, we found that research in the post-use phase of
digital technology is lacking. With the uncertainty of the COVID-19 pandemic and the
sense of vulnerability that technology creates in employees, some scholars have found
that employee trust is particularly important in digital work environments (Rudolph
et al. 2021). However, trust is a two-stage process that includes initial and continuous
trust. As it develops over time, continuous trust is more likely to influence employees’
further use. Therefore, the success of digital change and innovation in the workplace
requires ensuring continuous trust in digital technology among front-line employees.
Continuous trust helps to promote work engagement (Nicolaou, Ibrahim, & Van Heck
2013). Recently, build continuous trust is an important but unstudied issue. In the past,
scholars have mainly focused on initial trust, in which case the antecedents and effects
of continuous trust have been largely ignored (Zhou 2012). Moreover, few studies have
empirically investigated how changes in continuous trust affect employees’ work status
and behavioral outcomes. This is an important issue for front-line employees in the aged
care industry.

We also found that digital technology acts as a double-edged sword and that the
quality of the technology may lead to distrust of the technology through employees.
According to research, distrust can causes anxiety and job burnout among individuals
(Fujimoto, Ferdous, Sekiguchi, & Sugianto 2016). Distrust in the work environment can
determine employee performance and turnover. In short, continuous trust and distrust
as distinct constructs can co-exist. In the context of this research, it is important to
understand the impact of continuous trust and distrust in digital technologies.

Currently, there is a gap in the literature regarding the combination between digital
technology changes in the workplace and innovation and front-line employees’ retention
intention in theworkplace. Based on this, themain objective of this study is to understand
how digital technology quality, continuous trust and distrust affect front-line employees’
work engagement, job burnout, and retention intentions, focusing primarily on the post-
use phase of digital technology.



74 Y. Wang et al.

2 Theoretical Framework and Hypothesis

2.1 Information System Continuance Theory (ISCT)

ISCT which is widely used to explain the continued use of information technology
by individuals beyond the implementation stage (Bhattacherjee 2001). It is thus clear
that individuals are not using information technology for the first time. The theory
assumes that individuals’ expectations of a product or service change over time. We
found that ISCT has been used to study individuals’ continuous trust. In contrast to initial
trust, continuous trust is formed by individuals over time. Continuous trust has been
less studied in information systems research. Especially in digital work environments,
employees’ continuous trust in digital technologies is particularly important. Continued
trust in technology not only affects their behavior toward technology, but may further
affect their state and behavior at work. At present, scholars have called for using the
advantages of technology to attract and retain employees, but from the perspective of
employees, there is still a research gap to explore how the continuous trust in digital
technology affects their work status and behavior.

2.2 Continuous Trust and Distrust

Trust is a dynamic development process that includes initial trust and continuous trust,
and this paper focuses on continuous trust. Compared to continuous trust, initial trust
is particularly important when users purchase products and services at one time. Con-
tinuous trust is more related to personal activities that repeat over time, such as using
digital technology at work. McKnight developed a scale to measure continuous trust
(McKnight &Choudhury 2006). Previously, some scholars analyzed and compared trust
with continuous trust, and measured the role of continuous trust in information systems
(Hoehle et al. 2012). Based on the relevant literature, we consider continuous trust and
distrust as two different constructs (Lewicki, McAllister, & Bies 1998). Continuous trust
characteristics include continuous faith, confidence, and assurance in digital technology
and also employees’ expectations of the efficiency, reliability, and effectiveness of given
technological devices and technological systems. Distrust is a negative expectation of
employees towards digital technology, characterized by suspicion, wariness, and fear of
digital technology (Lewicki et al. 1998).

2.3 Job Demands-Resources Theory (JD-R)

The Job Requirements-Resources (JD-R) model can be used as a theoretical framework
to integrate the two perspectives of job engagement and job burnout (Barbier, Hansez,
Chmiel, &Demerouti 2013). In the context of this paper, we argue that digital technology
as a job resource facilitates front-line employees to achieve their job goals, while quality
factors influence their continuous trust and distrust in digital technology.

2.4 Quality Factor and Continuous Trust and Distrust

Information quality refers to the completeness, accuracy, comprehensibility, timeliness,
and security of information output from digital technology-driven devices (Abbasi, San-
dran, Ganesan, & Iranmanesh 2022). System quality reflects the technical characteristics
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of digital technology-driven devices, including reliability, ease of use, flexibility, and
responsiveness. Service quality responds to users’ perceptions and value judgments of
digital technology services and the performance of the entire service system, including
assurance and personalization. In online health platforms, users find that the quality
of information varies, and if the platform consistently maintains valuable, high-quality
information it helps to gain continued trust from users. With frequent human-computer
interactions at work, the stability of system operation and low failure rates contribute
to the continued trust of employees. With the further use of technology, Service quality
affects the continuous trust of users and further affects their loyalty.

Information quality affects individual judgment, and underprivileged information
quality may also generate faithless beliefs. System usefulness can be considered a major
factor in distrust. When service quality does not meet an individual’s expectations is
prone to mistrust. Therefore, we propose the following hypothesis.

H1a: Information quality has a positive effect on the continuous trust in digital
technology

H1b: Information quality has a negative effect on distrust in digital technology
H2a: System quality has a positive effect on the continued trust in digital technology
H2b: System quality has a negative effect on distrust in digital technology
H3a: Service quality has a positive effect on the continued trust in digital technology
H3b: Service quality has a negative effect on distrust in digital technology.

2.5 Continuous Trust, Distrust and Work Engagement, Job Burnout

Continuous trust as an organizational principle can enhance employee enthusiasm and
cooperation. Work engagement is defined as a positive work-related emotional state
characterized by energy, dedication, and focus. We found short amount of literature on
the relationship between continuous trust and work engagement. However, it has been
demonstrated that, trust affects employee attitudes and behaviors and that employee trust
helps to promote work engagement. Burnout is often conceptualized as a chronic stress
syndrome that includes chronic feelings of exhaustion, negative attitudes toward work,
and reduced professional effectiveness (Christina Maslach & Jackson 1981). Trust can
improve productivity as well as performance and reduce burnout.

Distrust is thought to produce anxiety and stress and to lead to severe behavioral
responses. Vigor or Robustness is a characteristic of an individual’s positive emotional
state. Therefore, employees’ loss of vigor at workmeans that they will be less engaged in
their work. Distrust is also feeling of individual frustration that affects behavior (Elbelt-
agi & Agag 2016). In healthcare settings, nurses’ doubts about technical equipment
capabilities and measurement parameters can create negative emotions at work leading
to burnout. Therefore, we propose the following hypothesis.

H4: Continuous trust has a positive effect on work engagement
H5: Continuous trust has a negative effect on job burnout
H6: Distrust has a negative effect on work engagement
H7: Distrust has a positive effect on job burnout.
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2.6 Continuous Trust, Distrust, and Retention Intention

Trust is an important predictor of behavioral intentions. Once trust is established, then
the relationship between the parties can last longer by overcoming uncertainty. Distrust
plays a key role in reducing behavioral intentions as an outcome of decision avoidance.
Therefore, we propose the following hypothesis.

H8: Continuous trust has a positive effect on retention intention
H9: Distrust has a negative effect on retention intention.

2.7 Work Engagement, Job Burnout, and Retention Intention

Retention intention is the willingness of employees to stay in the organization. Existing
research suggests that increased work engagement plays a critical role in increasing
retention intentions. Burnout has also been identified as a significant factor influenc-
ing nurse retention (Christina Maslach & Jackson 1981). Therefore, we propose the
following hypothesis.

H10: Work engagement has a positive effect on retention intention
H11: Job burnout has a negative effect on retention intention.

3 Measures

Information quality, System quality, Service quality questions were adapted from the
scale developed by Abbasi et al. (Abbasi, Sandran, Ganesan, & Iranmanesh 2022). The
continuous trust item measures and the distrust item measures, we used the McKnight
et al. scale (McKnight & Choudhury, 2006); Work engagement was measured based
on the scale of et al. (Balducci, Fraccaroli, & Schaufeli 2010). Job burnout measured
through a scale developed by Maslach & Jackson (Christina Maslach & Jackson 1981);
Retention intention in the workplace is based on the Chinese version of the Willingness
to Stay in the Workplace Scale translated and revised by domestic scholars Tao Hong
et al. (Tao &Wang 2010). And all survey items were administered on a five-point Likert
scale ranging from 1 (strongly disagree) to 5 (strongly agree). 580 valid questionnaires
were finally returned.

3.1 Analysis Method

This study uses the partial least squares structural equation modeling (PLS-SEM)
approach. Next, SPSS was used to come in for descriptive statistical analysis.

3.2 Sample and Data Collection

The purpose of this study was to determine the factors that contribute to the retention
intention of front-line employees in the aged care industry. The population studied was
those who have used digital technology in their work in elderly services. The data were
collected through online and offline questionnaires, using the WenJuanXing platform
online. Participants were informed before the questionnaire began that this study was
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based on a managerial perspective and no personal information was collected from
participants, such as names, addresses, cell phone numbers, etc. The data were used
for academic purposes only and were completely confidential. Participants signed an
informed consent form and then spent 20–30 min to complete the questionnaire. The
study started in June 2022. 833 questionnaires were distributed to 13 elderly institu-
tions, and after eliminating invalid questionnaires, 580 valid questionnaires were finally
returned, with a return rate of 69.6%. Details of the sample characteristics are shown in
Table 1.

Table 1. Sample structure

Demographic variable Number Percentage (%)

Gender Male 82 14.1

Female 498 85.9

Age 18–24 123 21.2

25–35 371 64

≥36 86 14.8

Education level Less than technical secondary
school

93 16

Technical secondary school 231 39.8

College or above 256 44.2

Monthly personal income
(RMB)

≤4000 RMB 68 11.7

4001–5000 RMB 249 42.9

5001–6000 RMB 150 25.9

≥6001 RMB 113 19.5

Working years 0–6 months 108 18.6

6 months to 1 year 168 29

1–2 years 187 32.2

≥2 years 117 20.2

4 Results

4.1 Measurement Model Evaluation

In this study, the CR value is higher than the specified value of 0.7, it indicates that
the model construct is reliable (Hair, Sarstedt, & Ringle 2019). As shown in the Table
2, the minimum value of factor loadings for this study was 0.76 and AVE values were
greater than 0.5, both of whichmet the requirements specified byHair et al. and therefore
were suitable for an exploratory study (Hair et al. 2019). Scholars proposed to use the
heterozygosity-monotrait ratio to measure discriminant validity (HTMT). As shown in
theTable 3.According to theHTMTcriterion,which satisfied the specified requirements.
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Table 2. Results of convergent validity and reliability

Items Mean Standard
deviation

Factor loading
range

CR Cronbach’s
Alpha

AVE

Information
quality
(IQ)

3.843 1.128 0.783–0.859 0.832 0.888 0.665

System quality
(SYQ)

3.823 1.090 0.793–0.862 0.846 0.896 0.684

Service
quality
(SQ)

3.867 1.074 0.764–0.852 0.876 0.909 0.668

Continuous
trust
(CTR)

4.011 1.112 0.782–0.868 0.865 0.908 0.712

Distrust
(DTR)

2.312 1.216 0.812–0.917 0.853 0.91 0.773

Work
engagement
(WE)

3.872 1.031 0.760–0.834 0.859 0.898 0.639

Job burnout
(JB)

2.342 1.237 0.795–0.912 0.89 0.924 0.754

Abbreviations: AVE: Average variance extracted; CR: Composite reliability

Table 3. HTMT

DTR IQ JB RI SQ SYQ CTR WE

DTR

IQ 0.476

JB 0.861 0.521

RI 0.435 0.79 0.437

SQ 0.435 0.789 0.495 0.843

SYQ 0.462 0.776 0.502 0.77 0.782

CTR 0.456 0.794 0.486 0.87 0.807 0.788

WE 0.39 0.78 0.463 0.801 0.801 0.737 0.753

Note: IQ: information quality; SYQ: system quality; SQ: service quality; CTR: continue trust;
DTR: distrust; WE: work engagement; JB: job burnout; RI: retention intention.

4.2 Structural Model Evaluation

As shown in Table 4 and Fig. 1, the results indicate that information quality (β = 0.271,
p < 0.001), system quality (β = 0.265, p < 0.001) and service quality (β = 0.344, p
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< 0.001) have significant positive effect on continuous trust. Therefore, we supported
H1a, H2a and H3a. However, interestingly, we found a significant negative effect of
information quality (β = −0.204, p< 0.05) and system quality (β = −0.175, p< 0.05)
on distrust, but no significant effect of service quality on distrust, thus supporting H1b
and H2b, and H3b was rejected. Furthermore, we found a significant positive effect of
continuous trust on work engagement (β = 0.615, p < 0.001) and retention intention
(β = 0.503, p < 0.001), but a significant negative effect on job burnout (β = −0.15, p
< 0.001), thus, supporting H4, H8 and H5. Similarly distrust had a significant negative
effect on work engagement (β = −0.096, p< 0.05), with a significant positive effect on
job burnout (β = 0.698, p< 0.001), but distrust had no significant effect on the retention
intention in the job. Therefore, we supported H6 and H7 and H9 was rejected. The
results showed that work engagement had a significant positive effect on the retention
intention (β = 0.346, p < 0.001) and therefore supported H10. However, we found
that job burnout was not significant on the retention intention. Therefore, H11 was not
supported. In addition, continuous trust, distrust, work engagement, job burnout, and
retention intention explained variance (R2) of 0.606, 0.213, 0.434, 0.594, and 0.633.

Table 4. Path coefficient and hypotheses

Hypotheses Paths Beta T-value P-value Decision

H1a IQ -> CTR 0.271 4.935 0 Supported

H1b IQ -> DTR −0.204 3.197 0.001 Supported

H2a SYQ -> CTR −0.175 4.461 0 Supported

H2b SYQ -> DTR 0.265 2.567 0.011 Supported

H3a SQ -> CTR 0.242 5.229 0.001 Supported

H3b SQ -> DTR −0.279 1.932 0.054 Not supported

H4 CTR ->WE 0.615 14.366 0 Supported

H5 CTR -> JB −0.15 3.968 0 Supported

H6 DTR ->WE −0.096 2.579 0.01 Supported

H7 DTR -> JB 0.698 20.792 0 Supported

H8 CTR -> RI 0.503 9.635 0 Supported

H9 DTR -> RI −0.096 1.48 0.139 Not supported

H10 WE -> RI 0.346 6.177 0 Supported

H11 JB -> RI −0.155 0.675 0.5 Not supported

4.3 Common Method Bias

To control this, we conducted Harman’s single factor test. For this reason, we con-
ducted exploratory factor analysis onmultiple subjective variables in all studies to assess
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Fig. 1. Structural model test results

whether one or a single factor accounted for the majority of the covariance between vari-
ables, which indicates that there are a large number of common method variances (Pod-
sakoff et al. 2003). The analysis revealed several factors, none of which accounted for
more than 50% of the covariance between variables (the highest covariance attributable
to a single factor was 42.621%) (Podsakoff et al. 2003). Therefore, any potential devi-
ation of the variance of the common method is likely to be small and unlikely to affect
our results.

5 Discussion

The results showed that information quality, system quality, and service quality posi-
tively influenced the continuous trust of front-line employees (H1a, H2a, and H3a). In
the past, during the initial phase of trust, it was confirmed that the information, system
and service quality of mobile technology had a significant impact on initial trust (Zhou
2012). Given this we argue that technology quality is an important factor throughout the
developmental stages of employee trust, both in the first interaction with the technology
and in the post-use phase. We found that with further use of digital technology, employ-
ees expect complete, accurate, easily understood, and timely information. Particularly
in night care, the quality of data transmitted by digital devices (e.g., smart mattresses)
influences front-line employees’ confidence in their ability to monitor at night, which
builds continuous trust in digital technology. Likewise, the reliability and stability of
the system to meet the needs of the staff can increase their continuous trust. Particularly
during the COVID-19 pandemic, the use of disinfection robots to perform routine disin-
fection or cleaning service tasks canmeet employees’ expectations and increase belief in
the effectiveness of the technology, which in turn creates continuous trust. Among other
things, we also found that service quality had the greatest impact on continuous trust,
which may be due to the fact that in the post-use phase of digital technology, employ-
ees are more concerned about the positive impact that service quality brings to their
work. We know that service quality is beneficial to employees’ perceptions of service
performance (Roses, Hoppen, & Henrique 2009). The success of service interactions
is important to the job. As an example, intelligent assistants are increasingly assisting
front-line staff, such as IBM’s Watson, which can assist physicians with diagnoses and
facilitate collaboration between healthcare professionals in geriatric care, and if Watson
can consistently maintain quality service, then healthcare professionals will trust the
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reliability and competence of digital technology in their work, which in turn creates
ongoing trust. In summary, the information, system and service quality of digital tech-
nology are missing in the workplace, and the quality factor not only ensures safe and
efficient elderly care services, but also increases front-line employees’ expectations of
the effectiveness and reliability of digital technology.

In terms of retention intention, our results suggest that continuous trust has a direct
and positive effect on retention intention and that continuous trust is a key determinant of
retention intention (H8). This may be due to the following: the sample size in this paper
is focused on young people who have obtained nursing education or vocational training.
These individuals are unique in that they are the first generation of the digital age, often
early adopters of technology, and they prefer to use technology to meet their job needs.
The effective integration of technology with elderly care services increases their trust-
worthiness. For example, millimeter wave radar for 24 h/7d indoor detection of elderly
falls helps assist front-line employees in monitoring the elderly over time. This system,
which combines radar, wireless communication, and data processing technologies to
locate and alert in a timely manner, can alert attention to the elderly’s movements, notify
of falls, and help manage dangerous situations as needed. The continuous trust in digital
technology among front-line employees has led them to believe in the career prospects
of elderly care and to continue working. Particularly during the COVID-19 crisis, the
advantages offered by technology helped to foster the career identity of employees.
Traditional care services such as turning, defecation, and bathing used to be done by
smart technology now, employees believe that the changes brought by technology can
give them abundant time resources to provide high quality services, continuous trust in
digital technology can provide a new perception of elderly care work, and career identity
can enhance the willingness to stay in the job has been mentioned by different scholars.
Thus, in summary, front-line employees’ trust in the reliability and validity of digital
technology is an important predictor of retention intentions.

In terms of distrust, although it has been discussed earlier that service quality is the
most important factor in continuous trust (H3a), our study did not confirm the effect
of service quality on distrust (H3b). This may be due to the fact that trust and distrust
are not opposites and low trust does not equal distrust, they are two different constructs
(McKnight &Choudhury 2006). In the context of this paper’s study, employees are more
likely to be skeptical of technology because of issues such as incomplete information or
system disruptions, and to use it cautiously in their retirement efforts, thus distrusting it.

In terms of retention intentions, our results show that distrust and job burnout do not
have a significant effect on retention intentions (H9 and H11). Although the negative
effects caused by distrust can lead to the occurrence of retention intentions (Elbeltagi &
Agag 2016), the study of job burnout in relation to employees’ retention intention has
been validated by different scholars (Özkan 2022). However, the reason for the gap
between our analysis and the previous results may be that this paper focuses on the
elderly care service context, where for front-line employees, the work in elderly services
is repetitive, monotonous and daily faced with elderly clients, with high workload and
intensity, even though the use of technology fails to meet employees’ expectations and
high job burnout, front-line employees indicate that they are more concerned about the
continuing education and promotion strategies provided by the organization, generous
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compensation, and organizational or family support. Especially during the COVID-19
pandemic, adequate equipment and supplies and a safework environmentwere important
factors influencing retention intention.

5.1 Practical Implications

Research has shown that quality factors are the basis for continuous trust, which requires
digital technology providers to implement quality improvement programs to increase
the continuous trust of front-line employees in digital devices. Organizational managers
should be aware of the impact of work engagement on retention and developmechanisms
for commitment and assurance of technology quality. At the same time, suppliers should
improve quality characteristics to enhance continuous trust and thus influence work
engagement to promote retention.

5.2 Limitations and Future Research

The generalizability of the findings is limited. Future studies could test the model of
this study again in other countries or industries. The sample size maybe biased. Future
researchwill need to expandwith the large sample size and compare the different impacts
of digital change and innovation on front-line employees of different ages.

6 Conclusion

To our knowledge, this study is the first to examine the impact of digital change and
innovation in the workplace on front-line employee retention. The focus points are on
the relationship between qualitative factors on front-line employees’ continuous trust,
distrust, work engagement, job burnout, and retention intention in the workplace in the
post-use phase of digital technology. This study provides a starting point for researchers
to further investigate the study of digital technology change and innovation on retention
intention.

References

Abbasi,G.A., Sandran,T.,Ganesan,Y., Iranmanesh,M.:Gocashless!Determinants of continuance
intention to use E-wallet apps: a hybrid approach using PLS-SEM and fsQCA. Technol. Soc.
68, 101937 (2022)

Acemoglu, D., Restrepo, P.: Robots and jobs: evidence from US labor markets. J. Polit. Econ.
128(6), 2188–2244 (2020)

Balducci, C., Fraccaroli, F., Schaufeli, W.B.: Psychometric properties of the Italian version of the
Utrecht Work Engagement Scale (UWES-9): a cross-cultural analysis. Eur. J. Psychol. Assess.
26(2), 143 (2010)

Barbier, M., Hansez, I., Chmiel, N., Demerouti, E.: Performance expectations, personal resources,
and job resources: howdo they predictwork engagement? Eur. J.WorkOrganiz. Psychol. 22(6),
750–762 (2013)

Bhattacherjee, A.: Understanding information systems continuance: an expectation-confirmation
model. MIS Q. 351–370 (2001)



How Digital Change and Innovation in the Workplace 83

Bolton, R.N., et al.: Customer experience challenges: bringing together digital, physical and social
realms. J. Serv. Manag. 29(5), 776–808 (2018)

D’Arcy, J., Gupta, A., Tarafdar, M., Turel, O.: Reflecting on the “dark side” of information
technology use. Commun. Assoc. Inf. Syst. 35, 109–118 (2014)

Elbeltagi, I., Agag, G.: E-retailing ethics and its impact on customer satisfaction and repurchase
intention: a cultural and commitment-trust theory perspective. Internet Res. 26(1), 288–310
(2016)

Fujimoto, Y., Ferdous, A.S., Sekiguchi, T., Sugianto, L.-F.: The effect of mobile technology usage
on work engagement and emotional exhaustion in Japan. J. Bus. Res. 69(9), 3315–3323 (2016)

Hair, J.F., Sarstedt, M., Ringle, C.M.: Rethinking some of the rethinking of partial least squares.
Eur. J. Mark. (2019)

Hoehle, H., Huff, S., Goode, S.: The role of continuous trust in information systems continuance.
J. Comput. Inf. Syst. 52, 1–9 (2012)

Lewicki, R.J.,McAllister, D.J., Bies, R.J.: Trust and distrust: new relationships and realities. Acad.
Manag. Rev. 23(3), 438–458 (1998)

Markowitz, J.: Virtual treatment and social distancing. Lancet Psychiatry 7(5), 388–389 (2020)
Maslach, C., Jackson, S.E.: The measurement of experienced burnout. J. Organiz. Behav. 2(2),

99–113 (1981)
McKnight, D.H., Choudhury, V.: Distrust and trust in B2C e-commerce: do they differ? Paper

Presented at the Proceedings of the 8th International Conference on Electronic Commerce: The
New E-Commerce: Innovations for Conquering Current Barriers, Obstacles and Limitations
to Conducting Successful Business on the Internet (2006)

Nicolaou, A.I., Ibrahim, M., Van Heck, E.: Information quality, trust, and risk perceptions in
electronic data exchanges. Decis. Supp. Syst. 54(2), 986–996 (2013)

Özkan, A.H.: The effect of burnout and its dimensions on turnover intention among nurses: a
meta-analytic review. J. Nurs. Manag. 30(3), 660–669 (2022)

Podsakoff, P.M., MacKenzie, S.B., Lee, J.-Y., Podsakoff, N.P.: Common method biases in behav-
ioral research: a critical review of the literature and recommended remedies. J. Appl. Psychol.
88, 879 (2003)

Puranik, H., Koopman, J., Vough, H.C.: Pardon the interruption: an integrative review and future
research agenda for research on work interruptions. J. Manag. 46(6), 806–842 (2020)

Roses, L.K., Hoppen, N., Henrique, J.L.: Management of perceptions of information technology
service quality. J. Bus. Res. 62(9), 876–882 (2009)

Rudolph, C.W., et al.: Pandemics: implications for research and practice in industrial and
organizational psychology. Ind. Organiz. Psychol. 14(1–2), 1–35 (2021)

Sarabandi, J., Carter,M., Compeau,D.: 10 years of research on technostress creators and inhibitors:
synthesis and critique. In: Twenty-Fourth Americas Conference on Information Systems, New
Orleans, United States (2018)

Tao, H., Wang, L.: Revision of the Chinese version of the nurses’ willingness to stay in the job
questionnaire. Acad. J. Second Mil. Med. Univ. 31, 925–927 (2010)

Wang, Y., Xie, C., Liang, C., Zhou, P., Lu, L.: Association of artificial intelligence use and the
retention of elderly caregivers: a cross-sectional study based on empowerment theory. J. Nurs.
Manag. (2022)

Zhou, T.: Understanding users’ initial trust in mobile banking: an elaboration likelihood
perspective. Comput. Hum. Behav. 28(4), 1518–1525 (2012)



A Case Study of Collaborative Learning Within
a Digitalization Learning Environment

Xiaoxia Wang(B)

School of Traffic and Transportation, Beijing Jiaotong University, Beijing 100044, People’s
Republic of China

xxwang@bjtu.edu.cn

Abstract. The Covid-19 epidemic ushered in a new era of hybrid learning. After
the Covid-19 pandemic, information technology (IT) acceptance is no longer
a problem. And given that it is the “postdigital”, technology-related constructs
should be updated and devoted to creating a lifelong agile learning environment
(LE). The research question is how to manage collaborative learning (CL) activi-
ties through online integrated platforms to better serve outcome-based education
(OBE). This research reviews the digital transformation advancement in learning
management systems and points out that the digitalization LE breeds postdigital
learning, which is based on IT “affordance” and well organization and distribution
of course resources. When led by OBE, this paper employs qualitative synthesis
research and to foster personal development summarizes the appropriate method
for managing CL activities as student-centered lifelong learning, organization of
role-based activities, and all-around assessment. Finally, the findings are a con-
ceptual framework for student-centered learning within digitalization LE and an
illustration of a curriculum with a customized Feishu of ByteDance performing
CL. The contribution involves learning in less structured environments, such as
an advanced enterprise collaboration and management platform, which prompts
creative and innovative approaches to uncertainty and change.As a result, the prac-
tical implication facilitates students to find both their will and their own creative
and exploratory ways of lifelong learning.

Keywords: Student-Centered Learning · Collaborative Learning · Lifelong
Learning

1 Introduction and Background

“Teaching in the Age of Covid-19” [1] allows a longitudinal tracking of 3 years of
experience. And the latest collection in 2022 consists of 67 textual testimonies and 65
workspace photographs submitted by 69 authors from 19 countries. During the very first
Covid-19 lockdowns, web-based materials, online seminars, and virtual conferences are
used extensively, coping with feeling disconnected as well. With renewed danger from
Covid variants beingminimized, the restrictions have suddenly gone, especially in China
mainland. It’s a high probability event that workspaces go back to the pre-pandemic
classroom. When we understand that we just have to live with the virus, everyone is
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first responsible for their health. If students or teachers cannot present in person either
because of our safety or self-’care’, namely the duty to look out for and after ourselves,
hybrid learning (HL) across a variety of platforms, a new compensatory routine, has
permitted the resilience to carry out various academic activities.

Technology Acceptance Model (TAM) is typically used when studying adoption.
But for now, after the Covid-19 pandemic, adoption is no longer part of the problem.
Nowadays, we have multiple options for accessing knowledge. When learning man-
agement systems (LMS) are considered a basic “infrastructure”, almost every online
learning platform could provide. There are the following cases. (1) Open Course Ware
Consortium begins withMIT in 2001 following the Creative Commons license. (2) Open
video courses offered by Harvard, Oxford, Yale, etc., accessing via Netease and Sina.
(3) China’s high-quality resource-sharing courses in 2012 and shared by the iCourse
platform, are traced to the construction of high-quality courses in the “Teaching Quality
and Teaching Reform Project of Colleges and Universities” carried out by the Ministry
of Education from 2003 to 2010. (4) Massive Open Online Courses (MOOCs) started
in 2008 and broke out in 2012, such as edX, Coursera, Udacity, and OpenLearning.
(5) Xuetang spearheaded by Tsinghua University, provides learners with high-quality
courses from elite universities and training in functional career skills with industrial
partners. The impulses and instincts that lead students to enroll in MOOCs originated
from autonomous intrinsic motivation, such as self-development, reputation, and per-
ceived usefulness. Perceived satisfaction is a different reason, including quality, enter-
tainment value, and usefulness. MOOCs offer not only accredited certification but also
a systematic curriculum designed for tailored programs.

In general, an inclusive and accessible agile learning environment (LE) through an
online integrated solution should provide the following basic functions: (1) releasing
resources, such as course introduction, syllabus, teaching calendar, evaluation methods
and marks, learning guide, teaching units, course chapters, and textbooks; (2) organiz-
ing interactive activities, which includes Q&A, questionnaires, exercise assignments,
test papers, and discussion, etc. For instance, Rain Classroom integrates teaching tools
into PowerPoint andWeChat panoramic data collection, carrying out a formative evalu-
ation and multi-channel interaction. Furthermore, Rain Classroom Professional Edition
provides functions such as pushing materials, recording voice, audio and video live
broadcasts, and teacher-student interaction through WeChat, etc.

The application of information technology (IT) should serve educational objectives.
And given that it is the “postdigital”, technology-related constructs should be updated
and devoted to creating a lifelongLE.When a collaborative society is a trend, cooperative
work is emerging.Hence, applying theworkingmode to the learningmode, the earlier the
better. This helps to serve lifelong learning and simultaneously carry out peer learning.
Table 1 lists some popular collective writing tools.

Outcome-based education (OBE), also called achievement-oriented education,
ability-oriented education, goal-oriented education, or demand-oriented education,
namely the construction concept of the curriculum system is built on results-oriented,
student-oriented, and reverse thinking. The syllabus of each course should be developed
according to OBE. So far, all kinds of MOOCs, namely typical learning platforms, have
partly been unable to support “student-centered learning” very well. Education is not
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merely the learning of knowledge, but also the training of learning methods and habits,
which is especially important for students who major in e-commerce. To address this
shortcoming, the research question is the way to manage collaborative learning (CL)
activities to better serve OBE. Hence, adjusting an online integrated teamwork tool is
the potential solution, which offers a seamless connection between learning and work.

Table 1. Popular collective writing tools

Apps Features

Google Docs Assistive to write faster with
fewer errors based on built-in
intelligence

Save time with spelling and
grammar suggestions, voice
typing, and quick document
translation

Thoughtfully and seamlessly
connect to other Google Apps

Reply to comments directly
from Gmail, embed charts from
Google sheets, and easily share
via Google meet

Bring collaboration and
intelligence to other file types,
making them instantly editable

e.g. microsoft word files and
PDFs

Tencent Docs A historical version can be traced and cross QQ/WeChat platform
collaboration

Set the viewing range of the document independently
Add the link validity period and watermark, and prohibit others
from copying/exporting/generating copies

Jinshan education version Class stewards Small programs, web terminals,
effective message notifications

Create and join classes
Announcements
Homework management

Regular notifications
Homework: remind to hand in,
distribute, collect, and correct

Evernote Easy content collection, sort orderly data (intelligent search), clip,
search, templates, lists, super notes (drag and drop of various
modules), OCR scan, mind map, desktop notes, markdown

Youdaoyun e.g. tag, plus star

The remainder of the paper proceeds as follows. Section 2 reviews a digitalization
LE breeds postdigital learning, which is based on IT “affordance” and well organization
and distribution of course resources. Section 3 employs qualitative synthesis research
and to foster personal development presents the appropriate method for managing CL
activities accompanying detailed guidelines. Section 4 presents a conceptual framework
for student-centered learning within a digitalization LE and illustrates a curriculum with
a customizedFeishu performing CL.Feishu is an innovative enterprise collaboration and
management platform developed by ByteDance. Section 5 concludes with a discussion
that includes limitations and recommendations for future research.
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2 Literature Review

This research review focused on online digital learning from 2020 to 2022, specifically
in the field of digital transformation development in LMS.

2.1 Digitalization LE and Postdigital Learning

The criteria for educational innovation were functionality, flexibility, and accessibility.
Innovations go through the planning of activities, teaching techniques, and assignments.
As a driving force of innovations, IT introduces infinite opportunities for revolution-
izing student-centered [2] education. The progress of the college and university class-
room environment inventory has the relationship and system dimensions of personaliza-
tion, involvement, friendly cohesiveness, satisfaction, task orientation, innovation, and
individualization [3].

The design of attractive LE requires knowledge of the factors influencing student
learning and perceptions. The TAM holds that an individual’s behavioral intention to
use a system determines their real use of the technology and is shaped by two beliefs:
(1) perceived usefulness, the degree to which the person believes the LMS will improve
their performance; and (2) ease of use, the degree to which they believe that using the
LMS will be effortless [4].

The termpostdigital is intended to acknowledge that learning through digital technol-
ogy now takes center stage and pervades our daily lives, which is to untangle the impact
of the digital on diverse systems and relationships as well. Bring your own device [5]
enables students to participate and interact in both formal and informal LE, and access,
share, co-create, and even merge learning resources in ways that are beyond imagin-
ing [6] with a range of digital learning techniques regardless of their location or time
constraints [7].

2.2 Technology Affordances

The word “affordance” refers to the opportunities performed by an environment to
an individual that prompt or encourage specific actions. Notwithstanding that most of
today’s children are growing up in the technology-condensed world, it’s inevitable to
raise awareness among key stakeholders to get the necessary learning facilities ready,
develop digital literacy, and flexibly switch between online or offline learning modes if
necessary.

The very foundation of e-learning is preparing the mandatory access requirements of
the infrastructure and skills. Firstly, we have interactive digital devices, such as desktop
computers with poly cameras, laptops, tablets, smartphones. Then choose and install the
proper APPs which may be slightly different across a variety of platforms, for instance,
Android, APP Store, Mac, Windows, Android HD, ipad HD, car, TV, UWP, Microsoft
App store, etc.

How affordances of technology are generated and what effects they have are related
to thematerial and cultural associations connectedwith the technology. Students become
attuned to these affordances for goal-oriented actions when scaffolding is offered. To
facilitate the enactment of certain behaviors [8], the amount and type of support affect
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students’ ability to perform tasks, thus affecting their learning experience as well. For
example, clearly-defined guidance enabling a structured flexible schedule promotes the
opportunity for resolving tensions and holding a balance between the subject study
requirements and work commitments.

2.3 Organization and Distribution of Course Resources

Many students expressed support for the availability of on-demand and pre-loadedmate-
rial rather than being provided just in time. Self-paced learning through “self-service”
APPs contributes to the maintenance of and improving pre-learning effects.

Student engagement was influenced by the quality, relevance, timeliness, and con-
ciseness of the adequate supporting material pertinent to the subject [3]. LMS facili-
tates easy-to-transfer digital portfolios, which comprise a collection of documents and
evidence of a teacher’s knowledge, skills, and experience [9].

3 Research Methods: Managing Activities to Foster Personal
Development

Qualitative synthesis research is a method that consolidates the output of different qual-
itative studies to create new subject knowledge [10]. Thereby generating increased
levels of understanding of managing teaching activities and greater research finding
generalizability on the student-centered lifelong learning within a digitalization LE.

3.1 Flexi-Path Learning Objectives

Led by OBE, instructors individually treat extreme diversity among students based on
ability, skill levels, interest, rate of work, etc. Improve necessary capabilities based on
individualization, both domain-specific knowledge and skill development [11] listed in
Table 2.

Table 2. Promoting personal skill development

Reflective/critical
thinking

Coordinating with others Creativity thinking Multicultural and
empathy

Complex problem
solving

Communication and
negotiation

Innovative and
anticipatory

Inter- and
multidisciplinary

Judgment and
decision-making

Collaborative/cooperation Entrepreneurial Emotional
intelligence

Holistic and systems
thinking

People management Service orientation

Cognitive flexibility Facilitating and project
management
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In China, a curriculum should follow “the Guidelines for Ideological and Political
Construction of University Curriculum (JiaoGai [2020] No. 3)”. It’s a strategic measure
to give effect to the fundamental task of establishing morality and cultivating people.
What, how, and for whom to cultivate people is the fundamental issue of schooling.
To implement the fundamental task of establishing morality and cultivating people, we
must integrate value shaping, knowledge imparting, and ability cultivation into one. To
integrate values into knowledge teaching, ability training, and help students shape a
correct outlook on the world, life, and values, which is the proper meaning and essential
content of talent training. Let students master the law of development of things, under-
stand the truth of the world, enrich their knowledge, increase their knowledge, shape
their character, and strive to become socialist builders and successors with all-around
development of morality, intelligence, physique, beauty, and labor.

Lifelong Learning within Learning Space. In the context of postdigital learning, par-
ticular degrees and diplomas are becoming less important than the capacity to change,
learn, and adapt to a changing landscape over a lifetime. Therefore, the view of educa-
tion is undergoing profound changes from transactional (trading time for a diploma) to
transformative (time of exploration). Thus, a curriculum becomes a creation and a com-
position of educational experience that is complex, multidirectional, and multi-layered,
and students think differently [6].

In the postdigital, lifelong learning may prompt distress and disjunction. It’s impor-
tant to help learners to agree on the existence and importance of various disjunctions,
such as narrative, ontological, conceptual, and epistemological [6]. Key capacities for
navigating learning space are active resilience and hope, including will-finding and
way-finding. The driving forces for the movement were the learners’ inner motivation
for learning to improve practices, originating from the perceivedmeaning of the practical
experience.

Student-Centered Learning. Students feel more accountable for their learning. Per-
sonalized learning includes inquiry learning, problem-solving, and project-based learn-
ing [12]. Inquiry learning encourages students to find out and construct information by
themselves instead of having teachers serve as knowledge providers. The general phase
of the inquiry cycle includes orientation, conceptualization, investigation, conclusion,
and discussion.

3.2 The Clarity and Organization of Activities that Foster Refection

By studying the relationships among the cognitive, affective, and potential behavioral
components of students’ attitudes toward technology in a Swedish context, students’
interest in technology should be stimulated through engaging tasks [13].

Cost-effective and useful ubiquitous CL, certain kinds of peer-to-peer learning, sup-
port ubiquitous task orientation activities, such as synthesizing, analysis, presentation,
discussions, or problem-solving [14]. CL permits transparent cooperation and improves
achievement by empowering the social negotiation space of group members, increasing
effective coordination between the activity states, the possibility of mediation in inter-
activity, and enabling students to better collaboration performance in groups supporting
social face-to-face communication.
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Quick Connectivity Opportunities for Incisive Interactive Feedback.
Personalization means the opportunity that individual students have to interact with
the instructor and the concern for students’ welfare, which is embodied in facilitating
effective and timely interaction and an active efficient communication mechanism. The
nature of interactivity, namely the capacity for bidirectional communication, is set in the
context of the teacher and the student, between the students themselves as well. Equity
and constructive feedback allow students to confirm that they were on the right track.

Learning-by-Doing and Peer Co-Production: Knowledge Socialism [15]. As pro-
ducers or “prosumers”, students play a more active role. Collective writing experiments
conducted between 2016 and 2022, allowed contributors to choose their supportive role.
Co-authors use a shared document to engage with the text and benefit from collective
insights and perspectives (fluid further thoughts). This kind of self-regulation has its
built-in peer review mechanism due to openness, which is subject to others’ instant,
ongoing, dynamic ‘criticism’ and leads to high-quality outputs.

Role-Based Interaction [8]. Distinct roles students played represented different social
statuses in the group (as Table 3), which led to trade-offs in orientation to individual
consciousness and collective rules. Moreover, a stable action orientation within groups
during inquiry facilitates proper internal coordination, and that close interaction does
not always lead to efficient collaboration.

Table 3. Categories and examples of roles in a team

Types of roles in a team Categories Examples

Shaper, implementer, completer/finisher,
coordinator, resource investigator, team
worker, plant, monitor/evaluator, and
specialist

Formative An order supervisor

Functional Recorder, motivator, clarifier,
interpreter, and consensus seeker

Summative Summarizer and creator

Promotive Reason requests and principal
giving

Role-based interaction includes role emergence, role coordination, and group struc-
ture caused by role-related interaction patterns. The emerging role perspective addresses
student agency and the regulation of their learning activity so that participating stu-
dents perform a different action orientation and develop different learning preferences
in their group work. The scripted perspective stresses the importance of designed roles
in supporting group interactions and improving students’ learning outcomes.

3.3 Assessment: Peer Quality Enhancement and Control

The continuous pressure for efficient instruction and assessment had implemented a ped-
agogy of structured peer critiques, which aimed to: (1) encourage student interaction, (2)
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emulate the effects of multiple stakeholder perspectives on multidisciplinary planning,
and (3) have students practice their new knowledge in an early and influential social
learning exchange [3].

4 Results: A CL Curriculum within a Digitalization LE
via Customized Feishu

4.1 A Framework: Student-Centered Learning within Digitalization LE

Based on Sects. 2 and 3, Fig. 1 introduces a conceptual framework to illustrate the general
idea of student-centered learning within a digitalization LE.

ITInnovation DigitalizationLE

IT
Affordances

Organization and distribution of

course resources

1.Context sensitivity and awareness to avoid giant mass

2.Endorsement and review of content between collaborators

Managing activities

1.Flexi-path learning objectives
A.Domain-specific knowledge

B.Skill development

LIFELONG LEARNINGPromoting personal development

2.The clarity and organisation of

activities that foster refection

A.Opportunities for incisive interactive feedback

B.Learning-by-doing and peer co-production

C.Role-based interaction3.Assessment

Postdigital
Learning

Knowledge Socialism

Quick
Connectivity

LEARNING SPACE

Task orientation

SATISFACTION
Student-centered learning

Fig. 1. Student-centered learning within digitalization LE

First, when IT is already becoming “affordance”, it’s possible to well organize and
distribute course resources [3]. As a result, a digitalization LE is emerging, which will
breed postdigital learning. Then, built on the core concept of OBE, the essential issue
of teaching is to foster people and promote personal development [11], which relies on
managing CL activities and carrying out knowledge socialism [15].

4.2 Illustrated a Curriculum with a Customized Feishu Performing CL

Learners’ perceptions are shaped by explicit scripts in gaining knowledge. Scripts are
tailored to the collaboration skills and roles of group members, which can be divided
into internal by group and external by a teacher or other facilitator, the latter explicitly
imposed on learners as a guiding structure to prompt them to act, which include induced,
instructed, trained, prompted, follow-me. Specifically, interactive scripts are designed
such that the roles of participants, the actions they engaged in, and the sequence of
events they participate in trigger specific cognitive, sociocognitive, and metacognitive
processes, thus ensuring that the intended learning takes place.

The standard configuration of rapid CL product functions based on multi-terminal
synchronization: (1) traditional approaches, such as instant messaging, calendar, mail-
box, cloud disk; (2) video conference, clever notes, open platform, thought notes; (3)
efficiently create and seamlessly collaborate on online documents synchronized in real-
time and from any device to build ideas together. (4) file/folder sharing, cloud collabo-
ration space, defining team knowledge base, offer knowledge star map. (5) privacy and
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COLLABRATE
COMMENT

CONTEXT SENSITIVITY
AND AWARENESS TO
AVOID GIANT MASS

DEEP PARTICIPATION AND
ATTENTIVENESS IN

DISCUSSIONS AND ACTIVITIES

Fig. 2. Endorsement and review of content between collaborators

encrypt the document securely. Figure 2 presents the endorsement and review of content
between collaborators via Feishu.

On the left side, the learning space well organizes the following materials: (1) the
course description; (2) a course handbook containing aims or intended learning out-
comes; (3) group assessment requirements. All these scripts are context sensitive and
ready for searching.

When unfolding the specific script, it looks like on the right side. (1) A teaching
calendar is filled with interactive lecture scripts and a schedule of assignments. (2) Each
lecture script organizes each teaching section; (3) Group worksheets are developed to
conduct collective writing. (4) A formative assessment is to evaluate process quality,
supplementing a self-reporting questionnaire that assesses reflective thinking in solving
problems. All these scripts can be edited together in real time with easy sharing, and user
comments, suggestions, and action items to keep things moving. Or use @-mentions to
pull relevant people, files, and events into specific online docs for rich collaboration.

When learners can understand the positive consequences of using this system, they
are more likely to enjoy it.
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5 Discussion and Conclusions

Definite positive results of intensive technology use will remain. There are more exten-
sive technology-related support and awareness of the possibilities of hybrid technology-
rich working. Teaching has “pivoted” to hybrid, which should not be considered as just
a stopgap.

Postdigital learning needs to encourage students to interrogate both new knowledge
and the learning space in which it is delivered. The curriculum should be about the devel-
opment of inclusivity, equality, and critical pedagogy. This may involve learning in less
structured environments and prompts creative and innovative approaches to uncertainty
and change. Teachers need to ensure students continue to understand the importance
of disjunction as a component of finding both their will and their own creative and
exploratory ways of lifelong learning [6].

The limitation of this research, are (1) focusing on “student-centered learning” and
serving teachers’ interactive teaching, whichmight not consider the need for supervision
to evaluate teaching quality; and (2) a potential payment demand for the commercial
edition, not only because of premium features but also the upper limit trigger due to the
number of users or storage space.
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Abstract. The self-sacrificial leader, who puts the collective interest first and is
willing to postpone or sacrifice personal interests in order to achieve organiza-
tional goals, plays an important role in maintaining smooth operations and over-
coming corporate crises in today’s complex and changeable information age. The
effective enhancement of employee engagement can also bring positive impact
to individuals and organizations. Based on social identity theory, this paper will
explore the mechanism of self-sacrificial leadership on employee engagement
and its dimensions from the perspective of dual identity: leader identification and
organizational identification. The findings show that: Self-sacrificial leadership
can positively influence employee engagement. Leader identification and organi-
zational identification are the mediating variables in the path of the influence of
self-sacrificial leadership on employee engagement, and the mediating effect of
leader identification is more significant. Leader identification can influence orga-
nizational identification, and themultiple mediating effect is significant in the path
of the influence of self-sacrificial leadership on employee engagement. Cognitive
engagement, affective engagement and behavioral engagement are all consistent
with the above hypotheses when used as dependent variables.

Keywords: Self-sacrificial Leadership · Employee Engagement · Leader
identification · Organizational Identification

1 Introduction

The world is undergoing profound changes ever seen in a century, and with the rapid
development of new technologies, the market environment is full of change and uncer-
tainty. As a pivotal role in an organization, the behavior and attitudes of leaders have a
significant impact on the development of the organization,while the relationship between
leaders and employees needs to maintain a new balance. Self-sacrificial leadership is a
leadership style that postpones or gives up personal interests, benefits or privileges in
order to achieve the mission and collective interests of the organization, it often post-
pones or sacrifices self-interest, such as the exercise of power, the division of labor and
the distribution of rewards [1], in order to serve the collective interests and promote
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the achievement of organizational goals. The spirit of collectivism and the concept of
sharing hardships often lead the organization to overcome difficulties, and is needed for
enterprises to avoid risks and develop steadily in information age.

“Dedication” is one of the core values of Chinese socialism, and it is the requirement
of an individual’s attitude towards work. “Engagement” is defined as the positive inte-
gration of the individual in the work from physical, cognitive and emotional aspects [2].
Employees are the mainstay of the companies, governing the existence and development
of the organization, and both individuals and organizations can derive positive results
from a high level of employee engagement. Employee engagement provides motivation
for employees to adoptmore positive attitudes and behaviors in the organization, and also
provides a sustainable competitive advantage for the organization in today’s complex
and changing information age.

According to leadership theory, leaders are able to influence employees’ behavioral
concepts through their perceptions, motivations, and competencies. Many studies have
focused on the effects of self-sacrificial leadership on various aspects of employees,
such as promoting employee creativity [3], improving work performance [4], etc. While
the influencing mechanism of self-sacrificial leadership on employee engagement and
its dimensions remain to be explored, and there is no research on the effectiveness of
self-sacrificial leadership from the perspective of both extra-role identities, leader iden-
tification and organizational identification. Therefore, based on social identity theory,
this study focuses on uncovering the internal influence mechanism of self-sacrificial
leadership on employee engagement from both leader identification and organizational
identification perspectives, and discusses the differences in the influence of different
dimensions of engagement in order to provide suggestions for improving employee
engagement and find a balance in leadership-employee relations, as well as provid-
ing valuable references for companies to maintain a balanced internal organizational
environment and promote development In the current changeable era.

2 Theories and Hypotheses

2.1 Self-sacrificial Leadership and Employee Engagement

Self-sacrificial leadership is manifested as sacrificing oneself in order to achieve the
organizational mission and set up personal example, which has the following charac-
teristics: out of individual willingness, giving up or postponing personal interests, and
aiming at achieving collective interests or goals [5]. Many studies have demonstrated
that self-sacrificial leadership can have a positive impact on employees’ perceptions or
behaviors. Specifically, self-sacrificial leaders’ selfless values and behaviors express that
leaders value the interests of organizational members, so that employees can recognize
the leaders and are willing to demonstrate positive work performance. According to the
social learning theory, the collectivism concept of self-sacrificial leaders can easily be
used as a role model to motivate employees to exhibit similar concept. And combined
with the “reciprocity principle” of social exchange theory, when the self-sacrificial lead-
ers sacrifice personal interests to serve the organization and its members, the members
will have the belief to return leaders and show more positive states.
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Kahn (1990) pointed out that employee engagement refers to the degree to which
organizational members combine their personal emotions, abilities and other resources
with their work roles [6], and classified engagement into three dimensions: cognitive
engagement, affective engagement and behavioral engagement, where cognitive engage-
ment is characterized by attention and immersion in the work, affective engagement is
characterized by positive reactions in the work, and behavioral engagement is charac-
terized by the effort put in the work. Some studies have shown that positive leaders have
higher virtue, and subordinates will have a higher sense of trust and satisfaction with
their leaders, thus showing a more dedicated work status [7]. Self-sacrificial leaders, as
peoplewho arewilling to self-sacrifice for the benefit of the collective, canmake employ-
ees feel supported and valued, satisfy their personal expectations, make them willing
to work in a more positive state. The self-sacrificial leadership can create a role model
that makes subordinates willing to follow them, and moreover, it can make employees
feel obligated to reciprocate the sacrifice of the leader based on reciprocity, and meet
the expectations of the leader to complete the work within the role with a higher level
of dedication. Therefore, the following hypothesis is proposed.

H1: Self-sacrificial leadership has a positive effect on employee engagement
(including cognitive engagement, affective engagement, and behavioral engagement).

2.2 Leader Identification as a Mediator

According to social identity theory, in order to reduce uncertainty or enhance their self-
worth, individuals often define and categorize themselves in comparison with groups or
others, and establish an emotional connection with the target object [8], that is, generate
identity. The process of social identity generally includes social-classification and self-
reinforcement. Social-categorization is the process of defining and categorizing oneself
and the group, in which the similarity between individuals and the group is strengthened.
Self-reinforcement is the process of accelerating this similarity and increasing dissimi-
larity to the external groups, in which individuals will actively exhibit behaviors that are
consistent with the group and will also exhibit positive and proactive behaviors in order
to increase the dominance of the group to which they belong.

Leader identification is the employee’s connection to the leader and the degree to
which the employee overlaps with the values and goals of leaders. In general, leader
identification is catalyzed when leadership styles maintain or enhance employees’ self-
esteem, satisfaction of needs, and self-improvement of meaning [9]. Studies have proved
that self-sacrificial leadership can make employees develop emotional attachment, and
promote the formation of leader identification [4]. The dedication and collectivism of
self-sacrificial leaders can make employees feel respected and valued, and thus willing
to establish an emotional connection with the leader, that is, to improve employees’
identification with the leader and show consistent behaviors with the leader.

When the behavioral state of the leader catalyzes employees to develop leader iden-
tification, which leads to a strong sense of belonging and psychological attachment to
the leaders [10], employees will more actively associate themselves with the leaders in
a consistent manner, translate identification into psychological motivation, and perform
positive behaviors expected of leaders, such as increasing work engagement [11]. The
higher virtues of self-sacrificial leaders can inspire employees to form identification with



98 T. Wang and F. Diao

their leaders, and the higher the employees’ leader identification, the more they tend to
combine the attitude and behavior of leaders with themselves and maintain consistency,
strive to achieve organizational goals and promote organizational development, and they
are more willing to give feedback on more positive states, which can also result in higher
engagement. Therefore, the following hypothesis is proposed.

H2: Self-sacrificial leadership has a positive effect on leader identification.
H3: Leader identification plays a mediating role in the influence of Self-sacrificial

leadership on employee engagement (including cognitive engagement, affective engage-
ment, and behavioral engagement).

2.3 Organizational Identification as a Mediator

Organizational identification is the cognitive or emotional association of organizational
members with their identification as members of the organization and reflects the degree
of integration and recognition of the individual to the organization. Generally speaking,
employees are more likely to identify with the organization that brings them a higher
sense of security, self-realization and belonging [12]. The self-sacrificial leader, as the
agent of the organization, is loyal to the organization’s goals andmission, and to a certain
extent represents the organization’s values and behavioral norms, thus being able to
influence employees’ personal concepts such as enhancing organizational identification
[12]. Self-sacrificial leaders put the development of organization and organizational
member’s interests first and emphasize the overall awareness,which canmake employees
feel a sense of security and belonging brought by the organization, as well as the self-
worth of individuals in the organization, they are willing to include individuals in the
organization and thus increase their identification with the organization.

According to the social identity theory, the higher the employees’ identification with
the organization, the easier it is to link themselves closely with the organization, employ-
ees will incorporate organizational development and goals into their personal goals, and
will be more willing to show amore active and proactive state for the development of the
organization. Most studies on organizational identification also agree that organizational
identification can have positive effects on employees, such as promoting subordinate
taking charge [13]. High organizational identification enables employees to align their
attitudes or behaviors with the organization and align the interests and development of
the organization to the interests and development of the individual, driving employees to
work hard to achieve organizational goals, employees will do their jobs better and show
more positive and dedicated states and behaviors. Therefore, the following hypotheses
are proposed.

H4: Self-sacrificial leadership has a positive effect on organizational identification.
H5: Organizational identification plays a mediating role in the influence of

Self-sacrificial leadership on employee engagement (including cognitive engagement,
affective engagement, and behavioral engagement).

2.4 Leader Identification and Organizational Identification

The typical manifestations of social identity are organizational identification and leader
identification, that is, the emotional connection of employees to organizations or leaders.
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Leader as part of the organization, employees support for the leader can be expanded to
generate support for the organization, positive leadership style can also make employees
produce follower effect and maintain a high sense of support and trust for the orga-
nization. Sluss et al. (2018) pointed out in their research that when the supervisor is
perceived to be prototypical, Leader identification is more likely to generalize to orga-
nizational identification through affective, cognitive, and behavioral mediating mecha-
nisms [14]. The collectivist value of the self-sacrificial leader is highly representative
of the organization, and can effectively facilitate the transformation of leader identifi-
cation to organizational identification, so that employees link the individual, the leader,
and the organization as one, and thus show the attitude and behavior conducive to the
development of the organization. Therefore, the following hypotheses are proposed.

H6: Leader identification can promote employees’ organizational identification,
which in turn affects employee engagement (including cognitive engagement, affective
engagement, and behavioral engagement).

In summary, the research model of this study is shown in Fig. 1 below.

Fig. 1. Research model

3 Methods

In this study, datawere collected through questionnairemethod, the questionnaire scale is
suitable for employees tofill in and the respondents anonymously evaluate the leaders and
personal feelings. Pre-survey was conducted before the formal survey and the questions
were optimized based on the analysis results. After the formal research, a total of 320
questionnaires were collected, of which 273 were valid, with an effective rate of 85.3%.
The collected data were processed, analyzed, establish regression model and hypothesis
tested using SPSS and AMOS soft.

The questionnaire scales used in this study are all mature scales that have been
tested by domestic and foreign scholars, with appropriate modifications for the Chinese
context. All scales were scored by Likert 7 points. The measurement of self-sacrificial
leadership was based on a 5-item unidimensional scale developed by Cremer et al. [15],
which is suitable for employees to fill in, and has been verified by domestic scholars for
many times with good reliability and validity, the scale questions include “My leader
will make personal sacrifices for the good of the organization”. Leader identification was
measured using the unidimensional leader identification scale developed by Kark et al.
[16], which was modified to have seven items, and the scale questions included “I trust
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my leader a lot”. The organizational identification scale was based on the unidimensional
six-item scale introduced by Mael et al. [17], with question such as “I care about what
people think of the company I work for”. Regarding the scale of employee engagement,
this paper draws on the three-dimensional employee engagement measurement scale
adapted by Ma [18], which has 13 items, including “I think it is my duty to do my job
well”, etc.

According to the final data collection statistics, the respondents came from more
than 20 provinces, covering various types of positions and business nature. In terms of
gender, 51.3% were female and 48.7% were male; in terms of age, 25.6% were under
25 years old, 44.7% were between 26 and 30 years old, 20.1% were between 31 and
35 years old, and 9.5% were over 35 years old; in terms of working years, 18.7% were
under one year, 34.1% were 1–3 years old, 33.7% were 4–6 years old, and 13.5% were
over 7 years old; in terms of education, 34.8% were college education or below, 49.1%
were bachelor degree, and 49.1% were graduate degree or above.

4 Data Analysis and Results

4.1 Reliability Analysis

In this study, the Cronbach-α was used to measure the reliability of the questionnaire.
Among them, the coefficients of self-sacrificial leadership (SL), leader identification
(LI), organizational identification (OI) and employee engagement (EE) were 0.807,
0.818, 0.780, and 0.888, and the coefficients of cognitive engagement (CE), affective
engagement (AE), behavioral engagement (BE) in engagementwere 0.743, 0.759, 0.756,
all of which exceeded 0.7. The value of KMO statistic was 0.932 and the result of
Bartlett’s Test of Sphericity approximated 0, indicating that the data in this study were
suitable for factor analysis. Next, the structural validity test was conducted using Amos,
and the four-factor model containing second-order dimensions was validated by factor
analysis. And the fit indicators were as follows: χ2/df = 1.659 < 3, IFI = 0.920, TLI
= 0.908, CFI = 0.919, which were all greater than 0.9, and RMSEA = 0.049 < 0.08,
indicating that each variable has high structural. The combined reliability values CR for
SL, LI, OI, CE, BE and AE were 0.797, 0.820, 0.767, 0.757, 0.755 and 0.739, all of
which exceeded 0.7, indicating that the reliability coefficients of the questionnaire were
good and basically meets the requirements of the research. In addition, the results of
unrotated factor analysis showed that the total variance of the first factor interpretation
was 36.91%, less than 40%, indicating that there was no serious homologous variance
problem in the data in this study.

4.2 Correlation Analysis

Correlation analysis was first performed using SPSS, and the correlation coefficients,
means, and standard deviations of all variables are shown in Table 1 below. The results
indicate that the independent variables, mediating variables and dependent variables are
significantly correlated with each other, which initially supports the research hypothesis
of this study.
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Table 1. Descriptive statistics and correlation analysis results

SL LI OI EE

Self-sacrificial leadership 1

Leader identification .673** 1

Organizational identification .615** .657** 1

Employee engagement .688** .796** .708** 1

Mean value 5.33 5.30 5.34 5.42

Standard deviation 1.028 .927 .821 .901

Note: *p < 0.05, **p < 0.01, ***p < 0.001.

4.3 Direct and Mediating Effects Tests

Next, the direct and mediating effects were tested by constructing regression models for
the variables of self-sacrificial leadership (SL), leader identification (LI), organizational
identification (OI) and employee engagement (EE) to verify the main hypotheses of this
study. The results of the regression analysis are shown in Table 2 below.

Table 2. Regression analysis of self-sacrificial leadership, leader identification, organizational
identification and employee engagement

Variables Models

LI OI EE

Model1 Model2 Model3 Model4 Model5 Model6 Model7 Model8

1. Gender −0.192 −0.019 0.055 0.063 .015 0.026 −0.007 0.011

2. Age 0.095 −0.038 −0.066 −0.049 −.066 −0.045 −0.040 −0.034

3. Seniority −0.113 −0.037 −0.119* −0.102 −.030 −0.010 0.018 0.014

4.
Education

−0.147 −0.010 −0.028 −0.024 −.056 −0.51 −0.450 −0.045

5. Nature of
business

0.046 −0.075
*

−0.043 −0.010 −.068
*

−0.026 −0.050 −0.024

SL 0.578
***

0.552
***

0.300
***

.540
***

0.221
***

0.317
***

0.151
**

LI 0.438
***

0.552
***

0.449
***

OI 0.404
***

0.235
***

R2 0.466 0.414 0.510 0.492 0.682 0.611 0.716

F 38.733 31.288 39.472 43.000 81.310 59.439 83.129

Note: *p < 0.05, **p < 0.01, ***p < 0.001.



102 T. Wang and F. Diao

As shown in the table above: Model 2 shows that self-sacrificial leadership has a sig-
nificant positive effect on leader identification (β = 0.578, P < 0.001). Model 3 shows
that self-sacrificial leadership has a significant positive effect on organizational identi-
fication (β = 0.552, P < 0.001). Model 4 shows that the positive influence of leader
identification on organizational identification is significant (β = 0.438, p < 0.001), and
the positive effect of self-sacrificial leadership on organizational identification is reduced
but still significant (β = 0.300, p < 0.001), indicating that leader identification plays
a partial mediating effect in the positive effect of self-sacrificial leadership on organi-
zational identification. Model 5 shows that self-sacrificial leadership has a significant
positive effect on employee engagement (β= 0.540, P< 0.001). Model 6 shows that the
positive effect of leader identification on employee engagement is significant (β= 0.552,
p < 0.001), and the positive effect coefficient of self-sacrificial leadership on employee
engagement is reduced but still significant (β = 0.221, p< 0.001), indicating that leader
identification plays a partial mediating effect in the positive effect of self-sacrificial
leadership on employee engagement. Model 7 shows that the positive effect of organi-
zational identification on employee engagement is significant (β = 0.404, p < 0.001),
and the positive effect of self-sacrificial leadership on employee engagement is reduced
but still significant (β = 0.317, p < 0.001), indicating that organizational identification
plays a partial mediating effect in the positive effect of leader identification on employee
engagement (β= 0.449, p< 0.001). Model 8 shows that that the positive effect of leader
identification on employee engagement is significant (β = 0.449, p < 0.001), and the
positive effect of organizational identification on employee engagement is significant (β
= 0.235, p < 0.001), and the positive effect of Self-sacrificial leadership on employee
engagement is reduced but still significant (β = 0.151, p= 0.001), indicating that leader
identification and organizational identification play the multiple mediating effect in the
positive effect of self-sacrificial leadership on employee engagement.

Table 3. The bootstrapping test of self-sacrificial leadership and employee engagement

Paths β LLCI ULCI r

Ind1: SL-LI-EE 0.259 0.187 0.344 47.96%

Ind2: SL-OI-EE 0.070 0.024 0.145 12.96%

Ind3: SL-LI-OI-EE 0.060 0.024 0.109 11.11%

Direct effect 0.151 0.075 0.227 27.96%

Total 0.540 0.467 0.612

The bootstrapping test was used to further verify the mediating effect of leader iden-
tification and organizational identification in the influence of self-sacrificial leadership
on employee engagement. As the results shown in Table 3, the 95% confidence intervals
of the influence effects of each path do not include 0, that is, self-sacrificial leadership
can influence employee engagement through the mediating effect of leader identifi-
cation, organizational identification, and the multiple mediating effect of leadership
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identification-organizational identification. And according to the proportion of influ-
ence effects, self-sacrificial leadership are more likely to positively influence employee
engagement through the mediating effect of leader identification, followed by the direct
effect influence on employee engagement, the effect influenced through the mediat-
ing path of organizational identification and the multiple mediating path of leader
identification-organizational identification accounts for a smaller percentage.

4.4 Hypothesis Testing of the Dimensions of Employee Engagement

In order to further explore the different effects of the dimensions of engagement in
this research, cognitive engagement (D1), affective engagement (D2), and behavioral
engagement (D3) were introduced into themodel as dependent variables and constructed
regression analysis models. The analysis results are shown in Table 4 below.

As the results shown in Table 4 above, the direct effects of self-sacrificial leadership
on cognitive engagement, affective engagement, and behavioral engagement are all sig-
nificant. When leader identification and organizational identification are introduced into
the model, both of them can positively influence employee engagement, and direct effect
coefficients of self-sacrificial leadership are all reduced but still significant, indicating
that leader identification and organizational identification can play the partial mediating
effect and multiple mediating effect in the influence of self-sacrificial leadership on the
dimensions of engagement.

The bootstrapping test was used to further verify themediating effects of leader iden-
tification and organizational identification in the influence of self-sacrificial leadership
on cognitive, affective, and behavioral engagement. As the results shown in Table 5,
the 95% confidence intervals of the influence effects of each path do not include 0.
That is, self-sacrificial leadership can influence cognitive engagement, affective engage-
ment, and behavioral engagement through the mediating effect of leader identification,
organizational identification, and the multiple mediating effect of leader identification-
organizational identification. According to the proportion of influence effects, Self-
sacrificial leaders are more likely to positively influence the dependent variable through
the mediating effect of leader identification, followed by the direct effect influence on
employee engagement, the effect influenced through themediating path of organizational
identification and the multiple mediating path of leader identification-organizational
identification accounts for a smaller percentage, and gradually decreases with the change
of cognitive, affective, and behavioral engagement.
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Table 5. The bootstrapping test of self-sacrificial leadership and the dimensions of engagement

Dimensions Paths

Ind1
SL-LI-CE

Ind2
SL-OI-AE

Ind3
SL-LI-OI-BE

Direct effect Total

CE β 0.227 0.090 0.077 0.127 0.521

LLCI 0.137 0.038 0.039 0.035 0.439

ULCI 0.325 0.167 0.129 0.220 0.603

r 43.57% 17.27% 14.78% 24.38%

AE β 0.238 0.074 0.062 0.199 0.573

LLCI 0.153 0.025 0.021 0.097 0.487

ULCI 0.327 0.157 0.125 0.301 0.657

r 41.5% 12.91% 10.82% 34.73%

BE β 0.300 0.044 0.037 0.160 0.541

LLCI 0.210 0.002 0.002 0.066 0.458

ULCI 0.402 0.110 0.083 0.254 0.623

r 55.45% 8.13% 6.84% 29.57%

5 Discussion

5.1 Conclusion

Self-sacrificial leadership can effectively motivate the generation of employee engage-
ment in enterprises. Previous studies have not yet explored the impact of self-sacrificial
leadership on employee engagement. This study proves that the leader who is able
to make self-sacrifices for the benefit of his organization and employees will win the
recognition of employees, as well as inspiring them by example, which positively affects
employees’ engagement and related dimensions such as cognitive engagement, affective
engagement, and behavioral engagement.

Self-sacrificial leadership can positively influence employees’ engagement through
leader identification and organizational identification, and can also promote employ-
ees’ organizational identification through the multiple mediating effects of leader
identification-organizational identification. Based on the social identity theory, this
paper attempts to introduce two extra-role identity variables, leader identification and
organizational identification, into the model of the effect of self-sacrificial leadership
on employee engagement, and the results show that, self-sacrificial leadership mainly
enhances employees’ positive perceptions and leader identification through personal val-
ues and behaviors of making personal sacrifices for the public good, so that employees
can keep their own attitudes and behaviors consistent with their leaders. At the same
time, as an agent of the organization, the leader’s own performance will also make the
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organizational characteristics show similarity, so the employees’ organizational identi-
fication will be stimulated along with the leader identification, and the employees will
be willing to subsume themselves into the organization and show positive behaviors.

The effects of self-sacrificial leadership on cognitive, affective, and behavioral
engagement are consistent with the hypotheses of this research, and the proportion
of mediating effects and multiple mediating effect of the path where organizational
identification is located gradually decreases with changes in cognitive, affective, and
behavioral engagement. The paper argues that employees’ affective engagement and
behavioral engagement need affective or behavioral giving as performance, still have
some differences with the actual psychological will of employees, and employees may
inhibit the actual occurrence of certain pay based on personal or situational factors
such as ability mismatch or protecting personal resources [19]. Leader identification is
an intuitive psychological perception of self-sacrificial leaders, and employees tend to
align themselves directly with their leaders more than with the organization. Therefore,
when leader identification and organizational identification are introduced simultane-
ously, organizational identification is more likely to be inhibited by external factors or
employees’ internal willingness than leader identification, thus the positive effects on
affective and behavioral engagement is reduced.

5.2 Practical Implications

For leaders, they need to sacrifice personal interests for the sake of organizational goals
and employees’ interests to some extent, such as daring to take on more difficult tasks at
work, actively sacrificing their personal time to lead employees to accomplish corporate
goals, giving up the privileges they have as leaders, etc., make employees feel valued
from their leaders and thus willing to behave in a more positive manner; Self-sacrificial
leaders should weaken the traditional commanding and authoritarian leadership style,
and effectively promote the formation of their leader identification by influencing the
psychological state of employees. It should also strive to improve its representation
in the organization, and promote the development and transformation of organizational
identification; Leaders should strengthen communication with employees, and promptly
find out the reasons that cause inconsistency between employees’ psychological state and
actual performance, such as whether employees feel that they have received a personal
loss of benefits, whether they have generated greater pressure in their work, etc., and
promptly communicate with employees to solve the problem, so as to avoid the actual
occurrence of inhibiting employees’ dedicated emotions and behaviors.

For companies, when recruiting or selecting leaders, they can focus on leaders with
the spirit of self-sacrifice, the internal training of enterprises can also focus on the
cultivation of leaders of all ranks with the concept of “ Collective priority”, this type of
leadership can play an important role in promoting the formation of employee dedication;
The organization should create a corporate culture, and synchronize with self-sacrificial
leadership to effectively protect the interests of employees, tomake employees really feel
valued and inspire them to have organizational identification and show higher dedication
to accomplish the mission of the organization; In daily work, incentive system can
be developed to encourage and support employees, so as to better promote the actual
occurrence of employee engagement emotion and behavior.
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Abstract. Data breach is a typical IT failure in the process of digitalization, and
it helps firms recognize their shortages of IT security capabilities, influencing
their IT investment. Drawing from failure learning theory, this study analyzes the
influences of data breach on the firm’s IT investment and examines the moderating
effect of firms’ position in the buyer-supplier relationship. Based on data from
Compustat, PRC, ITRC, and CI Tech databases in 2009–2016, this study uses a
fixed-effect model to analyze the relationships among data breach, buyer-supplier
relationship, and firm’s IT investment. This study finds that a data breach increases
a firm’s IT investments. When a firm plays a role as a dependent supplier in the
supply chain, the positive effect of data breach on IT investment is weakened.
However, when a firm’s position in the buyer-supplier relationship is a principal
customer, the positive effect of data breach on IT investment is strengthened. Our
findings provide practical guidance for firms to better understand and respond to
data breaches and improve their IT security capabilities.

Keywords: Data Breach · IT Investment · Failure Learning · Buyer-Supplier
Relationship

1 Introduction

Digitalization plays an important role in promoting economic development and busi-
ness efficiency. However, data security issues may occur during the process of digital-
ization, causing economic and reputation losses that can even threaten firms’ survival
[1]. According to failure learning theory, managers consider IT security when making
investment decisions after a data breach event. The data breach event sends a signal
to firms that their IT capabilities need improvement to deal with data security threats.
As data security issues may result from a defective IT infrastructure, firms can prevent
data security accidents by increasing IT investment and updating their IT infrastruc-
ture [2]. Additionally, firms will allocate more resources to ensure the security of their
information systems. Although IT investment improves firms’ IT capabilities, new IT
implementation may increase data workload and data security risks. Firms may be more
risk-averse after data breaches and prefer a more conservative IT investment approach,
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such as adopting a tight IT investment budget [3]. Therefore, data security issues affect
firms’ IT investment decisions. However, the relationship between data breach and IT
investment has not received much attention in the current literature. To address this gap,
this study explores whether firms’ concerns about data security issues will promote or
inhibit their IT investment decisions after a data breach event.

We argue that a firm’s IT investment behavior after data breaches may be affected by
its position in the supply chain. In a buyer-supplier relationship, firms can be dependent
suppliers or principal customers [4]. Dependent suppliers refer to firms that rely heavily
on their dominant customers in sales, while principal customers refer to customers in
a dominant position in a buyer-supplier relationship [4]. According to failure learning
theory, a firm’s failure-solving motivation is affected by its resources and sensitivity
to failure after experiencing a failure. Therefore, we propose that firms’ attitudes and
behaviors after a data breach event are determined by their financial constraints and
sensitivity to data breaches, which are influenced by their positions in the supply chain.
Compared with principal customers, dependent suppliers are upstream in a supply chain
relationship and are less affected by financial constraints and pressures from stakehold-
ers. Firms playing the role of dependent suppliers in a buyer-supplier relationship will
increase their IT investments to ensure data security after data breaches.

The study empirically analyzes the relationship between data breaches and IT invest-
ment and examines the moderating effects of the buyer-supplier relationship based on
failure learning theory. We collect data breach events from the Privacy Rights Clearing-
house (PRC) and the Identity Theft Resource Center (ITRC), IT investment data from
the Computer Intelligence (CI tech) database, and buyer-supplier relationship data from
Compustat, and use a fixed-effect model. Our findings show that firms increase their IT
investments after data breaches.Moreover, when firms play the role of dependent suppli-
ers in the supply chain, the positive effect of data breach on IT investment is weakened.
However, firms as principal customers are more likely to increase their IT investment
after data breaches.

This study has two main contributions. First, it enriches research on data security.
Scholars have analyzed the influences of data security on CIO turnover, social respon-
sibility, customer loyalty, and outsourcing of security services [5, 6]. Firms’ concerns
about data security issues make IT investment decisions either conservative or proactive.
This study is the first to analyze the influences of data breach on firms’ IT investment
behaviors. Second, it enriches the theoretical boundaries of failure learning by analyzing
the moderating role of supply chain factors. Previous research has focused on the impact
of the buyer-supplier relationship on firm decision-making [7]. We draw upon failure
learning theory to examine the moderating role of a firm’s position in the supply chain
network (i.e., dependent suppliers or principal customers) on the relationship between
data breach and firms’ IT investment behaviors.

In the next section, we review the literature and develop hypotheses. Section 3
describes the methodology. Section 4 presents the results. The final section of this study
discusses the results, implications and limitations.
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2 Theory and Hypotheses Development

2.1 Failure Learning and Data Breach

Firms face various failures in their daily operations, such as technical mistakes and
product development failures. These failures cause economic losses and have a neg-
ative impact on the firm’s reputation. However, learning from failures is an essential
way for firms to optimize their production process, improve product quality and produc-
tion efficiency. Therefore, failure learning has become a key research issue in the field
of organizational learning. Scholars have focused on failure learning in areas such as
product recall, project failure, bankruptcy, medical malpractice, and accidents [8].

A firm’s failure learning is defined as the process by which firms identify errors
or failure events, analyze the failures to find out their main causes, and search for and
implement solutions to prevent similar errors or failures in the future [9]. The learning
mechanisms can be clustered into three categories: opportunity to learn, motivation to
learn, and ability to learn [9]. Opportunity to learn refers to the scope of information and
the time that allows firms to learn from failure events. Motivation to learn refers to the
resource levels (e.g., attention and operational investments) that firms devote to failure
learning activities. Ability to learn refers to the capacity to identify failures, understand
their causes, and implement solutions to prevent future failures [10].

Data breaches are typical failure events that help firms recognize the shortcomings of
their data security capabilities and management. After experiencing a data breach event,
firms analyze the causes of the breach and implement corresponding solutions to prevent
future data breaches. IT failures are a result of the failures of the complex interactions of
technical and structural elements in the systems. In fact, it is challenging to identify the
causes of these failures and propose corresponding solutions. However, as emphasized
by Pearson and Mitroff [11], firms should “systematically and continuously search for
potential breaks before they are too big to fix”. We argue that IT investment is the firm’s
solution to prevent future data breaches after systematically evaluating its data security
capabilities.

2.2 The Impact of Data Breach on IT Investment

Digitization has become one of the important sources of firms’ competitive advantages.
Data security issues occur in the process of digitization and have become one of the most
serious threats to firms. Data breach is a typical data security issue and is defined as the
destruction of data integrity, availability, and confidentiality when accessing confidential
or sensitive information without authorization. Data breaches help firms proactively pre-
vent the losses of digital assets in the future. Drawing on the failure learning theory, firms
will conduct a comprehensive analysis of their own IT assets, threats, and vulnerabilities
after suffering from data breach events [2]. When firms find that the causes for IT failure
are the defective or backward IT framework, firms will make decisions to improve the
present situation, e.g., updating the security management process and IT architecture.
According to the failure learning theory, data breach reflects the potential weaknesses of
a firm’s IT. In this case, firms may invest more resources to fix the IT loopholes, enhance
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the stability of information systems, and prevent data breach problems that may occur
in the future.

First, data breach increases firms’ IT security awareness. If firms are not fully aware
of IT security threats and do not take corresponding countermeasures, IT security threats
cannot be effectively avoided. With the improved IT security awareness, firms can iden-
tify themost valuable digital assets that need to be protected or are threatened by security
risks. Firms will upgrade their data security implementations. Firms with higher IT secu-
rity awareness will also allocate more resources to protect the IT security environment,
e.g., increasing IT investment in IT security, prioritizing IT security when designing IT
systems, identifying and analyzing security issues more effectively, and implementing
more appropriate IT security solutions.

Second, firms will strategically allocate more resources to ensure the stability of
their IT systems. The improvement of data security capabilities and reliability of system
configurationmust rely on the understanding of the information system environment and
the assessment of the availability of IT investments. Managers need to systematically
check the IT status, regularly update software and hardware, and better design the system.
Many prior studies have found that firms will increase their IT investments. Hence, we
hypothesize the following:

H1. Data breaches will increase a firm’s IT investments.

2.3 The Moderating Role of Firm’s Position in the Buyer-Supplier Relationship

A firm’s position in the supply chain network (i.e., principal customer or dependent
supplier) may moderate the relationship between data breaches and IT investments. A
firm is considered a dependent supplier if its sales are mainly purchased by several
dominant customers. A firm is viewed as a principal customer if its purchases occupy
a large proportion of a supplier. According to failure learning theory, a firm’s behavior
after IT failures is affected by the firm’s sensitivity to data breaches (opportunity to
learn) and the resources needed to solve the failures (ability to learn) [9]. When a firm
plays the role of principal customer in the buyer-supplier relationship, it is in a dominant
position and has stronger bargaining power comparedwith its buyer [4].Whenfirms have
more bargaining power, they can gain more economic benefits from the buyer-supplier
relationship [3]. Moreover, a firm as a principal customer will require its dependent
suppliers to increase relationship investments, e.g., accounts receivable and inventory
holdings [7]. The higher the level of dependence the firm has on its customers, the more
resources the firm has to invest in the supply chain relationship. In this case, the firm has
a high level of financial constraints. When firms have financial constraints, they may not
have enough available resources to fix existing data deficiencies after experiencing a data
breach event. A data breach helps firms increase awareness of IT security management
and find out the defects of current software and hardware equipment. Firms will increase
investments in IT security and fix the defective IT facilities. However, firms may feel
pressure because they suffer from high levels of financial constraints. That is, firms may
recognize the causes of IT failure but have limited resources for implementing preventing
future IT failures. According to the failure learning theory, a firm’s motivation to learn
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from data breaches is reduced if they do not have enough resources and investments for
data security improvement [12].

Second, compared with principal customers, dependent suppliers are usually far
away from end consumers in the buyer-supplier relationship. Therefore, the dependent
suppliers’ reputation losses caused by data breaches are much lower than those caused
by principal customers. Firms as dependent suppliers are less sensitive to data breach
events. Managers in these firms may think that the cost of data security improvement is
much higher than that caused by a data breach event; hence, managers are less willing to
increase IT investments for improving their data security capabilities after a data breach
event. Therefore, we propose the following research hypothesis:

H2a: When a firm is a dependent supplier in the buyer-supplier relationship, the positive
impact of data breaches on the firm’s IT investment is weakened.

Firms as principal customers are more likely to increase their IT investments after a
data breach event. First, firms playing a role as principal customers in a buyer-supplier
relationship have fewer financial constraints [13]. These firms can ask their suppliers
to take on the operational costs through using market power and thus have enough
investments for their data security management [13].

Second, firms playing a role as principal customers directly face end consumers, who
are highly concerned about IT security and privacy. Therefore, data breaches cause seri-
ous economic and reputation losses to these firms [6]. From a stakeholder perspective,
IT investments reflect the firm’s attitude and concern to IT security problems, enhance
stakeholders’ confidence in the firm, and improve the reputation of IT security [5].
Specifically, a data breach event results in low levels of customer trust, which further
affects customers’ purchasing behavior [14]. The circumstance is more serious for firms
who are closer to end customers. Therefore, considering the serious damages of repu-
tation, firms will increase IT investments to regain customers’ trust after a data breach
event. Building upon these arguments, we put forward the below research hypothesis:

H2b: When a firm is a principal customer in the buyer-supplier relationship, the positive
effect of data breaches on firm’s IT investment is strengthened.

3 Research Method

3.1 Data

Toempirically analyze the relationship between data breaches and IT investment,we ana-
lyzed a panel dataset from 2009 to 2016with yearly firm-level observations. Specifically,
we collected firms’ financial information from the Compustat database and data breach
information from the PRC and ITRC databases. We obtained information on firms’ IT
investments from the CI-Tech database and supplemented missing data by searching
firms’ websites and other sources. In total, we obtained 13,068 firm-year observations,
including 938data breaches and 512different firms,with 179firms experiencingmultiple
data breaches.
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3.2 Measures

We use the logarithm of IT investment as a proxy variable for a firm’s IT investment.
The IT investments include annual IT spending, safety technology investment expendi-
ture, and non-safety technology investment expenditure. The independent variable data
breach is a dummy variable. We denote the variable as 1 if the firm has a data breach
event; otherwise, it is 0. A firm is denoted as a dependent supplier in the buyer-supplier
relationship if the firm reports any customer who purchases more than 10% of total sales.
The customer is denoted as a principal customer. When a firm is viewed as a dependent
supplier, we code the variable dependent suppliers as 1; otherwise, it is coded as 0.When
a firm is viewed as a principal customer, we code the variable principal customer as 1;
otherwise, it is coded as 0. When a firm plays the role of both principal customers and
dependent suppliers in the supply chain network [4, 13], we code variables principal
customer and dependent supplier as 1.

We control for several factors that might influence the firm’s investment decisions.
First, firm size may affect firms’ investment decisions. Specifically, compared with
SMEs, large firms invest more intensively [15]. Therefore, we control for firm size
by constructing the natural logarithm of the annual total asset value (millions of dollars).
Second, firm profitability determines whether the firms have enough resources for digi-
talization investment. Therefore, we control for return on assets (ROA), which is equal
to net income divided by total assets. We also control for earnings per share, which is
measured by the ratio of profit to total equity. A firm’s debt ratio and capital expenditure
determine the available funds for IT investment. We use the asset liability ratio to mea-
sure the firm’s debt ratio. Capital expenditure is measured by the sum of cash paid for
the acquisition of fixed assets, intangible assets, and other long-term assets. In addition,
firms with strong R&D capabilities are willing to engage in digitalization and fix data
security failures [16]. Therefore, we control for R&D investments with the logarithm of
the firm’s R&D expenses (millions of dollars). Firms with lean operations usually have
fewer available resources for IT investments. Therefore, we use unabsorbed slack and
absorbed slack as controls. Environmental factors also influence firm’s decision [17].
In line with Keats and Hitt [18], we use environmental affluence and environmental
dynamics as controls. We add the firm and year fixed effect in all models.

3.3 Model Specification

To estimate the impact of data breaches on firms’ IT investments, we use the following
model:

IT investmentit = β1 Post Breachit + β2Principal customerit
+ β3 Dependent supplierit + Xit + FirmFE + Year FE + εit (1)

To further examine the moderating effects of a firm’s position in the buyer-supplier
relationship on the relationship between data breaches and IT investment, we use the
following model:
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IT investmentit = β1 Post Breachit + β2 Principal customerit + β3 Dependent supplierit
+ β4 Principal customerit × Post Breachit + β5 Dependent supplierit × Post Breachit
+ Xit + FirmFE + Year FE + εit (2)

where IT investmentit refers to the IT investment of firm i in year t; Post Breachit takes
the value 1 if firm i has a data breach in year t and 0 otherwise. Principal customerit
= 1 takes the value 1 if firm i plays a role of principal customer in the buyer-supplier
relationship in year t, 0 otherwise. Dependent supplierit takes the value 1 if firm i t
is viewed as a dependent supplier in year and 0 otherwise. Xit represents the control
variable. Firm FE and Year FE represent the firm-level fixed effect and time fixed effect,
respectively. εit is the error term.

4 Empirical Results

4.1 Main Results

Table 1 reports the estimated effect of a data breach on IT investment using Eqs. (1)
and (2). In Model 1, the coefficient of the data breach is significant and positive (β =

Table 1. Impact of data breach on IT investment

Dependent variable: IT Investment

Model 1 Model 2 Model 3 Model 4

Data breach 0.321*** 0.219*** 0.365*** 0.263***

[0.069] [0.081] [0.079] [0.092]

Data breach × Principal customer 0.222** 0.216**

[0.102] [0.103]

Data breach × Dependent supplier −0.214* −0.202*

[0.121] [0.121]

Principal customer −0.053 −0.075* −0.054 -0.075*

[0.039] [0.040] [0.039] [0.040]

Dependent supplier 0.056 0.056 0.066* 0.065*

[0.040] [0.040] [0.040] [0.040]

Controls Included Included Included Included

Firm fixed Included Included Included Included

Year fixed Included Included Included Included

Observations 11039 11039 11039 11039

Adj R2 0.460 0.460 0.460 0.460

Note: ***, **, * indicate that the parameter estimates are significant at the statistical level of 1%,
5%, and 10%, respectively; the values in brackets are the standard errors of cluster adjustment at
the firm level
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0.321 p < 0.01), indicating that firms increase their IT investment after a data breach.
Therefore, Hypothesis 1 is supported. Model 2 shows that the interaction coefficient of
the data breach and principal customer is significant and positive (β = 0.222, p < 0.05).
The result suggests that firms playing a role as principal customers in the buyer-supplier
relationship are more likely to increase IT investment after a data breach event, which
supports Hypothesis 2b. In Model 3, we also find a significant and negative interaction
coefficient of the data breach and dependent supplier (β=−0.214, p< 0.10), indicating
that firms playing a role as dependent suppliers in the buyer-supplier relationship are
less likely to increase IT investment after a data breach event. Therefore, Hypothesis 2a
is supported. Model 4 is the full model.

4.2 Robustness Checks

To demonstrate the robustness of these results, we have used an alternative measure of
data breaches. Data breaches can be classified into two types: internal data breaches
and external data breaches. Internal data breaches are caused by internal factors such
as employee errors or internal information system failures, while external data breaches
are caused by external factors such as hacker attacks or physical theft. The results of the
impact of internal and external data breaches on IT investment are presented in Table 2.
As shown in Model 1, the coefficient of internal data breach is 0.395 (p < 0.001). In
Model 2, the coefficient of external data breach is 0.291 (p < 0.001). Model 3 is the
full model. The results indicate that both internal and external data breaches increase a

Table 2. Alternative measurement of data breach

Model 1 Model 2 Model 3

Internal data breach 0.395*** 0.372***

[0.095] [0.096]

External data breach 0.291*** 0.269***

[0.073] [0.073]

Principal customer -0.055 −0.053 −0.052

[0.039] [0.039] [0.039]

Dependent supplier 0.057 0.056 0.055

[0.040] [0.040] [0.040]

Controls Included Included Included

Firm fixed Included Included Included

Year fixed Included Included Included

Observations 11,039 11,039 11,039

Adj R2 0.459 0.459 0.460

Note: ***, **, * indicate that the parameter estimates are significant at the statistical level of 1%,
5%, and 10%, respectively; the values in brackets are the standard errors adjusted by firm-level
clustering
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firm’s IT investment. Additionally, we find that there is no significant difference in the
impact of internal data breach and external data breach on IT investment (F (1,1911)
= 0.67, p > 0.10). Moreover, analyzing the impact of external data breaches on IT
investment helps alleviate the endogeneity problem caused by reverse causality and
further confirms the robustness of our findings, as external data breaches are exogenous
to the firm’s investment behavior.

4.3 Additional Analysis

We estimated the impact of data breaches on the efficiency of IT investment allocation,
i.e., over-investment and under-investment. We defined over-investment as a firm’s IT
investment exceeding the industry average, while under-investment as a firm’s IT invest-
ment being lower than or equal to the industry average. We measured over-investment
by the difference between a firm’s IT investment and the industry average, setting it as
1 if the value was negative. We measured under-investment by the difference between a
firm’s IT investment and the industry average, setting it as 1 if the value was positive. IT

Table 3. Over-investment and under-investment

Over IT investment Under IT investment

Model 1 Model 2 Model 3 Model 4

Data breach 0.351*** 0.229*** −0.189*** −0.120**

[0.053] [0.064] [0.036] [0.057]

Data breach × Dependent supplier −0.092 0.002

[0.094] [0.061]

Data breach × Principal customer 0.288*** −0.141***

[0.082] [0.051]

Dependent supplier −0.011 −0.036 0.013 0.026

[0.026] [0.027] [0.025] [0.026]

Principal customer 0.030 0.035 −0.041 −0.041

[0.023] [0.023] [0.029] [0.029]

Controls Included Included Included Included

Firm fixed Included Included Included Included

Year fixed Included Included Included Included

Cons −0.059 −0.057 0.205*** 0.203***

[0.066] [0.066] [0.077] [0.077]

Observations 12,890 12,890 12,890 12,890

Adj R2 0.154 0.155 0.146 0.146

Note: ***, **, * indicate that the parameter estimates are significant at the statistical level of 1%,
5%, and 10%, respectively; the values in brackets are the standard errors adjusted by firm-level
clustering
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investment was estimated by dividing the firm’s total IT budget by its total assets. The
industry average IT investmentwasmeasured by the average value of IT investment in the
double-digit SIC industry. The results of the impact of data breaches on over-investment
and under-investment are presented in Table 3. Model 1 shows that the coefficient of
data breach is significant and positive for over-investment (β = 0.351, p < 0.01). Model
3 indicates that data breach has a significant negative impact on under-investment (β =
−0.189, p < 0.01). In Model 2 and Model 4, the interaction coefficients of data breach
and dependent supplier are not significant (β = −0.092, p > 0.10 and β = 0.002, p >

0.10, respectively). However, in Model 2, the interaction coefficient of data breach and
principal customer for over-investment is significant and positive (β = 0.288, p < 0.01),
while in Model 4, the interaction coefficient of data breach and principal customer for
under-investment is significant and positive (β=−0.141, p< 0.01). Overall, our results
suggest that data breaches have a dual effect on IT investment allocation efficiency. On
one hand, data breaches lead firms to increase their IT investments, resulting in higher
IT investment than other firms in the same industry (over-investment). On the other
hand, data breaches have a negative impact on under-investment. Furthermore, when a
firm plays the role of a principal customer, the double-edged effect of data breaches is
strengthened.

5 Discussion and Conclusion

In this study, we empirically analyze the influence of data breaches on IT investment
and the moderating effect of a firm’s position in the supply chain based on data from
Compustat, PRC, ITRC, and CI Tech databases from 2009–2016. We find that firms
increase their IT investments after a data breach event, consistent with prior studies [10].
Data breaches helpfirms recognize their defective information systems and inadequate IT
capabilities, leading them to update their information system infrastructure and improve
IT. Our findings also indicate that IT failures such as data breaches do not hinder a firm’s
digitalization process, as they continue to invest in IT to address deficiencies in their IT
architecture and security technology capabilities.

Furthermore, we find that a firm’s position in the supply chain affects its IT invest-
ment after a data breach. In a buyer-supplier relationship, a principal customer purchases
a large amount of products and services from a dependent supplier, who must invest
resources to maintain the relationship. This leads to an unequal relationship between
buyers and suppliers, with dependent suppliers having limited resources for IT invest-
ments and being less sensitive to IT security. Therefore, the positive influence of data
breach on IT investment is weakened for firms playing the role of dependent suppliers.
Conversely, when a firm is a principal customer, the positive influence of data breach on
IT investment is strengthened.

Our findings contribute significantly to the literature on failure learning and supply
chain management. We explore the impact of data breaches on IT investment based
on failure learning theory, with data breaches being a typical IT failure in the firm’s
digitalization process. Despite the economic losses caused by data breaches, firms can
learn from themand identify their IT capabilities’ shortcomings [9].Our findings confirm
that failure learning can improve firms’ operations.



118 M. Zhou et al.

Second, this study adds boundary conditions for failure learning. Previous studies
have mainly focused on the moderating role of knowledge, experience, resources, and
capabilities on failure learning [8–10]. Few scholars have paid attention to the role of a
firm’s position in the supply chain on failure learning.We propose that firms as dependent
suppliers are in the upstream of the supply chain and suffer from financial constraints;
therefore, their motivation to increase IT investment is reduced after a data breach event.
The empirical results of this study prove that a firm’s failure learning process is affected
by the buyer-supplier relationship.

Our study has significant practical implications for firms learning from their failures.
First, the process of digitalizationmay cause IT failures, e.g., data breaches.However, the
occurrence of data breaches does not reduce a manager’s IT investments. Instead, man-
agers can learn from these IT failures and recognize the shortage of their IT capabilities.
Therefore, managers should view the data breach event as an opportunity for improv-
ing their IT capabilities. Specifically, to prevent the occurrence of similar IT failures in
the future, managers should create a learning culture and build a learning organization.
Moreover, managers should increase internal integration to improve the understanding
of the causes of the IT failure and actively seek solutions. Second, managers should
consider their positions in the supply chain when increasing IT investment after a data
breach event. When firms are principal customers in the buyer-supplier relationships,
they will increase more IT investments for improving their IT capabilities. However,
when firms play a role of dependent suppliers in the supply chain, they may not have
enough resources for IT investments, and the failure learning effect is reduced. These
firms can collaborate with their supply chain partners to improve their IT capabilities
and security management.

A key limitation of our study is that we collected data from Chinese firms. Differ-
ent national cultures may influence the firm’s attitudes towards data breaches. Future
research can use worldwide data to reexamine the arguments in this study. Second, we
focus on the influences of data breaches on a firm’s IT investment. IT investment is one
of a firm’s responses to IT failures. Future research can focus on other firm behaviors
after a data breach event, e.g., human resource management, IT strategy.
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Abstract. Based on the backgroundof corporate social responsibility (CSR) com-
munication, this study aims to explore the role of different types of CSR inter-
est appeal information (self-benefit vs. others-benefit) in CSR communication
of different consumers on social media, and mainly discuss consumers’ willing-
ness to participate in CSR co-creation. A total of 288 valid questionnaires were
obtained through an online experiment. The moderating effect of consumer val-
ues was verified by “floodlight” analysis and the moderated mediating effect of
consumer trust was verified by the Process program. Self-enhancement values
have a congruent effect with CSR communication benefit appeals. Specifically,
benefit appeals characterized by self-benefit generate higher consumer trust and
willingness to co-create value among individuals with high self-enhancement val-
ues (vs. low self-enhancement values). CSR credibility and brand trust have a
continuous mediating effect in the interaction between self-enhancement values
and benefits appeals, while the interaction between self-transcendence values and
benefits appeals is not significant. Understanding how consumer values influence
consumer responses to CSR social media posts with different interest claims can
provide marketers with useful guidance on how to creatively segment customers
and curate appropriately targeted messages to effectively connect with consumers
on CSR campaigns.

Keywords: CSR Communication · Benefit Appeal · Consumers’ Trust · CSR
Value Co-creation · Personal Values

1 Introduction

Corporate social responsibility refers to the economic, legal, ethical, and philanthropic
responsibilities that companies take on social issues while creating profits, and can
be seen as an investment in capital, the environment, and stakeholder relations. CSR
communication means that companies anticipate stakeholder expectations, articulate
CSR policies, social and environmental issues, and truthful and transparent information
about their interactions with stakeholders [1]. Only a complete understanding of CSR
behavior can eliminate information asymmetry and enable stakeholders to make correct
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value judgments about CSR activities, thereby improving their relationship with the
company and promoting consumer participation in CSR value creation.

Co-creation social responsibility is the identification and satisfaction of consumers’
demands by companies that invite them to participate jointly in social responsibility
activities [2]. As a new model of responsibility, co-creative social responsibility com-
pletely overturns the traditionalCSRcommunicationmethod,which breaks the top-down
corporate-centered model and turns it into an interactive consumer-centered model [3].
The report of The 20th Communist Party Congress mentions “building a community of
social governance in which everyone is responsible, everyone does his or her part, and
everyone enjoys it”. Public participation is crucial to the successful implementation of
CSR activities and the creation of social value, and how to get consumers to actively
participate has become a common concern for both academia and enterprises.

However, gaining public participation is challenging due to the lack of public atten-
tion and lowawareness ofCSRactivities.While there is a large socialmarketing literature
documenting the role that informational appeals play in persuading audiences, there is
no clear evidence of the effectiveness of different types of appeals [4]. Companies still
face the challenge of how to increase consumerwillingness to engage, and understanding
why consumers engage in specific pro-social behaviors is critical for social marketing
scholars and companies, and further research is still needed on the relationship between
message appeals and consumer engagement delivered through social media platforms.
Therefore, this paper focuses on CSR communication and CSR co-creation to explore
the boundary conditions and internal mechanisms of the influence of interest claims in
information appeals on consumer participation in CSR co-creation. Our research ques-
tions are as follows: (1) whether different benefit appeals have different effects on the
different consumers? (2) whether consumer trust has an indirect effect on co-creation
willingness?

2 Theoretical Basis and Research Hypotheses

2.1 CSR Benefit Appeal and Consumer Value Co-creation Willingness

Well-communicated CSR activities not only increase their trust but also trigger their
affection for the brand and their willingness to buy. Although the value of CSR com-
munication is to spread the message, companies must recognize CSR as an important
strategy and key culture. For CSR programs to be effective, different types of appeals
designed to elicit more favorable consumer responses can be used strategically in mar-
keting messages [5]. Research on the empathy-altruism hypothesis suggests that other-
benefit claims will promote consumer pro-social behavior more than self-benefit claims
[6]. However, some researchers have expressed doubts about the validity of “other-help”
appeals and emphasized that people are more likely to be persuaded by “self-help”
appeals. The validity of self-interest appeals can be explained by social exchange the-
ory, which suggests that pro-social behavior is driven by various forms of self-interest
and is directed at the pursuit of personal interests [7]. At present, there is no academic
conclusion on whether there is a difference in the impact of CSR benefit claims on con-
sumers, and its post-effectiveness studies have largely focused on a single dimension of
consumers’ purchase intentions.
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With the service-led logic gradually replacing the traditional commodity-led logic,
the co-creation of value with consumers is becoming an essential marketing practice
for companies [8]. CSR co-creation means that companies encourage consumers to
participate in the design and implementation of CSR activities and to interact, share and
cooperate with them on CSR activities [9].

Compared with traditional unilateral CSR activities conducted by enterprises, co-
creative CSR activities can achieve a “triple-win” result: for society, it can improve
the governance system and enhance people’s well-being; for enterprises, it can enhance
brand reputation and increase consumers’ willingness to purchase and recommend; for
consumers, they can get the entertainment experience or spiritual satisfaction of helping
others. The willingness to CSR co-create value will develop when customers receive
benefits and psychological satisfaction that exceed the cost of time, physical effort, and
energy [10]. Value co-creation includes three dimensions: interaction, relationship, and
knowledge sharing. Therefore, this paper defines consumers’ willingness for CSR co-
creation as the extent to which consumers are willing to interact, share and cooperate
with the company in CSR co-creation activities conducted by the company.

In the process of CSR value creation, the two different claims reflect two different
direct values of CSR, and consumers, after fully considering the external values and
their own needs, will be more willing to participate in CSR co-creation by assessing
the different claims shown in the CSR communication messages of the company and
believing that participating in CSR co-creation activities with different claims can satisfy
their basic physical or psychological needs [8].

2.2 The Effect of Consistency Between Social Values and Benefit Appeals

Consumers’ value perceptions and attitudes toward CSR value co-creation activities are
influenced by social values. Individuals with different values differ in their motivation
to pay attention, and different social values trigger their differentiated [9]. According to
Schwartz’s [11] social value theory, consumers have self-transcendent social values such
as universality, benevolence, tradition, and security, and self-enhancement social values
such as power, achievement, enjoyment, and excitement. The twodifferent types of social
values reflect consumers’ different levels of concern for self, others, and society, which
directly influence their perceptions of CSR behaviors and, in turn, their perceptions and
attitudes toward CSR activities [12]. Self-improvement values emphasize the pursuit of
personal success and happiness and match the concept of self-interested CSR activities.
In contrast, self-transcendence values emphasize promoting the well-being of others and
transcending self-interest, matching the concept of altruistic-appealing CSR activities,
and consumers will be more likely to respond positively when their personal values
are aligned with the CSR concept [12], with both extrinsic information and intrinsic
motivation driving individuals to participate in value co-creation. For companies, it is
necessary to clarify what behavioral strategies to adopt to show that they share common
values and goals with consumers, and thus stimulate consumers’ willingness to co-create
values.
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Researchers have argued that individuals have two inconsistent values at the same
time, and self-transcendence values and self-enhancement values were analyzed as two
independent dimensions in the study of employee co-border behavior and task perfor-
mance [13]. Therefore, this study uses two opposing values as two independent moder-
ating variables, assuming that consumers with strong self-transcendence values are more
likely to respond to CSRmessages that focus on the interests of others, while consumers
with strong self-improvement values are more likely to respond to CSR messages that
focus on their interests. Therefore, this research proposes the following:

H1: Self-benefit appeals generate a higher willingness to co-create values among
individuals with high self-enhancement values (vs. low self-enhancement values).
H2: Other-benefit appeals generate a higher willingness to co-create values among
individuals with high self-transcendent values (vs. low self-transcendent values).

2.3 The Mediating Role of CSR Credibility and Brand Trust

Trust is a major determinant of relational commitment and trust builds long-term rela-
tionships between firms and consumers [14], so consumer trust is defined not only as
the consumer’s belief that the product or service offered by a company is trustworthy,
but is also considered to be the consumer’s belief that its long-term interests will be met
[15]. From the perspective of products and services as well as long-term benefits, the
consumer trust involved in the field of CSR research can be viewed as two dimensions,
namely CSR credibility and brand trust.

When consumers perceive that companies have sincere and positive intentions to
improve the welfare of members of society, they will reciprocate in the form of trust [16].
The level of consumer-perceivedCSR is by influences consumerCSR trust, which in turn
influences consumer responses, while trust will eventually also lead to cooperation [14].
In previous studies, consumer trust often plays a mediating role in the process of CSR’s
influence on consumer behavior. Although exposure to various CSR appeals can enhance
message credibility [5], there is a lack of research on the extent to which self/altruistic
benefit appeals used in CSR communication trigger perceived CSR credibility, which
further influences consumers’ trust in the brand and thus their willingness to co-create
value, the role of this mechanism is still lacking. Therefore, this paper selects consumer
trust as the mediator of benefits claim and value co-creation in CSR communication and
subdivides consumer trust into CSR credibility and brand trust. Therefore, this research
proposes the following:

H3: CSR credibility mediates the interaction between interest claims and social values
and consumer willingness to co-create
H4: Brand trust mediates the interaction between interest claims and social values and
consumers’ willingness to co-create
H5: CSR credibility and brand trust play a continuous mediating role in the interaction
of interest appeals and social values in influencing consumers’ willingness to co-create

Thus, we can derive a conceptual framework as shown in Fig. 1:
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Fig. 1. Conceptual framework

3 Methodology

3.1 Design and Data Collection

In this study, a one-factor (CSR benefit claim: self-interest vs. altruism) between-group
experiment was used to select a CSR co-creation campaign for recycling empty bottles
being conducted by a real-life skincare company. Based on the CSR advertisement
released by the company, two materials were prepared regarding the studies of Wei and
Jung [17], and thematerials included text and pictures. The Self-benefit claim focuses on
the shopping cost savings to consumers from participating in recycling empty bottles,
while the Other-benefit claim focuses on the environmental benefits of participating
in recycling empty bottles. All stimuli, including message presentation format, layout,
font, color, and image typography, were the same in both questionnaires, except for the
message and headline.

In this study, the online research platformwas used to collect questionnaires, and 351
questionnaires were collected. After excluding invalid questionnaires (including short
response time, incomplete completion, and consecutive selection of the same option),
a total of 288 valid questionnaires were collected, with an effective rate of 82.08%,
including 122 males (42.4%), and the age group was concentrated in 21–34 years old
(70.1%), the highest education of the subjectswasmainly undergraduate (63.9%), and the
percentage of the subjects who sometimes and often paid attention to CSR information
was 66.7%.

3.2 Procedure and Measure

The procedure for this experiment was that each subject received a questionnaire at
random, which first contained an explanation of the terminology associated with the
experiment. The subjects were randomly divided into two groups and then read the
materials separately. The questionnaire consisted of three parts: the first part was a
measure of consumers’ personal values, the secondpart contained experimentalmaterials
and questions on each variable, and the third part consisted of questions on subjects’
personal information and their level of concern about CSR information released by
companies.
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In this study, two items from [18]. White were used to assess the types of benefit
claims in consumers’ perceived materials. The previous item measured the extent of
altruistic appeals in consumer perception ofCSR communication: “Towhat degree is this
appeal associated with looking out for the interests of others”. The latter item measures
the extent to which consumers perceive self-interested claims in CSR communications:
“To what degree is this appeal associated with looking out for one’s own interests?”.
The latter item was reverse-coded for this study and then averaged to form a score of
interest as a manipulation check.

Consumer personal values were measured concerning [19]. Schwartz Schwartz’s
study, using five self-transcending values scales and five self-enhancing values scales,
respectively, and further specifying the meaning of each value by providing additional
explanatory phrases in parentheses, while randomly arranging the ten question items to
avoid subjects’ perception of the true purpose of the experiment. Following Schwartz’s
suggestion, respondents were first asked to ask themselves, “What values are important
guiding principles for me in my life?” Then the values scale was filled out.

The self-transcendent values scale includes social justice (eliminating injustice
and helping the weak), broad-mindedness (tolerating different ideas and beliefs), loy-
alty (being loyal to friends and the community), honesty (being truthful and sincere),
helpfulness (working for the well-being of others) (Cronbach’s α = 0.727). The self-
improvement values scale includes success (achieving set goals), ambition (the pursuit
of power, fame, etc.), power (having more or less control compared to others), maintain-
ing a public image (maintaining one’s image in front of outsiders), and having influence
(having influence over others and things) (Cronbach’s α = 0.712).

Three items were used to measure consumer CSR trustworthiness [14], includ-
ing “The CSR co-creation activities conducted by this company are very dependable”,
“The CSR co-creation activities conducted by this company are high integrity”, “ This
company’s CSR co-creation activities are very competent” (Cronbach’s α = 0.742).

Four items were used to measure consumer brand trust [20], including: “ I have trust
in this brand”, ‘I feel confidence in the brand”, “ This brand gives me a trustworthy
impression”, “it’s a brand name that meets my expectations” (Cronbach’s α = 0.818).

Six items to measure consumer value co-creation intentions [10], including: “I am
willing to use or purchase the products involved in this CSR activity”, “I intend to
purchase the products involved in the CSR campaign at some point in the future”, “I
would like to participate in the CSR activities conducted by the company”, “I would like
to make suggestions to this CSR activity that will help improve the service”, “I would
recommend the CSR campaign and brand products to my friends and family”, “I would
like to share the CSR campaign and brand products on social media” (Cronbach’s α =
0.870). All questions were on a 7-point Likert scale.

3.3 Pre-test

After the questionnaire items were designed, this study first asked experts in the field of
CSR to assist in making corrections to the question items to confirm the correct design
of the scale for this study and to optimize the details of the experimental materials based
on the suggestions. A small-scale pre-experiment was then conducted with the aim of
conducting a preliminary test of the interest claim scenario manipulation by analyzing
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data from the responses of 30 undergraduate economics subjects from a university in
Chongqing after reading the material, and the perceived interest scores of the others-
benefit appeal groupwere significantly higher than those of the self-benefit appeal group.
(MOther-benefit = 4.483, SDOther-benefit = 0.812, MSelf-benefit = 3.598, SDOther-benefit =
1.113, t = 3.478, P = 0.001 < 0.01), that states that the manipulation regarding benefit
claims meets expectations and can be used in formal experiments.

4 Results

Manipulation tests: The results of the manipulation test using the independent samples
t-test showed that the perceived benefit claims of the others-benefit appeal group were
significantly higher than those of the self-benefit appeal group (M Other-benefit = 4.9854,
SD Other-benefit = 1.0199, M Self-benefit = 3.5861, SD Other-benefit = 1.0950, t = 11.188, P
= 0.000 < 0.01).

Hypothesis testing: Multiple regression analysis was used to test H1 and H2, stan-
dardizing the two values variables separately. Consumer value co-creation intentions
were regressed on claim type (self-benefit appeal = 1, other-benefit appeal = 2), self-
enhancement values, and two-way interaction. The regression results showed that the
interaction term between interest claim type and self-improvement valueswas significant
(b = −0.328, t = −3925, p = 0.000< 0.01). The regression of consumers’ willingness
to co-create values on claim type, self-transcendent values, and two-way interaction.
The regression results showed that the interaction term between benefit claim type and
self-transcendent values was not significant (b = 0.024, t = 0.257, p = 0. 798 > 0.01)
and the moderating effect of self-transcendent values were not significant.H2 did not
hold.

Since consumers’ personal values are a continuous variable, in order to measure
the boundary conditions of the moderating effect of self-enhancement values to test the
effect of claim type at different levels of self-enhancement values, the Johnson-Neyman
method is used in this paper to calculate the significance of the moderating effect, which
is significant above point 6.0271 and below point 5.2273 for self-enhancement values
(see Table 1). self-benefit (vs. other- benefit) appeals led to higher willingness to value
co-creation among individuals with higher self-transcendent values (see the right-hand
section of Fig. 2). In contrast, other-benefit (vs. self-benefit) appeals elicited a higher
willingness to value co-creation among individuals with relatively low self-transcendent
values (see the left-hand section of Fig. 2), supporting H1.

Since the interaction between consumer self-transcendent values andbenefit claims is
not significant, only the moderated mediating effects of consumer trust (CSR credibility
and brand trust) under self-enhancement values are analyzed next. This study used the
PROCESS programs Model 8 and Model 85 to examine the mediating effects being
moderated, with gender age, education level, and degree of concern for CSR as control
variables.
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Table 1. The conditional effect of interest claim type on consumers’ willingness to co-create CSR
under self-improvement values

self-enhancement Effect of Benefit Appeal Type se t p LLCI ULCI

1.2000 2.0481 0.4158 4.9260 0.0000 1.2296 2.8665

1.5053 1.9046 0.3855 4.9404 0.0000 1.1457 2.6635

1.8105 1.7611 0.3554 4.9558 0.0000 1.0616 2.4606

2.1158 1.6176 0.3253 4.9720 0.0000 0.9772 2.2581

2.4211 1.4742 0.2955 4.9886 0.0000 0.8925 2.0559

2.7263 1.3307 0.2659 5.0046 0.0000 0.8073 1.8541

3.0316 1.1872 0.2366 5.0178 0.0000 0.7215 1.6529

3.3368 1.0437 0.2078 5.0237 0.0000 0.6348 1.4527

3.6421 0.9003 0.1796 5.0128 0.0000 0.5467 1.2538

3.9474 0.7568 0.1525 4.9635 0.0000 0.4566 1.0569

4.2526 0.6133 0.1271 4.8268 0.0000 0.3632 0.8634

4.5579 0.4698 0.1046 4.4905 0.0000 0.2639 0.6758

4.8632 0.3264 0.0875 3.7304 0.0002 0.1541 0.4986

5.1684 0.1829 0.0791 2.3106 0.0216 0.0271 0.3387

5.2273 0.1552 0.0788 1.9685 0.0500 0.0000 0.3104

5.4737 0.0394 0.0823 0.4785 0.6326 0.1227 0.2015

5.7789 −0.1041 0.0959 1.0851 0.2788 0.2929 0.0847

6.0271 −0.2207 0.1121 1.9685 0.0500 0.4414 0.0000

6.0842 −0.2475 0.1163 2.1287 0.0341 0.4765 –0.0186

6.3895 −0.3910 0.1405 2.7823 0.0058 0.6677 –0.1144

6.6947 −0.5345 0.1670 3.2009 0.0015 0.8632 –0.2058

7.0000 −0.6780 0.1947 3.4816 0.0006 1.0613 –0.2947

As shown in Table 2 mediating effect of CSR credibility indicates that the confi-
dence interval does not contain 0 (LLCI = −0.2532, ULCI = −0.0177) at high self-
improvement values (+1SD) and does not contain 0 (LLCI = 0.0792, ULCI = 0.4234)
at low self-improvement values (−1SD). The mediating effect of brand trust indicates
that the confidence interval does not contain 0 (LLCI = −0.1917, ULCI = −0.0329) at
high self-improvement values (+1SD) and does not contain 0 (LLCI = 0.0399, ULCI =
0.2801) at low self-improvement values (−1SD). Sequential mediation effects indicated
that the confidence interval did not contain 0 (LLCI = −0.1217, ULCI = −0.0056) at
high self-improvement values (+1SD) and did not contain 0 (LLCI = 0.0372, ULCI =
0.213) at low self-improvement values (−1SD), and H3, H4, and H5 partially held.
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Fig. 2. Interactive effects of interest claim types and self-enhancement values on willingness to
co-create CSR values

Table 2. Moderated mediating effect of interest claim type on the willingness of CSR co-creation

self- enhancement Effect of benefit Appeal Type SE LLCI ULCI

Benefit Appeal → CSR Credibility → Co-create

4.3932 (−1SD) 0.2548 0.0875 0.0792 0.4234

5.2104 0.0621 0.0384 −0.0139 0.1370

6.0277 (+1SD) −0.1306 0.0604 −0.2532 −0.0177

Benefit Appeal → Brand Trust → Co-create

4.3932 (−1SD) 0.1573 0.0608 0.0399 0.2801

5.2104 0.0232 0.0276 −0.0300 0.0795

6.0277 (+1SD) −0.1108 0.0405 −0.1917 −0.0329

Benefit Appeal → CSR Credibility → Brand Trust → Co-create

4.3932 (−1SD) 0.1231 0.0445 0.0372 0.2130

5.2104 0.0300 0.0195 −0.0066 0.0715

6.0277 (+1SD) −0.0631 0.0292 −0.1217 −0.0056

5 Conclusions

Existing research has focused on exploring the impact of CSR co-creation on consumer
behavior in terms of value types, value frameworks, and interaction types, while why
consumers engage in CSR co-creation is a common concern among academics and
companies. This paper explores the mechanisms by which interest appeals influence
consumers’ willingness to co-creating values in CSR communication. The results of this
paper confirm the congruent effect of consumers’ self-enhancement values and benefits
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appeals while finding that self-transcendent values do not have a moderating role in
CSR communication benefit appeals. This paper also explores the internal mechanisms
of action that influence consumers’willingness to participate, divides consumer trust into
CSR trust and brand trust in the CSR field, and confirms their mediating roles separately.
In summary, these findings provide important theoretical and practical implications for
the design of CSR messages and branding strategies in social media marketing.

The theoretical contributions of this study include the following points. First, previ-
ous studies have not focused on thewide application of benefit appeals in CSR communi-
cation and lacked discussions on the productive effects of CSR benefit appeals from the
perspective of consumer co-participation. Therefore, this study contributes to the study
of CSR communication and value co-creation by examining the different effects and
boundary conditions of different types of interest appeals. Secondly, this study explores
the internal processing mechanisms of CSR messages in CSR communication under
social media where consumers face different interest claims and finds further useful
references to the relationship marketing literature through the separate mediating roles
and sequential mediating mechanisms of CSR credibility and brand trust. Finally, this
study found that self-transcendent values do not have a moderating role in CSR commu-
nication benefit claims, which may be because while individuals with self-transcendent
values emphasize the welfare of others over personal interests, at the same time con-
cern for the interests of others does not imply a lack of concern for self. At the same
time, this study was conducted in China, where Chinese people may generally have high
self-transcendence values due to the influence they receive from traditional Confucian
culture, among others.

The results of this study provide some practical implications for companies to effec-
tively communicate with consumers about CSR activities on socialmedia and to promote
consumer engagement in CSR value creation. First of all, the findings of this paper pro-
vide some solutions to the problem of “who to say” and “how to say” for CSR activities.
Companies should pay attention to the constructive characteristics of their target groups,
and marketers should not simply rely on one advertising appeal in different contexts but
should choose the right appeal to effectively match consumers with different psycho-
logical motivations. Secondly, when designing the content of CSR activities, attention
should be paid to the impact of the appeal on consumers’ perceived trust including the
credibility of the CSR activities themselves as well as the trust in the company to avoid
consumers’ perception that the company is conducting CSR activities for their benefit,
resulting in lower trust and thus lowering consumers’ willingness to co-create value.

The limitations of this study provide insights for future research. First, using only
a sample of Chinese consumers in this study, we confirmed the significant moderat-
ing effect of self-enhancement values and the insignificant effect of self-transcendence
values. This result may receive the influence of different cultural and identity motiva-
tions, and subsequent studies could conduct cross-cultural research to comprehensively
analyze the internal influencing mechanisms that affect consumers’ messages about
different interest claims in CSR communication and extend the findings to different
consumer groups and social contexts to provide additional insights into business prac-
tices. Secondly, this study used the experimental method of blurring real brand names.
There are studies that prove that different brands and industries affect different consumer
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responses toCSRbenefit claims, and future studies should consider various brand names,
including virtual brand names, to enhance the validity of the findings.
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Abstract. Impulse purchase is a prevalent consumer behaviour, and consumers’
willingness to consume on impulse is even stronger in live e-commerce context.
Based on the S-O-R model, the study explores the mechanism of the factors
influencing consumer’s impulse purchase intention in live e-commerce from five
dimensions: price discounts and time limits ofmarketing stimuli, interaction, opin-
ion leaders, atmospheric cues of contextual factors. Meanwhile, a structural equa-
tion model is constructed in combination with flow theory. Data were collected
through questionnaires, and SPSS 22.0 and AMOS 21.0 were used to analyse
the data of sample. It shows that price discounts, time limits, interaction, opin-
ion leaders and atmospheric cues all positively associate with impulse purchase
intentions, with the flow experience playing a mediating role in this process. The
results suggest that platforms can design engaging atmospheric cues; operators
can innovate live-streaming gameplay and optimise incentives; and consumers
should spend rationally according to their actual needs. The study contributes to
an understanding of S-O-R theory application in live e-commerce context, and
enriches the research on the antecedent variables of impulsive purchase intention
and its formation mechanism.

Keywords: Live E-commerce · Impulsive Purchase intention · Flow
Experience · S-O-R Model

1 Introduction

With the development of the mobile internet, live e-commerce has broken the bottle-
neck of traditional e-commerce platforms and become the most convenient and efficient
marketing method nowadays. CNNIC report shows that by the end of 2021, the scale
of live e-commerce users reached 463 million in China, accounting for 55.1% of online
shopping users, and the scale of live e-commerce transactions reached 456.12 billion
yuan, which indicates that most consumers prefer to shop in live e-commerce. In live e-
commerce context, real-time interaction, rich audio-visual methods, multi-dimensional
product display and immersive shopping experience could fully satisfy consumers’ social
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needs [1]. The stimulation of different factors leads to changes in customers’ internal
emotional and cognitive states, making them more likely to make impulse purchases.

Impulse purchase is an unplanned and irrational consumer behaviour, with 83% of
consumers in the live stream experiencing impulse buying. As a result, how to stimulate
consumers to generate impulse purchase intentions has become an crucial concern for
enterprises to formulatemarketing strategies [2]. Throughout previous research, scholars
have focused on the factors influencing online impulse purchases, mainly about website
factors, anchor features and consumers’ characteristics, with little literature considering
the impact of marketing stimuli and contextual factors. Moreover, the research on live
e-commerce mostly revolves around consumers’ motivation to participate and purchase
behaviour, while studies on consumers’ psychological states and impulse consumption
are not in-depth enough to systematically explain the reasons for consumers’ impulse
purchase intentions.

Therefore, based on S-O-R theory, this study combines the characteristics of e-
commerce live streaming with marketing stimuli and contextual factors, uses flow expe-
rience as a mediator to construct a structural equation model of consumers’ impulse
purchase intention, and explores the formation mechanism of consumers’ impulse pur-
chase intention in live e-commerce, so as to enrich the theoretical research on live
e-commerce context and consumers’ purchase behaviour. It also increases the empirical
research in related fields, with a view to providing practical suggestions for e-commerce
live platforms, related practitioners and consumers.

2 Theoretical Foundation and Research Hypothesis

2.1 S-O-R Theoretical Model

Mehrabian and Russell (1974) proposed the S-O-R theoretical model in which factors
involved in person’s interaction with the external environment stimulate the internal
state of individuals, leading to corresponding responses and actions [3]. Eroglu et al.
(2001) first applied the theory to online shopping scenario to investigate the relationship
between online consumer behaviour and the online environment, suggesting that dif-
ferent online shop atmospheres (S) have different effects on consumers’ internal states
(O) and consequently on their shopping outcomes (R) [4]. Chopdar (2020) verified the
impact of various characteristics of mobile commerce APP on consumers’ repeat pur-
chase intention and satisfaction experience through impulsive purchase behavior and
perceived value [5]. Related studies have shown that S-O-R theory could be used to
better explain the intrinsic mechanisms by which external factors create stimuli for con-
sumers. Meanwhile, marketing stimuli and contextual factors have a certain impact on
consumers’ behavioral intentions in live e-commerce. Therefore, price discounts, time
limits are selected as two critical elements of marketing stimuli, and interactions, opin-
ion leaders, atmospheric cues are selected as three significant elements of contextual
factors, which together constitute the external stimuli variable (S). In the meantime, the
flow experience is chosen as the internal state of the organism (O), and the consumer’s
impulse purchase intention is taken as the response (R) to explore the internal influencing
mechanism. The research model shown in Fig. 1.



The Influence of Marketing Stimuli and Contextual Factors 133

Fig. 1. Research model

2.2 Marketing Stimuli and Flow Experience

The flow theory was proposed by Csikszentmihalyi (1975). In the flow experience,
consumers are immersed physically andmentally in what they like to do, reaching a state
of full concentration, forgetting themselves, and being internally pleasurable. This study
uses Koufaris’ three-dimensional segmentation method to take pleasure, concentration
and control as internal emotional expression. Meanwhile, the marketing stimuli are
explored in two dimensions: price discounts and time limits.

According to the type of discounts, price discounts can be divided into direct dis-
counts (reducing sales prices to provide consumers with certain goods or services) and
indirect discounts (addingvalue to the original price tomake consumers feelworthwhile).
Wang (2014) suggested that the positive effect of price discounts on pleasure was not
significant, but price discounts can have an impact on consumer pleasure through con-
sumers’ arousal in group purchase situations [6].Wu et al. (2020) proposed that the price
advantage of online purchases triggers consumers’ satisfaction when purchasing prod-
ucts, and further enhances consumers’ transaction utility by generating more positive
emotions [7]. In live e-commerce contexts, instant discounts can increase price attrac-
tiveness, increase attention to the live room by enhancing consumer pleasure [6] and
briefly disconnecting from reality, resulting in flow that influences consumers’ impulse
purchase decisions. Otherwise, the control over one’s own behaviour is reduced and there
is an unconscious desire to consume at the pace of the anchor. Therefore, we hypothe-
sise that in live e-commerce, price discounts positively influence consumers’ pleasure
(H1a), positively influence consumers’ concentration (H1b), and negatively influence
consumers’ sense of control (H1c).

Time limits mean that products can only be purchased within an effective time, and
supply is often less than demand. Time constraintsmake full use of information asymme-
try to manipulate consumer psychology [8], which put a degree of pressure to consumers
[9], forcing them to make decisions in a short time. Zhu et al. (2021) found that in con-
texts with high transaction utility, time pressure accelerates one’s cognitive processing
under the effect of pleasure, which in turn promotes consumers’ online impulsive buy-
ing tendency through situational experiments [10]. During online purchases, the time
limit of promotion shortens the time for consumers to think and process information,
and consumers’ own anxiety and tension due to the perceived opportunity costs increase
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their excitement and attention, thus affecting the quality of their purchase decisions [11]
and triggering a loss of control. Whether time limits may have similar utility in live e-
commerce is worth exploring. Therefore, we hypothesise that in live e-commerce, time
limits positively influence consumers’ pleasure (H2a), positively influence consumers’
concentration (H2b), and negatively influence consumers’ sense of control (H2c).

2.3 Contextual Factors and Flow Experience

The contextual factors are explored in three dimensions: interaction, opinion leaders and
atmospheric cues.

Interaction refers to the process of information exchange between consumers, the
anchor and other viewers. In live streaming, interaction is real-time, with social engage-
ments achieved through a virtualmediumwhere viewers are free to express their opinions
and also able to receive timely feedback signals. The strong sense of participation satis-
fies consumers’ social needs [12] and brings favourable emotional experience to users,
resulting in a state of pleasurable emotions and focus, weakening the sense of control
over oneself. Research on interactivity in live e-commerce is gradually expanding. Sun
et al. (2019) asserted that interactivity is a critical condition provided by information
technology in live broadcast, and verified the significant impact of interactive behav-
ior on purchase intention [13]. Fan (2022) incorporates pop-ups into live streaming in
e-commerce and demonstrated that flow experiences mediate the relationship between
pop-up interactions and consumers’ impulsive purchase [14]. This study attempts to
explore interaction as an antecedent variable of the flowexperiencewith live e-commerce
features. Therefore, we hypothesise that in live e-commerce, interaction positively influ-
ences consumers’ pleasure (H3a), positively influences consumers’ concentration (H3b),
and negatively influences consumers’ sense of control (H3c).

Opinion leaders refer to anchors and influential external guests in live e-commerce,
including groups such as netizens, celebrities and entrepreneurs. The professionalism
and authority of them make their opinions more persuasive. Feng (2020) put forward
that the more consumers trust opinion leaders, the easier their attitudes and behaviors
will be shaken, reducing their sense of control over themselves [2]. Furthermore, opinion
leaders are attractive in terms of appearance, personality and talent, making consumers
immersed in the viewing process, the opinions and propositions expressed provide guid-
ance for consumers’ decision-making.Research has been conducted from the perspective
of anchor characteristics, with Jpark (2020) suggesting that consumers tend to develop
positive emotions towards attractive anchors and transfer this positive attitude to com-
modities [15]. Wei (2022) proposed that flow experience plays a mediating role between
anchor attractiveness and consumers’ impulse purchase intention [16]. However, anchors
just act as representatives of opinion leaders. Therefore, from the perspective of opinion
leaders, we hypothesise that in live e-commerce, opinion leaders positively influence
consumers’ pleasure (H4a), positively influence consumers’ concentration (H4b), and
negatively influence consumers’ sense of control (H4c).

Atmospheric cues focus on environmental, functional and layout elements, such as
colour and sound, and are used to influence consumers’ senses, thereby increase their
interest. Studies related to online shopping have shown that ambient cues contribute
to the generation of consumers’ positive emotions. Xiang et al. (2016) confirmed that
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the variety of product displays helps to increase consumers’ visual appeal, creating the
illusion of personal experience, compensating for tactile deficits, and evoking positive
emotional responses in PC-based shopping [17]. Zhang (2020) demonstrated that visual
appeal can positively influence consumers’ impulsive purchase intentions by affecting
perceived pleasure in mobile shopping situations [18]. When consumers are satisfied
with the atmospheric elements, they might develop the flow experience. Therefore, we
hypothesise that in live e-commerce, atmospheric cues positively influence consumers’
pleasure (H5a), positively influence consumers’ concentration (H5b), and negatively
influence consumers’ sense of control (H5c).

2.4 Flow Experience and Impulse Purchase Intentions

Previous researches have studied impulse purchase behavior more than intentions and
tendencies since behaviors actually occurs and can be identified and measured. Beatty &
Ferrell (1998) proposed that favourable emotion has a positive associate with impulsive
purchase intentions, and they argued that if an individual’s emotional response becomes
strong, the likelihood of an impulsive purchase occurring is greatly increased [19]. But
it is worth noting that the occurrence of behavior stems from the activation of pur-
chase intentions, and the results of behaviors can be inferred from individual behavioral
intentions to a certain extent. From the emotional and cognitive perspective, impulsive
purchase intention refers to the tendency of consumers to spend in haste when their
emotions fluctuate, regardless of the consequences.

Current research on the flow experience focuses more on pleasure and arousal, and
the exploration of concentration and control is not deep enough. Zhang (2020) suggested
that when consumers’ emotions are aroused and pleasure dominates, they overestimate
their needs and financial strength, and are prone to impulsive purchase intentions [18].
Specifically in live e-commerce, consumers are stimulated by external factors to gen-
erate a strong emotional response and increase their urgent purchase needs and ideas
[3]. Therefore, we hypothesise that in live e-commerce, pleasure positively influences
impulse purchase intentions (H6a), concentration positively influences impulse purchase
intentions (H6b), and control negatively influences impulse purchase intention (H6c).

3 Empirical Analysis

3.1 Variable Measurement

The variables were measured by the five-level Likert scale, with items mainly referring
to mature scales at home and abroad. Appropriate modifications were made on the basis
of the pre-investigation to make them more in line with the live e-commerce context.
The reference sources for the scale are shown in Table 1.

3.2 Data Collection and Sample Analysis

This study was conducted among people aged 18 and above who had watched live e-
commerce and purchased products in the past two months. Online questionnaire was
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Table 1. Research scale

Variables Items References

Price discounts 3 Rook et al. (1987)

Time constraints 3 Inman et al. (1996)

Interaction 3 Meng (2012)

Opinion leaders 3 Meng (2012); Chen & Lin (2018)

Atmospheric cues 5 Floh et al. (2013); Gong (2019)

Pleasure 4 Koufaris (2002); Chen & Lin (2018); Ghani et al. (1991)

Concentration 3

Sense of control 2

Impulse purchase intention 4 Beatty et al. (1998); Gong et al. (2019)

distributed by WeChat and e-mail. From August 4, 2022 to August 17, 2022, a total of
512 questionnaires were returned, excluding those who did not meet the age requirement
and shopping experience, and invalid questionnaires that took less than one minute to
fill in.

The sample shows that the age group of 18–34 years old accounts for more than
70% of the population, indicating that young people are passionate about adventure
and willing to accept this new form of live e-commerce; the proportion of females
participating in live shopping is higher than that of males; the respondents’ occupation
is relatively evenly distributed, with more private sector workers and students, make up
32.16%;More than one-half of the participants had an average monthly income between
5,000 and 10,000 RMB (52.12%), indicating that the main audience of e-commerce live
streaming is the middle and high-income group, who have certain consumption capacity.

3.3 Analysis of Reliability and Validity

The results of the reliability analysis show that the cronbach’s coefficients for nine
variables are above 0.8, indicating that the reliability of this questionnaire is favourable.
Meanwhile, the correlation coefficients of the corrected items of each item meet the
requirement of higher than 0.5, and there is no significant increase in cronbach’s alpha
after deleting this item, suggesting that the internal consistency and stability of the scale
is high (Table 2).

The results of the validity analysis show that the KMO value is 0.872 and the sig-
nificance of bartlett’s spherical test was 0, which proved that the scale was suitable for
factor analysis. Secondly, the principal component analysis extracted nine factors with
eigenvalues above 1, the cumulative variance contribution is approximately 73.32%, and
all factor loadings are above 0.5, indicating that the scale has good structural validity.
Next, AMOS 21.0 is used to conduct the validation factor analysis. The combined relia-
bility (CR) of each variable is higher than 0.8 and the average variance extracted (AVE)
exceed the accepted level of 0.5, with the figure of opinion leader and sense of control
above 0.7, suggesting that each item could explain the dimension to a large extent, while
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Table 2. Results of reliability and convergent validity analysis

Variables Item CITC Item removed
from
Cronbach’s
Alpha

Standardised
factor loadings

CR AVE Cronbach’s
Alpha

Price
discounts

A1 0.651 0.79 0.747 0.83 0.62 0.825

A2 0.663 0.776 0.765

A3 0.744 0.696 0.847

Time
constraints

B1 0.711 0.807 0.798 0.854 0.662 0.853

B2 0.738 0.784 0.819

B3 0.728 0.792 0.823

Interaction C1 0.709 0.738 0.814 0.828 0.617 0.827

C2 0.686 0.76 0.787

C3 0.659 0.787 0.754

Opinion
leaders

D1 0.804 0.86 0.866 0.903 0.757 0.902

D2 0.829 0.841 0.897

D3 0.789 0.874 0.846

Atmospheric
cues

E1 0.659 0.855 0.725 0.876 0.587 0.872

E2 0.681 0.85 0.753

E3 0.665 0.853 0.719

E4 0.692 0.849 0.738

E5 0.808 0.818 0.882

Pleasure F1 0.593 0.788 0.69 0.818 0.529 0.816

F2 0.623 0.774 0.711

F3 0.705 0.734 0.768

F4 0.626 0.773 0.737

Concentration G1 0.682 0.716 0.761 0.809 0.586 0.807

G2 0.653 0.74 0.757

G3 0.646 0.749 0.778

Sense of
control

H1 0.783 / 0.869 0.878 0.783 0.878

H2 0.783 / 0.901

Impulse
purchase
intention

I1 0.588 0.764 0.677 0.804 0.508 0.801

I2 0.595 0.76 0.687

I3 0.705 0.703 0.802

I4 0.575 0.77 0.678
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the square root (diagonal) of the AVE of each variable is greater than the correlation
coefficient between the variables, proving that the convergent and discriminant validity
of this study is ideal.

3.4 Correlation Analysis

Pearson correlation analysis shows that the correlation coefficients between price dis-
counts, time limits, interaction, opinion leaders, atmosphere cues and impulse purchase
intention are all above 0, indicating that there is a significant positive correlation, and
the intensity is interaction > atmosphere cues > price discounts > opinion leaders >
time limits. Price discounts, time limits, interaction, opinion leaders, atmosphere cues
are positively correlated with pleasure and concentration, but negatively correlated with
sense of control; Similarly, there is a significant positive correlation between pleasure,
concentration and impulse purchase intention, and the correlation coefficient between
sense of control and impulse purchase intention is less than 0, which means there is a
significant negative correlation, and the intensity is sense of control > concentration >

pleasure.

3.5 Model Checking and Path Analysis

In order to analyse the mechanism of “marketing stimuli, contextual factors - flow
experience - impulse purchase intention”, a structural equation model is constructed by
AMOS 21.0 as shown in Fig. 2. According to the data in Table 3, all indexes of χ2/df,
AGFI, TLI, NFI, CFI and RMSEA are excellent except the AGFI of 0.875 < 9, which
indicates that the research data have a favourable fit with the model.

Table 3. The goodness-of-fit index of the model

Fitting index χ2/df GFI AGFI TLI NFI CFI RMSEA

Fitting standard Good <3 >0.8 >0.8 >0.8 >0.8 >0.8 <0.08

Excellent <2 >0.9 >0.9 >0.9 >0.9 >0.9 <0.05

Model index 1.693 0.890 0.911 0.951 0.904 0.958 0.040

According to the results of each standardized path coefficient, it can be seen that price
discounts have a significant impact on pleasure (β = 0.218, p < 0.001), but the positive
effect of time limits on pleasure is not significant (β = 0.084, p= 0.132> 0.05), so H1a
is valid and H2a is invalid. The standardized path coefficients of interaction, opinion
leaders and atmosphere cues to pleasure are 0.193, 0.154 and 0.184, respectively, and
the P values are all lower than 0.01, indicating that interaction, opinion leaders and
atmosphere cues have significant positive effects on pleasure, so H3a, H4a and H5a
are valid; Price discounts have a significant impact on concentration (β = 0.147, p =
0.016 < 0.05), time limits have a significant impact on concentration (β = 0.244, p
< 0.001), interaction has a significant impact on concentration (β = 0.178, p < 0.01),
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opinion leaders have a significant impact on concentration (β = 0.132, p = 0.021 <

0.05), atmosphere cues have a significant impact on concentration (β = 0.156, p= 0.01
< 0.05), so H1b–H5b are valid; The standardized path coefficients of price discounts,
time limits, interaction, opinion leaders and atmosphere cues to sense of control are
−0.154, −0.261, −0.137, −0.120 and −0.145 in turn, and the P values are all lower
than 0.05, which indicates that price discounts, time limits, interaction, opinion leaders
and atmosphere cues have significant negative effects on sense of control, so H1c-H5c
are valid; The standardized path coefficients of pleasure, concentration and control on
impulse purchase intention are 0.157, 0.226 and −0.304, respectively, and the P values
are all lower than 0.05, which indicates that pleasure and concentration have significant
positive effects on impulse purchase intention, and control has significant negative effects
on impulse purchase intention, so H6a–H6c are valid.

Fig. 2. Normalised path coefficient diagram for structural equation models

3.6 Analysis of Mediating Effects

Mediating effects are assessment through the bias-corrected bootstrapmethod. Repeated
samples are taken 5000 times with a confidence interval level of 95%. The results are
shown in Table 4. It can be seen from the data that the effect value of time limits on
impulse purchase intention through the mediating effect of pleasure is 0.013, and the
95% confidence interval is [−0.006, 0.039], which contains 0, p > 0.05, so pleasure
cannot mediate the effect of time constraints on consumers’ impulse purchase intention.
Similarly, pleasure plays a mediating role in the process of price discounts, interaction,
opinion leaders and atmosphere cues on consumers’ impulse purchase intention, while
concentration and control play a mediating role in the process of price discounts, inter-
action, opinion leaders and atmosphere cues on consumers’ impulse purchase intention.
This is mutually confirmed with the results of the previous structural equation model
analysis.
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Table 4. Bootstrap mediated effects test

Path Effect Bias - Corrected 95%
CI

lower upper p

Price discounts-Pleasure-Impulse purchase intention 0.034 0.004 0.078 0.021

Time limits-Pleasure-Impulse purchase intention 0.013 −0.006 0.039 0.204

Interaction-Pleasure-Impulse purchase intention 0.03 0.003 0.073 0.024

Opinion leaders-Pleasure-Impulse purchase intention 0.024 0.001 0.054 0.037

Atmosphere cues-Pleasure-Impulse purchase intention 0.029 0.003 0.068 0.022

Price discounts-Concentration-Impulse purchase intention 0.033 0.001 0.074 0.045

Time limits-Concentration-Impulse purchase intention 0.055 0.019 0.100 0.001

Interaction-Concentration-Impulse purchase intention 0.04 0.007 0.094 0.006

Opinion leaders-Concentration-Impulse purchase intention 0.03 0.003 0.064 0.032

Atmosphere cues-Concentration-Impulse purchase intention 0.035 0.004 0.078 0.014

Price discounts-Sense of control-Impulse purchase intention 0.047 0.008 0.092 0.019

Time limits-Sense of control-Impulse purchase intention 0.079 0.042 0.120 0.000

Interaction-Sense of control-Impulse purchase intention 0.042 0.002 0.092 0.039

Opinion leaders-Sense of control-Impulse purchase intention 0.036 0.006 0.07 0.016

Atmosphere cues-Sense of control-Impulse purchase intention 0.044 0.009 0.088 0.011

4 Conclusion and Recommendation

4.1 Conclusion

Through empirical analysis, the following conclusions are drawn: (1) In live e-commerce,
consumers’ internal psychological states are influenced bymarketing and contextual fac-
tors, which ultimatelymanifest in theirmotivation and behaviour. Bothmarketing stimuli
(price discounts and time limits) and contextual factors (interaction, opinion leaders and
atmospheric cues) are positively associated with impulsive purchase intentions; both
price discounts and contextual factors positively affect consumer pleasure and concen-
tration, and negatively affect consumers’ sense of control; while time limits have a no
significant effect on consumer pleasure, probably because making decisions in a shorter
time is more intensive, consumers are in a tense atmosphere, and find it difficult to relax.
(2) The flow experience partially mediates the relationship between marketing stim-
uli and contextual factors and impulsive purchase intentions. Pleasure can not mediate
between time limits and impulse purchase intentions; pleasure plays a mediating role
in the influence of price discounts, interactions, opinion leaders and atmospheric cues
on impulse purchase intentions; concentration and sense of control mediate between
marketing stimuli and contextual factors and impulse purchase intentions.
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The theoretical contribution of this study is to expand the research perspective on
consumer purchasing behaviour in the context of e-commerce. Based on the flow theory,
the internal state and feelings of consumers watching e-commerce live broadcasts are
studied more carefully in the psychological level, and explores the mechanism between
marketing stimuli and contextual factors and consumers’ impulsive purchase intentions
from the aspects of pleasure, concentration and sense of control. It makes up for the lack
of research on the changes in consumers’ internal emotions and the correlation between
emotions and consumer behavior. In addition, it enriches the research on the antecedent
variables of impulsive purchase intention and its formation mechanism.

4.2 Practical Insights

For e-commerce platforms, design engaging atmospheric cues. The platform should take
ease of use as the first principle, provide diverse ways of presenting information, and
meet consumers’ requirements for detail, novelty and accuracy of content. Secondly, the
design of the appearance of the live platform should be pleasant and up-to-date, focusing
on the balance and harmonyof the display interface to create a excellent visual experience
which could attract the consumer’s eye. In addition, the development of more interactive
efficiency, real-time feedback auxiliary interactive features to extend the focus time.

For live operators, they should innovate live broadcast gameplay and optimise incen-
tivemechanisms. Input characterised scenarios around live streaming themes. Regular or
irregular changes in live-streaming themes can effectively enhance consumers’ individ-
ual experiences andmaintain a sense of freshness between consumers and live-streaming.
Continued consumer attention ismore likely to elicit the flow experience, thus enhancing
consumers’ impulsive purchase intentions.Make full use of random prize draws, coupon
distribution, and limited time sales to provide intermittent stimulation to attract con-
sumers’ attention and stimulate impulse purchase desire. Furthermore, the appropriate
combination of some games or performance sessions, with special guests of celebrities
or other well-known personalities is a usual means, and can also open up new ideas from
a cultural perspective.

For consumers, they should use their risk awareness and return to rationality. Con-
sumers are supposed to obtain more information about products, improve their discern-
ment and weaken the impact of information asymmetry and impulsiveness; establish a
rational consumption concept according to their own strengths and actual needs, and
reduce unnecessary waste; pay attention to protecting their rights and interests, utilise
the law as a shield and be wary of infringements such as false advertising.
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Abstract. The purpose of this study is to investigate the effects of older adults’
moment sharing behavior on their hedonic, social, self-esteem gratification, and
subjective well-being by using the theory of use and gratification. By adopting
a questionnaire survey, 226 valid samples were collected and further analyzed
using PLS-SEM, to reveal the antecedents of gratification in social media use
and the effect of gratification on older adults’ subjective well-being. Results show
that older adults’ moment sharing behavior has positive effect on hedonic, social,
self-esteem gratification, and subjective well-being. Social gratification and self-
esteem gratification have positive effect on subjective well-being. Social isola-
tion moderates the effects of older adults’ moment sharing behavior on their per-
ceived hedonic, social, as well as self-esteem gratification. This study broadens the
research on subjective well-being of older adults by linking their social media use
with the theory of use and gratification. This work was supported by the National
Social Science Foundation of China (Grant No. 20CGL055).

Keywords: Older adult’s moment sharing behavior · Hedonic gratification ·
Social gratification · Self-esteem gratification · Subjective well-being

1 Introduction

The core functions of WeChat are three social applications based on acquaintances,
including instant messaging, circle of friends, and public account self-media (Yi’nan
Wang, Nie, Li, & Zhou 2018). Among them “Moments” is WeChat’s brand name for
its social feed of friends’ updates. Moments allows users to post images, post text, post
comments (A.Whiting&D.Williams 2013), sharemusic, share articles, and post “likes”.
The use of social media can give users a sense of gratification. When using social media,
there is a sense of hedonic gratification that comes from entertaining, browsing, and
spending time [1]. In the process of using social media, the user can reduce boredom,
and entertain myself and it has been a habit for them (Sheldon et al. 2017). What’s
more, the reason people can feel pleasure and gratification from social media may be
that people can temporarily escape the things they don’t want to face and divert their
attention [2].

Another kind of gratification is social gratification. Users can find out what their
friends are doing, inform themselves about social events, set up dates with friends,
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discuss school activities, and hang out with their friends [3]. It greatly assists to build
social relationships, findmore career opportunities and be familiar with subjective norms
[2]. In addition, some people derive self-esteem from their use of social media (Sheldon
et al. 2017). The process of using social media is the process of self-discovery of users,
and the process of seeking their social status (Jin, Zhang, Wang, & An 2020; Raza
et al. 2020). They expect to be able to enhance their social status and authority in the
community [3].

The adoption of social networking sites by the older adult continues to lag behind
the adoption of social networking sites by the young (Xie & Jaeger 2008; Xie, Watkins,
Golbeck, & Huang 2012). As people age, older people may experience more social
exclusion [4], because retirement can lead to dramatic changes in later life, and older
people begin to disengage from society. Recently, older adults have shown a special
enthusiasm for adopting socialmedia in daily life. Socialmedia enable older adult people
to connect with a larger network of contacts to observe friends and family members’
status updates, and to express themselves to others online, which may play a role in
promoting happiness in old age. So it’sworth investigating how socialmedia has changed
the lives of these people (Rui, Yu, Xu, & Cui 2018).

This paper is structured as follows. The next section provides a theoretical back-
ground. The research model and hypotheses are then developed in Sect. 3. Section 4
describes the research methodology, followed by data analysis in Sect. 5. Section 6 dis-
cusses the results, and Sect. 7 concludes the paper with a focus on the theoretical and
practical implications as well as the research limitations.

2 Theoretical Background

The rapid development of global social media has changed the way individuals share
information [5]. Researchers have used many theories and frameworks to explain indi-
viduals’ willingness to use social media sites (SNS). Among all the theories, the most
commonly used one is the use and gratification theory (U&G theory).

The U&G theory can clarify the psychological needs of people to use specific media
(Cheung & Lee 2009). U&G theory focuses on explaining the psychological value of
media users’ participation in specificmedia use behaviors [6]. This theory studies how the
audience uses media and what kind of gratification they get (A. Whiting & D. Williams
2013). People actively choose and use media according to their own needs (Hongxiu
Li, Liu, Xu, Heikkilä, & van der Heijden 2015), It emphasizes that positive motivation
and active use of media content can meet individual needs (A. Whiting & D. Williams
2013).

The U&G theory includes the use of traditional media and new media. In the early
stages of its development (around the 1950s–1980s), this theory focused on traditional
media (A.Whiting &D.Williams 2013) radio broadcasts, newspapers (Elliott & Rosen-
berg 1987), and television (Babrow 1987). Recently, more and more scholars apply it
to the study of new media, especially social media (Leung 2013; Y. Li, Yang, Zhang, &
Zhang 2019; Anita Whiting & David Williams 2013), Microblogging (Gan & Li 2018;
I. L. B. Liu, Cheung, & Lee 2016) Instagram (Sheldon et al. 2017), and WeChat (Gan
2016; Gan & Li 2018; Sun et al. 2016).
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Prior studies have categorized the gratifications gained when using different media.
For example, (Sheldon et al. 2017) holds the opinion that users can obtain Content grat-
ification, social gratification, process gratification, and technology gratification when
they use Instagram [7]. In recent years, researchers have also identified different types
of gratifications associated with using a variety of social media. A study by [8] revealed
social gratification (socializing), hedonic gratification (entertainment), self-esteem grat-
ification (self-status seeking), and information gratification (information) were gained
when college students use Facebook. Another study on the students by [2] found hedo-
nic gratification (escape), technology gratification (ease of use), information gratification
(information seeking), and social gratification (social relationships, career opportunities,
education, subjective norms) were derived from the use of Facebook of students.

In China, WeChat is the most popular instant messaging tool, and more and more
scholars have paid attention to the gratification brought by the use of WeChat. Another
study by [9] found hedonic gratification, social gratification, utilitarian gratification, and
technology gratification were derived from the use ofWeChat. In summary, U&G theory
has been applied to identify what kind of gratification can be obtained by the WeChat
users (Table 1).

Table 1. Summary of the related studies

Context Measure Samples U&G Typology Source

Facebook Survey 1,715 college
students

Social gratification
(socializing); hedonic
gratification (entertainment);
self-esteem gratification
(self-status seeking);
information gratification
(information)

(Park et al.
2009)

Facebook Survey 431
Facebook
users

Hedonic gratification (to
reduce boredom, to fill my free
time, habit, to entertain myself);
social gratification (to find out
what my friends are doing, to
inform myself about social
events, to set up meetings and
dates with friends, to discuss
school activities, to hang out
with my friends);
information gratification (to
share the content I like)

(A. Whiting
& D.
Williams
2013)

(continued)
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Table 1. (continued)

Context Measure Samples U&G Typology Source

Facebook Survey 280 students Hedonic gratification
(escape); technology
gratification (ease of use);
information gratification
(information seeking); social
gratification (social
relationships, career
opportunities, education,
subjective norms)

(Raza et al.
2020)

Facebook Survey 314
respondents

Self-esteem gratification
(self-discovery, social
enhancement value); hedonic
gratification (entertainment
value); technology
gratification (instrumental
value); information
gratification (informational
value); social gratification
(interpersonal
interconnectivity)

(Lin et al.
2020)

Microblogging
and WeChat

Survey 368 Chinese
university
students

Hedonic gratification;
affection gratification;
information gratification;
social gratification

(Gan & Li
2018)

Microblogging Survey 230 users Content gratification; social
gratification; process
gratification; technology
gratification

(I. L. B. Liu
et al. 2016)

Instagram Survey 402 users Social gratification
(self-promotion, social
Interaction); hedonic
gratification (diversion);
information gratification
(documenting, Creativity)

(Sheldon
et al. 2017)

WeChat Survey 215 active
friendship
group
members

Social gratification (social
value); hedonic gratification
(hedonic value); self-esteem
gratification (self-discovery
value); information
gratification (informational
value)

(Sun et al.
2016)

WeChat Survey 297 WeChat
users

Hedonic gratification; social
gratification; utilitarian
gratification; technology
gratification

(Gan & Li
2018)
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3 Research Model and Hypotheses

3.1 Older Adults’ Moment Sharing Behavior and Subjective Well-Being

Due to the convenient access to the Internet and mobile phones, WeChat is popular
among people of all ages, from teenagers to the older adult (Yi’nan Wang et al. 2018).
Furthermore, according to the report by Tencent, 64.4% of the 61 million older WeChat
users in China (Harwit 2016) have the experience of posting original moments. WeChat
is an important alternative communication channel for the older adult in China. [10]
reviewed the history and recent development of WeChat, and believed that WeChat is an
important technology for users who “seek intimate, personal and local oriented commu-
nication” (Rui et al. 2018). Subjective well-being is an overall assessment of a person’s
quality of life according to self-determination criteria (Gerson, Plagnol, & Corr 2016;
Rui et al. 2018). Powerful social networks can improve the quality of life of the older
adult (Cornejo, Tentori, & Favela 2013). Participating in SNSs can increase older adults’
social activities and social ties, and help them to reduce social isolation, and improve
their well-being (Aarts, Peek, & Wouters 2015). In short, using WeChat moments to
share content can help the older adult improve their life gratification and happiness [11].
Drawing on the above literature, this study proposes the following hypothesis.

Hypothesis 1. The older adults’ moment sharing behavior in SNS has a positive effect
on their subjective well-being.

3.2 Older Adults’ Moment Sharing Behavior and U&G

According o the Uses and Gratification Theory (U&G theory), expected psychological
values can motivate media users to participate in specific media use behaviors. UGT has
beenwidely used in understandingusers’ IT adoptionbehaviors. Learningbenefits, social
benefits, self-esteem benefits, and hedonic benefits were identified for explaining users’
commitment and loyalty to the online brand community (Kuo & Feng 2013). Hedonic
value, social value, informational value, and technology value were used to understand
users’ continuance intention towards socialmedia [12].Meanwhile, social value, hedonic
value, self-discovery value, and informational value were used to predict a member’s
intention to act collectively within the group in social commerce context (Gan & Li
2018; A. Whiting & D. Williams 2013). Considering the self-presentation feature of
moment sharing behavior, this study adopts hedonic gratification, social gratification,
and self-esteem (Dholakia et al. 2004; Kuo & Feng 2013; Park et al. 2009) gratification
as the benefits that older adults can achieve by posting moments in SNSs.

Drawing on the above literature, this study proposes the following hypothesis.

Hypothesis 2. The Older adults’ moment sharing behavior in SNS positively influences
their hedonic gratification (2a), social gratification (2b), and self-esteem gratification
(2c).
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3.3 Mediating Role of Gratification Between U&G and Subjective Well-Being

Hedonic gratification is related to the fulfilment of hedonic expectations (Park et al.
2009; Raza et al. 2020; A. Whiting & D. Williams 2013). Perceived enjoyment, the
main indicator of hedonic gratification, is examined to be one of the key motivators
influencing individuals’ use of social media since they can perceive enjoyment, pleasant
and fun during the usage process(Gallego, Bueno, & Noyes 2016; Gan & Li 2018). In
the process of using social media, social media users share pictures, post-self-portraits,
forward content, and other behaviors, which belong to a kind of entertainment (Coto
et al. 2017), and can obtain the feeling of enjoyment and pleasure.

ThroughWeChat moment, users can find emotional support through communication
and interaction with friends and relatives(Chen et al. 2019). By displaying self-image on
social networking sites, people can obtain social support from online friends [13]. Stud-
ies showed that social support has a direct beneficial effect on mental health outcomes,
regardless of the stress a person is experiencing (Cohen & Wills 1985; Savelkoul, Post,
de Witte, & van den Borne 2000). Perceived social support helps to provide material or
information. Thesematerials or information can increase people’s sense of happiness and
belonging in the face of stressful life events, improve self-esteem and self-confidence,
increase positive emotions, suppress negative emotions, and prevent the decline of sub-
jective well-being (J. Kim & Lee 2011; Z. Liu, He, Wang, & Jiang 2020; X. Wang
2016).

The fulfilment of self-esteem needs leads to a specific feeling of well-being (C.-M.
Chiu, Huang, Cheng, & Sun 2015). In an online environment, it refers to members’
status and reputation in their community (Kuo & Feng 2013). Posting moment is an
opportunity for older adults’ to demonstrate their life, resource, view of a certain event,
and even the ability to use this technology (Nambisan & Baron 2009). Older people
want to maintain their role as providers in the family and contribute more to family
relationships than they receive attention from relatives (Cornejo et al. 2013; Hutto et al.
2015). Drawing on the above literature, this study proposes the following hypothesis.

Hypothesis 3. The older adults’ perceived hedonic gratification (3a), social gratification
(3b), and self-esteem gratification (3c) positively contribute to their subjective well-
being.
Hypothesis 4. The older adults’ perceived hedonic gratification (4a), social gratification
(4b), and self-esteem gratification (4c) play an intermediary role in older adult’s moment
sharing behavior and subjective well-being.

3.4 The Mediation Effect Hypothesis

The Older adult share their lives on social networks, a record of their daily lives. The
older adult can interact with their relatives and friends in sharing behavior, thus they
can get social gratification and self-esteem gratification (Dickens, Richards, Greaves, &
Campbell 2011).WeChat gives older adultmore opportunities to communicate. Theolder
adult share their daily life withWeChat, which makes the older adult get the gratification
of sharing [10], older adult can get pleasure from sharing on social networks.
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Older adult can get social support by interacting with friends and relatives on
social networks and by developing a self-image (Ramirez-Correa, Grandon, Ramirez-
Santana, & Belmar Ordenes 2019). When older adult feel social support, they can
increase their sense of well-being and belonging, increasing positive emotions while
suppressing negative ones (Barker 2009).

Therefore, based on the above discussion of hedonic gratification, social gratifica-
tion, and self-esteem gratification, it can be expected that hedonic gratification, social
gratification, and self-esteem gratification have a moderate effect between older adults’
moment sharing behavior and subjective well-being, and there was a mediating effect.

The use of WeChat in daily life can affect the subjective well-being of the older
adult [14]. The real-time sharing behavior of the older adult on the social platform can
make the older adult obtain hedonic gratification, and when the older adult feel happy,
it will have a positive impact on subjective well-being. When people get self-esteem
gratification from social networks, they are more likely to participate. Research shows
that individuals with low levels of social support often experience loneliness and low
self-esteem, leading to lower life gratification. As a controllable factor, self-esteem has
a certain influence on life gratification [15]. The social support and self-esteem of the
old people affect their life gratification.

Drawing on the above literature, and proposes the following hypotheses:

Hypothesis 5. Social isolation will moderate the effects of older adults’ moment sharing
behavior on their perceived hedonic gratification (5a), social gratification (5b), self-
esteem gratification (5c), as well as subjective well-being (5d).

Based on the above hypotheses, the research model is developed in Fig. 1.

Fig. 1. Research model.

4 Research Methodology

4.1 Construct Measurement

The researchmodel consists of six constructs, including the older adult’smoment sharing
behavior, hedonic gratification, social gratification, self-esteem gratification, subjective
well-being, and social isolation. All the constructs were measured using multiple-item
scales. The survey questionnaire is developed by adopting mature measures from pre-
vious studies and adjusting them to fit the research context of WeChat. The items of
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the older adult’s moment sharing behavior were adapted from (Chen et al. 2019; Gan &
Li 2018). The items of hedonic gratification were adapted from (Gan & Li 2018). The
items of social gratification were adapted from (Gan & Li 2018; Kuo & Feng 2013; Sun
et al. 2016). The items of self-esteem gratification were adapted from (Dholakia et al.
2004; Kuo & Feng 2013; Park et al. 2009). The items of subjective well-being were
adapted from (Diener, Emmons, Larsen, & Griffin 1985). The item of social isolation
was adapted from (Cornwell & Waite 2009; Nicholson 2009). All items were measured
with a seven-point Likert scale, ranging from “strongly disagree (1)” to “strongly agree
(7)”.

4.2 Data Collection

The questionnaire wasmainly collected offline, mainly for the older adult, mainly related
to the location of Nanjing, a total of 226 valid questionnaires were collected. In the ques-
tionnaire collection,most of the older peoplewemet couldn’t see the paper questionnaire
we provided because of their health, so we would ask the older people in the form of a
question and answer, and fill in the data directly into the questionnaire star. After col-
lecting a questionnaire, we will give two packs of disposable masks to the respondents
as a token of our appreciation.

According to the time series age division standard, the old people in our country
are divided into 45–59 years old pre-senile period, that is, middle-aged and old people,
60–89 years old, that is what we call the older adult, 90–99 years of life and 100 years
of age or more of the longevity of the stars, that is, the longevity of the older adult. In
this paper, the age is divided into 45–49 years old, 50–59 years old, 60–69 years old and
70 years old or above. The demographics characteristics of the questionnaires collected
in this article are shown in Table 2. A total of 226 valid questionnaires were collected,
of which 46.02% were women and 53.98% were men. 29.65% of the questionnaires
were collected in the age group of 45–49 years, followed by 43.36% in the age group
of 50–59 years, followed by 25.66% in the age group of 60–69 years, with the fewest
questionnaires collected in the age group of 70 years and over, only 3(1.33%). Among
the data collected, 191(84.52%) were married and their spouses were still alive. Marital
status also affected the subjective well-being of the older adult. In the survey, 106 older
adult people used WeChat several times a day. We also measured the size of the social
network of the older adult, using the number of WeChat Friends of the older adult as a
control variable affecting subjective well-being.

5 Data Analysis

5.1 Measurement Model

Convergent validity measures whether items can effectively reflect their corresponding
factor. To assess reliability and validity using PLS, researchers typically calculate a block
of indicators’ composite reliabilities (CR), average variance extracted (AVE). Interpreted
like a Cronbach’s alpha internal consistency reliability estimate, composite reliability of
0.70 or greater is considered acceptable for research. The AVE measures the variance
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captured by the indicators relative to measurement error, and it should be greater than
0.50 to justify using a construct. As shown in Table 3 the values of Cronbach’s Alpha,
AVE, and CR (Peterson & Kim 2013) all exceed the thresholds of 0.7, 0.5, and 0.7,
respectively. Thus, the convergent validity of the measurement model was confirmed.

We also assessed the measurement model by conducting a discriminant validity test.
As shown in Table 3, the squared root value of the AVE was greater than that of related
facets, which indicated the discriminant validity of this instrument.

The study reports the loading and cross-loading of all measures in themodel. Search-
ing down the columns, one can see that the item loadings in their corresponding columns

Table 2. Descriptive statistical analysis of data

Construct Items Mean SD VIF (<4) Factor Loading

OAMSB OAMSB1
OAMSB2
OAMSB3
OAMSB4
OAMSB5

5.053
5.013
5.310
5.013
5.208

1.480
1.474
1.424
1.444
1.471

2.169
1.867
2.236
1.920
1.851

0.825
0.796
0.847
0.796
0.788

HG HG1
HG2
HG3
HG4
HG5

5.372
5.310
5.442
5.270
5.288

1.235
1.263
1.182
1.344
1.287

1.688
1.526
1.780
1.590
1.487

0.752
0.745
0.777
0.770
0.713

SEG SEG1
SEG2
SEG3
SEG4
SEG5

5.066
5.013
5.407
5.173
5.358

1.424
1.416
1.256
1.439
1.408

1.884
1.802
1.781
1.930
1.819

0.803
0.781
0.782
0.802
0.789

SG SG1
SG2
SG3
SG4
SG5

5.389
5.367
5.442
5.500
5.442

1.279
1.195
1.201
1.224
1.204

1.537
1.542
1.785
1.572
1.854

0.724
0.710
0.780
0.744
0.809

SI SI1
SI2
SI3
SI4
SI5

5.080
4.805
4.527
4.916
4.522

1.440
1.658
1.727
1.626
1.780

2.432
2.205
2.316
3.264
2.186

0.860
0.817
0.841
0.915
0.798

SWB SWB1
SWB2
SWB3
SWB4
SWB5

5.310
5.469
5.496
5.354
5.084

1.213
1.141
1.161
1.219
1.333

1.958
1.577
1.660
1.691
1.464

0.824
0.752
0.754
0.767
0.698

Note: OAMSB: Older adult’s moment sharing behavior, HG: Hedonic gratification, SEG: Self-
esteem gratification, SG: Social gratification, SI: Social isolation, SWB: Subjective well-being.
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are all higher than the loadings of the items used to measure the other constructs. Fur-
thermore, when searching across the rows, one finds the item loadings to be higher for
their corresponding constructs than for others. Therefore, our measurements satisfy the
two criteria for discriminant validity (Table 2).

Table 3. Results of reliability test and validity test

Cronbach’s
Alpha

Composite
Reliability

Average
Variance
Extracted

EMSB HG SEG SG SI SWB

OAMSB 0.869 0.905 0.657 0.810

HG 0.807 0.866 0.565 0.768 0.752

SEG 0.810 0.868 0.569 0.645 0.726 0.754

SG 0.851 0.893 0.627 0.745 0.702 0.698 0.792

SI 0.816 0.872 0.577 0.717 0.740 0.728 0.765 0.760

SWB 0.903 0.927 0.718 0.208 0.141 0.120 0.180 0.109 0.847

Note: TheBold portion is the square root ofAVE.OAMSB:Older adult’smoment sharing behavior,
HG: Hedonic gratification, SEG: Self-esteem gratification, SG: Social gratification, SI: Social
isolation, SWB: Subjective well-being.

5.2 Structural Model

The results of the path coefficients and the corresponding levels of significance. Figure 2
depicts the results of the path coefficients and the corresponding levels of significance.
The model explained 66.9% of the variance of the subjective well-being when shar-
ing their moment, indicating that it has good explanatory power. The results show that
the older adult’s moment sharing behavior has a significant effect on hedonic, social,

Notes: *p<0.05, **p<0.01, ***p<0.001

Fig. 2. The results estimated by PLS
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self-esteem gratification and subjective well-being. Subjective well-being is also sig-
nificantly affected by social gratification and self-esteem gratification. Social isolation
moderates the relationships between older adult’s moment sharing behaviors and social
gratification.

As shown in Table 4 older adult’s moment sharing behavior do not affect subjec-
tive well-being through hedonic gratification, while it can affect subjective well-being
through social gratification and self-esteem gratification.

Table 4. Mediation effect

Variable SPF SD T P 2.5% 97.5%

OAMSB → HG → SWB 0.036 0.022 1.637 0.102 -0.005 0.079

OAMSB → SG → SWB 0.139 0.060 2.319 0.020 0.037 0.270

OAMSB → SEG → SWB 0.243 0.069 3.495 0.000 0.108 0.381

Note: OAMSB: Older adult’s moment sharing behavior, HG: Hedonic gratification, SEG: Self-
esteem gratification, SG: Social gratification, SWB: Subjective well-being.

6 Discussion

As shown in Fig. 2, older adult’s moment sharing behavior has a significant effect
on hedonic gratification, social gratification, self-esteem gratification and subjective
well-being. Social gratification and self-esteem gratification have a significant effect
on subjective well-being. The results also show that, social isolation will moderate the
effects of older adult’ smoment sharing behavior on their perceived hedonic gratification,
social gratification, as well as self-esteem gratification. Social isolation doesn’t moderate
the effects of older adults’ moment sharing behavior on subjective well-being. Education
background, age and other control variables have no effect on the subjective well-being
of the older adult.

Older people pay more attention to themselves in life, most of them live a solitary
life, this time the older adult need to accompany, communication and recognition rather
than pleasure. Therefore, when using social software, the older adult pay more attention
to social satisfaction and self-esteem satisfaction, and hedonic satisfaction can not affect
the executive well-being of the older adult.

When theolder adult feel social isolation in their lives, theywill feel lonely,whichwill
affect the sharing behavior of the older adult in WeChat moments, hedonic gratification,
where the comments and likes that older people receive in their social networks affect
older people, social gratification, as well as self-esteem gratification [16].

6.1 Theoretical Implications

From a theoretical viewpoint, the factors that affect the subjective well-being of the
older adult after using social network services are put under the use and gratification
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theory, which broadens the scope of the use and gratification theory. It provides a new
perspective to study the influence of older adults’ moment sharing behavior on the
relationship between older adults’ moment sharing behavior and hedonic gratification,
social gratification, and self-esteem gratification.

In this paper, we examined the positive effects of older adults’ moment sharing
behavior, social gratification, and self-esteem gratification on the subjective well-being
of older adults in social networks. Social network service providers should pay attention
to the development of the function, provide a multi-channel sharing function for the
older adult, enhance the contact between the older adult and relatives, and enhance the
social gratification and self-esteem gratification of the older adult, which will increase
the subjective well-being of the older adult.

This study found that different factors affect the subjective well-being of the older
adult, the older adult in the social network sharing behavior will affect the subjective
well-being, and the sharing behavior of the older adult can also enhance the subjective
well-being of the older adult through social gratification and self-esteem gratification.

6.2 Practical Implications

The social gratification and self-esteem gratification of the older adult in the sharing
behavior of social networks can affect subjective well-being. Enterprises should pay
attention to the social gratification and self-esteem gratification of the older adult, only
in this way can effectively increase the subjective well-being of the older adult. [11]
said that when older adult share content in WeChat moments, will improve subjective
well-being. Companies should pay attention to the needs of the older adult for social
software, the older version of social software interface settings aremore concise, provide
a platform to show personal ability, and pay attention to the display function of moment
sharing module, making older people feel cared for by their friends can satisfy their
social and self-esteem contentment.

Social isolation can regulate the sharingbehavior, social gratification, and self-esteem
gratification of the older adult, and thus affect subjective well-being. Enterprises should
pay attention to the social needs and self-esteem needs of the older adult in social
networks to reduce the sense of isolation of the older adult. The social network used
by the older adult has certain requirements on product quality, usage smoothness, and
aging adaptation. Enterprises should make aging adaptation products to make it more
convenient for the older adult to use the social network.

7 Conclusions and Limitations

The sharing behaviors of the older adult in social networks has significant effects on
hedonic gratification, social gratification, self-esteem gratification, and subjective well-
being, the effect of hedonic gratification on subjective well-being was not significant.
Social isolation plays a moderating role in sharing behaviors and hedonic gratifica-
tion, social gratification, and self-esteem gratification, but not in sharing behavior and
subjective well-being.
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This study bears several limitations that future researchers might need to address
further. First, since the samples are from China and not random samples from the pop-
ulation, the findings should be applied conservatively. Future research might try other
countries before generalizing the conclusions.

Second, while this study is aimed at the result of the older adultmobile users adopting
WeChat moments, the proposed model did not explore some other obstructive factors,
such as privacy risk and data security risk, which would impede the older adult mobile
users from adopting WeChat moments. Given this fact, future researchers can increase
the number of samples in different groups and conduct analyses based on the larger
samples, to verify the correctness of the group analysis results from this study.
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Abstract. As online video has gradually become the main channel for informa-
tion dissemination and marketing advertising, it is necessary to determine which
factors will affect the diffusion of video on the website further. The research goal
of this paper is to explore what kind of title can help online videos attract more
views. The research takes 49989 videos in bilibili as the research object, ana-
lyzes the relationship between the emotional polarity expressed in the title text
and the number of views the video gets, and explores the role of personal pro-
nouns play in the relationship. The results show that no matter whether the video
titles contain positive or negative emotions, the video titles with higher polarity
of these emotions can get more attention. In addition, those video titles that use
personal pronouns also get more attention. Simultaneously, the use of personal
pronouns moderates the impact of title’s sentiment polarity. The conclusion pro-
vides guidance for video publishers who produce content and helps them get more
attention.

Keywords: Viewership · Virality · Video diffusion · Emotion polarity · Personal
pronouns

1 Introduction

With the rapid development of mobile internet devices and high-speed networks, peo-
ple can now watch online videos anytime and anywhere. Online video has become an
increasingly powerful information transmission medium in daily life. Currently, tens of
thousands of videos are uploaded online every day, resulting in information explosion
and information overload. Understanding factors affecting online popularity can assist
content creators in developing attractive content and aid content consumers in coping
with information overload [1]. Viral videos can quickly capture the attention of viewers
and gain immense popularity in a short period. Advertisers and content providers will
benefit from understandingwhat makes videos popular and identifying them early. Some
scholars discussed the reasons for the popularity of video through empirical analysis or
case studies, taking different popular videos as samples, including the scale of the net-
work, the connectivity of the network, video content quality, external video reviews,
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and the author’s characteristics [2]. For political videos, the credibility of political infor-
mation is one of the impact indicators [3]. In addition, there is a Matthew effect of
information in video dissemination, which means videos that get more attention in the
pre-video period and interact with viewing and commenting will also get more attention
in the later period.

As video platforms that rely on user-generated content, YouTube, bilibili and so on,
have a lot of “UP” and “Youtuber” (channel owners and video uploaders) who upload
original or unoriginal videos to communicate with viewers and present their experiences,
and express their opinions, and feelings. The immersivewatching experience incur view-
ers’ emotional responses in the comments area, evoking either empathy or revulsion [4].
Guadagno et al. demonstrate, through a dynamic illustration of video-induced emotions,
that the emotional characteristics of videos will cause them to be popular [5]. The title
and cover of the video are exposed features, especially the emotions in the title can be
easily perceived. Therefore, this work examines the effects of video emotions expressed
in titles on the diffusion effect of the video itself using bilibili as the research environ-
ment. In essence, the video title, as a narrative text, is a microcosm of the video content,
and the narrative effect will be affected bymany factors. Several academics have empha-
sized that the existence of recognizable characters. Personal pronouns in the text, is a
necessary condition for narrative transmission [6].

In this study, we explored the relationship between the emotional polarity expressed
in the video title and the popularity of the video based on bilibili video view data.
Furthermore, we investigated the role personal pronouns play in moderating the effect
of the emotional polarity of the title on video plays. The results show that, whether
positive or negative, the emotion of text transmission can effectively improve the effect
of video diffusion, expanding the scope of the original research on user-generated content
video. Interestingly, the first-person pronouns weaken the amount of attention brought
by negative emotions in our sample. And the combination of second-person pronouns
and the positive title does not work very well. In addition, due to the existence of fan
stickiness, those users aremore likely to be recommendedby the platform towatch videos
posted by the people they follow. Based on this situation, we analyzed the interaction
between the number of followers and their emotions. The results shows that negative
emotions spread faster in the channels of userswithmore followers,while the influence of
follower scale on views is heterogeneous between using positive title and using negative
title, which extends the existing research conclusions to a certain extent.

2 Literature Review and Theoretical Foundation

2.1 Literature Review

The use of social mediawebsites is increasing in the 21st century. A large number of viral
videos have emerged through the sharing and dissemination of users [7]. Social media
provides many opportunities for individuals and enterprises. Enterprises can expand the
audience area and their brand influence through social media. Individuals can obtain
fans and material incentives. Therefore, it is of great significance for enterprises and
individuals to explore what characteristics of videos can help them transmit in a virality
to achieve higher popularity.
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Many scholars use Youtube videos as samples to explore. Broxon et al. (2010)
analyzed the reasons for the high popularity of videos from the perspective of video click,
they found that in the process of production popularitymaturity completion, those videos
that get the viewing amount through independent click are different from thosevideos that
get the viewing amount throughmore sharing [7]. From the perspective of social network
and diffusion theory, Liu et al. (2012) believe that the characteristics that affect the video
diffusion effect include: the size and connectivity of the video publisher’s social network,
the quality and external evaluation of the video itself, and the author’s characteristics. For
videos that spread knowledge and political information, the credibility of video content
is a significant factor affecting the popularity of videos [2]. Li et al. (2021) verified this
conclusion against the background of COVID-19. Compared with Youtube, bilibili has
functions such as danmuku, which enables users to communicate asynchronously [3].
Based on these features, Yan et al. (2020) use the billili video as a sample to track the
whole life cycle of the video and believe that the active and simple participation of users
and some features of video publishers play different roles in different stages of the video
[8]. In addition, the number of views in the early stage is an essential parameter for the
popularity of videos [9].

Many scholars have explored the relationship between video diffusion and viral
transmission from the perspective of its emotion. As we said earlier, persuasion will
affect the spread of political videos. Some scholars have explored the characteristics of
persuasion and believed that ethos is the best, followed by logos and pathos. English et al.,
(2011) explored the relationship between the persuasive factors (sources of thoughts,
logos, and pathos) of different characteristics of political videos and viral transmission
of videos [10]. For video ads that need to arouse users’ love and sympathy, the different
emotions conveyed by videos will affect users’ attitudes towards this ad and the whole
brand [11]. Videos that can effectively awaken viewers’ emotional resonance are more
likely to get high transmission [12].

Through the literature review, we found that in the research on video advertising,
emotional arousal and emotion-related researchwasmentionedmore.While the research
on user-generated content video was less. Therefore, this paper intends to explore the
relationship between video emotion transmission and video popularity. The video title
and cover features are important factors to attract users to click for the first time and they
are also the beginning and important premise for users to share after watching. Therefore,
this paper will study the video title and cover features to explore the relationship between
their transmission features and video popularity.

The use of personal pronouns can effectively affect the emotions expressed in sen-
tences. In the field of marketing, research has proved that different use of personal
pronouns can affect the helpfulness of online reviews [13, 14]. In the same sentence,
using the first-person pronouns rather than not using personal pronouns expresses the
subjectivity of the text to a certain extent. Similarly, in the video title, the use of the
first-person pronouns expresses video uploaders’ own point of view to a certain extent.
The second-person pronouns can form a self-reference, allowing viewers to shift their
perspective to themselves. If they refresh relevant memories or experiences, they will
respond positively to the information.



Video Going Viral: Subjective Emotional Clash 159

Therefore, this paper explores the role of personal pronouns in video titles as well.
In the way of empirical analysis, we discuss the impact of the title’s subjective opinion
expression VS objective fact statement on the video diffusion effect.

2.2 Theoretical Foundation

Emotions as Social Information Theory. Van Kleef (2009) created the Emotions as
Social Information (EASI) paradigm based on the notion that emotion is information
[15]. He believed that emotion is a type of social information. In social interactions,
individuals interpret the emotional expressions of others as a sort of information, which
influences their conduct or attitude after internalizing and inferring emotional reactions.
In this paper, we regard the video publisher as the expression of emotion, and the audi-
ences as the observer. Through the emotional expression of the title and the use of
personal pronouns, we can affect the emotional reaction and reasoning of the observer,
thus affecting the user’s behavior.

Narrative Transportation Theory. According to narrative transmission theory, when
individuals focus their attention and immerse themselves in the act of reading a tale,
they are transmitted from the real world to the virtual one described by the story and
experience a powerful feeling of presence and emotional response [16]. Immersive reality
and narrative identification are fundamental components of the narrative transmission
persuasion mechanism [4]. This unique psychological process has a significant impact
on the attitude and behavior change of the audience. For instance, finance media can
improve the image through the narrative transmission of video, while text can expand the
imaginative space by expression of multiple meanings. In narrative transmission, they
will actively imagine the story’s future progression and generate appropriate hypotheses.

With the acceleration of society, many short videos and short texts are flooding
people’s lives, but this does not affect the process of people’s immersion in stories. In
this study, when users see a video title, they will understand the emotion and character
conveyed by the title text. Then they are involved in the corresponding narrative environ-
ment, resulting in corresponding emotional resonance or emotional repulsion. The use
of personal pronouns has changed the effect of narrative transmission to some extent.
Text without personal pronouns is more objective, and users rarely bring it into their
own or “UP” perspective. Based on the above, the use of personal pronouns in the title
will affect the effect of narrative transportation. At the same time, the use of different
personal pronouns may also have a corresponding effect on the emotion conveyed, and
then affect the user’s behavior.

3 Hypotheses Development

3.1 Video Title Emotions

According to the theory that emotion is social value, emotion, as a clue, affects how
individual information is processed and processes. To be specific, the emotion contained
in the text will infect other users, causing them to pay attention to the video, thereby
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increasing the video transmission effect. According to the negative bias idea [17], nega-
tive items will have a more enormous impact on an individual’s psychological state and
decision-making behavior than good or neutral things [18]. The emotions represented
by video title text will impact video diffusion. Consequently, this study suggests the
following hypotheses:

H1a: The positive polarity of video title has a beneficial effect on the video views.
H1b: The negative polarity of a video’s title has a beneficial effect on the video

views.
H1c: The negative polarity of the title’s text has a greater impact on the video views

than the positive polarity.

3.2 Personal Pronouns Use

Usingpersonal pronounswill help the reader visualize distinct characters and enhance the
narrative effect. We discuss the application of various personal pronouns. Typically, the
first-person pronouns (such as “I” and “we”) make the text more genuine and empathic.
“UP” evokes inner resonance in others by describing own experience, engaging users in
the “UP” narrative scene, resonatingwith the emotions conveyed in the narrative, causing
users to pay attention to the video, and subsequently affecting the video transmission.
The use of second-person pronouns (such as “you”) shifts the focus of expression to
users, makes users feel cordial, and increases their interest in watching [19]. Based on
the preceding discussion, this paper proposes the following hypotheses:

H2a: The use of personal pronouns increases the video views.
H2b: The use of first-person pronouns in video titles increases the transmission effect

of both positive and negative emotions on viewers, thereby increasing the video views.
H2c: The use of second-person pronouns in video titles increases the transmission

effect of positive video emotions on viewers thereby increasing the video views. While
it decreases the transmission effect of negative emotions thereby decreasing the video
views.

4 Methodology

4.1 Empirical Samples

Since its inception in 2009, bilibili has evolved into a highly viscous content culture
community and pop-up video platform, offering users live streaming, animation, games,
documentaries, and self-produced variety shows.

This research crawls user-generated videos on the bilibili using Python. Since video
views and other indicators fluctuate significantly and dynamically in the early stages of
a video’s distribution, picking the most recently published videos will make it simple to
analyze the elements influencing video dissemination impacts. In this work, the freshly
published films on April 1, 2022, serve as the research object, with the period fromApril
1 toApril 17 constituting the observationwindow.Video titles, video covers, video plays,
video owner data, video length, etc., were gathered for each video, along with the tags
of the partition where the video was stored, which included life, food, movie, etc. The
collection includes 49,989 genuine video data.



Video Going Viral: Subjective Emotional Clash 161

4.2 Data and Variables

As dependent variables, the number of video views measures the popularity of video and
the level of video diffusion. Both text and images can transmit corresponding emotions;
however, video titles are more capable of transmitting explicit emotional polarity than
video covers, so our independent variables are the positive/negative polarity expressed
in the titles. For sentiment polarity, we created emotion dictionary utilizes Dalian Poly-
technic University’s emotion vocabulary book question bank and Tencent’s open-source
word vectors. Their affective polarity is manually marked before being calculated by the
affective lexicon and compared with an accuracy rate of 86.6%, which is applicable.

In addition to examining the role of emotional polarity in video text narrative trans-
mission, we counted the personal pronouns in the titles (I, we; you) as independent
variables for studies three. Although these words represent only a small portion of the
text in the overall titles, it will produce a different reference. It will affect the user’s
behavior. We control several factors that may influence the effect of video dissemina-
tion, which are mainly all information video viewers can receive before watching. First,
we obtain picture clarity and the picture information entropy from the video preview. For
picture entropy, the larger information entropy represents the average amount of infor-
mation contained in the picture (The specific formula is (1)). Second, we also calculate
the amount of information contained in the title by measuring its information entropy
(the specific formula is (2)).

H = −
∑255

i=0
Pijlogpig (1)

H (x) = −
∑n

i=1
p(xi)logp(xi) (2)

Finally, we also manage information about the publisher, such as the number of fol-
lowers, their level, the number of videos they have uploaded, etc. Additionally, variables
such as the video’s duration and creativity are regulated. See Table 1 for names and
definitions.

Before constructing a regression model, it is essential to comprehend the distribution
of the variables, which is then used to determine the application of models and the
treatment of variables. The description results are shown in Table 2. It’s clear that the
variance of our ViewNum is much higher than its mean. Our dependent variable is an
over-dispersed count outcome variable. The negative binominal regression should be
used to test for the connections between the regressand and regressors.

Before conducting the formal regression analysis, we performed correlation analysis
and multiple covariance tests on the variables. After we tested for multicollinearity, the
average covariance VIF= 1.25, which indicates no absence of multicollinearity between
variables (Table 3).
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Table 1. Variable description

Dimension Name Symbol Definition

Dependent Variable View ViewNum Cumulative number of
video plays as of the
moment of data collection
for the current period

Independent
Variable

Positive polarity PosPol Weighting the positive
words in the title results in
a score

Negative polarity NegPol Weighting the negative
words in the title results in
a score

Pronouns with and lacking IfPron Whether the personal
pronouns are used in video
title(used = 1;non-used =
0)

First-person pronouns First_Pron Whether a first-person
pronouns is used in video
title(used = 1;non-used =
0)

Second-person pronouns Second_Pron Whether a second-person
pronouns is used in video
title(used = 1;non-used =
0)

Control Variable User’s Level UserLevel User level, divided into 0–6
levels

Follower Follower Number of users’ followers

VideoNum VideoNum The total number of
user-published video
contributions up to the time
of data collection

Duration Duration The length of the video

Type Type The channel that the video
is on

Picture Clarity Clarity Calculate the average
gradient value of
grayed-out images based
on image data

Picture Entropy PicEntro The absolute value of
two-dimensional
information entropy is
calculated based on the
number of images

(continued)
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Table 1. (continued)

Dimension Name Symbol Definition

Text Entropy TxtEntro The absolute value of
one-dimensional
information entropy is
calculated according to the
amount of text information

Table 2. Summary statistics

Variable Obs. Mean Std. Dev. Min Max

ViewNum 49,989 3488.13 56196.72 0 5603837

PosPol 49,989 2.07 2.78 0 28

NegPol 49,989 1.61 2.92 0 28

IfPron 49,989 0.15 0.36 0 1

First_Pron 49,989 0.093 0.291 0 1

Second_Pron 49,989 0.068 0.252 0 1

UserLevel 49,989 3.52 1.54 0 3

Follower 49,989 5230.56 68949.95 0 6763106

VideoNum 49,989 1994.64 17206.46 0 274454

Duration 49,989 613.42 4953.23 1 438536

Clarity 49,989 643.63 1230.82 0 45130.51

PicEntro 49,989 5003.65 3833.40 63.92 163889.90

TxtEntro 49,989 3.62 1.04 0 6.06

4.3 Model Specification

Our estimation aims to investigate the relationship between the polarity of emotion
transmitted by video titles and video disseminationmeasured by views through empirical
analysis and to discuss how the existence of personal pronouns moderate such emotion
carryover and then influences the video views. To examine this relationship, we employ a
negative binominal regression (NBR)model because our dependent variable –ViewNum
is an over-dispersed count outcome variable. The specific model displays as follow.

ln(ViewNum) = β0 + β1PosPol + β2NegPol + β3UserLevel
+β4ln(Follower + 1) + β5ln(VideoNum + 1) + β6ln(Duration)
+β7ln(Clarity + 1) + β8PicEntro + β9TxtEntro + β10Type_Dummy + ε

(3)
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Based on the main model, we further examined the effect of the use of personal
pronouns and the interaction with affective polarity on video diffusion effects.

ln(ViewNum) = α0 + α1PosPol + α2NegPol + α3First_Pron
+α4Second_Pron + α5First_Pron ∗PosPol + α6First_Pron
∗NegPol + α7Second_Pron ∗PosPol + α8Second_Pron ∗NegPol
+α9UserLevel + α10ln(Follower + 1) + α11ln(VideoNum + 1)
+α12ln(Duration) + α13ln(Clarity + 1) + α14PicEntro + α15TxtEntro
+α16Type_Dummy + ε

(4)

4.4 Results

The estimation results of Eq. (3) and (4) are presented in Table 4 (Model 1&3). The
impact of the emotional polarity of video titles, as determined by the NBRmodel, on the
volume of playback is seen in Table 4‘s first column (Model 1). In light of this, we base
on Model 1 and add the variable of whether personal pronouns occur (Model 2). The
estimated findings are displayed in the second column of Table 4; Finally, we addressed
the moderating effect of personal pronouns in the transmission of emotional polarity
(Model 3). The coefficients of most control variables are significant, indicating that the
control variables we choose are reasonable.

For model 1, the positive and negative emotional polarities of video title both have
a positive impact on video viewing amount (β1 = 0.015, ρ < 0.001, SE = 0.003; β2
= 0.064, ρ < 0.001, SE = 0.006), which supports H1a and H1b. No matter positive or
negative, a more emotional video title seems to be more attractive to viewers so videos
with such a title have significantly more views. And H1c is supported as well. Given
that the coefficient of NegPol is larger than that of PosPol (β1 < β2), a video title with
a negative emotional tendency has a greater impact on the video’s popularity than a
positive title at the same sentiment polarity. So far, our first hypothesis has been fully
supported.

As mentioned earlier, in order to explore the role of personal pronouns in emotional
transmission, we first create classified dummy variables based on whether there are
personal pronouns, and add them to Model 1 for estimation. However, the result shows
that the impact of personal pronouns on video views is insignificant. (ρ > 0.005). There
are two possible reasons for the current result – the video views have nothing to do with
personal pronouns in titles, or the effects of personal pronouns in titles mix so that their
effects are vague. So we explore more details in Model 3.

Results fromModel 3 tell us that the use of first-person pronouns in video titles itself
does not have a significantly different impact on viewer’s propensity to watch the video.
Similarly, the coefficient of the interaction term “First_Pron*PosPol” is insignificant as
well. It is interesting to see that, if the negative emotion is conveyed from the first-person
perspective, its effectiveness will be weakened (α6 = −0.079, ρ < 0.001). Otherwise,
the use of second-person pronouns in video titles attracts more views (α4 = 0.227, ρ <

0.001). However, the positive impacts of positive title and second-person pronounswon’t
be fully achieved if the positive emotion is conveyed from the perspective of second-
person (α7 = −0.026, ρ < 0.05). It seems that the positive emotion in titles is not so
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Table 4. Estimated results of main effect and adjustment effect

Model 1 Model 2 Model 3

Coef. SE Coef. SE Coef. SE

_cons 3.850*** (0.246) 3.864*** (0.246) 3.824*** (0.246)

PosPol 0.015*** (0.003) 0.015*** (0.003) 0.017*** (0.004)

NegPol 0.064*** (0.003) 0.064*** (0.003) 0.074*** (0.036)

IfPro - - −0.030 (0.024) - -

First_Pron - - - - 0.038 (0.044)

Second_Pron - - - - 0.227*** (0.051)

UserLevel −0.038*** (0.006) 0.038*** (0.006) −0.03*** (0.006)

ln(Follower + 1) 0.791*** (0.004) 0.791*** (0.004) 0.789*** (0.004)

ln(VideoNum + 1) −0.492*** (0.005) −0.493*** (0.005) −0.492*** (0.005)

ln(Duration) 0.006 (0.008) 0.005 (0.008) 0.005 (0.008)

ln(Clarity + 1) −0.136*** (0.006) −0.136*** (0.006) −0.0139*** (0.006)

PicEntro 0.0001*** (0.000) 0.000*** (0.000) 0.000*** (0.000)

TxtEntro 0.260*** (0.009) 0.262*** (0.010) 0.259*** (0.010)

First_Pron*PosPol - - - - −0.000 (0.011)

First_Pron*NegPol - - - - −0.079*** (0.001)

Second_Pron*PosPol - - - - −0.026* (0.012)

Second_Pron*NegPol - - - - −0.019 (0.010)

Type_dummy Control Control Control

Pseudo-R2 0.0816 0.0816 0.0817

Log.Lik −296791.49 −296778.56 −296743.85

Observations 49989 49989 49989

Notes: Table entries for three models are a NBR regression analysis, with regression coefficients
in the left, and standard errors in parentheses. *** ρ < 0.001, ** ρ < 0.01, * ρ < 0.05

persuasive if the presence of second-person pronouns imposes that positive emotion on
viewers, which to some extent limits viewer’s interest in watching the video. Overall,
H2 has been partially supported.

5 Heterogeneity Analysis

To a large extent, the number of followers determines the baseline of views. It is because
of strong fan stickiness that internet celebrities usually get higher viewing times and a
better diffusion effect. Therefore, to further explore possible heterogeneity,we conducted
further regression analysis based on the number of followers, emotional polarity, and
their interaction.
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Interestingly, through the estimated results, we found that videos with only negative
emotional titles were better spread and received higher viewing volume under the high
number of followers (β = 0.003, ρ < 0.001). For these fans, compared with the videos
title full of positive emotions (β = −0.010, ρ < 0.001), they have higher curiosity about
videos with negative emotional titles. As we said earlier, negative emotional titles are
more attractive to people than positive emotional titles on the whole.

6 Robustness Check

On the bilibil website, many videos are original, and many are carried from other web-
sites. Bilibil has labeled these videos differently, so that users can effectively distinguish
them. This situation gives users a certain advanced expectation of the videos they watch,
which affecting the persuasiveness of the video titles to users involuntary. Therefore,
we redo our research methods for those original video samples to further verify the
conclusions of this paper and enhance their robustness. The results are almost consistent
with our previous research, which indicates that the research conclusions in this paper
are robust(α1 = 0.015, ρ < 0.001; α2 = 0.072, ρ < 0.001; α3 = 0.098, ρ < 0.05; α4 =
0.223, ρ < 0.001; α5 = −0.038, ρ < 0.001; α6 = 0.801, ρ < 0.001; α7 = −0.468, ρ <

0.001; α8 = −0.008, ρ > 0.05; α9 = −0.138, ρ < 0.001; α10 = 0.000, ρ < 0.001; α11
= 0.226, ρ < 0.001; α12 = 0.006, ρ > 0.05; α13 = −0.083, ρ < 0.001; α14 = −0.021,
ρ > 0.05; α15 = −0.022, ρ < 0.05;).

7 Discussion and Conclusion

Our researchhasmade some theoretical contributions. First of all, this study examined the
impact of user-produced video title emotion on video popularity, which is an important
factor that has not been studied enough in the dissemination of user produced content
videos. We found that explicit positive and negative emotions in video titles can affect
users’ interest in clicking in.

Secondly, we found that videos using personal pronouns in video titles had a sig-
nificant impact on amount of plays. But unlike what we thought, personal pronouns
strengthen emotions and then attract more clicks and views, our results were surprising.
Viewers show indifference to video uploaders’ negative emotions unless the uploader is
an internet celebrity with many followers. On the other side, users are attracted by video
titles with second-person pronouns on average, and it is better to keep objective when
titling the video for maximum views. In addition, from the heterogeneity analysis, we
also found that people prefer small “UP” (bilibili video uploader with small amount of
subscribers) to express positive emotions in video titles than influencer to do.

As users produce content videos and enterprise video ads, promotional videos, etc.,
they need to gain higher popularity and attention. Then benefit from the videos. There-
fore, it is essential for individuals and enterprises to deal with video to make it look
more attractive to the audience. We found that both positive and negative video titles can
effectively improve the early viewing volume and popularity of video. Therefore, when
making and sharing videos, we need to pay attention to the form of emotional expression
of video titles.
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About the defects and prospects of our research. The video we chose is a node video,
so more nodes should be added to mitigate the related problems caused by time. At the
same time, we believe that the title is a critical element to attract users to watch videos for
the first time. For those videos that have a certain amount of viewing, we lack the impact
of the title element on the later popularity of videos. In addition, as a very important
attraction element, we only introduce some extractable variables of the picture into it,
lacking research on the emotional transmission of the picture, which is also what we
want to study in the future. In addition, the location of personal pronouns will further
affect the transmission of the overall emotion, and our research also lacks an in-depth
exploration of the location of personal pronouns.

Acknowledgement. This research was supported by the National Natural Science Foundation of
China under Grant 71874131.
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Abstract. Emergency events, such as out-of-hospital cardiac arrest, are China’s
leading causes ofmortality. However, witnesses of emergencies are seldom trained
with first-aid measures before emergency events happens. Relative to traditional
offline first-aid training methods, social media greatly enhanced audiences’ inter-
est in first-aid learning in a more entertaining, time-saving, and labor-saving
way. Based on Construal Level Theory (CLT), this study aims to understand
the impact of external emergencies (past emergencies experience) on individ-
ual internal change (psychological distances) and subsequently generate first-aid
learning intention through using social media. As emergencies are severe but not
widespread, this study only examines social and spatial dimensions of psycholog-
ical distance (PD) to broaden the application scenarios of CLT. At the same time,
we apply prosociality to measure the individual difference. This study conducts a
survey in a first-aid popularization account on Sina Weibo. 348 participants, who
had never learned first-aid knowledge and skills before, engaged. Results prove
that both PDs and prosociality may be impacted by external emergency experi-
ences, then promote related learning intention. This study also finds that proso-
ciality moderates the relationship between spatial distance and related learning
intention. This study roots in an emergency context and broadens the application
of CLT in first-aid learning. At the same time, since first-aid training is usually
hard to grasp and residents usually do not need complex skills to rescue people in
emergency events, we applied social media as our learning context in this study
to lower the threshold of first-aid education.

Keywords: First-aid learning intention · Emergency events · Past experience ·
Psychological distances · Construal Level Theory · Prosociality · Social media

1 Introduction

Emergency events, such as out-of-hospital cardiac arrest, are the leading causes of mor-
tality worldwide. In China, cardiac arrest causes more than 550 thousand sudden deaths
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yearly, and 70%–80% of cardiac arrest events occur outside hospitals [1] without physi-
cians nearby taking rescue measures. At the same time, less than 1% of witnesses are
trained with first-aid knowledge and skills in China [2]. First-aid learning has shown
increasing values in reducing mortality and improving prognosis due to cardiac arrest
[3].

Various resources have been invested in first-aid education, but more progress has
yet to be made. Traditional offline first-aid training could only serve a small number
of learners, showing inefficiency in relieving cardiac arrest in China. Under this cir-
cumstance, social media could be one of the indispensable channels for popularizing
scientific information to maximize the scope of popularization. Social media greatly
enhanced audiences’ interest in first-aid education through a more entertaining way in
various forms, such as pictures and videos, providing valuable insights through inno-
vative content generation [4]. At the same time, first-aid learning in social media has
shown to be time-saving and labor-saving with solid publicity results.

This study aims to understand the influencing factors of online first-aid learning
intention in social media and conducts an empirical analysis with a survey through a
first-aid education account on Sina Weibo, one of China’s most popular social media
platforms. Results give insights to understand the external emergencies promote individ-
ual internal change, and finally impact online social media. First, our findings provide
evidence that past emergency event experiences could narrow social and spatial dimen-
sions of PDs, then the spatial distances could generate first-aid learning intention through
using social media. Second, this study prove that past emergency event experiences gen-
erate prosociality, and then facilitate first-aid learning intention through using social
media, consistent with our reasoning. At last, we also find that prosociality moderate
the relationship between spatial distance for future emergencies and first-aid learning
intention through using social media. This study roots in an emergency context and
broaden the application of CLT in first-aid learning intention. At the same time, since
first-aid training is usually professional and hard to grasp and residents usually do not
need complex skills to rescue people in emergency events, we applied social media as
our learning context in this study to lower the threshold of first-aid education.

2 Literature Review

2.1 Construal Level Theory and Psychological Distances

CLT is a psychological theory that applied to describe thePDs toward the event are remote
or close [5, 6], then PDs may impact the extent to which cognitive thinking about an
event is abstract or concrete and guide behaviors referring to the events experienced [7].
Most existing studies adopted CLT to understand the project failure and skills learning
context. These studies confirmed that project failure experience may narrow PDs and
then promote learning to prevent another failure in the future [8]. For emergency contexts,
multiple studies adoptedCLT, such as climate disasters. Still, seldom studies have tried to
facilitate first-aid learning, which is essential to facilitate the future behaviors of people
with emergency event experiences. From the perceptions of the construal level, when
people have undergone emergencies, they will have close PDs, and the construal level
for emergency events is low.
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2.2 First-Aid Learning Intention Through Using Social Media

Generally, an individual’s learning intention is defined as the proximal determinant of
engaging in learning activities [9]. This intention is a robust predictor for actual learning
behaviors [10]. Various indicators could impact individual learning intentions, such as
the learner’s characteristics, the learning activity’s characteristics, and social context
[11]. To better understand the first-aid learning intention, we consider the individual
psychological factors (PDs), individual differences (prosociality), and the social context
of emergency events in this study.

At the same time, first-aid learning through using social media lowers the threshold
of traditional offline first-aid professional education. The typical learning mode for first-
aid training is proficiency in a face-to-face manner. However, only a few residents need
this systematic training to give a helping hand in emergencies. With the fast demand for
education needs, limited offline resources become a learning barrier. Social media could
integrate learning sources to meet many individuals’ learning needs.

3 Hypotheses Development and Research Model

The past experience, which may generate emotions and feelings, could be viewed as an
external event that impacts the internal change rather than a direct experience [8]. Under
various experiences, individuals may generate different mental models, such as PDs
[12]. After integrating past experiences into individual cognitive change, people could
stimulate learning behaviors to prevent adverse events from happening in the future [12].
Like other experiences, the past emergency experience could give residents a sense of
the consequences of emergencies, generate recognition of a future emergency event, and
stimulate subsequence learning behaviors [13]. We also adopt prosociality as a personal
trait in our research model. In this study, we explore the impact of past emergency
experiences on first-aid learning intention through two internal changes, mental change
(PDs) and individual differences (prosociality).

3.1 Impact of Mental Changes on First-Aid Learning Intention

Based on CLT, existing studies illustrated that past experience could change all four
dimensions of PDs: spatial distance (here), temporal distance (now), social distance
(self), and uncertainty (certainty) [8]. When an event locates at a relatively remote
spatial distance, occurs in a more distant future, happens to others more unfamiliar than
oneself, and takes place with a lower probability, the PDs of this event that occurred in
the future may be remote.

Unlike the experience examined in most studies, emergency events are severe but
not widespread, resulting in consideration of temporal and uncertainty dimensions of
PDs that are insignificant in this context. In this study, we broaden the application of
CLT in the emergency context by examining the impact of spatial and social dimensions
of PDs, which leads to the hypothesis below:

H1a: Past emergency experience negatively relates to social distance toward a future
emergency event.
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H1b: Past emergency experience negatively relates to spatial distance toward a future
emergency event.

At the same time, CLT emphasizes that PDs could change the mental construal of
an event and predict behaviors toward the future event [7]. People with a close social
distance in emergency events are more sensitive to the risks posed by the circumstances,
resulting in engaging in activities to prevent occurrences of future emergencies. First-aid
learning could be one of the most effective preventive measures. At the same time, social
media lower the threshold of first-aid education to meet the individual need of specific
first-aid learning demands.

On the other hand, spatial distance focused on how far people perceived the emer-
gency event would happen based on their current location. People with a close spatial
distance in emergency events always have little time to respond to this event, leading to
a desire for skilled first-aid measures. Under these circumstances, spatial distance will
influence first-aid learning intention through using social media. Then we propose the
hypothesis below:

H2a: Social distance in future emergencies negatively relates to first-aid learning
intention through using social media.

H2b: Spatial distance in future emergencies negatively relates to first-aid learning
intention through using social media.

3.2 Impact of Individual Difference on on First-Aid Learning Intention

Prosociality can be seen as the individual differences that guide future behaviors to bene-
fit others without considering self-benefit [14], containing helping, sharing, comforting,
rescuing, and so on [15]. One reason for introducing prosociality in our research model
is that the motivation to help others is paramount for emergency and first-aid learning
contexts. At the same time, research has illustrated that experience can explain proso-
ciality in adulthood [16], for people could catch the need for help. Emergencies are
situations in desperate need of help from witnesses. Under these circumstances, people
may promote their prosociality under emergencies.

H3: Past emergency events positively relate to prosociality.
The behaviors produced by past emergency experiences may be subjective and dis-

similar from the characteristics of people groups [17]. When prosociality is high, people
will stimulate their ability to meet others’ needs and take action to benefit others. Then,
when prosociality is high, the relationship between PDs and first-aid learning intention
through using social media enhances.

H4: Prosociality positively relates to first-aid learning intention through using social
media.

3.3 Moderating Role of Prosociality on the Relationship Between Psychological
Distances and First-Aid Learning Intention

People with high prosociality are intended to benefit or help an individual or group
[18]. When prosociality is high, the mental construal of an emergency event would be
changed; then, the impact of PDs and first-aid learning intention through using social
media will be enhanced. Hence, we hypothesize that:
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H5a: Prosociality negatively moderates the relationship between social distance in
future emergencies and first-aid learning intention through using social media.

H5b: Prosociality negatively moderates the relationship between spatial distance in
future emergencies and first-aid learning intention through using social media.

3.4 Research Model

Based on the hypothesis mentioned above, we build the research model shown in Fig. 1.
At the same time, this study controls age, gender, education, and living with old adults.
Age, gender, and education may impact learning behaviors. In the emergency context,
people living with senior adults may have concerns that ultimately influence first-aid
learning behaviors.

Fig. 1. Research model.

4 Research Methodology

4.1 Data Collection

To test the hypothesis, we conducted a survey online to collect data through an emergency
popularity account (Jizhen Yeying) on Sina Weibo, one of China’s most popular social
media platforms. This account aims to publish emergency popularity articles and post
first-aid skills videos for years. This account was built by a doctor working at a large 3a
hospital in Guangdong province with years of emergency treatment experience. Before
the survey was conducted, the number of followers exceeded one million.

Before the final questionnaire was distributed, we conducted a preliminary survey
with existing measurement items, which were modified by our research context. Each
item was first translated into Chinese, and then we translated it back into English. After
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that, a pilot study was conducted to ensure the clarity of every question. Ultimately, we
distributed this questionnaire to social media users who were adults. In total, 804 par-
ticipants were engaged. We excluded 456 participants who learned first-aid knowledge
and skills before filling in this questionnaire, leaving 348 samples.

4.2 Measures

This study examined past emergency experience through using a single item of “How
many emergencies have you experienced through using social media?” (never = 0, one
time = 1, and more than 2 times = 2). The items for PDs (social distance and spatial
distance toward future emergencies) were adopted from the scales of Spence et al. (2012)
[19] on a 5-point Likert scale (5 stands for a relative far distance). Besides, we also use
the scales which were validated and used in prior studies to measure prosociality [14]
and first-aid learning intention through using social media [20] on 5-point Likert scales,
and the numerical scores ranging from 1 (strongly disagree) to 5 (strongly agree). The
measurement of these items is shown in Table 1 as follows.

4.3 Demographic Analysis

Table 2 shows the demographic statistics results. First, the majority of the participants
were female (74.4%). Second, among all the participants, almost half were aged between
25 and 34 (45.6%); other participants were located between the ages of 18–24 and 35–
44; only two were older adults above 54. At last, most of the participants were college
or university graduates.

5 Results

5.1 Measurement Model

This study first examines the construct reliability and validity by reporting the item
loading, average variance extracted (AVE), composite reliability (CR), and Cronbach’s
alpha (CA), as shown in Table 3. The item loadings were all above 0.7. Besides, the
AVE was between 0.596–0.703, the CR at 0.904–0.943, and the CA between 0.860–
0.932, exceeding the recommended thresholds of 0.5, 0.7, and 0.7, respectively. The
discriminant validity of the constructs and concepts is shown in Table 4. The results
showed satisfactory discriminant validity of the measurements.

5.2 Structural Model

Figure 2 presents the results of our research model. Past emergency experience signifi-
cantly negatively impacts two PDs. The path coefficient of the relationship between past
emergency experience and social distance is −0.091 (t = 1.832, p < 0.1), and the path
coefficient of the relationship between past emergency experience and spatial distance
is −0.160 (t = 3.231, p < 0.01), supporting H1a and H1b. Then, past emergency expe-
rience significantly positively impacts prosociality with the path coefficient of 0.039 (t
= 1.826, p < 0.1), supporting H2.
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PDs show a diverse significance in first-aid learning intention through using social
media. Social distance does not significantly impact first-aid learning intention (t =
0.929, p > 0.1), rejecting H3a, and spatial distance significantly negatively impacts
first-aid learning intention with a path coefficient of −0.234 (t = 3.398, p < 0.01),
supporting H3b. At the same time, prosociality significantly positively impacts first-aid
learning intention through using social media with a path coefficient of 0.354 (t= 5.803,
p < 0.01), supporting H4.

At last, prosociality shows a significantly positive moderating role in the relationship
between social distance and first-aid learning intention through using social media (β =
0.103, t= 2.281, p< 0.05), rejecting H5a, and a significant negative moderating role in
the relationship between spatial distance and first-aid learning intention (β = −0.109, t
= 1.969, p < 0.05), supporting H5b.

Table 1. Measurement scales.

Constructs Items Sources

Social distance toward
future emergencies

PDSOD Emergencies are not likely to
have big impact on me

Spence et al. 2012

Spatial distance toward
future emergencies

PDSPD My living area is not likely to
suffer emergencies

Prosociality PS1 I am pleased to help my
friends/colleagues in their
activities

Caprara et al. 2005

PS2 I share the things that I have
with my friends

PS3 I try to help others

PS4 I am available for volunteer
activities to help those who are
in need

PS5 I am emphatic with those who
are in need

PS6 I help immediately those who
are in need

PS7 I do what I can to help others
avoid getting into trouble

PS8 I intensely feel what others feel

PS9 I am willing to make my
knowledge and abilities
available to
Others

(continued)
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Table 1. (continued)

Constructs Items Sources

PS10 I try to console those who are
sad

PS11 I try to be close to and take
care of those who are in need

First-aid learning intention
through using social media

FLISM1 I intend to look for information
about first-aid courses and
learning activities that I could
participate in through using
social media

Hazelzet et al. 2009

FLISM2 I intend to participate in a
first-aid learning activity
within next year through using
social media

FLISM3 Sometimes I think about
following a first-aid training
within the next year through
using social media

FLISM4 I intend to talk with persons on
social media about first-aid
related courses or trainings
that I could follow through
using social media

Table 2. Demographic statistics.

Characteristics Number Percentage

Gender Male 88 25.2%

Female 260 74.7%

Age 18–24 69 19.8%

25–34 159 45.6%

35–44 91 26.1%

45–54 27 7.7%

>54 2 0.5%

Education Senior high school graduate and below 23 6.6%

College and university graduate 259 74.4%

Master and Ph.D 66 19.0%
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Table 3. Testing of reliability and convergent validity.

Items Item loading Average
Variance
Extracted
(AVE)

Composite
Reliability (CR)

Cronbach’s
Alpha
(CA)

Learning
intention
through using
social media
(LISM)

LISM1 0.846 0.703 0.904 0.860

LISM2 0.824

LISM3 0.851

LISM4 0.833

Prosocial (PS) PS1 0.744 0.596 0.942 0.932

PS2 0.728

PS3 0.844

PS4 0.757

PS5 0.770

PS6 0.806

PS7 0.822

PS8 0.733

PS9 0.817

PS10 0.753

PS11 0.704

Table 4. Correlation analysis.

EXP PDSOD PDSPD PS LISM

EXP 1.000

PDSOD −0.091 1.000

PDSPD −0.160 0.468 1.000

PS 0.093 −0.461 −0.409 0.772

LISM 0.080 −0.374 −0.411 0.490 0.838
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Fig. 2. Smart PLS analysis results (Note: *p < 0.05; **p < 0.01; ***p < 0.001).

6 Discussion

This study examines the influencing factors of first-aid learning intention through using
social media other than offline learning intention. Results give insights to understand
the external emergencies promote individual internal change, and finally impact online
social media. First, our findings provide evidence that past emergency event experience
could narrow social and spatial dimensions of PDs, then the spatial distances could
generate first-aid learning intention. However, social distances of future emergencies
could not generate first-aid learning. This finding is consistent with the definition of
social distance which emphasizes the extent events affecting self and the nature of
first-aid learning to benefit others. Second, this study prove that past emergency event
experiences generate prosociality, and then facilitate first-aid learning intention through
using social media, consistent with our reasoning. At last, we also find that prosociality
moderate the relationship between spatial distance for future emergencies and first-aid
learning intention through using social media.

7 Conclusion

This study investigates howexternal emergency experiences influence individual internal
changes and ultimately facilitate first-aid learning intention through using social media.
This study roots in an emergency context to build our research model. First, we broaden
the application ofCLT infirst-aid learning intention by investigating the social and spatial
dimensions of PDs. Emergency context is unique for the emergency events, usually
severe but not widespread, leading to the consideration that the other two dimensions
are meaningless. Second, we introduce an individual difference, namely prosociality,
which usually guides people to benefit others to understand the influence path of first-
aid learning intention. Third, since first-aid training is usually professional and hard to
grasp and residents usually do not need complex skills to rescue people in emergency
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events,we applied socialmedia as our learning context in this study to lower the threshold
of first-aid education.

This study’s results could help facilitate online first-aid learning and identify the
high-potential target first-aid learning groups. At the same time, the government should
promote residents’ prosociality, which may influence first-aid learning and benefit more
people in emergency events. However, this study still has limitations to be verified in
future studies, such as considering other social media platforms.
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Abstract. Using text analysis, in this study, we identified and quantified the tex-
tual contents of the enterprise innovation behavior descriptions in analyst reports,
and we formed an information content index. Based on the views of information
efficiency andnoise trading theory,we analyzed the impact of the corporate innova-
tion behavior descriptions in analyst reports on the stock price synchronicity, using
the degree of information asymmetry as the moderating factor, and the heteroge-
neous beliefs of investors and noise trading as themediating factors. Our empirical
research results are as follows: (1) the corporate innovation behavior descriptions
in analyst reports can inhibit the stock price synchronicity phenomenon, which is
constrained by the degree of information asymmetry; (2) the analyst descriptions
of corporate innovation behavior strengthen the heterogeneous beliefs of investors,
thereby inhibiting the stock price synchronization; (3) noise trading has no medi-
ating effect between the analyst descriptions of corporate innovation behavior and
stock price synchronicity. This study provides favorable evidence for the informa-
tion intermediary role of analysts, and it enriches the theoretical research on stock
price synchronicity. It also provides a new research perspective for the application
of text analysis in the fields of finance and accounting, and it enriches the research
dimensions of the textual characteristics of analyst reports.

Keywords: Stock Price Synchronicity · Analyst Reports · Text Analysis ·
Corporate Innovation

1 Introduction

The price mechanism guides the allocation of resources in the capital market. However,
the emergence of various anomalies in the capital market, such as the stock price syn-
chronicity phenomenon, hinders the efficiency of the resource allocation. At this time,
the price loses the function of the signaling mechanism, and investors cannot identify the
true value of the enterprise through the price, which damages the operation efficiency
of the capital market.
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Based on the view of information efficiency, Roll [1] points out that the integra-
tion of information at the enterprise level is the reason for the heterogeneity of stock
price fluctuations. Noise trading theory holds that the fluctuation in the stock price is
not entirely caused by information factors, especially in markets in which noise trad-
ing dominates. Noise deteriorates the efficiency of the information transmission, which
causes the stock price to deviate from the true value of the enterprise and presents low
stock price synchronicity [2].

The key influencing factor for the formation of stock price synchronicity is infor-
mation asymmetry [3]. As one of the important corporate characteristics, the corporate
innovation behavior is an important basis from which investors evaluate the corporate
value. In reality, there is large information asymmetry between the internal and external
investors in the enterprise innovation behavior information [4]. Analysts interpret the
company’s idiosyncratic information and transmit it to investors in the form of analyst
reports to guide them in correct and rational investment decision making, which is a key
link in improving the overall operational efficiency of China’s capital market [5].

As for the impact of securities analysts on the stock price synchronicity, in the early
research, which was based on the “information efficiency view”, researchers focused on
tracking the number of analysts, and they could not agree upon the relationship between
the analysts and stock price synchronicity. In recent years, researchers have begun to
focus on the impact of the textual content characteristics of analyst reports on the stock
price synchronicity. Corporate innovation behavior is an important enterprise character-
istic; however, scholars have not paid enough attention to the textual characteristics of
the corporate innovation descriptions in analyst reports and their impacts on the stock
price synchronicity.

On this basis, we evaluated the relationship between the corporate innovation behav-
ior descriptions in analyst reports and the stock price synchronicity from the corporate
microlevel perspective. Through the textual analyses of analyst reports, we constructed
an information content index that describes the enterprise innovation behavior. Based on
the views of information efficiency and noise trading theory, we took the degree of infor-
mation asymmetry as the moderating factor and the heterogeneous beliefs of investors
and noise trading as the mediating factors, and we analyzed the influence of the corpo-
rate innovation behavior descriptions in analyst reports on the stock price synchronicity.
We provide favorable evidence for analysts as information intermediaries, discuss the
mechanism of the role of securities analysts in stock price synchronicity, and thereby
enrich the theoretical stock price synchronicity research.

2 Related Works

2.1 Stock Price Synchronicity

Stock price synchronicity refers to the phenomenon that the share price of a company
simultaneously rises and falls on the stock market. When the stock price synchronicity
is high, there is no difference in the stock price fluctuations among different enterprises,
and the stock price does not reflect the real value of the enterprise, which thus dam-
ages the signal transmission mechanism of the stock price. Roll (1988) combined the
fluctuation in the stock price with information content, proposed the explanation of
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“information efficiency” [1], and thereby established the logical starting point of stock
price synchronicity research. Hutton et al. (2008) [6] found a substantial positive effect
between the opacity of financial statements and the stock price synchronicity, which
indicates that the stock price synchronicity is higher when the degree of the incorpora-
tion of the enterprise characteristic information into the stock price is low. As West [2]
demonstrated, noise can exacerbate the volatility of share prices, which is reflected in
lower stock price synchronicity.

2.2 Analyst Report

The analyst’s report contains the analyst’s opinion and judgment basis. In the early
studies, researchers focused on quantitative results and adjustments to analyst reports.
Kothari et al. (2002) [7] point out that the text that contains the analyst’s analysis of
industries, policies, corporate business, and risks is of great value to his or her research.
Asquith et al. (2005) [8] classified the textual intonations in analyst reports, which
created a precedent for research on the textual data of these reports. Subsequently, more
researchers began to pay attention to the importance of the textual contents of analyst
reports.

2.3 Corporate Innovation Behavior Information

Innovation is the core of the competitiveness of enterprises, and it is the key basis for the
decision making of investors. James et al. (2016) [9] believe that the disclosure of R&D
information by enterprises can send a signal of technological leadership to investors,
which causes a positive market reaction. However, sometimes, to avoid infringement,
free riding, and other acts, or considering the legal risks, enterprises will try to reduce
the disclosure of their innovation information. From the content of enterprise innovation
information disclosure, most researchers focus on the analysis of traditional financial
data.Another formof innovation information is nonfinancial information,which includes
the textual descriptions of an enterprise’s innovation activities. Merkley et al. (2014)
[10] demonstrated that the financial data of an enterprise has a limited ability to convey
the value of the investment, and that textual information can be a good supplement to
financial information.

3 Related Theories and Research Hypotheses

According to the efficient market hypothesis, in a strong efficient market, price fluctu-
ations are mainly influenced by information factors. Based on the view of information
efficiency, low stock price synchronicity is due to the integration of the corporate char-
acteristics into the stock price [1]. According to the noise trading theory, when the
fluctuation in the stock price is primarily affected by noise, the uncertainty faced by
investors is higher, and the increase in information reduces their noise-trading behavior,
which improves the synchronization of the stock price [11].

To sum up, the impact of the corporate innovation behavior descriptions in analyst
reports on the stock price synchronicity is still an issue that requires empirical testing.
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The direction of the impact is often related to the market conditions. Therefore, we
propose the following hypotheses:

H1(a): The more the analyst report describes the innovation behavior of the enter-
prise, the lower the stock price synchronicity of the enterprise, other factors being
equal;

H1(b): Under the condition that other conditions remain unchanged, the more the
analyst report describes the innovation behavior of the enterprise, the higher the stock
price synchronicity of the enterprise.

Enterprise innovation behavior is a kind of internal enterprise behavior, with indi-
vidual differences, and it often involves large investments and high risks. To ensure their
interests, enterprises tend to avoid the specific disclosure of their innovation behavior
information, which is difficult for investors to grasp [12]. At present, the investors that
are participating in China’s capital market, on average, lack professional knowledge
and information collection abilities, while analysts have professional knowledge and the
ability to collect, process, and summarize information, which means that they can better
interpret the financial, operational, and operating conditions of enterprises, and to some
extent, ease the degree of information asymmetry between internal managers and exter-
nal investors. When the degree of information asymmetry is high, investors increasingly
rely on the information that is provided by analyst reports, which reduces the degree
of noninformation transactions and the synchronization of stock prices. Therefore, we
propose the following hypothesis:

H2:When an enterprise’s degree of information asymmetry is high, the description of
the enterprise’s innovation behavior in the analyst report has a stronger negative impact
on the stock price synchronicity.

The innovation behavior of enterprises is highly professional and vague, and it is
difficult for investors to speculate on the innovation strength of the target enterprise
from the perspective of the enterprise information disclosure. The corporate innovation
behavior descriptions in analyst reports can enrich the information set used by investors,
increase their heterogeneous beliefs, and substantially improve the valuation of the cor-
porate innovation behavior on the stockmarket [13]. Therefore,we propose the following
hypotheses:

H3: The corporate innovation behavior descriptions in analyst reports have a positive
impact on the heterogeneous beliefs of investors;

H4: The heterogeneity beliefs of investors mediate between the analyst report
enterprise innovation behavior descriptions and stock price synchronicity.

According to the efficient market hypothesis, there is a positive correlation between
the efficiency of the stock market and the degree to which information is integrated into
the stock price. However, when the stock market is full of noninformation factors (i.e.,
the impact of noise trading), the transmission mechanism of the information in the stock
market is hindered, noise becomes the dominant factor in the stock price, and there is
a positive correlation between the stock price synchronicity and information efficiency.
In noisy trading markets, investors are more uncertain about corporate information. Lee
et al. (2011) [11] found that the more frequent the noisy trading in the market, the
lower the stock price synchronicity. Analyst reports provide descriptive information on
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corporate innovation behavior that reduces this uncertainty and improves the stock price
synchronicity. Therefore, we propose the following hypotheses:

H5: Analyst report enterprise innovation behavior descriptions inhibit noise trading;
H6: Noise trading mediates between the corporate innovation descriptions in analyst

reports and the stock price synchronicity.

4 Research Design

4.1 Data Selection

In this study, we selected nonfinancial listed companies from the Shanghai and Shenzhen
A-shares from 2019 to 2021 as the research samples.We collected 70,695 analyst reports
fromOriental Fortune.We collected the financial data of the companies involved and the
stock market data from the CSMAR and Ruisi databases (www.resset.cn). To reduce the
outlier interference on the results, we adopted the winsorization tail-shrinking method at
the 1% and 99% levels for the main continuous variables. To further reduce the impact
of noise, based on the research needs, we carried out the following treatments: (1)
the enterprise-annualized treatment of the enterprise innovation behavior descriptions
in analyst reports; (2) the elimination the sample data of the listed companies in the
financial industry; (3) the elimination of analyst reports that track multiple enterprises
at the same time; (4) the elimination of data on ST and *ST listed companies; (5) the
elimination of samples with missing data for the main variables. We finally obtained
5,246 valid samples.

4.2 Text Analysis

In this study, we combined the LDA thematic model proposed by Blei et al. (2003) [14]
and the HDP model proposed by Teh et al. (2006) [15] to construct the explanatory vari-
able: the descriptive index of the analyst reports on the enterprise innovation behavior.
First, we use the PDFminer library to parse the obtained analyst reports. Then, we per-
formed word segmentation by combining common terms, such as “Jieba thesaurus” and
“analysts’ reports”. In this study, we referred to the keywords provided by Li Yanqiong
and Yao Yi (2020) [16], and we constructed a “keyword dictionary”. By combining the
LDA filter and HDP model, we conducted the text clustering analysis. The LDA theme
model decomposes the document into the document theme matrix and theme feature
word matrix. In this study, we manually screened the keywords of each topic generated
by the LDA, we selected the topic that represented enterprise innovation, and we judged
the probability of the “keyword dictionary” under this topic. If it was greater than 0.6,
then the topic represented a description of enterprise innovation behavior information
in analyst reports. To ensure the accurate identification of the topics, we set the number
(n) of topics that the LDA topic model needed to provide a priori as an integer between
5 and 10, and under each topic number, we included the documents with the highest
probabilities of containing the enterprise innovation topics in the training corpus of the
subsequent HDP topic model. With the HDPmodel, we can avoid the setting of superpa-
rameters, andwe can independently determine the number of topics that can be attributed
to the document.

http://www.resset.cn
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Finally, we quantified the enterprise innovation behavior descriptions. We summed
up the probabilities of the innovation topics in the analyst reports in the enterprise and
year dimensions, and we then standardized the value and adjusted it to a score with a
mean of 50 and a standard deviation of 10, as shown in Eq. (1):

AnaInnovi,t = 50 + 10 ×
(
AnaInnovProbi,t−AnaInnovMean

AnaInnovStd

)
(1)

where AnaInnovi,t represents Year t of Enterprise i based on the corporate innovation
indicators reported by analysts; AnaInnovProbi,t represents the sum of the probabilities
that the analyst reports of Enterprise i were the subject of innovation in Year t; AnaIn-
novMean represents the average value of the sum of the probabilities of innovation
topics; AnaInnovStd represents the variance in the sum of the probabilities of innovation
topics.

4.3 Multivariate Regression Model

To test H1, we established the following regression model:

SYNi,t = α0 + α1AnaInnovi,t + α2Controlsi,t + ∑
Year + ∑

Ind + εi,t (2)

To test H2, we established the following regression model:

SYNi,t = α0 + α1AnaInnovi,t + α2ASYi,t + α3AnaInnovi,t × ASYi,t

+α4Controlsi,t + ∑
Year + ∑

Ind + εi,t
(3)

According to the previous mediation effect test procedure, we established the
following models to test H3 and H4 in this study:

SYNi,t = α1 + c1AnaInnovi,t + ∑
d Controlsi,t + ∑

Year + ∑
Ind + εi,t (4)

HBi,t = γ1 + a1AnaInnovi,t + ∑
d Controlsi,t

+ ∑
Year + ∑

Ind + εi,t
(5)

SYNi,t = α′
1 + c′

1AnaInnovi,t + b1HBi,t + ∑
dControlsi,t

+ ∑
Year + ∑

Ind + εi,t
(6)

To test H5 and H6, we established the following models in the same way:

SYNi,t = α2 + c2AnaInnovi,t + ∑
dControlsi,t + ∑

Year + ∑
Ind + εi,t (7)

NOISEi,t = γ2 + a2AnaInnovi,t + ∑
dControlsi,t

+ ∑
Year + ∑

Ind + εi,t
(8)

SYNi,t = α′
2 + c′

2AnaInnovi,t + b2NOISEi,t + ∑
dControlsi,t

+ ∑
Year + ∑

Ind + εi,t
(9)

where SYNi,t denotes the stock price synchronicity in Year t of Enterprise i, which we
obtain by the logarithm of R2 obtained by the regression of individual stock earnings
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and market earnings. According to the perspective of information efficiency, the higher
the SYN value, the higher the stock price synchronicity.

AnaInnovi,t is a corporate innovation indicator that is basedon analyst reports forYear
t of Corporation i, and we calculated it using Eq. (1). ASYi,t is the degree of asymmetry
in the corporate information, and we measured it by the earnings management level
(AbsDAi,t) and liquidity level (ILLi,t). We calculated the AbsDA using the modified
Jones model, and we measured it in absolute terms by discretionary accruals. The ILL
is a grouping of the stock liquidity. The degree of information asymmetry is higher
when the annual turnover rate of the stock is lower than the median of all the samples.
The ILL is recorded as 1 at this time; otherwise, it is recorded as 0. HBi,t represents
the heterogeneous beliefs of investors in Year t of Enterprise i, which is measured
by constructing a turnover rate separation model to calculate the unexpected trading
volume. NOISEi,t represents the level of noise trading in Year t of Enterprise i. We used
the previous calculation method for the reference, with the trend stationary test and
ARMA fitting to the timeseries of the trading volume. After determining the appropriate
hysteresis order, we obtained the residual sequence after the regression. We calculated
the variance in the residual series, and we took its natural logarithm as the proxy variable
of the noise transaction.

Control represents the following control variables: the size of the enterprise, level
of debt (lev), book-to-market ratio (bm), annual turnover rate (TurnOver), proportion of
institutional shareholders (inshold), return on total assets (roa), and whether B shares
or H shares are issued (crosslist). Year and Ind represent the annual effect and industry
effect, respectively.

5 Empirical Analysis Results

5.1 Impacts of Corporate Innovation Behavior Descriptions in Analyst Reports
on Stock Price Synchronicity

We present the impacts of the enterprise innovation behavior descriptions in the analyst
reports on the stock price synchronization in Table 1. We detected a substantial negative
correlation between the contents of the enterprise innovation behavior descriptions in the
independent variable analyst reports (AnaInnov) and the dependent variable, the stock
price synchronicity (SYN). The regression coefficient was−0.012, and it was significant
at 1%.

We preliminarily verified the research hypothesis H1(a) in this paper. The more
the analyst report describes the innovation behavior of the enterprise, the greater the
reduction in the stock price synchronization.

For the control variables, the stock turnover rate (TurnOver) had a substantial neg-
ative correlation with the stock price synchronicity (SYN), and there was a substantial
positive correlation between the enterprise size (Size), book-to-market ratio (bm), and
stock price synchronicity (SYN). The proportion of institutional shareholders (inshold)
had a substantial positive correlation with the stock price synchronicity (SYN), which
indicates that institutional investors can effectively promote the operation efficiency of
the capital market, enhance the ability of stock prices to reflect specific information at
the enterprise level, and thereby reduce the stock price synchronicity.
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Table 1. Impacts of corporate innovation behavior descriptions in analyst reports on stock price
synchronicity.

Variable SYN

AnaInnov −0.012***

TurnOver −0.051***

size 0.202***

lev 0.007

bm 0.218***

inshold −0.214***

roa −0.261

crosslist −0.010

Constant −6.211***

Observations 5,246

R-squared 0.267

year FE YES

industry FE YES

r2_a 0.264

F 53.86

Note: *** indicates p < 0.01; ** indicates p < 0.05;
* indicates p < 0.1

5.2 Moderating Effects of Information Asymmetry Degree

We added the information asymmetry variable to the abovemodel.We added the interac-
tion between the earnings manipulation level (AbsDA) and analyst corporate innovation
behavior descriptions in Model 2. We added the interaction between the stock liquid-
ity (ILL) and analyst corporate innovation behavior descriptions in Model 3. Due to
the absence of some samples, we still subjected Model 1 to a regression test based on
the dataset subjected to the adjustment effect test. We present the regression results in
Table 2.

As can be seen from Table 2, the regression coefficient of the cross term AnaInnov
× ASY to the dependent variable SYN is positive and significant at the levels of 5% and
1%, respectively, which indicates that the degree of information asymmetry moderates
the relationship between the analyst corporate innovation behavior descriptions and the
stock price synchronicity.However, contrary toH2, the degree of information asymmetry
weakens the negative impact of the analyst reports on the stock price synchronicity, and
we analyzed the possible reasons. First, when the degree of information asymmetry is
large, it is difficult for analysts to identify the corporate innovation behavior. Information
asymmetry weakens the role of analyst reports in the interpretation of the corporate
innovation behavior information. Second, when the degree of information asymmetry
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Table 2. Moderating effects of information asymmetry degree.

Variable Model 1 Model 2 Model 3

AnaInnov −0.011*** −0.011*** −0.015***

AnaInnov × ASY 0.079** 0.025***

ASY(AbsDA) −0.144

ASY(ILL) 0.015

TurnOver −0.037*** 0.077** −0.037***

size 0.167*** −0.036*** 0.169***

lev 0.005 0.167*** 0.004

bm 0.450*** 0.005 0.446***

inshold −0.226*** 0.457*** −0.231***

roa −0.360* −0.223*** −0.383*

crosslist 0.048 −0.275 0.054

Constant −5.372*** 0.050 −5.967***

Observations 3,768 3,768 3,768

R-squared 0.221 0.222 0.223

year FE YES YES YES

industry FE YES YES YES

r2_a 0.215 0.216 0.217

F 42.64 34.77 35.32

Note: *** indicates p < 0.01; ** indicates p < 0.05; * indicates p < 0.1

in the market is greater, the uncertainty faced by investors is higher, and they are unable
to rationally judge the corporate innovation behavior information in the analyst report.

5.3 Mediating Effects of Heterogeneous Beliefs of Investors

Next, we considered the mechanism of the influence of the enterprise innovation behav-
ior descriptions in analyst reports on the stock price synchronicity; that is, we tested
the intermediary effects of the investors’ heterogeneous beliefs. We tested the models
established above in turn, and we present the regression results in Table 3. First, we
tested Model 4, and the c1 coefficient was significant. Then, we tested Model 5 and
Model 6 in turn, and the model coefficients a1 and b1, respectively, were significant. The
indirect effect confidence interval of the bootstrap test does not contain 0. The regression
coefficient c’1 of Model 6 was significant.

We verified H3 and H4 with the above empirical analysis results. The corporate
innovation behavior descriptions in the analyst reports had a positive impact on the
heterogeneous beliefs of investors, and the heterogeneous beliefs of investors mediated
the impact of the analyst report corporate innovation behavior descriptions on the stock
price synchronicity.
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Table 3. Mediating effects of investors’ heterogeneous beliefs.

Variable Model 4 Model 5 Model 6

SYN HB SYN

AnaInnov −0.011*** 0.008** −0.010***

HB −0.108***

size 0.188*** −0.328*** 0.153***

lev 0.008* 0.034*** 0.011**

bm 0.276*** 0.516*** 0.331***

inshold −0.107 0.361*** −0.068

roa −0.107 0.228 −0.083

crosslist −0.017 0.181*** 0.002

Constant −6.069*** 6.511*** −5.368***

Observations 4,464 4,464 4,464

R-squared 0.251 0.080 0.259

year FE YES YES YES

industry FE YES YES YES

r2_a 0.247 0.0744 0.255

F 44.09 50.78 45.15

Sobel test z value −1.907

Indirect effect confidence interval (bootstrap) [−0.0169, −0.0001]

Intermediate effect ratio 46.35%

Note: *** indicates p < 0.01; ** indicates p < 0.05; * indicates p < 0.1

5.4 Mediating Effects of Noise Trading

In this section, we examine the mediating effect of noise trading in the same way as
we did the investors’ heterogeneous beliefs in the previous section. The coefficient
(b2) of Model 9 was not significant. We conducted a Sobel test and bootstrap test, and
the indirect effect of the noise trading was not substantial. However, according to the
regression results of Model 8 in Table 4, the enterprise innovation information provided
by analyst reports can restrain the noise trading and improve the operation efficiency of
the capital market. We verified H5; however, we did not verify H6.

To ensure the robustness of the research results, we considered three aspects: (1)
potential sample selection bias, (2) different stock price synchronicity measurement
methods, and (3) firm fixed effects, and we conducted the robustness tests. The main
research hypothesis of this paper is still valid.



192 W. Zhang et al.

Table 4. Mediating effects of noise trading.

Variable Model 7 Model 8 Model 9

SYN NOISE SYN

AnaInnov −0.010*** −0.050*** −0.011***

NOISE −0.015

TurnOver −0.046*** 0.622*** −0.037***

size 0.217*** 1.461*** 0.238***

lev 0.007 −0.040*** 0.006

bm 0.190*** −0.041 0.189***

inshold −0.194*** −0.899*** −0.207***

roa −0.303 −2.619*** −0.342

crosslist −0.013 −0.552*** −0.021

Constant −6.604*** −0.323 −6.608***

Observations 4,942 4,942 4,942

R-squared 0.292 0.561 0.292

year FE YES YES YES

industry FE YES YES YES

r2_a 0.288 0.559 0.288

F 56.23 695.7 50.29

Sobel test z value 1.578

Indirect effect confidence interval (bootstrap) [−0.0003, 0.0017]

Note: *** indicates p < 0.01; ** indicates p < 0.05; * indicates p < 0.1

6 Conclusion

Based on the views of information efficiency and noise trading theory, in this study,
we analyzed the impact of the corporate innovation behavior descriptions in analyst
reports on the stock price synchronicity. According to the results, we drew the following
conclusions: (1) the corporate innovation behavior descriptions in analyst reports can
restrain the stock price synchronicity; (2) due to the existence of information asymme-
try, the signaling mechanism in the stock market is hindered, and the inhibitory effect
of the analyst report corporate innovation behavior descriptions on the stock price syn-
chronicity is weakened; (3) investors form heterogeneous beliefs based on the corporate
innovation behavior information in analyst reports, which are transmitted to the stock
prices throughmarket transactions, which thus reduces the stock price synchronicity; (4)
analyst corporate innovation behavior descriptions have a negative correlation with the
noise trading level; however, the relationship between the noise trading and stock price
synchronicity is not substantial. The conclusion supports the “information efficiency
view”, and it indicates that securities analysts can effectively mine corporate innovation
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behavior information. The textual contents of the reports of securities analysts contain
incremental information, which can effectively alleviate the stock price synchronicity
of enterprises.
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Abstract. With the widespread fusion of social media and knowledge economy,
paid Q&Aplatform has become one of themost prominent ways for people to seek
knowledge online. More and more users enroll as answerers to answer questions
for gaining extra money, so it is necessary for them to find out ways to attract
more askers in this competitive market. When investigating influential factors on
the ask intention, most previous research focuses on the objective data displayed
on answerers’ accounts such as number of followers and price per question, while
largely ignores the information that was voluntarily disclosed by answerers. In
this regard, we draw from impression management theory to explore the role of
answerers’ self-image which is built through active information disclosure in this
Q&A process. We constructed a cross-sectional dataset with 9,887 answerers on
Weibo Q&A platform to test hypotheses. Using zero-inflated negative binomial
model, we find that the congruence between answerers’ self-image and their pro-
vided knowledge has a significant positive impact on knowledge seekers’ ask
intention. Particularly, the larger the congruence between those actively disclosed
text information (i.e., biography) and picture information (i.e., avatar) and pro-
vided knowledge, the higher the askers’ willingness to ask questions. Managerial
implications on paid Q&A platforms are thus provided.

Keywords: Image Congruence · Paid Q&A Platform · Ask Intention ·
Biography and Avatar · Topic Taxonomy

1 Introduction

Paid Q&A platform is one of the knowledge payment platforms which has become
popular in recent years. Since 2016, the scale of users in this platform has shown a
trend of rapid growth in China, which is expected to exceed 572 million in 2023 [1].
There are mainly two types of knowledge payment platforms, knowledge-owner ori-
ented and knowledge-asker oriented. The knowledge-owner oriented platform means
that knowledge is proactively provided by the knowledge owners such as Zhihu Live,
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while the knowledge-seeker oriented platform emphasizes on questions raised by knowl-
edge askers such as paid Q&A platforms. We investigate on the latter one because the
successful operation of knowledge payment platforms depends on the demands rather
than the supply [2] and paid Q&A platforms exactly focus on the knowledge askers
demand.

To survive in so many competitors, keeping the asking frequency at a high level to
promote a large number of active user base is of great importance [2]. Before raising
questions, knowledge seekers usually need to recognize that the specific answerer can
provide high-quality knowledge [3]. With the cost-benefit consideration, they are more
cautious and care more about the quality of service [4], thus collecting the relevant
information of the answerers as much as possible to reduce the information asymme-
try [5]. After that, they can select a more suitable answerer to solve their questions.
Therefore, whether the answerers have disclosed appropriate information to make them
more attractive for certain questions is a prerequisite for being asked. Previous literature
has shown that in social media, users disclose personal information to build image and
increase credibility [6], which is called impression management where users can take
text and picture information as effective ways of showing ideal image.

Previous research about answerers’ self-image on paid Q&A platforms is limited to
objective data on their accounts such as the number of followers and likes, rather than the
information disclosed by the answerers including text and pictures [3, 7]. What’s more,
few research has considered the attribute of knowledge that askers seek, which is the
important factor that affectwhich kind of answererswill be chosen. Particularly, although
some factors that influence the ask intention have been proposed in prior studies [2, 3],
there is a lack of research digging into whether there exists any difference in such effects
under different types of knowledge sought by askers. On this basis, we aim to fill these
two gaps by analyzing the congruence between answerers’ disclosed information and
their provided knowledge. Such congruence shows the suitability between answerers’
self-image and knowledge sought by askers [8]. Thus, we propose:

1. How does the congruence between the attribute of knowledge sought by askers and
the answerers’ self-image reflected from the text and picture information disclosed
by themselves affect the ask intention?

2. For different types of knowledge sought by the askers, will the above congruence
affect the ask intention in a different way?

In the following sections, we first reviewed related studies and introduce the theoret-
ical underpinnings of this research, based on which four hypotheses are proposed. Then
we describe the cross-sectional dataset fromWeibo Q&A and the zero-inflated negative
binomial model. The empirical results indicate that the congruence between self-image
presented by answerers and the attribute of knowledge sought by askers has a signif-
icant influence on the ask intention. For different types of knowledge, the congruence
accordingly has different effects. Finally, we conclude the paper.
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2 Literature Review

2.1 The Willingness to Ask Questions on Paid Q&A Platform

For paid Q&A platforms, it is important to keep the platform users active by encouraging
users to constantly raise questions or provide answers, which is the key to stand out from

Table 1. Factors influencing askers’ willingness to ask questions on paid Q&A platforms

Perspective Reference Factors/Independent
Variables

Theory

Asker Zhao et al. [2] Financial benefit, social
support, self-enhancement,
entertainment (measured by
questionnaire)

Social exchange and
social capital theory

Gu and Liu [9] Performance expectancy,
facilitating conditions, trust
towards answerer/platform,
long tail effect

Unified theory of acceptance
and use of technology

Answerer Zhao et al. [3] Ability (number of answers,
has tagged or not),
benevolence (times of free
sharing), integrity
(has page/link or not),
reputation
(number of followers/likes)

Trust theory

Shi et al. [7] Perceived credibility of free
content/content creators,
perceived likability of
content creators, perceived
quantity of participants
(measured by questionnaire)

Information foraging theory

Daradkeh et al. [10] Information quality of
product description (number
of
words/pictures in each
answer) and knowledge
producer credibility (number
of followers/live
sharing/information
disclosed)

Information adaption model

Answerer This study Congruence between the
knowledge sought by
askers and the answerers’
self-image presented
by text and picture
information disclosed

Impression management



Understanding Users’ Ask Intention on Paid Q&A Platform 197

competitors. Askers’ willingness to ask questions is the starting point to maintain a high
level of active user base [2], thus studying the factors that affect it is necessary. Table 1
shows the extrinsic factors that have been explored in prior studies.

Given the two research streams (i.e., from the perspective of askers vs. answerers),
yet the understanding from the perspective of answerers primarily focuses on objective
data about their accounts, few has explored the impact of answerers’ self-image on the
ask intention. Thus, our study focuses on the information proactively disclosed by the
answerers which is crucial to build their self-image. At the same time, we also take into
account the types of knowledge that askers are seeking, so that we can link answerers’
self-image with the knowledge askers are seeking and explore whether the influence will
be different under different types of knowledge.

2.2 Impression Management and Information Disclosed

Impression management refers to people creating or maintaining an ideal image in the
minds of others by presenting appropriate information about themselves, which can
maintain the congruence between the desired image and the current one and please the
audience [11].

On online communities, self-disclosure is a way of impression management. By
disclosing personal information, users establish their images in order to manage the
desired image in others’minds.Researchhas shown that some information cues onWeibo
platform such as gender, nickname style, and account avatar are quite helpful to predict
the users’ credibility [6, 12]. However, the existing literature only considers users’ image
reflected from the disclosed information alone, while largely ignores the congruence
between the image of the information discloser and the corresponding context. In this
study, we aim to integrate the context on paid Q&A platform when exploring the role of
answerers’ self-image, that is, the attribute of knowledge sought by askers.

3 Hypothesis Development

3.1 Congruence Based on Text Information

PaidQ&Aplatform implements topic taxonomy to systematically organize the questions
and answers, where answerers need to present a corresponding image to attract askers’
attention. For example, the biography is one of the most conspicuous text information on
the answerer listing page, reflecting the answerers’ self-image [13]. Task-technology fit
theory (TTF) suggests that when the information technologymatches the tasks that users
must finish, it is more likely to have a positive impact on individual performance [14].
Based on TTF, a high congruence between the self-image presented by the answerers’
text information and the attribute of knowledge sought by askers will show a good
match between answerers and knowledge required [8]. This good match reflects that the
answerers are more likely to provide a better answer [8, 14]. Therefore, when askers
recognize this high congruence, theywould regard the answerer as a goodmatchwith the
knowledge such that the answerer is capable of providing high-quality and professional
answers [14]. Thus, the askers are more prone to choose the specific answerer, resulting
in a higher willingness to ask questions. Hence, we hypothesize:
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H1. Based on text information, the larger the congruence between the knowledge
sought by askers and the answerers’ self-image which is reflected from biography, the
higher the askers’ willingness to ask questions.

3.2 Congruence Based on Picture Information

On the basis of workplace attire, we divide the topics into two parts. One is ‘outwardly
oriented’ topic, the other is ‘non-outwardly oriented’ topic. As a non-verbal form of
communication, attire can reflect the corresponding professional image [15]. Therefore,
our study defines the following topics as the ‘outwardly oriented’ topic: medical and
health, real estate, law, and finance; The remaining topics are defined as ‘non-outwardly
oriented’ topic including internet, sports, entertainment, etc. Given that for ‘outwardly
oriented’ topic, the judgment of the service provider’s professionality will be affected by
the workplace attire [16], the answerers’ picture information such as avatar will be first
visually and quickly analyzed by the askers. According to the TTF, when the self-image
reflected from the picture information is more congruent with the attribute of knowledge
askers seek, the answerer matches the knowledge more [14]. Then it is more likely that
the answerer will be chosen due to the higher possibility to provide a better answer,
which results in the higher askers’ willingness to ask questions.

However, for the ‘non-outwardly oriented’ topic, the judgment of the service
provider’s professionality does not depend on the workplace attire. Therefore, the
self-image congruence raised by picture information is not important to the judgment
of professionality [16], resulting in little influence on the askers’ willingness to ask
questions. Instead, if the answerer discloses the picture information with a high con-
gruence on knowledge askers require, the asker will notice this prominent event and
then make a judgment of ‘non-compliance behavior’ [17]. This phenomenon can be
explained as a decrease in credibility due to the behavior contrary to practices within the
community [17]. Therefore, for the ‘non-outwardly oriented’ topic, if the congruence
between the answerers’ self-image and the knowledge required is higher, the answerers’
‘non-compliance behavior’ will render the askers to doubt their credibility for delib-
erate persuasion, which reduces the askers’ willingness to ask questions. Hence, we
hypothesize:

H2a. Based on picture information, for the ‘outwardly oriented’ topic, the higher
the congruence between the knowledge sought by askers and the answerers’ self-image
reflected from avatar, the higher the askers’ willingness to ask questions.

H2b.Based on picture information, for the ‘non-outwardly oriented’ topic, the higher
the congruence between the knowledge sought by askers and the answerers’ self-image
reflected from avatar, the lower the askers’ willingness to ask questions.

3.3 Moderating Roles of Volume of Information and Smile

Strangers who meet for the first time would gather nonverbal cues to know each other to
reduce uncertainty on online community [5]. Further, reducing uncertainty can reduce
perceived risk, which in turn reduces the number of nonverbal cues that users need [18].
Therefore, for the answerer who discloses less volume of text information, the asker has
a higher uncertainty when making the selection decision. The perceived risk increases,
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so the asker needs more information about the answerer. As a result, the influence of
self-image congruence is more significant. Therefore, we hypothesize:

H3. Based on text information, the volume of information has a substitution effect
on the influence of the congruence between the knowledge sought by askers and the
answerers’ self-image on the askers’ willingness to ask questions.

As to picture, a smiling face can create familiarity and kindness [19]. As one of the
three components of trust, kindness increases trust and thus the likelihoodof being chosen
[3, 19]. On paid Q&A platforms, picture information including a smile is more reflective
about the answerers’ kindness, which enhances the credibility of them and increases the
askers’ willingness to ask questions [3]. Therefore, for ‘outwardly oriented’ topic, smile
can show the kindness of answerer. At this time, the higher the congruence between the
answerers’ self-image and knowledge sought by askers, the higher the credibility will
be due to the kindness. For ‘non-outwardly oriented’ topic, a smile brings a cordial and
friendly image. Then the lower congruence between the knowledge sought by askers and
answerers’ self-image is, the higher credibility of the answerers will be, so the kindness
brought by the smile this time enhances negative relationship of the congruence on ask
intention. Therefore, we hypothesis:

H4. Based on picture information, whether there is a smile has a reinforcement
effect on the influence of congruence between the knowledge sought by askers and the
answerers’ self-image on the askers’ willingness to ask questions.

4 Research Design

4.1 Data

The dataset is constructed from Weibo Q&A module (see Fig. 1). The Fiddler tool is
used to obtain the data of 9,896 answerers, including the biography, avatar, number of
answers, etc. Subsequently, the image recognition tool Clarifai API1 is used to further
extract the specific content in each avatar. After data cleaning, we select 9,887 answerers
to construct a cross-sectional dataset.

(a) List of answerers                   (b) Personal homepage            (c) Detailed information

Fig. 1. Example page of Weibo Q&A

1 https://clarifai.com/clarifai/main/models/general-image-recognition.

https://clarifai.com/clarifai/main/models/general-image-recognition
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4.2 Variables

In terms of dependent variable, instead of the number of questions raised, the number
of answers is used to measure askers’ ask intention for the unobservable data on Weibo
Q&A [20]. As to the independent variables, the knowledge sought by askers is presented
by the topic name. We extract the nouns in the biography and get the specific words of
content in the avatar using Clarifai API. Then, useWord2vec to vectorize the topic name,
the nouns in biography, and the specificwords in avatar. Next, based on the vectorization,
we calculate the maximum cosine similarity between the nouns in biography and the
topic name for congruence based on text information. Also, we calculate the average
cosine similarity between the specific words of content read by Clarifai API in avatar
and the topic name for congruence based on picture information [10]. In terms of volume
of information, text length of biography is used to measure it [20]. To determine if there
is a smile, we use Face++2 to obtain the score of smiling in the avatar. If score is more
than 50, then there is a smiling in avatar. The corresponding description of the variables
are shown in Table 2.

4.3 Empirical Models

Since the dependent variable is the number of answers, we use a nonlinear model for
empirical analysis. By examining the statistical characteristics of dependent variable,
we find that the variance is much greater than the mean, showing a significant skewed
distribution. As to the numerical distribution of dependent variable, nearly half are zero,
so we adopt Zero-Inflation Negative Binomial (ZINB) model specified as follows.

Questionnum = c1 + α1Bio_similarity + β1Avatar_similarity + γ1Controls
+ ε1

(1)

Questionnum = c2 + α2Bio_similarity + β2Avatar_similarity + α3Bio_length
+β3Avatar_smile + m1Bio_simi_length
+m2Avatar_simi_smile + γ2Controls+ ε2

(2)

Model 1 is for H1 and H2. Model 2 is for the H3 and H4. Controls is a vector
containing nine control variables presented in Table 2. ε1 and ε2 are the random error
terms.

2 https://www.faceplusplus.com.cn/face-detection/.

https://www.faceplusplus.com.cn/face-detection/
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Table 2. Definition and measurement of variables

Type Variable Definition Measurement

Dependent Variable Question_num Number of being asked Number of answers

Independent Variable Bio_similarity Congruence between
biography and topic

Maximum cosine
similarity between nouns
in biography and topic
name using Word2vec

Avatar_similarity Congruence between
avatar and topic

Average cosine similarity
between words
extracted from avatar and
topic name using
Word2vec

Moderating Variable Bio_length Length of biography Number of characters in
biography

Avatar_smile Smile or not Score of smiling in avatar
by Face++
1 if > 50; 0 otherwise

Control Variable Listen_num Number of listening Number of times the
answers were viewed

Avatar_color Attributes of avatars in
color

Average value of hue,
saturation, brightness,
contrast, clarity, and
colorfulness of avatars

Face Face or not Face in avatar by Face++.
1 if there is. 0 if not

Credit Credit level 1 for ‘excellent credit’; 0
for ‘common credit’

Askprice Price for asking Price for asking

Tenure Duration since accounts
created

In the measure of years

Gender Gender 1 for male and 0 for
female

Followernum Number of followers Number of followers

Followingnum Number of followings Number of followings

5 Analysis and Results

We test the four hypotheses using above two ZINB models with Stata 15. The results of
the ZINB regression analysis are shown in Table 3.

Model 1 shows that for all answerers, the coefficient of the similarity between the
nouns in biography and the topic name is 1.183 (p< 0.01), which is significantly positive,
so hypothesis 1 is supported. As to the avatar, for both the ‘outwardly oriented’ topic
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and the ‘non-outwardly oriented’ topic, the coefficients of the independent variables are
significant respectively (8.107, p < 0.05;−2.68, p < 0.01), which means the self-image
congruence reflected from avatar has different effects on the ask intention when the
knowledge sought by askers is different, so hypothesis 2a and 2b are supported.

FromModel 2, for all answerers, as to the moderating effect of information volume,
the coefficient of the interaction term is −0.0514 (p < 0.05), which is significantly
negative. Since the coefficient of themoderating variable is significantly positive (0.0453,
p < 0.01), the volume of information has a substitute effect on the influence of the
congruence on the ask intention, so hypothesis 3 is supported.As to the smile in avatar, the
coefficient of interaction term is significantly positive (13.24, p< 0.1) under ‘outwardly
oriented’ topic while it is significantly negative (−2.596, p< 0.1) under ‘non-outwardly
oriented’ topic. Given that the main effects under these two topics are different, positive
under ‘outwardly oriented’ topic and negative under the other one, the smile in avatar has
a reinforcement effect on the influence of congruence on the ask intention. Therefore,
hypothesis 4 is supported.

6 Discussions

6.1 Conclusion

This studymainly discusses the influence of the answerers’ image on askers’ willingness
to ask questions on paid Q&A platforms from two dimensions, that is, biography and
avatar. There are three main conclusions. First, the congruence between the biography
and the topic has a positive impact on the askers’ willingness to ask questions, with
the length of the biography having a substitution effect on it. Second, the congruence
between the avatar and the topic has a significant impact on the askers’ willingness to
ask questions for both ‘outwardly oriented’ topic and ‘non-outwardly oriented’ topic.
Third, if the avatar contains a smile, it will strengthen the influence of the congruence
between the avatar and the topic on the askers’ willingness to ask questions.

6.2 Implications

For theoretical contributions, first, we extend impression management from traditional
social media context to paid Q&A platforms [6], focusing on the individual information
disclosed by answerers on the paid Q&A platform. Second, previous literature mainly
applied image congruence to marketing and explore the congruence between consumer
image and brand image. We further extend it to knowledge payment platforms, linking
user imagewith the context and exploring the influence of answerer image congruence on
askers’ willingness to ask questions. We also find that the self-image congruence effects
vary on the type of knowledge. Finally, the positive effect of self-image congruence
on performance found in previous research does not always exist. When the self-image
congruence is deliberately emphasized by the answerers, it will lead to a decrease in
credibility due to ‘non-compliant behavior’. For the practical implications, it provides
guidance to answerers on how to effectively disclose information to attract attention.
Also, a recommendation mechanism can be established based on answerers’ disclosed
information so that the traffic of those who can attract askers can be increased, thereby
increasing the probability of being asked and improving the user activity.
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6.3 Limitations and Future Research

First, our study is based on the Weibo Q&A. Future research can replicate our models in
other paid Q&A platforms like Zhihu.com and test the generalizability of our findings.
Second, Word2vec method is used to measure the two main independent variables. This
method belongs to machine learning which is based on statistical reasoning, so the
accuracy of the similarity calculated is limited by the preconditions. Future research can
enhance the preconditions to improve the accuracy of the calculation. Third, we only
study the influencing factors of ask intention from the perspective of answerers, not the
askers. Further research can be conducted from the perspective of the askers through
other research methods, such as experiments and questionnaires.
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How Do We Trust AI Service? Exploring
the Trust Mechanism in AI Service
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Abstract. AI services have been widely used by consumers, and trust is a key
factor impact them to continuously use AI services. However, due to the intelli-
gent feature, trust in AI service is different from other trust. So, we explore how
do users trust AI services and willingly continue to use them. In this paper, we
have two studies: in Study 1, we encode user comments of AI service products
according to grounded theory, and identify themultilevel dimensions of AI service
trust antecedent (AISTA); in Study 2, we use empirical data collected through a
survey to develop and test an AI service trust mechanism model based on Study 1.
The results indicate that anthropomorphism, perceived intelligence-interactivity,
service adaptation and coolness influence affect-based and cognition-based trust
to different degrees, thus promoting the continuous use behavior of AI services.
This paper extends the research scope of trust literature and contributes to the
practice of AI product design.

Keywords: Trust · AI service · Grounded theory

1 Introduction

With the sustained development of artificial intelligence (AI) technology, AI service
have been integrated various industries such as tourism, medical and home [1]. And
it is more and more common in daily life [1, 2], including smart speaker, intelligent
voice assistant and other products. According to the “Global Semi-annual Artificial
Intelligence Tracking Report” by IDC, the business scale of the global AI service market
in 2021 reached $24 billion, with a year-on-year growth of 22.4% compared to 2020. The
use of AI to carry out service innovation has become prevailing trend. In a user survey
on smart speaker conducted by Strategy Analytics, a market research agency, nearly
60% of users believed that they trusted smart speaker and became dependent on them.
Hence, Trust is a key factor influence continued use of AI services. Previous studies
have extensively discussed platform trust and interpersonal trust, and it has been proved
that service quality, consumer attitude and external environment can affect user trust [3].
However, the process of trust formation in AI services is different. On the one hand, AI
service products can timely update the service form according to the specific demand of
users, and possess the characteristics of intelligent interaction and anthropomorphism
[4]. On the other hand, during the interaction, people may develop the affective empathy

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Y. Tu and M. Chi (Eds.): WHICEB 2023, LNBIP 480, pp. 207–219, 2023.
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towards the AI service. Therefore, trust in AI services is not the same as trust between
humans and machines, or interpersonal trust. To extend the theoretical perspective of
trust in AI services, the research question of this study is: what the factors influence user
trust in AI services?

This research is divided into two studies. In Study 1, we undertake an in-depth
study of the AI service trust antecedent (AISTA). Considering these antecedents may
have difference influence on AI service trust and then impact users’ continuous use, we
combine two different types of trust to build an AI service trust mechanism model to
examine it in Study 2.

2 Theoretical Background

2.1 AI Service

AI service is defined as providing users with personalized and agile service based on
AI technology through deep mining of massive data and business intelligence analysis.
Compared with the traditional service, the AI service has the advantage of dynamically
adapting to the environment and can better fit the demands of consumers. AI services
gradually become the focus of human-computer interaction research, especially its tech-
nical characteristics. Several studies suggests that the intelligent interaction of AI ser-
vices can be regarded as a process of constant interaction and adaptation between human
intelligence andmachine intelligence [4]. However, there are few researches related trust
in the field of AI service, so it is very necessary to investigate trust in the context of AI.

2.2 Trust Mechanism

Trust means that the truster believes and is willing to rely on the trustee, even under
certain risk conditions, which is a kind of psychological state, including the trust belief
and the trust intention [5].

Trust mechanism explains how trust is formed. The previous studies mainly inves-
tigate the trust mechanism in two streams. One stream is to study the platform trust
generated by users using e-commerce or online services. The researchers find the degree
of customer trust on the platform depends on whether the institutional guarantee of the
platform is effective [6]. Moreover, social support, customer review quality may posi-
tively influence trust in e-commerce. Another is to study the interpersonal trust in social
relationship. In this context, the trust mechanism between strangers usually goes through
the transition from initial trust to mature trust, which is dynamic [7]. A study on online
social networks points out that the more similar users are, the more frequently they
interact with each other, and certain social emotion may be generated, thus deepening
interpersonal trust [8].

Trust in AI services seems to be conceptually different from previous trust and
is likely to capture a broader scope. Due to the features of intelligence and dynamic
adaptation, user trust antecedents are more complex. For example, some studies suggest
that although usersmay not bewilling to trust the algorithmbehind chatbot, when chatbot
deals with creative tasks, people may perceive stronger task solving ability, resulting in
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a higher degree of trust [4]. Another study focuses on the dual humanness perception
in conversational AI products, and emphasizes the human-like nature of AI products,
including speaking like a person and listening like a person, both of which can affect
user trust [9]. In addition, user perceived communication quality of AI service agents
are also important in shaping users initial trust.

However, two challenges inhibit the adoption of existing studies to explain trust in
the context of AI service. First, different from the traditional service, the AI service
has the attributes of intelligent interaction and technical integration, such as intelligent
speakers with more interactive algorithms. The platform trust and interpersonal trust
cannot fully reflect the features of human-computer interaction. Second, people may
also form emotions towards human-like AI devices, and how such affective attributes
affect the formation of trust is a topic worth investigating. To address this gap, we apply
the grounded theory to explore the multilevel dimensions of AISTA, which can promote
the theoretical development of the trust mechanism.

3 Study 1: Exploring the Multilevel Dimensions of AISTA

Study 1 adopts the grounded theory method, which is suitable for discovering rules from
phenomena and sorting out data. In this part, we formulate the coding scheme, which
include the concepts that may be related to the trust antecedents and the characteristics of
AI services. Then, we encode the user comments of AI service products in three layers,
refining multilevel dimensions of AISTA.

3.1 Data Collection and Preprocessing

To study the trust antecedents in the context of AI service from a comprehensive per-
spective, we compiled web crawler programs based on pycharm 2021 to mine user
comments of AI service products on seven well-known shopping and information shar-
ing platforms (such asWeibo and Jingdong). In particular, web crawler programs usedAI
service experience as a keyword in order tomore accurately crawl relevant content. There
are differences between various products and brands, which can have potentially vital
information. Therefore, these user comments come fromdifferent AI products, including
sweeping robot, intelligent voice assistant, smart speaker and so on. For the same cate-
gory of products, there are also different brands, such as smart speaker brands including
XiaoaiClassmate, TmallGenie and DuSmart. The data collection lasted from November
2021 to October 2022. Then, the repeated comments of the same user were deleted and
only one comment was retained, while the comments unrelated to the research topic
were removed. We finally obtained 427 pages of textual data with a total of 14,688 real
user comments.

3.2 The Results of Text-Coding

We import the obtained text data intoNvivo11, and then follow the paradigmof grounded
theory for open coding, axial coding and selective coding. The AISTA framework con-
sisting of four second-order constructs (selective codes) and ten first-order constructs
(axial codes) is established (Table 1).
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Anthropomorphism. Many users claim that they experience the characteristics of
anthropomorphism from AI devices when interacting with them. Anthropomorphism
is a key construct for understanding people’s trust to AI products. Most users express
a positive attitude towards that AI products provide services like people. We also find
that conversational AI gives users a warm feeling, and this anthropomorphic empathy
increases the sense of intimacy in service delivery [10]. During human-computer inter-
action, people can easily apply the social scripts and trust expectations of human-human
interaction. Thus, they tend to find the robot friendlier and the interaction easier. For
example, smart speakers have their own anthropomorphic social cues, such as voices and
names. In addition, users believe that chatbots form anthropomorphic personality style
and have their own temper in the process of responding to users, which may contribute
to effective communication in various aspects.

Perceived Intelligence-Interactiviy. AI services with intelligence-interactiviy allow
users to avail information and help make their choices. The text data implies that users
perceive the intelligence-interactiviy ofAI products in engagement and timeliness,which
may impact them to trust AI services [11]. Comparedwith traditional services, customers
can easily enjoy more high-quality services in AI interaction. Furthermore, some cus-
tomized functions even exceed user expectations, such as dialect recognition. Existing
evidence shows that if consumers perceive a high level of innovation performance of AI
devices, they are likely to develop emotional connection and trust, even rely on theAI ser-
vice. One of the aspects the users satisfy with AI chatbots most is quick responsiveness.
Anytime customers make requests to AI chatbots, they receive feedback immediately.
On the other hand, The expectancy fit is also a factor in evaluating AISTA, due to the
fast learning ability of AI service products, they can exceed the expectations of users
and provide great experience.

Service Adaptation. Customers with different technology capabilities may still need
different levels of assistance to adapt to the AI service. Our results indicate that service
adaptation is a significant part of AISTA. This antecedent suggests aspects of the insti-
tutional environment designed in a way to minimize barriers for consumers to use AI
services. First, whether the service are easy to adapt determines how receptive customers
are to the use of AI devices in service encounters, such as the threshold of configuration
process. Therefore, if users believe that using products will require too much effort,
negative emotions will be generated [1]. Second, researchers also argue that facilitat-
ing service-use conditions tends to influence users’ technology trust due to the effect
of improving the sense of security [12]. Thus, in order to maintain the stable customer
relationship, it is necessary for AI service enterprises to provide instruction books and
customer service guidance.

Coolness. Our text study suggests that AI products offer some quite novel functions and
fascinating appearance that appeal to lots of consumers, which inspired us to generalize
the concept of coolness. Coolness is considered a user-based positive perception of
advanced products. Further, we believe that the new function novelty and attractive
appearance of AI service products, which contribute to the coolness, may influence user
trust and subsequent behavior [13]. For example, while the regular speaker is just a tool
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for audio output, the smart speaker can also be used as a controller for IoT products in
family in addition to playing music. On the other hand, consumers usually form their
impressions about a AI device quickly by assessing its physical attractiveness such as
lovely color and comfortable shape. Users prefer products that can be well integrated
into the home environment style, as they perceive them to be more able to accomplish
tasks assigned and elicit affective interactions.

Table 1. The definitions of constructs from the grounded theory

Selective and axial codes Definition

A. Anthropomorphism AI service products have a wide range of human-like
characteristics in physical appearance, mental state or
behaviors

A1. Anthropomorphic social cue Users can perceive AI service products’
anthropomorphic social cue, such as name, voice,
logicality

A2. Anthropomorphic personality AI service products have their own personality and
temper when responsing

A3. Anthropomorphic empathy Users can perceive AI service products’ emotional
cognition ability and intimacy when interacting

B. Perceived intelligence-interactiviy AI service products can meet users’ interaction needs
in intelligent, timely and personalized way

B1. Perceived innovation performance Users can perceive better, richer and more innovative
AI services

B2. Quick responsiveness Users can get a timely response from AI service
products at any time

B3. Expectancy fit The high level of fitness between users’ expectancy
and AI service product’ performance

C. Service adaptation The process of users adapting to AI services is
friendly

C1. Easy to adapt Users can easily learn how to adapt to using AI
services

C2. Facilitating service-use condition The availability of assistance that helps users
effectively use and interact with AI service products

D. Coolness AI service products have the characteristics of
novelty, attraction and speciality

D1. New function novelty Users are interested in the novel functions of AI
service products when interacting with them

D2. Attractive appearance The attractiveness of AI service products towards
users in terms of appearance
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4 Study 2: Building the AI Service Trust Mechanism Model

To examine trust in AI service, we integrate previous framework with continuous use
intention using affect-cognition-behavior framework [14]. Following the discussion of
AISTA above, all constructs are defined in Study 1, Table 1.

4.1 Research Hypotheses

Trust and the Continuous Use of AI Services. Continuous use of the service is a
behavior of user trust in the service provider. In the context of AI services, expressing
a general trust intention to depend on AI services means that users are already willing
to engage in a positive relationship with AI devices [5]. On the one hand, affect-based
trust denotes the belief that the empathy generated by users in the interaction process
of AI services. AI service products with anthropomorphism and coolness will inspire
users’ warm and friendly emotional attachment such as intimacy which promotes the
continuous use of the AI service [10]. Hence, we hypothesize the following:

H1: Affect-based trust is positively related to the intention of continuous use towards
AI services.

In terms of cognition, cognition-based trust refers to user assessments of the match-
ing degree of AI service products’ needs from the perspective of benefits and costs.
Cognition-based trust can significantly reduce consumer attitude towards the uncertainty
of the AI service, and they believe that it can help them complete tasks efficiently, thus
increasing their intentions to use AI services [4]. Hence, we hypothesize the following:

H2: Cognition-based trust is positively related to the intention of continuous use
towards AI services.

Anthropomorphism and Trust. Anthropomorphism is defined as the attribution of
human-like characteristics, behaviours or mental states to non-human entities [10]. The
anthropomorphic cues of chatbots affects perceived social presence,which promotes user
trust and behaviors. For example, when the AI service product has moderate humanoid
characteristics such as human-like voice and the ability to understand human language,
users may demonstrate high degree of cognition-based trust [9]. Moreover, if the intelli-
gent assistants have its own personality, it will activate the users’ social attraction, which
in turn reinforce cognitive or affective trust in these AI devices. On the other hand, it
logically follows that similar to the empathetic employee who can get great service
performance, the existence of empathy in the relation between AI service products and
consumers can increase acceptance and trust towards these. Hence, we hypothesize the
following:

H3–H5: Anthropomorphic social cue, anthropomorphic personality, anthropomor-
phic empathy are positively related to affect-based trust (H3a–H5a) and cognition-based
trust (H3b–H5b).

Perceived Intelligence-Interactivity and Trust. Perceived intelligence-interactiviy is
defined as the intelligent extent to which a person thinks that a particular technology
reacts to a person’s request or behavior. When people evaluate a product, they typically
make judgment based on function. Relative to common devices, AI products offer more
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efficient and innovative performance based on the powerful Q&A database and self-
learning system. Therefore, users perceive innovation performance inAI products, which
may lead to emotional attachment to the technology [11], thus maintaining the high
level of trust. Previous studies have shown that chatbots can fit customers’ needs in
time through their quick response capabilities [2]. That is, when customers accept high
service quality, they perceive that AI service surpass expectancies, enhancing their trust
and credibility in AI services. Hence, we hypothesize the following:

H6–H8: Perceived innovation performance, quick responsiveness, expectancy fit are
positively related to affect-based trust (H6a–H8a) and cognition-based trust (H6b–H8b).

Service Adaptation and Trust. Service adaptation means that users can easily adapt
to the service, and the effort required in the process is acceptable. Previous studies have
revealed that as long as users believe theAI service robot is easy to use, theymay perceive
the robot as minimizing their costs such as time and attention, thereby increasing their
trust towards AI techniques. In addition, facilitating service-use conditions make users
feel familiarity to services. The familiarity leads users to believe that the AI services is
positive and well ordered [15]. Therefore, we argue that continuous positive attitudes
can form an affect-based trust about the reliability of the service-use conditions. Hence,
we hypothesize the following:

H9–H10: Easy to adapt, facilitating service-use condition are positively related to
affect-based trust (H9a–H10a) and cognition-based trust (H9b–H10b).

Coolness and Trust. Coolness refers to the extent to which a new product is novel,
appealing, fascinating and attractive [13]. Coolness is thought to be important in deter-
mining the success of the AI service products, translating into the users’ intention to
use service. For instance, Users are not only curious about the new function novelty of
AI products, but also have active affective reactions to attractive appearance, including
positive surprise [13]. A study has suggested that users can be drawn to unique technol-
ogy products, showing that the feelings of enjoyment, identity, and differentness can be
attained via the possession and purchase of cool devices. Therefore, AI service prod-
ucts based on novel functions and appearance are likely to lead users to form positive
cognitions heuristically, thus quickly building initial trust. Hence, we hypothesize the
following:

H11–H12: New function novelty, attractive appearance are positively related to
affect-based trust (H11a–H12a) and cognition-based trust (H11b–H12b).

4.2 Methodology

Smart speakers are currently the most representative products of AI services and have
become indispensable formany users’ lives. Users can use smart speakers to experience a
variety ofAI services, including IoT, anthropomorphism interaction andonline shopping.
Therefore, we selected smart speaker users for our online survey.

Questionnaire Design. We mainly adapted measures for the constructs used in this
study from those appearing in previous studies. We adapted the measurement scales
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of anthropomorphic social cue, anthropomorphic personality, anthropomorphic empa-
thy and quick responsiveness from Chen et al. [2]. Perceived innovation performance,
expectancy fit, easy to adapt and facilitating service-use condition were drawn from
organizational and IS literature [1, 10, 12]. We adapted the items for new function nov-
elty from Im et al. [13], those for affect-based trust and cognition-based trust fromWang
et al. [14], and those for intention to continuously use AI services from McKnight et al.
[15]. All responses were given on a seven-point Likert scale. A few reverse questions
were designed to delete inattentive responses. The demographic information part asked
questions related to gender, age, brand and so on.

Data Collection. We collected the data for this study from smart speaker users. Most
users come from XiaoaiClassmate and TmallGenie, which are the top two brands in
the market. We also designed simple questions in the questionnaire to choose people
who have actually used the smart speaker. After receiving the responses, we checked the
data for invalid responses (such as those for which all questions had the same answer,
those with the same IP address and those completed in less than 5 min). We had 403
valid responses out of 441 completed surveys. The demographic of respondents shows
that 55.8% were male and 44.2% were female. More than 50% respondents used smart
speakers frequently, and the average age was below 30 years.

Data Analysis and Results. We used the principal components analysis to test the con-
vergent and discriminant validities of the constructs. The KMO statistic for our sample
was 0.961, indicating that the data were appropriate for factor analysis. We eliminated
an item that cannot meet the factor loading requirement. At last, all indicators loaded on
the expected factors, and all the factor loadings were above 0.7.

Measurement Model. The data were further analyzed using structural equationmodel-
ing by two stage, as recommended by literature. We used SmartPLS 3.3.9 to conduct the
measurement model testing. First, we examined the measurement model for reliability
and validity. The Cronbach’s α values were greater than 0.7, and the composite reliabil-
ity (CR) values were greater than 0.8, exhibiting good reliability (Table 2). The average
variance extracted (AVE) values were all above 0.5, thus confirming good convergent
validity. The square roots for the AVEs of all constructs were larger than their correla-
tions with other constructs, which indicating the discriminant validity was acceptable
(Table 3).

Hypothesis Testing. We tested the hypotheses using SmartPLS 3.3.9. The results sug-
gested that the results of path coefficients support most of the assumptions, indicating
that model was effective (Fig. 1). However, we found that anthropomorphic personality
and easy to adapt had no influence on trust, so the hypothesis H4a, H4b, H9a and H9b
were rejected. In addition, Expectancy fit had no significant relationship with cognition-
based trust (H8b), and facilitating service-use condition had no significant relationship
with affect-based trust (H10a). The explained variance for the dependent constructs
was adequate (affect-based trust, 58.3%; cognition-based trust, 56.8% and intention of
continuous use towards AI services, 32.7%).

Note: ns non-significant, *p < 0.05, **p < 0.01, ***p < 0.001.
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Table 2. The results of the measurement model.

Construct Item Loading Cronbach’s α CR AVE

Anthropomorphic social cue ASC1 0.915 0.889 0.931 0.819

ASC2 0.909

ASC3 0.891

Anthropomorphic personality AP1 0.900 0.877 0.924 0.803

AP2 0.897

AP3 0.890

Anthropomorphic empathy AE1 0.915 0.948 0.962 0.864

AE2 0.961

AE3 0.916

AE4 0.926

Perceived innovation performance PIP1 0.938 0.930 0.956 0.878

PIP2 0.940

PIP3 0.932

Quick responsiveness QR1 0.914 0.906 0.941 0.842

QR2 0.919

QR3 0.920

Expectancy fit EF1 0.941 0.944 0.964 0.900

EF2 0.964

EF3 0.941

Easy to adapt ETA1 0.907 0.880 0.926 0.807

ETA2 0.894

ETA3 0.893

Facilitating service-use condition FSC1 0.935 0.935 0.959 0.886

FSC2 0.934

FSC3 0.954

New function novelty NFN1 0.931 0.917 0.947 0.857

NFN2 0.928

NFN3 0.919

Attractive appearance AA1 0.922 0.947 0.962 0.863

AA2 0.933

AA3 0.953

(continued)
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Table 2. (continued)

Construct Item Loading Cronbach’s α CR AVE

AA4 0.908

Affect-based trust AT1 0.861 0.841 0.904 0.759

AT2 0.877

AT3 0.875

Cognition-based trust CT1 0.881 0.852 0.910 0.772

CT2 0.875

CT3 0.879

Intention of continuous use ICU1 0.952 0.925 0.952 0.869

ICU2 0.923

ICU3 0.921

Table 3. The square roots of the AVEs and correlations between constructs.

ASC AP AE PIP QR EF ETA FSC NFN AA AT CT ICU

ASC 0.90

AP 0.44 0.90

AE 0.50 0.44 0.93

PIP 0.52 0.48 0.57 0.94

QR 0.56 0.44 0.61 0.57 0.92

EF 0.57 0.50 0.66 0.62 0.62 0.95

ETA 0.52 0.41 0.58 0.55 0.52 0.63 0.90

FSC 0.57 0.49 0.64 0.62 0.62 0.72 0.57 0.94

NFN 0.48 0.36 0.56 0.56 0.51 0.56 0.51 0.53 0.93

AA 0.52 0.50 0.65 0.62 0.61 0.66 0.60 0.66 0.55 0.93

AT 0.55 0.43 0.62 0.61 0.61 0.65 0.55 0.60 0.58 0.65 0.87

CT 0.55 0.45 0.62 0.60 0.59 0.61 0.52 0.64 0.57 0.62 0.40 0.88

ICU 0.46 0.41 0.51 0.52 0.42 0.53 0.46 0.49 0.51 0.51 0.50 0.46 0.93
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Fig. 1. The results of hypothesis testing.

5 Discussion

5.1 Discussion of Results

This paper investigates the AISTA based on grounded theory and empirically develops
the trust mechanism in AI services. It is found that, for different trust antecedents,
cognition-based trust and affect-based trust produce varying degrees of influence on the
users’ intention to useAI services.A few interestingfindings appearedwithin our studies.
First, we conclude that applying the grounded theory generates a better understanding of
trust in the context of the AI service. Second, the four types of trust antecedents extracted
play different roles in trust. AI service products show more coolness and perceived
intelligence-interactivity, resulting in a higher sense of trust, while anthropomorphism
contributes less to user trust. Third, under the framework of trust mechanism, we prove
that affect-based trust and cognition-based trust have positive effects on the intention
to continuously use AI services. In other words, the process of trust in AI services is
different from that in traditional IS, and user willingness to use AI products may be more
complicated.

The empirical results do not support a few hypothesis. On the one hand, anthropo-
morphic personality and easy to adapt are not related to trust. Recent study noted that
AI service products can provide objective and correct functions, which are unlikely to
contain personal emotions or prejudice like humans for different users. Whether it is
an AI service product or not, the product being offered to the consumer is probably
inherently easy to use. Therefore, it is difficult to determine the impact of these two
antecedents on user trust. On the other hand, the relationship between expectancy fit
and cognition-based trust is nonsignificant. When the AI service highly fit the needs of
consumers, emotional attachment will be generated [11]. Trust largely depends on this
social emotion, while the benefit emphasized by cognition-based trust has been ignored.
In addition, the relationship between facilitating service-use condition and affect-based
trust is also not significant. One reasonable explanation for this finding is that AI service
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providers are responsible for satisfying the conditions for users to use the service nor-
mally, such as after-sales guidance. Therefore, users believe this to be a basic service,
which does not form an affective empathy.

5.2 Theoretical and Practical Implications

This study theoretically contributes to the trust literature in the context of AI services.
First, this study fills the gap in the lack of the classification of the multilevel AISTA.
Specifically, we identify ten first-order trust antecedents and further generalize four
second-order trust antecedents by using grounded theory on a large number of user
comment data. Second, we extend the research on trust mechanism to examine trust in
the context of AI services from a new perspective. This study combines the character-
istics of AI services to capture unique constructs such as anthropomorphism, perceived
intelligence-interactivity and coolness. In addition, few studies in the IS literature have
considered the role of affective connection in human-computer interaction. We redefine
trust from two dimensions of affect-based trust and cognition-based trust, and test a AI
service trust mechanism model.

This study also provides three practical implications for both AI service product’
designers and managers. First, companies should focus on producing AI products with
intelligence-interactivity and coolness to maximize user trust. Second, our research
implies that users may be attracted to AI products because of their anthropomorphic
sounds and names, but human-like personalities are not helpful in keeping users engaged.
Hence, we argue that AI devices need to add anthropomorphic features appropriately to
improve service performance. Third, we find the special role of affective attributes (such
as attachment) in human-computer interaction trust. It recommends managers should
understand the sources of the emotional resonance from the user by mining user data,
which strengthen the level of affective trust and motivate the customer to continually
use AI services.

5.3 Limitations and Directions for Future Research

We acknowledge several limitations of the present study. First, this study proposes the
AISTA framework via the coding technique of grounded theory, but there might be other
trust antecedents. Future research could refine other significant antecedents from other
theoretical perspectives. Second, our results are specific to smart speaker users, because
smart speakers are the most mainstreamAI service products. Future study should extend
our model to other types of AI service products to examine user trust mechanism and
behaviors from different samples. Third, trust in this study includes both cognitive and
affective aspects, so whether there is a transformation within trust is an interesting
research topic. In the future, we can further explore the potential correlation between
cognition-based trust and affect-based trust to increase the model’s explanatory power.

Acknowledgement. This work was supported jointly by the grants of National Natural Science
Foundation of China (71902204).



How Do We Trust AI Service? Exploring the Trust Mechanism in AI Service 219

References

1. Gursoy, D., Chi, O.H., Lu, L., et al.: Consumers acceptance of artificially intelligent (AI)
device use in service delivery. Int. J. Inf. Manag. 49, 157–169 (2019)

2. Chen, Q., Gong, Y., Lu, Y., et al.: Classifying and measuring the service quality of AI chatbot
in frontline service. J. Bus. Res. 145, 552–568 (2022)

3. Oliveira, T., Alhinho, M., Rita, P., et al.: Modelling and testing consumer trust dimensions in
e-commerce. Comput. Hum. Behav. 71, 153–164 (2017)

4. Jiang, Y., Yang, X., Zheng, T.: Make chatbots more adaptive: Dual pathways linking human-
like cues and tailored response to trust in interactions with chatbots. Comput. Hum. Behav.
138, 107485 (2023)

5. McKnight, D.H., Cummings, L.L., Chervany, N.L.: Initial trust formation in new organiza-
tional relationships. Acad. Manag. Rev. 23(3), 473–490 (1998)

6. Lu, B., Wang, Z., Zhang, S.: Platform-based mechanisms, institutional trust, and continuous
use intention: the moderating role of perceived effectiveness of sharing economy institutional
mechanisms. Inf. Manag. 58(7), 103504 (2021)

7. Kim, D.Y., Kim, H.Y.: Trust me, trust me not: a nuanced view of influencer marketing on
social media. J. Bus. Res. 134, 223–232 (2021)

8. Bapna, R., Gupta, A., Rice, S., et al.: Trust and the strength of ties in online social networks:
an exploratory field experiment. MIS Q. 41(1), 115–130 (2017)

9. Hu, P., Lu, Y.: Dual humanness and trust in conversational AI: a person-centered approach.
Comput. Hum. Behav. 119, 106727 (2021)

10. Pelau, C., Dabija, D.C., Ene, I.: What makes an AI device human-like? The role of inter-
action quality, empathy and perceived psychological anthropomorphic characteristics in the
acceptance of artificial intelligence in the service industry. Comput. Hum. Behav. 122, 106855
(2021)

11. Kim, J., Kang, S., Bae, J.: Human likeness and attachment effect on the perceived interactivity
of AI speakers. J. Bus. Res. 144, 797–804 (2022)

12. Chi, O.H., Jia, S., Li, Y., et al.: Developing a formative scale to measure consumers’ trust
toward interaction with artificially intelligent (AI) social robots in service delivery. Comput.
Hum. Behav. 118, 106700 (2021)

13. Im, S., Bhat, S., Lee, Y.: Consumer perceptions of product creativity, coolness, value and
attitude. J. Bus. Res. 68(1), 166–172 (2015)

14. Wang, W., Qiu, L., Kim, D., et al.: Effects of rational and social appeals of online rec-
ommendation agents on cognition-and affect-based trust. Decis. Support Syst. 86, 48–60
(2016)

15. McKnight, D.H., Choudhury, V., Kacmar, C.: Developing and validating trust measures for
e-commerce: an integrative typology. Inf. Syst. Res. 13(3), 334–359 (2002)



A Study into Sponsorship Disclosure on Video
Sharing Platforms: Evidence from Bilibili

Chenwei Li and Huijin Lu(B)

Xi’an Jiaotong-Liverpool University, Suzhou 215000, China
huijin.lu@xjtlu.edu.cn

Abstract. Sponsorship disclosure is becoming increasingly important in the mar-
keting field and its business value deserves further exploration. This paper inves-
tigates how different types of sponsorship disclosure affects consumers’ purchase
intention through influencer trust in the context of video sharing platforms with
evidence from Bilibili. Notably, as a distinguished feature of Bilibili, the differ-
ences between bullet screen and traditional user comments in their impacts on
sponsorship disclosure and customer purchase intention are compared in terms of
consumers’ interactivity with the social media influencers. Based on the knowl-
edge persuasion model and signaling theory, the results indicate that influencer
trust mediates the relationship between sponsorship disclosure and consumers’
purchase intention both for general and specific sponsorship disclosure, and inter-
activity positively moderates the relationship between sponsorship disclosure and
consumers’ purchase intention only for general sponsorship disclosure.

Keywords: Sponsorship Disclosure · Video Sharing Platform · Purchase
Intention · Bilibili

1 Introduction

In the new era of Web 2.0, social media is developing rapidly and is witnessing the
emergence of various types of user-generated content (UGC). UGC refers to a new type
of web usage where users can display or provide their personalized created content to
other users through online platforms. Leveraging UGC, traditional video websites are
evolving into fashionable video sharing platforms allowing for intensive interpersonal
interactions.

Nowadays, consumers on video sharing platforms are no longer passive content
receivers but can actively express their views and feelings about products or services
through content generation. Some of them become social media influencers, who are
productive content creators with professional knowledge and skills in a certain area and
have established credibility among a large social media audience thus may affect the
decision making of their followers and consumers (Lou & Yuan 2019).

Marketers have recognized the value of social media influencers and began to pro-
mote brands and products through influencer marketing. However, as sponsored content
is widespread, the credibility of social media influencers is in doubt and has caused
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controversy. To protect consumers, Federal Trade Commission (FTC) and other related
institutions have regulated the use of sponsorship disclosure and tried to make influencer
marketing transparent (Lee & Kim 2020).

Previous research on the impact of sponsorship disclosure has obtained conflicting
results. Some scholars argued that sponsorship disclosure may lead to advertising recog-
nition, thus negatively affect consumers’ attitudes towards the brand and their purchase
intention (De Veirman & Hudders 2020; De Jans et al. 2018). But some studies pointed
out that social media influencers would be seen as sincere, open-minded and favorable
if the sponsorship was disclosed (Hwang and Jeong 2016). Moreover, there is a lack
of research examining sponsorship disclosure in the context of video sharing platforms
(Boerman 2020), which deserves further attention. Thus, this paper tries to answer the
research question:

RQ1: On video-sharing platforms, how does sponsorship disclosure affect consumers’
purchase intention?

Additionally, sponsorship disclosure may in different forms. Past research has inves-
tigated the impact of simple sponsorship disclosure on consumer behavior (Pfeuffer &
Huh 2021; Xie & Feng 2022), and further study about other types of sponsorship
disclosure is needed. Thus, we try to address another research question:

RQ2: Does the impact of sponsorship disclosure on consumers’ purchase intention
change with the type?

As a typical example of video sharing platform, Bilibili has successfully engaged a
large number of social media influencers and potential consumers through a wide range
of user engagement and interaction, make it an idea platform for influencer marketing
(Hu et al. 2016). Notably, Bilibili offers an innovative approach, bullet screen, for con-
sumers to interact with social media influencers in addition to traditional user comments.
Depending on the intensity of bullet comments, the degree of interactivity between social
media influencers and consumers varies. Thus, we want to know:

RQ3:Whether and how does the degree of interactivity between social media influencers
and consumers affect the impact of sponsorship disclosure?

2 Literature Review

This section reviews literature about sponsorship disclosure, influencer trust and
interactivity with influencer.

2.1 Sponsorship Disclosure

Sponsorship disclosure refers to the commercial message that social media influencers
communicate sponsorship content with consumers to help them identify the relationship
between the influencer and the promoted brand (Boerman et al. 2014). Past literature
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has argued that sponsorship disclosure helps consumers build awareness of commercial
nature of sponsored content, thereby increasing advertising recognition and persuasive
knowledge recognition. For instance, Evans et al. (2017) argued that sponsorship disclo-
sure will be easily perceived as advertising. Lee and Kim (2020) found that sponsorship
disclosure stimulates persuasive knowledge when the disclosure lasts longer, which neg-
atively affects brand attitudes. In addition, sponsored disclosure may lead to advertising
skepticism and negatively affect brand attitudes and influencer credibility (DeVeirman&
Hudders 2020; Kim & Kim 2021). De Jans et al. (2018) also argued that sponsorship
disclosure negatively affects consumers’ purchase intention through emotional adver-
tising literacy, influencer trustworthiness, and prosocial interaction. However, there are
some conflicting findings. Colliander and Erlandsson (2015) argue that sponsorship
disclosure will not affect the purchase intention of sponsored brand. Sah et al. (2018)
argued that sponsor disclosure may generate greater trust in social media influencer’s
expertise and bring persuasive knowledge. But this positive effect decreases or even
reverses as consumers’ consideration of sponsorship disclosure deepens. Pfeuffer et al.
(2021) suggested that for a sponsored product review on YouTube, changes in sponsor-
ship disclosure do not appear to affect attitudes toward the product, brand and reviewer.
This paper wants to clarify these confusions by investigating the impact of sponsorship
disclosure on consumers’ purchase intention.

It should be noted that different types of sponsorship disclosures may have different
impacts on consumers. Past literature has roughly categorized sponsorship disclosure
into general and specific sponsorship disclosure based on the specificity of the disclosure
of the business relationship between social media influencers and the sponsored brand
(Stubb et al. 2019). Since the research into the type of sponsorship disclosure is not
sufficient, this paper focuses on general sponsorship disclosure and specific sponsorship
disclosure and tries to reveal their impacts on consumers’ purchase intention.

2.2 Influencer Trust

McKnight et al. (2002) defined trust as a psychological recognition of the trusted party’s
competence, benevolence, and honesty while being willing to trust the other party in a
given scenario. We adopt this definition and apply it in the video sharing area to define
influencer trust as consumers’ trust in social media influencer and is mainly expressed
as consumers’ belief that social media influencers are honest, well-intentioned, and have
the professional competence to meet their needs. On social media, trust is designated as
a major component of how people relate to each other and share and receive informa-
tion (Santiago et al. 2020). Social media influencers and consumers share and receive
information from both parties through bullet screen, comments and so on, thus build-
ing trust, resulting in purchase intentions or the completion of business transactions
(Dwidienawati et al. 2020). Therefore, trust in social media influencer could be a suit-
able mediator between sponsorship disclosure and consumers’ behavioral intentions in
influencer marketing.
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2.3 Interactivity with Influencers

Although the definition of interactivity varies across areas and is constantly changing,
their common perception is that interactivity is bidirectional (Rogers et al. 1986). Ha and
James (1998) consider interactivity as the degree to which communicators and receivers
respond and satisfy both communication needs. Following that, we define influencer
interactivity as the degree to which consumers communicate with and get feedback
from social media influencers through comments, bullet screen, etc., on social media.
Morgan and Hunt (1994) argued that interactions affect credibility perceptions. Jun and
Yi (2020) showed that influencer interaction affects brand trust through authenticity,
emotional attachment, and brand loyalty. However, how the interactions exert effect
remains unclear. That’s one of the focuses in this paper.

3 Theoretical Foundation

This paper builds research model on the basis of persuasive knowledge model and
signaling theory.

3.1 Persuasive Knowledge Model

Persuasive knowledge model assumes that people develop persuasive knowledge and
use it to cope with the persuasive situations they encounter (Friestad & Wright 1994).
Persuasive knowledge refers to the persuasive subjects’ persuasive intentions, persua-
sive techniques, the effectiveness and appropriateness of persuasive techniques, and
means of coping strategies to the persuasive target. The persuasion process is an interac-
tion between the persuasion subjects and the persuasion targets. Persuasion knowledge
can help people identify persuasive intent and prevent their attitudes and behaviors from
being unduly influenced. In the field of marketing, consumers change their coping strate-
gies, beliefs, attitudes, and choices after applying persuasive knowledge (Campbell &
Kirmani 2008).

Regarding to sponsorship disclosure, persuasive knowledge will be activated if the
consumers identify the sponsorship disclosure as with a persuasive intent. Several past
studies have found that persuasive knowledge leads to negative product attitudes (Daniel
et al. 2010; Mei-Ling et al. 2008) and lower perceived reliability of the persuasive sub-
ject (Campbell & Kirmani 2000; Stafford & Stafford 2002). It can elicit advertisement
recognition thus activate advertisement suspicion (De Veirman & Hudders 2020; Boer-
man 2020; Kim & Kim 2020). Based on persuasive knowledge model, we believe that
sponsorship disclosure may affect the influencer trust perceived by consumers.

3.2 Signaling Theory

Signaling theory is a body of theoretical work examining communication between indi-
viduals. It is based on information asymmetry in the interactions and leads to uncertainty
and vulnerability. Signaler, signal and receiver are the three fundamental elements in the
signaling theory (Rahman, Rodríguez-Serrano and Lambkin 2018).
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In the online context, signaling theory is often used to test and predict the outcomes
of online auctions, e-commerce, websites, and eWOM because information asymmetry
is more pronounced online than offline (Boulding & Kirmani 1993; Helm & Mark
2007; Rao, Qu, & Rueckert 1999). Buyers can make effective inferences based on the
critical information provided by sellers to reduce information asymmetry (Kirmani &
Rao2000;Benlian&Hess 2011;Chen&Gao2019;Mavlanova,Benbunan-Fich,&Lang
2021). Signaling theory is suitable in the area of influencer marketing since consumers
usually do not have sufficient information about the product and there is an information
asymmetry between social media influencers and consumers. According to signaling
theory, sponsorship disclosure can be used as information cues to reduce information
asymmetry and affect consumers’ perceptions and behavior.

4 Research Model and Hypothesis

Based on persuasive knowledge model and signaling theory, we propose our research
model and discuss the corresponding hypotheses.

4.1 Research Model

The paper examines the relationship between general and specific sponsorship disclo-
sure and consumer purchase intentions mediated by influencer trust. Interactivity with
influencers acts as moderator between sponsorship disclosure and influencer trust. The
research model is shown in Fig. 1.

Fig. 1. Research model

4.2 Research Hypothesis

Sponsorship Disclosure and Influencer Trust
De Jans et al. (2018) argued that sponsorship disclosure increased affective advertis-
ing literacy for the adolescent population, which leads to negative attitudes toward the
sponsor.According to the affective transfermechanism, adolescents’ assessment of influ-
encer trustworthiness decreases. De Veirman and Hudders (2020) also concluded that
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sponsorship disclosure activates advertisement recognition, triggering consumer coping
mechanisms that lead to more ad skepticism, and thus influencer trustworthiness is neg-
atively affected. According to the persuasive knowledge model, consumers can easily
activate ad recognition through general sponsorship disclosure without other messages
(Lee & Kim 2020). When consumers identify the advertisement, they easily assume that
the influencer is indeed marketing the product for commercial purposes, which activates
persuasive knowledge and further decreases trust in the influencer. Thus, we posit:

H1: On the video-sharing platform, general sponsorship disclosure will lead to lower
influencer trust.

When influencers disclosemore sponsorship information, consumers begin to receive
more signals. According to signaling theory, specific sponsorship disclosure indicates
honesty of the social media influencer who are willing to unveil the sponsoring rela-
tionship with the brand. It also sends out a signal that social media influencers allow
consumers to make their own informed choices and judgments, leading to higher percep-
tion of benevolence. As two important dimensions of trust (Sternthal et al. 1978), higher
honesty and benevolence can strengthen consumers’ trust in the social media influencer.
Thus, we posit:

H2: On the video-sharing platforms, specific sponsorship disclosure will lead to
higher influencer trust.

Consumers perceive influencers as respectful, caring, and following ethical principles
when they perceive more honesty and benevolence (Pfeuffer & Huh 2021). Even if
their persuasive knowledge is activated, they still perceive the influencer as trustworthy
because positive signals attenuate the negative effects of persuasive knowledge and
weaken consumers’ perceptions of persuasive intent, resulting in relatively high levels
of trust for influencers. Thus, we posit:

H3: On the video-sharing platforms, specific sponsorship disclosure will have higher
impact on influencer trust than general sponsorship disclosure.

Influencer Trust and Purchase Intention
Trust in suppliers positively affects consumers’ purchase intention in e-commerce (Gefen
2000).When a supplier conveys benevolence, honesty, and predictability in online trans-
actions, consumers reinforce their beliefs about the supplier, resulting in trust-related
behaviors such as purchases (McKnight & Chervany 2001). It has been well docu-
mented in the past literature that trust beliefs have a positive impact on trust inten-
tions and increase consumers’ online purchase intentions (To & Ho 2014; McKnight &
Choudhury 2006). Thus, we posit:

H4: On the video-sharing platform, influencer trust will positively affect consumers’
purchase intention.

Moderation Effect of Interactivity with Influencer
In e-commerce, brands communicate product information to consumers through inter-
action, and consumers learn about products by participating in the interactive process
(Susan 2010). In this way, consumers are more likely to obtain valid information about
the product thus reducing uncertainty. Higher interactivity between consumers and sell-
ers can largely help consumers obtain relevant information for decision-making (Jiang
et al. 2010). Information asymmetry persists when consumers receive general sponsored
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disclosure. Through interactions, consumers reduce their suspicion of the product being
disclosed and of the influencer, and are more likely to perceive the general sponsored
disclosure information to be reliable and accurate, thus reducing information barriers.
Thus, we posit:

H5: Interactivity with influencer positively moderates the impact of general spon-
sorship disclosure on influencer trust that higher interactivity with influencer will lead
to higher impact of general sponsorship disclosure on influencer trust.

Jun and Yi (2020) found that consumers’ interaction with social media will increase
brand trust in the influencer through authenticity and emotional attachment to the influ-
encer. High interactivity leads to informational and emotional satisfaction for consumers.
Thus, we suggest that high interactivity will promote the positive impact of specific
sponsorship disclosure on influencer trust.

H6: Interactivity with influencer positively moderates the impact of specific spon-
sorship disclosure on influencer trust that higher interactivity with influencer will lead
to greater impact of specific sponsorship disclosure on influencer trust.

5 Methodology

An online experiment was used in this study for data collection. It was presented via a
web-based survey with assured anonymity.

5.1 Experiment Design

A 3 (type of disclosure: control with no disclosure, general disclosure and specific
disclosure)× 2 (Interactivity with influencers: high vs. low) between-group experiment
design was used. Participants who have experience in using video sharing platforms
were invited to join the online experiment. The participants were asked to watch a video
with product information and indicate their attitudes through answering a questionnaire.
During the experiment, the participantswere randomly assigned into six scenarios,which
vary both in the types of product information, types of disclosed sponsorship information
contained in the video, and levels of interactivity with social media influencer. In total,
we have 328 valid answers (Table 1).

Table 1. Experimental conditions

Low interactivity with
influencer

High interactivity with
influencer

No sponsorship disclosure Condition 1 Condition 4

General sponsorship
disclosure

Condition 2 Condition 5

Specific sponsorship
disclosure

Condition 3 Condition 6
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To enhance the validity of the experiment, product videos produced by real social
media influencers who have a large engaged audience and have been published on the
Bilibili platform were adopted for experiment. Meanwhile, to ensure the representa-
tiveness, product videos in the top four popular communities of Bilibili platform were
adopted. Further, the videos were re-edited by removing product irrelevant content to
avoid distractions. The details of the manipulation of sponsorship disclose are shown
in Table 2. To save space, we will not provide the details of the manipulation of inter-
activity with influencer, which is mainly achieved by the intensity of bullet comments
contained in each video clip. A manipulation check question was placed at the end of
the questionnaire by asking the respondents in the treatment groups whether they have
noticed the intended stimulus.

Table 2. Details of the manipulation of sponsorship disclose

No sponsorship disclosure

General sponsorship disclosure

Specific sponsorship disclosure
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5.2 Measures

A 7-point Likert scale (1 = strongly disagree; 7 = strongly agree) was adopted for
measures as shown in Table 3.

Table 3. Measures

Construct Items Sources

Interactivity with
influencers

II1 The influencer is willing to
have the video viewer
communicate directly with him

Jun & Yi (2020); Luo (2016)

II2 The influencer will respond
effectively

II3 During the interaction with the
influencer, the viewer will also
receive interaction and
feedback from other members

II4 I am willing to share my
opinions and thoughts with the
influencer

Influencer trust IT1 I believe that the content posted
by the influencer is true

Mcknight et al. (2002); Ba &
Pavlou (2002)

IT2 I believe that the influencer
keeps its promises and has a
guarantee of credibility

IT3 I believe that the influencer
does not deliberately deceive
customers

IT4 I believe that the influencer is
posting information about the
product to help others
understand a good product and
not for commercial gain

IT5 I believe the influencer has
experience with this product

IT6 I trust the influencer

IT7 I believe that the influencer is
presenting product information

IT8 I believe that the influencer’s
product is shared after
first-hand experience

(continued)
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Table 3. (continued)

Construct Items Sources

Purchase Intention PI1 I am willing to try the products
of that brand

Xie & Feng’s (2022); Bansal
(2000)

PI2 I am willing to buy products of
that brand when I need that
type of product

PI3 I am willing to buy the product
of that brand when I happen to
see it

PI4 After watching the video, I
have the desire to buy the
brand’s products

PI5 I am willing to buy the product

PI6 I would like to buy products
recommended by this
influencer in the future

6 Result Analysis

SPSS AMOS 16.1 software package was use for results analysis. To save space, only
reliability and validity and stratified regression analysis are reported as themain results in
this section. It can be told from Table 4 that all the measurements have met the suggested
criterion for reliability and validity.

The regression results in Table 5 suggest that general sponsorship disclosure has a
significant negative impact on influencer trust, thus H1 is supported. However, the results
of specific sponsorship disclosure on influencer trust are not significant (p> 0.05), thus
H2 is not supported. Comparing the effect size of general and specific sponsorship
disclosure, H3 is not supported since the estimates of general sponsorship disclosure
are overwhelmingly larger than specific sponsorship disclosure. H4 is supported that
influencer trust is positively related with purchase intention. As to the moderation effect,
only the interaction termof interactivitywith general sponsorship disclosure is significant
thus only H5 is supported.
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Table 4. Measurement statistics of constructs

Construct Factor Loading Composite Reliability Cronbach’s Alpha AVE

Interactivity with
influencers

0.756 0.835 0.834 0.803

0.717

0.761

0.755

Influencer Trust 0.698 0.910 0.909 0.935

0.704

0.769

0.705

0.745

0.805

0.764

0.789

Purchase Intention 0.752 0.909 0.908 0.916

0.758

0.789

0.784

0.85

0.804

Table 5. Regression results

Variables Dependent variable

Model 1 Model 2 Model 3 Model 4

(Constant) 4.334*** 4.739*** 2.148*** 2.283***

Experience 0.036 0.017 −0.031 −0.020

Gender −0.120 −0.121 −0.099 −0.106

Age 0.141 0.062 0.053 0.059

Education 0.190** 0.200** 0.117** 0.103*

Occupation −0.036 −0.019 −0.003 −0.011

General sponsorship disclosure −0.876*** −0.585*** −0.656***

Specific sponsorship disclosure 0.148 −0.006 −0.007

Interactivity with influencer 0.559*** 0.536***

General sponsorship disclosure
*interactivity with influencer

−0.247**

(continued)
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Table 5. (continued)

Variables Dependent variable

Model 1 Model 2 Model 3 Model 4

Specific sponsorship disclosure
*interactivity with influencer

−0.073

Influencer trust 0.897***

Adjusted R Square 0.023 0.270 0.613 0.622

R Square Change 0.038 0.248 0.337 0.011

F value 2.532* 18.296*** 65.805*** 54.763***

Note: (a) dependent variable is influencer trust; (b) *p < 0.05, **p < 0.01, ***p < 0.001.

7 Contribution and Implication

This paper can advance the theoretical understanding of sponsorship disclosure and
provide a better understanding of various types of sponsorship disclosure in influ-
encer marketing. As a distinguished feature of video sharing platforms, the impact
of influencer-consumer interactivity is examined as well. The findings can also offer
managerial implications for marketers to develop better influencer marketing strategies
through appropriate sponsorship disclosure.
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Abstract. The study aims to understand how the various attributes of restaurant
affect its customer satisfaction. Different with prior literature with heavy reliance
on self-reported data, we investigated 17 representative restaurant attributes
extracted from online reviews, modeled the relationship between restaurant
attributes and customer satisfaction leveraging neural network, and classified the
attributes into five categories based on kanomodel. The findings show that, among
the 17 attributes, waiter’s attitude and taste of food are most important for a high
customer satisfaction. This study could help restaurant allocate its resources with
greater efficiency and improve customer satisfaction.

Keywords: Restaurant Attributes · Customer Satisfaction · Sentiment Analysis ·
Neural Network Modelling · Kano Model Classification

1 Introduction

Customer satisfaction has long been recognized as an important indicator of restaurant
profitability (Luo and Homburg 2007). If consumers have a positive attitude toward its
service quality, business would retain more customers and make more profits (Han and
Ryu 2009). Exploring the factors affecting customer satisfaction is of great importance
for resources allocation optimization and customer satisfaction improvement for restau-
rant as well (Kurt et al. 2003). Thus, customer satisfaction in the catering industry has
attracted a lot of attention both from researchers and practitioners.

Previous research in customer satisfaction largely relies on self-reported data, which
is not only time-consuming andunstable (Groves 2006) but also becomeoutdated quickly
(Culotta and Cutler 2016). In contrast, online user-generated reviews offer a relatively
more objective and unbiased way for restaurants to hear from customers (Schuckert et al.
2015) and to understand their satisfaction and dissatisfaction (Xu and Li 2016).

Some researchers have noticed the importance of online user-generated reviews for
restaurants and tried to understand customer satisfaction utilizing online reviews (Nam
and Lee 2011; Bufquin et al. 2017). However, most of them merely focused on the
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linear relationship between the attributes of restaurant and customer satisfaction with an
assumed normal distribution of online ratings. This can only provide restricted insights
that if certain attributes are fulfilled, customers will feel satisfied and vice versa. Indeed,
it may not be the real case. For example, customers might be more tolerant to certation
attributes of restaurant but quite sensitive and picky to some other one. A nonlinear
relationship between the attributes of restaurant and customer satisfaction together with
a positively skewed asymmetric bimodal distribution of customer satisfaction is more
realistic (Hu et al. 2017).

Kano model is effective in capturing non-linear relationship. Accordingly, the rela-
tionship between the attributes of restaurant and customer satisfaction could be divided
into five categories, including one-dimensional relationship, attractive relationship,
must-be relationship, reverse relationship, and indifferent relationship (Kano et al. 1984).
Each corresponding attribute has a different impact on customer satisfaction (Li et al.
2018). For example, poor performance of must-be attributes would definitely lead to
low customer satisfaction. But increase in the performance of must-be attributes would
not bring higher customer satisfaction because they usually take the must-be attributes
for granted. Therefore, understanding the category of attributes can identify influencing
factors of customer satisfaction in a wise way.

RQ: How the various attributes of restaurant affect its customer satisfaction?

The study aims to understand how the various attributes of restaurant affect its cus-
tomer satisfaction. To address this research question, we propose an approach combining
sentiment analysis, neural network modelling and kano model classification. First, sen-
timent analysis is used to extract customer sentiment toward the attributes in the online
reviews. Second, neural networkmodelling is adopted tomodel the relationship between
restaurant attributes and customer satisfaction. Last, a set of rules is designed to classify
the attributes into the five categories of Kano model.

2 Literature Review

In this section, literature about sentiment analysis, neural network and Kano model are
reviewed.

2.1 Sentiment Analysis

Sentiment analysis is effective in understanding how consumers think about a product
or a service (Liu 2010). Three approaches are mainly used in sentiment analysis, namely
lexicon method, machine learning method, and deep learning method.

Lexicon method utilizes a sentiment lexicon to decide the text sentiment (Devika,
Sunitha and Ganesh 2016). Due to its high requirement in powerful linguistic resources,
this method is not very friendly.

Machine learning method includes naive bayes classifier, support vector machine
(SVM) and decision trees. Naive bayes classifier is a probabilistic classifier based on
Bayes theorem. It is helpful to determinewhether the text is negative or positive (Troussas
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et al. 2013). Decision trees are nonparametric method to predicting target variables by
learning decision rules (Bhoi and Joshi 2018). SVM is a classifier based on a linear
function. Compared with Naive Bayes and decision tree, SVM has a relatively higher
accuracy of classification (Raghuvanshi and Patil 2016) but requires a large dataset
(Fernández-Gavilanes et al. 2016).

Compared with supervised machine learning methods, deep learning method does
not need to tune feature manually based on available linguistic resources and expert
knowledge (Rojas-Barahona 2016). Typical deep learning models include convolutional
neural networks (CNN), deep neural networks (DNN), and recurrent neural networks
(RNN) (Schmidhuber 2015). Among them,RNNhas distinct advantages due to its ability
to handle sequences of arbitrary length (Wen et al. 2021). The introduction of long
short term memory (LSTM) in RNN also help solve the problem of gradient vanishing
and explosion (Zaremba and Sutskever 2014). Therefore, our study develops a LSTM
classifier to obtain customers’ sentiment toward each restaurant attribute and prepare for
further relationship modeling.

2.2 Neural Network

Neural network refers to a model designed to stimulate the human brain. Back propa-
gation (BP) neural network is a multi-level feed forward network based on error back
propagation algorithm (Li et al. 2012). It uses mean square error and gradient descent
to constantly modify the weight of neural network and to achieve minimum loss error.

Compared with multiple regression, neural network can fix the problem of high-
level complexity in business world and handle much more variables (Garver 2002).
It can also better fit the non-normal data and capture nonlinear or multi-collinearity
relationship (Phillips et al. 2015). Thus, we adopt neural network for the relationship
modeling between restaurant attributes and customer satisfaction.

2.3 Kano Model

The Kano model is a theory of product development and customer satisfaction which
classifies customer preferences into five categories (Kano et al. 1984). These five rela-
tionships include one-dimension relationship, attractive relationship, must-be relation-
ship, reverse relationship, and indifferent relationship. One-dimension relationship is
a linear relationship depicting that customer satisfaction increases when the attributes
are fulfilled and vice versa. In the attractive relationship, fulfillment in the attributes
will result in satisfaction. However, they won’t affect customers’ dissatisfaction when
they are not fulfilled. Customers usually take the attributes in the must-be relationship
for granted. When these attributes are fully fulfilled, customers are neutral. But their
absence would result in high dissatisfaction. In the reverse relationship, fulfillment of
attributes makes customer rather unhappy. In the indifferent relationship, these attributes
do not contribute to customers’ satisfaction or dissatisfaction. Kano model is a compre-
hensive model to understand customer satisfaction. However, it has not be used well in
the analysis of online reviews. Therefore, this study tries to deepen the understanding
of customer satisfaction by analyzing online reviews based on Kano model.
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3 Research Framework

This section describes the proposed framework which is consisted of sentiment analysis,
neural network modelling and kano model classification as shown in Fig. 1.

Fig. 1. Research Framework

Since online reviews are usually in an unstructured form, in the first stage, we need to
use LSTM to convert the unstructured data into structured. The corresponding sentiment
of each attribute will also be identified. In the second stage, a neural network method is
used to capture the impact of customers’ sentiment of each attribute on their satisfaction.
Then, in the third stage, a set of rules are designed to classify the attributes to the five
categories of kano model.

4 Methodology

4.1 Data Collection

Data for sentiment analysis was obtained from a typical online website of restaurant,
Dazhongdianping, provided by AI Challenger 2018. The dataset contains 17 attributes
after deleting “others” and “recommendations” (Table 1). Data for customer satisfaction
predictionwas crawled fromDazhongdianping by usingOctopus. In total, 36851 reviews
were obtained after some error deletion with both textual reviews and ratings.

4.2 Data Analysis

Based on LSTM sentiment analysis, first, data cleaning and tokenization were conducted
to make the text pure and clean. Tencent word embedding provided by Tencent AI Lab
is used to convert text data to numerical data. After the sentiment analysis, the sentiment
could be extracted from each review, and the review attribute sentiment matrix. To better
capture sentiment orientation, we only considered strong sentiment, e.g., positive or
negative, thus the matrix was refined.

Then a three-layer neural network was created. The input layer is the review attribute
sentiment matrix, the output layer is to predict customer satisfaction. Each neuron con-
nects with another with the function wx + b, where w denotes the weight and b denotes
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Table 1. Attribute list

Category Attribute Numbering

Location Transportation ƒ1

Distance from the business district ƒ2

Easy to find ƒ3

Service Wait time ƒ4

Waiter’s attitude ƒ5

Parking convenience ƒ6

Serving speed ƒ7

Price Level ƒ8

Cost effective ƒ9

Discount ƒ10

Ambience Decoration ƒ11

Noise ƒ12

Space ƒ13

Cleanness ƒ14

Food Portion ƒ15

Taste ƒ16

Look ƒ17

the bias. After several epochs’ training, the weight for each neural on each layer could
be obtained.Wmpositive denotes the effect of positive sentiment toward mth attribute on
customer satisfaction whileWmnegative denotes the effect of negative sentiment toward
mth attribute on customer satisfaction. Based on Wmpositive and Wmnegative, a set of
rules is proposed to identify the relationship category of each attribute as shown below.

5 Results

It can be seen from the Fig. 2 that the taste of the food and waiter’s attitude are mentioned
most. Meanwhile, positive sentiments of the attributes are more frequently mentioned
by customers than negative sentiments.

For neural network, the number of hidden layer neurons was chose based on m =√
n + a, n denotes the number of input features, which is 34 (17 attributes and two

sentiments 17 × 2). a is a number from 1 to 10.
The weights obtained from neural network modelling are presented in Table 2. From

Fig. 3, it can be found find that food taste and waiter’s attitude have higher impact on
customer satisfaction.
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Fig. 2. The sentiment for each attribute

Table 2. Weights of attributes

Attribute Wpositive Wnegative Attribute Wpositive Wnegative

ƒ1 0.000275 0.002317 ƒ10 0.040628 0.019104

ƒ2 0.009862 0.010434 ƒ11 0.025192 0.024845

ƒ3 0.008136 0.008173 ƒ12 0.049072 0.020961

ƒ4 0.014292 0.03006 ƒ13 0.005357 0.002675

ƒ5 0.079686 0.25355 ƒ14 0.003405 0.099681

ƒ6 0.010376 0.001097 ƒ15 0.025995 0.044811

ƒ7 0.019885 0.055386 ƒ16 0.232504 0.206922

ƒ8 0.023946 0.039605 ƒ17 0.033556 0.057646

ƒ9 0.043296 0.059443

Threshold wpositive for indifference Threshold wnegative for indifference

0.006255 0.009367
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Fig. 3. Positive and negative sentiment weight toward each attribute

The results of Kano model classification are list in Table. Most of attributes belong
to one-dimension relationship, such as “Distance from the business district”, “Waiter’s
attitude”, “Price level”, etc. They all have a linear relationship with customer satisfaction
that the increase in these attributes will largely improve customer satisfaction. But if
the performance of these attributes is not good, customer satisfaction will decrease
proportionally. Only “serving speed” is labelled as a must-be attribute. It means that
when the restaurant could serve the food in a timely manner, customers would have
any negative comments. But if not the case, it will make the customers very unhappy.
Therefore, the restaurant should pay much attention to guarantee the quality of “serving
speed”. Attractive attributes include “waiting time” and “parking convenience”. The
absence of these attributes won’t affect customer’s dissatisfaction. But the fulfillment of
them could largely enhance customer satisfaction. Therefore, the restaurant may try to
make effort on these attractive attributes. Reverse attributes include “easy to find” and
indifference attributes include “transportation” and “ambience”. These three are not very
related with customer satisfaction thus the restaurant may save effort on them (Table 3).
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Table 3. Weights of each attribute

Attribute Wpositive Wnegative Category

Transportation 0.00027496 0.00231703 Indifference

Distance from the business
district

0.00986201 −0.01043371 One-dimension

Easy to find −0.00813591 0.00817348 Reserve

Wait time 0.014292 0.03005956 Attractive

Waiter’s attitude 0.07968552 −0.25355035 One-dimension

Parking convenience 0.01037645 0.00109737 Attractive

Serving speed −0.01988516 0.05538633 Must-be

Level 0.02394627 −0.03960495 One-dimension

Cost effective 0.04329604 −0.05944266 One-dimension

Discount 0.04062787 −0.01910394 One-dimension

Decoration 0.02519204 −0.02484462 One-dimension

Noise 0.04907202 −0.02096099 One-dimension

Space −0.00535662 0.00267455 Indifference

Cleanness 0.0034049 −0.09968126 One-dimension

Portion 0.025995 −0.04481082 One-dimension

Taste 0.23250425 −0.20692174 One-dimension

Look 0.03355601 −0.05764644 One-dimension

6 Conclusion

This study proposes a framework for understanding how restaurant attributes affect its
customer satisfaction. A comprehensive investigation of sentiment analysis, customer
satisfaction modeling and Kano model classification was conducted. This study could
provide guidance for restaurants to best allocate its resources to achieve higher customer
satisfaction. However, there are still some limitations. For instance, this study only
focused on the positive or negative sentiment and ignored the valence of sentiment.
Besides, the impact of demographic features on customer satisfactionwas not considered,
e.g., gender. Further study is highly encouraged.
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Abstract. In the era of big data, virtual academic communities are flourishing and
resources are growing explosively. As a result, heterogeneous fragmentation of
resources and massive disorder have created constraining problems, which exac-
erbate the “knowledge island” effect among academic communities and challenge
researchers to acquire knowledge effectively. To solve these problems, we pro-
pose amethod for recommending resources across virtual academic communities
(MRRVAC) based on knowledge graph and prompt learning. Firstly, we use
the knowledge graph to link resources in different communities, which enables
resources to be transferred between communities. Secondly, prompt learning is
used to acquire the potential knowledge of knowledge graph. The final recommen-
dation list of academic resources is obtained by training the prompt template with
the improved P-tuning method and using it to mine the injected knowledge in the
model. Finally, data experiments were conducted on the datasets of two virtual
academic communities, Zhihu and ScienceNet. The results show that the average
improvement over the original method in HR and NDCG is 0.296% and 0.271%,
which validates the effectiveness of the method.

Keywords: Virtual Academic Community · Knowledge Association ·
Knowledge Recommendation · Knowledge Graph · Prompted Learning

1 Introduction

With the advent of the Web 2.0 era, the development of Internet technology has led to
significant changes in the way people exchange information [1]. According to the sur-
vey data of the Statista Research Department, as of April 2022, there are more than 4.7
billion social media researchers worldwide, accounting for 59% of the global population
[2]. With the development of new knowledge exchange carriers, the academic commu-
nication mode has also changed, and social networks have become the main venue for
scholars to communicate. Many scholars with the same interests gather here to share
knowledge and communicate with each other, forming a new type of academic com-
munication platform-virtual academic community (VAC), such as ScienceNet, Zhihu,
Mendeley and Arxiv. Virtual academic communities can effectively improve scholars’
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academic exposure, promote academic innovation and accelerate the research process.
However, with the rapid development of virtual academic communities, there are now
more and more registered users in virtual academic communities and the problem of
information overload is becomingmore andmore serious. Thus, how to provide effective
resources services for researchers has become an urgent problem [3].

At present, the research on resource services of virtual academic communities is
mainly conducted in two aspects: knowledge association and knowledge recommen-
dation. In the aspect of knowledge association, most researchers take a single virtual
academic community [4–7] as the research object, but the knowledge information of a
single virtual academic community is often not perfect. Researchers need to spend a lot
of time and effort to find the optimal solution of knowledge among multiple platforms,
which will lead to much time and effort loss. In terms of knowledge recommendation,
the current studies [3, 7–9] have the following two shortcomings: First, they do not
establish effective knowledge associations and thus lack the effectiveness of knowledge
recommendation. Most of the current studies have neglected to model the relationships
among academic resources in virtual academic communities, which results in the mod-
els missing this part of the information in learning and their recommendation effects
will be reduced. Second, the interpretation of knowledge recommendations needs to be
improved. Deep learning methods have been widely used for knowledge recommenda-
tion tasks in virtual academic communities, but deep learning methods as a “black box”
do not have any interpretability.

Based on the above background, we propose amethod for recommending resources
across virtual academic communities (MRRVAC) based on knowledge graph and prompt
learning and validate the effectiveness through real data experiments. We use knowledge
graph to associate academic resources in different virtual academic communities and
provide a good basis for subsequent knowledge recommendations. Knowledge graph
provide an effective means to address the “knowledge silo” effect [10]. Further, we
introduce prompt learning to mine the knowledge in knowledge graph and improve
the interpretability of recommendations. Because Traditional fine-tuning models (like
BERT, xlnet) use the training form of auto-regressiveand and auto-encoding during pre-
training,which has a huge gapwith the formof downstream tasks and cannot fully exploit
the capability of the pre-training model itself. In contrast prompt learning transforms
the data of downstream tasks into natural language form with specific templates to fully
exploit the capability of the pre-trained model itself.

2 Related Work

Effective knowledge association is the key to realizing knowledge recommendation, and
knowledge recommendation can facilitate researchers’ knowledge acquisition.However,
the current research on knowledge association and knowledge recommendation in virtual
academic communities is still in the exploration stage, and the diversity of knowledge
associations and the accuracy of recommendations are still inadequate. Table 1 summa-
rizes the current research on knowledge association and knowledge recommendation in
virtual academic communities.
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Table 1. Summary of Related Work

Author (Chronological order) KA KR SVAC MVAC Method

Zeng Ziming [9] ✓ ✓ CF

Chen, Chien Chin [3] ✓ ✓ MBFRM

Ahmed [11] ✓ ✓ ✓ KG&Matepath2vec

Zhang Lianfeng [5] ✓ ✓ LDA&SECI

Xiong Huixiang [6] ✓ ✓ KG

Xu, Yunhong [7] ✓ ✓ Meta path

Tao Xing [4] ✓ ✓ LDA&W2V-MMR

Lu Heng [12] ✓ ✓ ✓ KG (No Experiments)

Qian, Liangfeng [8] ✓ ✓ Word2Vec

Zhao Haiyan [13] ✓ ✓ GAT

Note: KA-Knowledge Association, KR-Knowledge Recommendation, SVAC-Single Virtual
Academic Community, MVAC-Multiple Virtual Academic Community

To obtain richer andmore comprehensive knowledge, researchers often go to browse
multiple virtual academic communities, but the variability among different virtual aca-
demic communities poses a great burden to them. From the above table, we can see
that the knowledge association and knowledge recommendation of virtual academic
communities are still in the initial stage. From the research perspective, most of the
existing studies can only take one of the aspects of knowledge association or knowledge
recommendation into account, but only effective knowledge association can lay a good
foundation for knowledge recommendation, while knowledge recommendation can help
researchers bring convenience in knowledge acquisition. In terms of whether it is cross-
community or not, most studies only focus on a single virtual academic community,
ignoring the researchers’ need to acquire more comprehensive knowledge. In terms of
usage methods, more and more researchers use knowledge graph for virtual academic
community knowledge associations, but they still focus on a single virtual academic
community and do not exploit the ability of knowledge graph to handle heterogeneous
data from multiple sources. In terms of knowledge recommendation, recommendation
methods have also shifted from traditional collaborative filtering to deep learning, but
these studies do not perform effective knowledge association before recommendation, so
their recommendation effects and interpretability are also lacking. Therefore, we focus
on knowledge association and knowledge recommendation across virtual academic com-
munities and use knowledge graph to enhance knowledge association and recommen-
dation across virtual academic communities. Based on this, we use prompt learning to
compensate for the poor interpretability caused by the “black box” of deep learning in
the past and bring convenience to researchers in virtual academic communities to meet
their needs for comprehensive expertise.
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3 Research Framework

Our proposedmethod usesmore complexmultivariate relationships for modeling, which
effectively remedies problems such as the single traditional recommendation relation-
ship. The specific steps of the method: firstly, we need to collect academic resources
data from different academic community websites and perform knowledge complemen-
tation and knowledge disambiguation on them. Then the architecture of the knowledge
graph is designed, and the processed data are imported into the knowledge graph and
stored in the Neo4j database. The paths of the knowledge graph are extracted using a
meta-path generator, and the path data are transformed and used for the training of the
pre-trained model. Finally we extract the positive and negative example data from the
knowledge graph and add prompt words and special words. These data are then used to
train a prompt learning recommendation model using an improved P-tuning algorithm.
When the model is trained, different recommendation lists can be generated for different
researchers. Figure 1 illustrates the research framework.

3.1 Knowledge Association Architecture Design

Knowledge Graph Structure. The architecture of the knowledge graph is generally
divided into two layers: the schema layer and the data layer. The schema layer is the
core of the knowledge graph structure, built on top of the data layer, and usually adopts
ontology management to implement the schema layer of the knowledge graph, through
the definition of different entity classes and the definition of relationships between enti-
ties. The data layer is mainly composed of a series of data facts and the knowledge
will be stored in facts, for example, by expressing the facts in the form of triples like
(entity A, relation, entity B), (entity, attribute, attribute value). Since there is no knowl-
edgemapping framework for cross-virtual academic communities, we adopt a bottom-up
approach by collecting data first and then constructing the knowledgemap. The structure
of the knowledge graph defined is shown in Fig. 2.

Knowledge Processing and Storage. Since the data structures of different virtual aca-
demic communities are not identical and there are duplicate contents. Therefore, we
have to perform preprocessing operations on the data to complete the missing keyword
entities and to identify the same authors and articles in different communities and fuse
them. For knowledge completion, to complete the missing keyword entities, we use the
TextRank method to extract the keywords in articles as entities in the knowledge graph.
For researchers or articles in different academic communities, they may be the same
person or the same article, so knowledge disambiguation is needed. We use FastText
to perform article content characterization and calculate similarity to disambiguate. We
use the following rules to fuse researchers and academic resources. Firstly, we need to
determine whether there are researchers or academic resources with the same name in
different academic communities and if so, add them to the candidate set to be fused.
Then, we fuse academic resources by performing a rapid vectorized representation of
academic resources in the candidate set with FastText and calculating the similarity. If
the similarity exceeds 90%, the academic resources are fused with their researchers.
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Fig. 1. Research Framework

Fig. 2. Knowledge Graph Framework Fig. 3. Multiple Meta Path Generator

Finally, we conduct the integration of researchers. We use FastText to represent the aca-
demic resources provided by researchers and calculate the similarity. If the similarity
exceeds 90%, researchers will be fused.The above-processed data are imported into the
Neo4j database as subgraph.
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3.2 Knowledge Recommendation Architecture Design

Knowledge Extraction and Injection. To fullymine the knowledge graph, knowledge
extraction paths need to be extracted from the knowledge graph and injected into the pre-
trained model. Among the path of the traditional graph extraction models, DeepWalk
[14], although powerful, is only applicable to homogeneous networks. There is only
1 type of all node in homogeneous networks, such as researcher-focused relationship
networks and paper citation networks, and the information conveyed is limited. But there
are numerous heterogeneous networks in real life, which contain many types of nodes,
such as academic resource networks. Heterogeneous networks contain more semantic
information than homogeneous networks. If we use methods like DeepWalk, then the
type information of the nodes is ignored and a lot of semantic information is lost. To
address this problem, we use a meta-path-based wandering strategy in Metapath2vec
[15]. A meta-path is a predefined sequence of node types, such as ABA representation
(Author (Author)-Blog (Blog)-Author (Author)). The definition of meta-paths allows us
to obtain a sequence of nodes in a heterogeneous network. Figure 3 shows the schematic
diagram of multipath generation.

Weare inspiredby theworkofKG-BERT[16] to useBERT[17] to learn and represent
knowledge graph. BERT is an advanced pre-trained contextual language representation
model based on a multilayer bidirectional encoder whose encoder is based on a self-
attentivemechanism.We use the pre-trained BERTmodel as the basemodel and perform
knowledge injection operations on this model. We use a multivariate path generator
to generate different meta-path templates, and then use the templates to extract the
corresponding paths from the knowledge graph as training data and transform them
into the following format “[CLS] Entity 1 [SEP] Relationship 1 [SEP] Entity 2 [SEP]
Relationship 2 [SEP] Entity 3”. The transformed data is fed into the BERT model,
which takes a full word mask pattern. After multiple encoders, the output word vector is
compared with the masked word vector to calculate the loss. It has been demonstrated
that the NSP task is not conducive to the convergence of the overall model loss, so only
the masked language modeling task is completed without the next sentence prediction
task at the time of knowledge injection. The knowledge from the knowledge graph is
injected into the pre-trained model by continuously training the model.

Knowledge Recommendation Based on Prompt Learning. Designing a reasonable
prompt template is the key to effectively mining the implicit knowledge in the pre-
trained model. However, the current manual design of prompt templates is problematic,
and the models are sensitive to the prompt templates, and the results obtained from dif-
ferent templates vary greatly. Therefore, to avoid this failure to mine the knowledge in
the pre-trained model due to template design errors, a P-tuning [18] approach is used
to enable the model to learn the prompt templates automatically. p-tuning algorithm:
using Prompt Encoder (usually Long Short Term Memory (LSTM)) to encode a set of
vectors. A new prompt template is formed with the encoded vectors and some keywords,
and the data is put into the template and fed into the model for training. The gradient
information is passed backward through the model to allow the model to learn the values
of these vectors automatically. We have improved P-tuning to obtain more robust tem-
plates. Specifically, we introduce a double-layer Transformer encoder and adversarial
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learning to replace the original LSTM, which still suffers from gradient vanishing and
explosion problems when facing long sequences. In contrast, the Transformer encoder
can better handle longer sequences with faster parallelism, and the adversarial learning
can further improve the robustness of the model to different data. Finally, the training
data is filled into the base template and the above-improved P-tuning algorithm is used
to train the prompt learning template. We combine the trained template, the pre-training
model with knowledge injection and the verbalizer, and use the test data to verify the
effect of the model. The model outputs and ranks the researcher’s interest level for each
article and takes Top-K as the final recommendation list.

4 Data Experiment

4.1 Dataset and Knowledge Graph Construction

We crawled a total of 21326 ScienceNet blogs from December 2015 to June 2022 and
14635 Zhihu articles from September 2013 to June 2022. Academic blogs provide an
open space for scholars to disseminate their work and discuss research issues, and its
typical representative is ScienceNet. A typical example of a social Q&A community is
Zhihu, a well-known and trusted Q&A community on the Chinese Internet.

By summarizing the knowledge fusion strategy, we have integrated 3 users and 5
articles. To verify the validity of the model, the like attribute in the article attribute is
regarded as the user’s favorite relationship for the article, and this is the target recom-
mended to the user. 3135 users and their favorite relationships are reserved as a test set
to verify the effectiveness of the model. Finally, the data is stored in Neo4j and there are
404,920 entities and 924,941 relationships.

4.2 Model Training and Testing Results

A meta-path generator was used to extract 1064747 paths from the knowledge graph
and input them into the model in batches. The number of paths for each input model
is 128, and the model learning rate is 5E-5. At the same time, to ensure the structure
of the original knowledge in the model, only three rounds of training were carried out
on the model. For template training, we use “Do you recommend [Y] to [X]? Answer
[MASK]” and randomly insert 16 learnable vectors into the template. The training data
of the template is mainly the knowledge in the knowledge graph. For example, if user A
likes article B, it is considered that article B can be recommended to user A. To simulate
the real situation, that is, users are not interested in most articles irrelevant to them, so
a lot of users and articles with a distance greater than 3 hops in the knowledge graph
are sampled as negative samples. Through the above method, a total of 409425 template
training data were extracted. Each time, 512 pieces of data were extracted for model
training, and the learning rate was set as 1E-5 for 30 rounds of training.

To verify the validity of the model, we compare the proposed model(MRRVAC)
with a meta-path-based recommendation method (Matepath2RS), collaborative filter-
ing (CF), Matepath2vec, Matepath2vec using BERT as a word embedding encoder
(Matepath2vec-BERT), graph attention neural network (GAT) and the model without
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training templates using the improved P-tuning algorithm (MRRVAC(base)) are com-
pared. All of these methods used for comparison were used in the virtual academic
community resource recommendation study. In this paper, 3135 links that are not in the
knowledge graph are used as test data, and hit rate (HR) and normalized discounted
cumulative gain (NDCG) are used for evaluation. The HR mainly emphasizes the accu-
racy of recommendations, and the NDCG mainly emphasizes the sequential nature of
the recommendation. The specific formula is as follows:

HR = # hits

# users
(1)

NDCG = DCG

IDCG
,DCG =

∑n

i=1

2reei − 1

log2(i + 1)
(2)

where # hits is the intersection of the results recommended by the model and the real
preferred results of users in the test set, and # users is the preferred results of users in the
test set. IDCG(IdealDiscountedCumulativeGain) is themost desirable recommendation
ranking result. We truncate the recommendation list into different lengths K, K ∈ [5,
10, 15, 20], as a way to verify the comprehensiveness of the results. The following table
shows the experimental results for different models (Table 2).

Table 2. Comparison of Recommended Results

Model HR@K (%) NDCG@K (%)

5 10 15 20 5 10 15 20

Matepath2RS 0.114 0.153 0.212 0.250 0.101 0.143 0.193 0.232

CF 0.112 0.142 0.197 0.238 0.153 0.174 0.218 0.240

Matepath2vec 0.231 0.321 0.394 0.572 0.125 0.207 0.261 0.354

Matepath2vec-BERT 0.315 0.426 0.674 0.853 0.146 0.267 0.356 0.449

GAT 0.226 0.336 0.387 0.492 0.135 0.201 0.252 0.329

MRRVAC (base) 0.310 0.574 0.738 1.164 0.265 0.402 0.488 0.669

MRRVAC 0.495 1.028 1.130 1.315 0.453 0.750 0.809 0.896

As can be seen from the above table and figure, Matepath2RS requires the manual
definition of meta-path, and how to define an effective meta-path requires a large amount
of expert knowledge,which directly affects its recommendation effect. CF only considers
which articles users like, and does not explore and mine the more complex relationships
between users and articles, articles and articles, etc., which makes it difficult to reason
and expand. The skip-gram of Matepath2vec needs to set the window size for graph
embedding representation, which is effective for short paths (the general window size
is 3), but for long paths, it cannot consider more complex context relations. When its
encoder is changed to BERT, its graph representation ability is significantly enhanced
comparedwith skip-gram.However, themodel does not know that it is a recommendation
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task, and can only take into account the overall situation, such as predictingwhether there
is a friend relationship between two people. GAT trains the entire graph as an isomorphic
network, which greatly loses heterogeneous information in the network, resulting in
poor performance of the model. The unimproved P-tuning method is better than the
five recommended methods in both Hit indexes and NDCG indexes. Our method was
validated by an average improvement of 0.296% and 0.271% on two metrics.

Furthermore, an ablation experiment is conducted to verify the effectiveness of the
proposed architecture design in this paper. The ablation experiment of improving the
P-tuning template is carried out first, followed by the ablation experiment of knowledge
injection and template training. The ablation results are shown in Table 3.

Table 3. Ablation Experiments

Model HR@K (%) NDCG@K (%)

5 10 15 20 5 10 15 20

MRRVAC 0.495 1.028 1.130 1.315 0.453 0.750 0.809 0.896

- w/o BERT-encoder 0.133 0.352 0.400 0.417 0.288 0.344 0.375 0.387

- w/o awp 0.237 0.342 0.470 0.605 0.226 0.300 0.376 0.447

- w/o both 0.310 0.574 0.738 1.164 0.265 0.402 0.488 0.669

- w/o knowledge 0.012 0.033 0.071 0.109 0.018 0.037 0.057 0.074

- w/o template train 0.009 0.034 0.066 0.080 0.015 0.031 0.052 0.062

- w/o both 0.006 0.033 0.056 0.076 0.009 0.024 0.040 0.052

From the ablation experiment, it can be seen that when only the LSTM module is
replaced, the BERT-Encoder has a higher risk of overfitting. When adversarial weight
perturbation is introduced, the LSTM module has more parameters than the BERT-
Encoder,which leads to the underfitting phenomenonofLSTM.Therefore, by combining
the advantages and disadvantages of both, the p-tuning can be improved significantly.
At the same time, this also verifies the rationality of introducing the two improvement
methods simultaneously.

It can be seen from the ablation experiment of knowledge injection and template
training that the improvement effect is greater after template training. This may be
because the original training data of the pre-training model may contain similar data, so
the effect of knowledge injection is not as good as that of template training. When the
two are combined, the effect is far better than that of single-use. Therefore, the method
of knowledge injection and template training is proved to be reasonable.

5 Conclusion

The emergence of virtual academic communities has enabled researchers to communi-
cate and learn across limitations, but the knowledge in a single virtual academic com-
munity often does not meet the needs of researchers. Moreover, we are currently in the
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era of information explosion, and it is important to consider how to obtain the required
knowledge accurately and comprehensively and reduce the expenditure of unnecessary
energy. Given the current problems in the study of cross-virtual academic communities,
we propose a method for recommending cross-virtual academic communities based on
knowledge graph and promptd learning. The method uses knowledge graph to correlate
resources in different virtual academic communities and uses prompt learning to achieve
recommendations that help researchers access information effectively. We conducted
experiments on real data, and the results showed superiority over other recommendation
methods for virtual academic communities, verifying the effectiveness of the model rec-
ommendation. And after the ablation experiment, we verify the rationality of the model
structure.

However, there are some shortcomings in this paper. Since the researcher behavior
information of each academic community is not available, we can only rely on the
ontology information of the articleswhenmaking recommendations. Therefore, in future
research,wewill build an academic knowledge recommendation platform throughwhich
to obtain researcher behavior information, and recommend more accurate and effective
academic resources for researchers.
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Abstract. Policies in emerging economies, as environmental factors, have played
an important role in promoting the disruptive technology industry development
such as new energy vehicle. From Attention-based view, this paper explores how
industrial supportive policies drive corporation attention from policy orientation
to market orientation by strategy response in a case study of BYD. This paper
establishes a three-dimensional framework of “motivate-regulate-shift” and iden-
tifies the two phases of China’s NEV industrial supportive policy. Based on these,
we open the black box of corporate attention shifting: Driven by the changing
of policies, firms’ regulation in every aspect from strategic direction and organi-
zational restructuring to personnel allocation, resource acquisition and allocation
promotes their attention focus to market orientation, which is an inside-out and
gradually permeable shifting process. Further, all these strategic responses moti-
vated by policies promote companies’ ability to improve their innovationR&Dand
output results. The finding provides lessons for NEV corporations to becomemore
policy sensitive and more innovative R&D emphasized in disruptive technologies
industry.

Keywords: Attention-based view · Disruptive technologies industry ·Market
and policy orientation · BYD

1 Introduction

In an emerging economy such as China, the government guides economic activity by
formulating industrial supportive plans and policies, including the provision of vari-
ous scarce resources [1] to drive industry development, which motivate corporations to
respond and make strategic regulations. Disruptive technologies are technologies that
change existing economic sectors, production and consumption principles, causing a
broader social transformation [2]. It has the following characteristics [3]: (1) intelli-
gence (2) big data driven (3) facilitation of innovation collaboration within and outside
the organization (4) high rate of technology diffusion and adoption. These characteristics
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create technological barriers that lead to the inability to develop related industries only
by corporations themselves, which requires government’s coordination and policy drive
[4].

The new energy vehicle (NEV) industry is an industry with disruptive technology
because of its significant originality and non-linear stepwise growth in battery-motor-
electric control, chip technologies and so on. At the same time, the successful nurture of
the NEV industry will bring about changes in the vehicle industry and drive economic
growth. In linewith the two strategic transformations of the national digital economy and
the dual carbon plan, new energy vehicles are developing rapidly with policy support.
This is why we are focusing on the impact of supportive policies on NEV industry with
disruptive technologies.

Existing researches have showed that industrial supportive policy has facilitated the
development of new industries. For instance, the Chinese government launched relevant
policy to help China’s high-speed rail overcome barriers in market and technology [5],
which enhance industrial deployment and heighten the industrial structure. However,
industrial supportive policies are changed in terms of both aim and content as the industry
continues to become more market-oriented, and responded by corporations accordingly.
Previous studies have only examined the role of policy in motivating technological
innovation and promoting strategic transformation of organizations, and little has been
said about how policy change motivate the shifting of corporate attention. Exploring the
impact of policy changes on corporations can not only help us understand explicitly the
complete process of policy-oriented industrial development in emerging economies, but
it also helps us understand the direction of attention and the transition path of innovation
transformation in disruptive technology corporations. Based on these, it is significant
to dynamically analyze the impact of policy on the attention shifting of firms from a
theoretical perspective.

Grounded in Attention-based view, combined with the characteristics of policy drive
in emerging markets, we use BYD compony as the research object, try to explore
how industrial supportive policies drive corporations’ attention from policy orienta-
tion to market orientation by strategy response. The findings from our research can
be extended to other emerging economies around the world and provide lessons for
disruptive technology companies, especially when policy guidance changes.

2 Literature Review

2.1 Attention Based View

Attention-based view(ABV) argues that firm behavior is the result of the situated dis-
tribution and allocation of managerial attention, embedded in the broader context of
the organization [6]. It consists of three interrelated meta-theoretical principles: focus
of attention, situated attention, and attention structures. Enterprise decisions are deter-
minedby focus of attention,which is a limited set of issues concernedbydecisionmakers,
and attention structures regulate these focuses, embedded in a broader external context,
the situated attention. Therefore, ABV provides a behavioral basis to explain how a
corporation responds to changes in the external environment by attention structures.
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The attention structures include four “regulators”: (1) the roles of the game, (2)
Resources, (3) Structure positions, (4) Players. The roles of the game is considered to
be “the formal and informal principles that guide decision makers in accomplishing
the organization’s mission and gaining rewards in the process [6]”. Resources are “the
human, physical, technological, and financial capital that a firm acquires at any given
time to achieve its goals”. Structural positions define the functions, direction and public
relations of decision makers. And Players are all the people involved in the process of
conducting strategic behavior. The four regulators interact to guide what, when and how
an organization formulates and responds to its environment.

The ABV has applied in a wide range of domains, scholars have focused mostly
on attention structures and its regulation. For example, Stevens [7] targeted at for-profit
companies, with firm performance influencing the allocation of CEOs’ attention struc-
tures(the roles of the game, resources, and players), explored how attention allocation
affects conflicting organizational goals. Most studies on ABV have selectively focused
on specific parts of the theory to the neglect of other parts [8], and few studies have used
policy motivation as a situated attention.

2.2 Market and Policy Orientation

ABV emphasizes the impact of its focus, and previous research has argued that strategic
orientation reflects a firm’s focus of attention and influences the intensity of its allocation
[9]. From the perspective of corporate action, strategic orientation includes both market
orientation and policy orientation. Market orientation reflect the corporate’s focus to
market elements, it is closely associated with technology orientation, entrepreneurial
orientation, consumer orientation… And policy orientation embodies the corporation’s
attention to government policy motivation in emerging economy. These two major strat-
egy orientations can well explain the strategic response to policies change focused by
NEV corporations based on this study.

Market Orientation. Market orientation refers to the generation, transmission, and
response of the entire organization to market intelligence, customer needs, and competi-
tive trends [10]. It guiding decision makers to focus on the market, including customers,
competitors, and industry structure, to better guide corporations in their strategic deci-
sions. Market orientation has played an important role in promoting corporation inno-
vation, and Distanont [11] argued that innovation is an important source of competitive
advantage for companies, market orientation has a significant positive influence on it.
Thus, market orientation guides corporations to respond mainly by focusing on the
current state of the market and focuses on innovation to improve performance.

Policy Orientation. Policy orientation is defined as the activities of corporations that
regulate their operations by paying attention to the industrial supportive policies pub-
lished by the government. This strategic orientation guides corporations to adapt to
corresponding changes in the external environment [12], such as the behavioral prin-
ciple of regulating their strategic activities to ensure their viability and performance in
response to policy changes. In an emerging economy like China, national policy motiva-
tion is crucial for the development of industries. At different stages of the development of
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industries, policy instruments are flexibly changed, which affects corporations in differ-
ent ways. Industrial policy plays an active role in the transformation of China’s economy
from high growth to high quality growth [13].

When the industry in its early stage, corporations usually focus on the drive of govern-
ment policies to gain profits,which ismanifested as policy orientation.When the industry
market is large enough, corporations tend to focus their attention on market informa-
tion, which is embodied in market orientation. Corporations will selectively focus their
attention on relevant issues [6], so that the focus of attention will be concentrated on
policy orientation or market orientation.

In many industries in China, including NEVs, two strategic orientation mechanisms
complement each other and provide strategic guidance for corporations to adapt to the
turbulence of the external environment and demand uncertainty in stages. Using BYD
as a case study, this study takes industrial supportive policies as a motivation situation
and examines how corporations regulate their attention structure, and thus realize the
process of changing their attention focus from policy orientation to market orientation.

3 Case Study and Discussion

3.1 Case Selection and Data Collection

BYD Company Limited (BYD) is chosen as research case for the following reasons.
Firstly, BYD’s responsive behavior motivated by the policy is remarkable. From the
2019 China’s Government Public Notice Document, it can be seen that BYD received
close to 1/5 of the total subsidy amount, which was the most. BYD thus has a 30%
Chinese market share in 2021. Secondly, BYD has completed its transformation to the
NEV track by establishing advantages in core technologies through its independent
innovation strategy. That’s means its successful experience is a good reference for the
study of the transformation process of NEV corporations from policy orientation to
market orientation.

In this study, the data collection is divided into two parts: (1) BYD’s corporate
data: From BYD’s official website, annual reports, industry development reports, and
Internet news, and we continuously tracked the updates of secondary information. (2)
Policy information: Through the database of “Political Eyesight”, and used the China
Government Website, Policy Research Reports, we obtain policy implementation.

Secondary data can provide a feasible and general research method for case studies.
Firstly, we compared case information disclosed in industry research reports and liter-
ature to identify case study subjects. Secondly, by identifying and building a chain of
evidence for the case data from these data, we triangulate the validity of the data.

3.2 BYD’S Background in NEV Industry

Following the ABV, the allocation of BYD’s attention in recent years can be summarized
into two stages: In the first stage, BYD leveraged the dividends of policies and focused
mainly on gaining profits. Firstly, on technology R&D, the company absorbed and accu-
mulated existing technologies in a low-cost manner. Secondly, in terms of supply chain
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and organizational structure, the company adopted a vertical integration model. Thirdly,
in terms of products, the company relied on cost-effective fuel vehicles and NEVs to
have a high share in the low-end market.

In the second stage, as the industry matured, policies began to motivate corporations
to focus on the market, manifested mainly in the support for innovative R&D. For BYD,
it is mainly demonstrated as follows: firstly, the company received funds from themarket
and invested them in the R&D of disruptive technologies, such as blade battery and e3.0.
Secondly, it opened up the supply chain and adjusted the organizational structure to
support innovative R&D. Third, BYD focused on NEV only and entered the mid-to-high
end market through disruptive technologies.

3.3 Case Discussion

We will discuss how BYD’s attention structure is regulated to reflect the shifting of
attentional focus in response to the policy change.

Situated Attention. As an external environment, policies are constantly changed
Macroscopically to reflect new trends in industry development [14], thus influencing
corporations to make strategic responses. We will research how the drive for industry
support policies and their changes have influenced a shift in attention from policy to
market orientation for NEV corporations.

In the first stage, theNEVsubsidy policy and the initial version of the “double-points”
(双积分) policy are launched as industrial supportive policies. Subsidy policy provides
funds for business operations. The “double-points” includes positive and negative ones,
positive-points can bring additional trading profits, while negative-points can lead to
higher prices or even forced discontinuation of the relevant models. The effects of the
two policies are as follows: (1) Motivating corporations to carry out business activities
and survival with sufficient financial support. (2) Promoting the healthy development
of corporations and the electrification of the industry by regulation of “double-points”.
These encourages BYD to make policy orientation to adapt the characteristics of the
industry and achieve economic goals by the subsidy.

In the second stage, the domesticmarket ismaturing asNEVcorporations respond the
policies positively in the first stage. The country’s subsidy reduction policy, “double-
points” revision policy and chip development policy are the change of the industrial
supportive policies, which manifested in (1) Staged reduction of subsidy funds. (2) Reg-
ulate the points supply and demand balance by lowing the number of points per vehi-
cle. (3) Encouraging chip R&D and relevant corporations to go public. These changes
aimed at motivating corporations to turn their attention to the market and improve
disruptive technologies standards. Driven by these policies, BYD regulate its atten-
tion structure, increase its sensitivity to the market, including consumers, collaborators,
inter-organizations… And enhance the profitability of the company’s innovation.

Attention Structure Regulation. The Roles of The Game. The Roles of The Game
embodies a set of norms, values and beliefs shared by the organization, providing a
logic of action that guides the organization’s strategic interests and decision making.
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Policy orientation identification: The “double-points” policy pushes traditional car
corporations to change their strategic direction, at this time BYD, as a major holder in
positive-points, alreadyhas a veryobvious advantage in low-endmarket share.Therefore,
by complying with the “double-points” policy, BYD develops both fuel and new energy
vehicles. These can maintain its advantage and achieve company’s economic goals,
performing as policy orientation.

Market orientation identification: The intensified competition in the NEV industry
led to an oversupply of positive-points, the government thus lowered the number of
points per vehicle, BYD thus becomes less profitable. BYD’s strategy of shifting focus
to the market and concentrating on the NEV business only is in line with the current
market development trend. Firstly, this strategy action release production capacity for
NEV development and promote brand image upgrading by entering the mid-to-high end
market. Meanwhile, the discontinuation of fuel car production also marks the roles of
BYD’s game formally regulated to completion.

Structure Positions. This regulator provides decision makers with identities that govern
how they think and act in the organization [6]. At the same time the business will develop
specialized subsidiaries that give the business entrepreneur greater flexibility to act.

Policy orientation identification: In the early stage of industry development, the
subsidy policy encouraged corporations to enter the industry vigorously and reduced
technology licensing. BYD combined the subsidy funds with its vertical integration
model to accumulate the core technology of NEV at a lower cost. This allowed the
company to gain profits just by conforming to the policy.

Market orientation identification: As the disruptive technology industry maturing,
the government began to increase the technology threshold to promote high-quality
development, launched policy to encourage semiconductor company to go public to raise
funds. Grounded in thismotivation, on the one hand, BYDopened up its supply chain and
increased its subsidiaries (see Fig. 1.) to release themarket potential of the businesses, the
semiconductor subsidiary introduced diversified strategic investors and aimed at going
public, which has seized the market opportunity brought by the disruptive technology
industry upstream of NEV. On the other hand, BYD adjusted TMT appointments at
semiconductor subsidiary, this enhanced the flexibility and innovation of the subsidiary.

Players. Not only do Players include decision-makers, but they also include other actors
within and outside the corporation: departmental management, workers, active board
members and so on [6].

Policy orientation identification: The initial subsidy policy led to the “rough” devel-
opment of the industry, which was manifested in companies’ focus on profitability. And
BYD conformed the policy, aimed to maintain market share by selling more at lower
margins and paying more attention to the training of non-R&D employees.

Market orientation identification: Firstly, influenced by the subsidy reduction policy,
BYD’s market orientation emphasized on innovation ability step-by-step. The company
enhanced its market competitiveness fundamentally by improving their talent training
system, especially the increase of the R&D talents (see Fig. 2). Secondly, motivated
by the chip policy, BYD paid attention to the technology executives in this field, and
implemented equity incentives for Players in semiconductor subsidiary, which released
strategic-level importance signals in semiconductor innovation development.
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Fig. 1. BYD New subsidiary corporations Fig. 2. BYD R&D employees

Resources. The reallocation of Resources can shape the organization’s consideration of
additional programs [6], allowing decision makers to focus more on goals other than
economic ones, facilitating a switch in focus of attention.

Fig. 3. Government funding for BYD

Policy orientation identification: Corporations prioritized the allocation of subsidy
funds to their daily operations. Under the orientation of this industrial supportive poli-
cies, BYD successfully increased market share in low-end market, and the company
achieved profitability mainly by cost-effective products rather than disruptive and inno-
vative products. As a result, the company’sR&D investment and internal R&D intangible
assets are also maintained at a relatively low proportion.

Market orientation identification: As a situated attention, when the subsidy policy
reduced (see Fig. 3), BYD was motivated to produce a three-fold Resource regulation.
Firstly, in terms of Resource sources, the company shifted from relying on government
subsidies to investors in the market for equity financing. Secondly, in terms of Resource
allocation, theBYD’s vertical integrationmodel advantage has formally shifted tomarket
orientation that enhances innovation capabilities. These manifested in the increase of
R&D investment (see Fig. 4) and intangible assets for internal R&D (see Fig. 5). Further,
the market opening and cooperation of technology, such as the blade battery and e3.0,
has helped BYD’s open supply chain ecological layout. The diversified products enabled
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the company to move into the mid-to-high-end market, increasing market penetration
and releasing good signals to investors in the capital market.

Fig. 4. BYD R&D investment Fig. 5. BYD Internal R&D intangible assets

In summary (see Table 1), industrial supportive policies as situated attention in
changing to motivate BYD to regulate its four aspects of attention structure. Grounded
in the attention structure, the attention focus of policy orientation is manifested in the
focus on policy dividends to achieve economic goals and low-end market share at low
cost. The attention focus market orientation reflects the focus on consumers, collabora-
tors, and interorganizational in the market. To achieve long-term development of NEV
products, technologies and penetration into themid-to-high-endmarkets, BYD conducts
strategy actions such as opening up the supply chain and encouraging the development
of disruptive technologies.

Table 1. Case discussion summary

Policy Orientation Market Orientation

Situated Attention • Support new energy vehicle
corporations’ survival by
subsidies

• Promote electrification of
the industry by
“double-points”

• Stimulate innovation and
Cooperation by subsidy
rollback

• Regulate the points market
balance by lowing the
number of points per
vehicle

• Encourage chip R&D

Regulators The Roles of game • Low-end market
• NEV and Fuel Vehicle
Business

• Development of NEV only
• Mid-to-high end market

Players • Emphasize non-R&D
employees

• Cultivating R&D
employees

• Incentivize R&D
executives

(continued)
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Table 1. (continued)

Policy Orientation Market Orientation

Structure Positions • Vertical integration model • Open Supply Chain
• New chairman of
subsidiary

• Subsidiary gone public

Resources • Subsidy bonuses
• Profitability

• Equity financing
• Technology openness
• Diversified product ecology

Outcome • Increased market share in
low-end market

• Lower cost for technology
accumulation and per
vehicle

• Open supply chain
ecological layout

• Strategy to focus on NEV
business

• Mid-to-high-end market
penetration by disruptive
technologies

4 Results and Conclusions

The NEV industry is booming around the world, and more corporations are entering
the stage of high-quality development and taking the initiative in the market. Thus our
conclusions are instructive. It includes the following two aspects:

On the one hand, we establish a framework that summarized in three dimensions of
“motivate-regulate-shift” (see Fig. 6): (1) Policy changes serve as a situated attention to
motivate strategic actions. (2) The strategic action of the company is reflected in the four
regulators. (3) The regulate of the attention structure reflects the change of the corporate
attention focus shift from policy orientation to market orientation. Moreover, through
the description of the case and the framework, two phases of China’s NEV industrial
supportive policy are identified, with the former phase aiming to guide the convergence
of resources for industrial development and the latter phase aiming at the marketisation
of industry when the industry has reached a certain scale.

On the other hand, we open the black box of corporate attention shifting. Firstly,
driven by the changing of policies, firms’ regulation in every aspect from strategic direc-
tion and organizational restructuring to personnel allocation, resource acquisition and
allocation promotes their attention focus to market orientation, which is an inside-out
and gradually permeable shifting process. Secondly, as disruptive technology compa-
nies, all these strategic responses motivated by policies promote companies’ ability to
improve their innovation R&D and output results, which in turn enable them to develop
a competitive advantage at the technology level.

The contributions of this study can be summarized as follows: Firstly, from the
theoretical application perspective, we extend the research and application of Situated
attention based on ABV. We analyze the industrial supportive policy and its change as
an element of Situated attention. This provides an empirical case study for the ABV
in the context of policy situated attention. Meanwhile, we demonstrate the relationship
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Fig. 6. Research framework

and the process of action between the three metatheories of ABV, further enriching
the application of the theory. These are conducive to provide new ideas for subsequent
researches about this theory, especially the policy element in emerging markets.

In addition, from a view of practical, we explore a case study about how BYD
complete the shifting from policy to market orientation through a series of strategic
actions driven by industrial supportive policies. This finding provides lessons for NEV
corporations to become more policy sensitive and more innovative R&D emphasized in
the disruptive technologies industry.
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Abstract. In light of the growing prevalence of online channels, e-commerce
platforms have increasingly collaborated with suppliers or rural cooperatives to
open self-operated stores, with the aim of maximizing profits. However, given the
regional variation in supply chain dynamics, suppliers and rural cooperatives may
not always occupy the same position in the supply chain, leading to simultaneous
challenges of channel conflicts and power imbalances. About the channel intru-
sions by e-commerce platforms, this study introduces one fresh-product supply
chain of one producer, one provider and one B2C e-commerce platform and stud-
ies the optimal strategy for enterprises in the fresh-product pricing and channel
selection with a theoretical model construction. Results from the study show that
e-commerce platforms in any model will support the weaker side in the supply
chain for much more profits. At the same time, rural cooperatives and suppli-
ers will actively cooperate with e-commerce platforms’ opening self-run stores.
The theoretical value of this study lies in its insights into the optimal strategies
for supply chain enterprises in the face of e-commerce platform intrusion and
power-structure competition. The practical value of the research lies in its pro-
vision of guidance for e-commerce platforms to support the weaker party in the
supply chain and to actively cooperate with rural cooperatives in launching self-
run stores. However, further research is needed to explore optimal strategies for
enterprises under different power structures and information asymmetry.

Keywords: Power Structure · Fresh-keeping Effort · Channel Conflict

1 Introduction

Due to the perishable products, the demand and price fluctuation and the increasing
awareness of food safety, fresh-product supply chains show more complicated compar-
ing with traditional supply chains. In B2C, preservation efforts play a vital role for the
consumers’ option to purchase, triggering their willingness and thus growing the prof-
itability. Herein, self-run stores by e-commerce platforms were gradually started up to
cater for the changing ideas on consumption [1]. For instance, Luochuan Apple initially
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opened its official flag store on Jingdong platform in 20151 followed by Jingdong’s
intrusion with its self-run stores in 20212. To platforms, such intrusion by self-run stores
would bring some advantages and disadvantages. On the one hand, it would be easier
to gain more consumers’ trust and more profits for platforms [2]. And their reputation
would bemaintained properly. On the other hand, self-run stores introduced would cause
channel conflicts [3] and resistances among suppliers.

Rural cooperatives [4] are of regional monopoly and more control of supply chains
than any single agriculture products suppliers. As a result, rural cooperatives have greater
power than suppliers in the supply chain. However, if the supplier monopolizes the sales
channel, the power of the supplier in the supply chain will exceed that of the rural
cooperative. The relationship between e-commerce platforms and rural cooperatives is
complex. On the one hand, e-commerce platforms need to partner with rural cooperatives
to open their own stores to boost profits. On the other hand, they are concerned about sup-
pliers’ dissatisfaction. Rural cooperatives cooperate with e-commerce platforms to push
agricultural products to a wider market for higher profits. Therefore, the relationship
between e-commerce platforms and rural cooperatives is based on cooperation. More-
over, e-commerce platforms occupy relatively large channel advantages in the supply
chain. Therefore, there exists three power balance models between rural cooperatives
and suppliers: Nash game (NE), Stackelberg game (FL) and Stackelberg game (SL). The
power of e-commerce platforms in the supply chain is always the largest.

Based on the above analysis, target questions to be solved are as follows: Should
e-commerce platforms intrude the market by opening self-run stores? And if yes, who
should be selected as the supplier of those stores? Facing the channel intrusion by e-
commerce platforms, how would rural cooperatives and suppliers under different power
structures formulate optimal strategies or refuse to cooperate with e-commerce plat-
forms’ self-run stores? The paper offers a new perspective on the impact of changes
in power structure on decision-making within the supply chain when e-commerce plat-
forms dominate, as well as how e-commerce platforms can alter the power structure to
optimize channel intrusion strategies.

The following are the latest related literature review in Section Two, the question
description and utility function composition in Section Three, three theoretical models
under different power structures in Section Four, and the summary and remark in Section
Five. And the appendix covers all verification related and optimal solutions.

2 Literature Review

2.1 Agriculture Product Supply Chain

The Chinese government at all levels has attached great importance to the supply chain
of agricultural products in e-commerce. Research on e-commerce and supply chain

1 https://shop.m.jd.com/?shopId=171136&gx=RnE2y2MNbmXZydTACj6h2HDKjFNp8Rw&
ad_od=share&utm_source=androidapp&utm_medium=appshare&utm_campaign=t_3351
39774&utm_term=QQfriends.

2 https://shop.m.jd.com/?shopId=1000372103&gx=RnE2y2MNbmXZydTACj6h2HDKjFN
p8Rw&ad_od=share&utm_source=androidapp&utm_medium=appshare&utm_campaign=
t_335139774&utm_term=QQfriends.

https://shop.m.jd.com/?shopId=171136&amp;gx=RnE2y2MNbmXZydTACj6h2HDKjFNp8Rw&amp;ad_od=share&amp;utm_source=androidapp&amp;utm_medium=appshare&amp;utm_campaign=t_335139774&amp;utm_term=QQfriends
https://shop.m.jd.com/?shopId=1000372103&amp;gx=RnE2y2MNbmXZydTACj6h2HDKjFNp8Rw&amp;ad_od=share&amp;utm_source=androidapp&amp;utm_medium=appshare&amp;utm_campaign=t_335139774&amp;utm_term=QQfriends
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optimization mainly focuses on the intermediary and information sharing functions of
e-commerce. Zeng et al. believes that rural e-commerce can alleviate the negative effects
of information asymmetry caused by physical distance and improve the selling prices
of small farmers [5]. GuoHua et al. compared traditional and modern agricultural sup-
ply chains using an evolutionary game model and found that e-commerce can solve the
problem of information asymmetry [6]. In addition, a considerable number of scholars
have studied the pricing decisions of the agricultural supply chain from the perspective
of e-commerce pricing strategy.Ma et al. discussed the pricing strategy and coordination
mechanism of the three-tier cold chain supply chain under the supervision of quota and
trade [7]. Wang and Zhao explored cold chain investment and optimal pricing decisions
by establishing an optimization model of the fresh supply chain [8]. Chen et al. con-
structed four dynamic pricing models based on different price adjustment frequencies
and analyzed the influence of menu costs on dynamic pricing decisions [9]. Ye et al.
analyzed the effects of the uncertainty of the yield and demand of fresh agricultural prod-
ucts and the degree of risk aversion of farmers on the optimal production and pricing
decisions of contract agricultural supply chain members [10].

However, most of the literature focuses on the information-mediating role of e-
commerce and the pricing strategy of the agricultural product supply chain. Few studies
have considered the channel conflicts of e-commerce platforms and the influence of
power structures on the supply chain.

2.2 Power Structure

Power in the supply chain is often modeled through the sequence of actions of the
parties, assuming that the first mover has more power than the late mover or even the
third party. Yang et al. [11] and Hu et al. [12] believed that different supply chain
power structures led to significant differences in the operational decisions made by
participants. Li and Mizuno studied dynamic pricing and inventory management in
dual-channel supply chains under different power structures [13]. Moreover, with the
continuous development of e-commerce and the channel subsidence of e-commerce
platforms, the traditional secondary power structure is faced with more complex channel
conflicts. Zhi et al. examined how power structures affect the financing decisions of cash-
strapped downstream retailers who can raise money from third-party logistics providers
or suppliers [14]. Liu et al. discussed the influence of power structure in a three-tier
supply chain using a collector-led Stackelberg game, a retailer-led Stackelberg game,
and a manufacturer-led Stackelberg game [15].

However, most studies on power structure focus more on the second-level supply
chain and the influence of supply chain rights on profits and less on the cross-impact of
the third-level supply chain, channel intrusion, and e-commerce.

2.3 E-Commerce Platform Settlement

Channel conflict is a critical aspect of supply chain management that plays a significant
role in enterprise strategy and profit. The influence of different channel structures on the
performance of the supply chain has been empirically and theoretically tested in previous
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studies (Jena and Mina) [16]. Most researchers believe that manufacturers’ direct chan-
nel intrusion poses a threat to downstream retailers and leads to serious channel conflicts
(Alaei et al.) [17]. Therefore, many scholars have designed various coordination con-
tracts to improve the performance of supply chains and alleviate channel conflicts (Chen
et al.) [18]. Additionally, some scholars have explored the channel strategies of different
industries from various perspectives, such as retailers, upstream enterprises, and other
factors. For example, Chen and Wang believe that there are two channels in the smart-
phone supply chain, namely free channels and bundled channels. The results show that
the power structure significantly affects the channel preferences of enterprises and the
entire supply chain [19]. He considered selling products through different channels at
different times to alleviate channel conflicts [20].

Most studies consider the influence of channel conflict from the perspective of supply
chain participants and other factors, and few studies discuss the influence of power
structure on channel conflict. Therefore, this paper discusses the optimal strategy of other
members with weak power in the supply chain when the e-commerce platform with a
strong position conducts channel intrusion from the perspective of power structure.

3 Problem Description and Model

Here is to consider a fresh product supply chain of one producer, one provider and one
B2C e-commerce platform. On the B2C platform, there is a self-run store and a third-
party non-self-run store. They sell respective fresh products with different preservation
levels to the same group of consumers, with “t” for self-run and “s” for third-party
non-self-run respectively. Three models are considered: NE, where the power is bal-
anced between rural cooperatives and suppliers; SL, where suppliers dominate and rural
cooperatives introduce self-run stores; and FL, where rural cooperatives dominate and
suppliers introduce self-run stores. The e-commerce platform is the leader in all models,
with different followers. Table 1 lists symbols used in the models:

3.1 Demand Function

In practice, consumers may value the products of third-party seller differently [18]. The
product valuation is denoted by θφ, in which φ is the consumers’ initial evaluation
products and is uniformly distributed above [0, 1). Therefore, the consumers’ utility
function in purchasing fresh products under only third-party stores is defined as:

us = θφ − ps + bτs (1)

Hereby, non-self-run stores’ demand function for fresh products can be easily deduced
as:

Ds = 1− (ps − bτs)

θ
(2)

Therefore, self-run stores’ demand function for fresh products can be easily deduced
as: {

ut = φ − pt + bτt
us = θφ − ps + bτs

(3)
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Table 1. Model Symbols and Definition

Symbols Variable description

pi i = s Retail price of fresh products in third-party non-self-run stores
i = t Retail price of fresh products in self-run stores

f Share or commission by self-run suppliers of e-commerce platforms

wi i = s Wholesale price in third-party non-self-run stores (Unit cost of third-party
non-self-run stores)
i = t Wholesale price of fresh products in self-run stores (Unit cost of self-run
stores)

τi i = s Suppliers’ fresh-keeping effort level
i = t E-commerce platforms’ fresh-keeping effort level

φ Consumers’ willingness-to-pay for fresh products’

θ Consumers’ acceptance level to non-self-run stores

hi i = s Suppliers’ fresh-keeping cost
i = t E-commerce platforms’ fresh-keeping cost

b Consumers’ sensitiveness to fresh-keeping effort

T Annual service charge

D Product demand∏
Profit

Due to the requirements Dt � 0 and Ds � 0 of the model B, ps � 0 must exist, and
the endogenous variables in models DS and DF should also be greater than 0. However,
due to space limitations, this paper does not provide a detailed discussion of the variables.
It is assumed that all variables are greater than zero, including the demand function.

Preservation efforts involve a cost problem, but we have observed that most e-
commerce platforms invest less in cold chain infrastructure. In order to better reflect the
reality of e-commerce, we did not choose preservation efforts as endogenous variables.
Instead, we focused on the commission fee, which can be adjusted by larger suppliers
or rural cooperatives through negotiations with the local e-commerce platform.

Notably, ut and us respectively represent the fresh-product purchase utility from
self-run and third-party stores. Thus, ut(φ) = us(φ) is the assumption, in which φ0 is
the indifference point between “t” and “s”.

Hence, the product demand of both types of stores is described as:⎧⎪⎪⎨
⎪⎪⎩
DT = 1− pt − ps + b(τs − τt)

1−θ

DS = pt − ps + b(τs − τt)

1−θ
− (ps − bτs)

θ

(4)

Next, another assumption that hs = kτ 2s
2 stands for the supplier fresh-keeping cost

[9], and ht = kτ 2t
2 is the e-commerce platform fresh-keeping cost.
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Fig. 1. Model B, DF and DS

3.2 Basic Model, DF Model and DS Model

This section introduces three models: the basic model without self-run stores (B) for
power structures NE, FL, and SL, extended by introducing self-run stores for each of
them in model DF; and model DS, where suppliers also introduce self-run stores under
power structures NE, FL, and SL. Detailed calculation results are in Appendix 1. Table 2
and Fig. 1 lists calculation formula used in the models:

Table 2. Model and calculation formula.

Model Calculation formula

B

�B
F = wsDS

�B
S = (ps − ws − f )DS − kτ 2

S
2 − T

�B
P = fDS + T

DF

�DF
F = wtDT + wsDS

�DF
S = (ps − ws − f )DS − kτ 2s

2 − T

�DF
P = (pt − wt)DT + fDS − kτ 2t

2 + T

DS

�DS
F = ws(DT + DS )

�DS
S = (wt − ws)DT + (ps − ws − f )DS − kτ 2s

2 − T

�DS
P = (pt − wt)DT + fDS − kτ 2t

2 + T
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4 Analysis

This section observes two circumstances: under the same model and under the same
power-structure. We further consider the impact of introducing the model of self-run
stores on the optimal decision-making of supply chain participants.

4.1 Main Conclusion-Profit Comparison

Proposition 1. Comparison of the optimal profit of rural cooperatives under three
power-structure models of B, DF and DS.

(a) Under the model B, �B−FL
F > �B−NE

F > �B−SL
F ; under model DF, �DF−FL

F >

�DF−NE
F > �DF−SL

F ; under model DS, �DF−FL
F > �DF−NE

F > �DF−SL
F .

(b) Under the same power-structure, the NE model gets �DF−NE
f > �DS−NE

f =
�B−NE

f ; under the power of SL, �DF−SL
f > �DS−SL

f = �B−SL
f ; under the power of

FL, �DF−FL
f > �DS−FL

f = �B−FL
f .

Proposition 1(a) shows that the rural-cooperative-dominated supply chain (FL)
achieves profit maximization, followed by power equilibrium (NE), and the supplier-
dominated supply chain (FL) receives the smallest profits. This indicates the competitive-
ness of rural cooperatives frombeing the leader of the Stackelberg game to the participant
of the Nash-equilibrium, and to the followers of the Stackelberg game. Proposition 1(b)
indicates that the profit of rural cooperatives from their self-run stores (DF) is greater than
the profit of suppliers from their self-run stores (DS) under any power structure. There-
fore, rural cooperatives are more likely to introduce e-commerce platforms to conduct
supply directly.

Proposition 2. Three power structure models of B, DF and DS, the optimal profit
comparison of suppliers.

(a) Under the model B, �B−SL
s > �B−NE

s > �B−FL
s ; under model DF, �DF−SL

s >

�DF−NE
s > �DF−FL

s ; under model DS, �DS−SL
s > �DS−NE

s > �DS−FL
s .

(b) Under the same power-structure, under the NE model, if θ1 < θ < θ2,�DS−NE
s >

�B−NE
s > �DF−NE

s , other �DS−NE
s > �DF−NE

s > �B−NE
s ; under the power

of SL, if θ1 < θ < θ2, �DS−SL
s > �B−SL

s > �DF−SL
s , other, �DS−SL

s >

�DF−SL
s > �B−SL

s ; under the power of FL, if θ1 < θ < θ2 �DS−FL
s >

�B−FL
s > �DF−FL

s ,.other, �DS−FL
s > �DF−FL

s > �B−FL
s .θ1 = −b2τ 2t −2bτs+1

2 −
(bτt+1)(b2τ 2t +4bτs−2bτt+1)1/2

2 θ2 = −b2τ 2t −2bτs+1
2 + (bτt+1)(b2τ 2t +4bτs−2bτt+1)1/2

2 .

Proposition 2(a) states that profits are highest in supplier-dominated supply chains,
followed by power equilibrium and lowest in rural cooperatives. Proposition 2(b) shows
that suppliers tend to introduce e-commerce platforms and generate larger profits. When
consumer acceptance of non-self-run stores is moderate, the basic model generates more
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profit than self-run stores of rural cooperatives. Self-run stores generatemore profit when
consumer acceptance is either high or low.

Management inspiration: suppliers should invest certain resources to increase com-
petition with rural cooperatives for the maintenance of power-structure advantages, and
at the same time actively cooperate with e-commerce platforms to open self-run stores.

Proposition 3. Three power structure models of B, DF and DS; the optimal profit
comparison of e-commerce platforms.

(a) Under the model B, �B−NE
P > �B−FL

P = �B−SL
P ; under model DF, �DF−NE

P >

�DF−FL
P = �DF−SL

P ; under model DS, �DS−NE
P > �DS−FL

P = �DS−SL
P .

(b) Under the same power-structure, under the NE model, if θ1 < θ < θ2,
�DF−NE

P > �DS−NE
P > �B−NE

P , other �DS−NE
P > �DF−NE

P > �B−NE
P ; under

the power of SL, if θ1 < θ < θ2, �DF−SL
P > �DS−SL

P > �B−SL
P , other,

�DS−SL
P > �DF−SL

P > �B−SL
P ; under the power of FL, if θ1 < θ < θ2 �DF−FL

P >

�DS−FL
P > �B−FL

P ,.other, �DS−FL
P > �DF−FL

P > �B−FL
P .θ1 = −b2τ 2t −2bτs+1

2 −
(bτt+1)(b2τ 2t +4bτs−2bτt+1)1/2

2 θ2 = −b2τ 2t −2bτs+1
2 + (bτt+1)(b2τ 2t +4bτs−2bτt+1)1/2

2 .

Proposition 3(a) shows that the optimal profit for e-commerce platforms is highest
in power equilibrium, and the same for supplier-dominated supply chains and rural-
cooperatives-dominant structures. Proposition 3(b) indicates that e-commerce platforms
generate more profit with self-run stores under all three power structures. Rural cooper-
atives generate more profit with self-run stores when consumer acceptance of non-self-
run stores is moderate, while suppliers generate more profit when it’s either too high or
too low. Introducing a self-run store leads to higher profits for e-commerce platforms
regardless of power structure.

Management inspiration: E-commerce platforms can improve their management
strategies bypromoting fair distributionof profits throughout the supply chain.Toachieve
this, they can prioritize support for vulnerable parties and selectively source products
from suppliers or rural cooperatives that align with consumers’ preferences for non-self-
run stores. These measures can optimize profitability and foster a sustainable business
ecosystem.

4.2 Optimal Decision

The following propositions discover the changes of the non-self-run sellers’ wholesale
prices under three power structures and in three models.

Proposition 1. Wholesale price comparison of third-party sellers in three power
structures and three models:

(a) Under the same model, the B model getswB−FL
s > wB−NE

s > wB−SL
s ; the DFmodel

demonstrates wDF−FL
s > wDF−NE

s > wDF−SL
s ; the DS model obtains wDS−FL

s >

wDS−NE
s > wDS−SL

s .
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(b) Under the same power structure, the NE power shows wDF−NE
s > wDS−NE

s =
wB−NE
s ; the SL power drives wDF−SL

s > wDS−SL
s = wB−SL

s ; the FL power obtains
wDF−FL
s = wDS−FL

s = wB−FL
s .

Proposition 1(a) states that as rural cooperatives gain power in anymodel, the whole-
sale price for third-party stores increases due to improved bargaining power. This leads
to higher profits with constant sales prices. Proposition 1(b) shows that in power equi-
librium and supplier-led supply chains, introducing self-run stores raises the wholesale
price for non-self-run stores of rural cooperatives, but not for suppliers’ non-self-run
sellers.

Proposition 2. Comparisonof self-run stores’wholesale prices in three power structures
and two models (DF and DS).

(a) Under the same model, the B model gets wDF−FL
t = wDF−NE

t = wDF−SL
t ; the DS

model obtains wDS−FL
t = wDS−SL

t > wDS−NE
t .

(b) Under the same power structure, the NE power shows wDS−NE
t > wDF−NE

t ; the SL
power drives wDS−SL

t > wDF−SL
t ; the FL power obtains wDS−FL

t > wDF−FL
t .

Proposition 2 (a) indicates that in the model DF, after the introduction of rural
cooperatives into a self -operated store, the wholesale price of the self -operated store has
not changed. Proposition 2(b) under any power structures, the suppliers’ wholesale price
by the introduction of self-run stores (DS) would be higher than the rural cooperatives’
wholesale price by introducing their self-run stores (DF). This is because compared with
rural cooperatives, suppliers have stronger bargaining power in dealingwith e-commerce
platforms, suppliers will obtain higher self-run store profits under any power structures.

Proposition 3. Comparison of third-party non-self-run stores’ sales price in three power
structures and three models.

(a) Under the same model, the B model gets pB−FL
s = pB−SL

s > pB−NE
s ; the DF model

demonstrates pDF−FL
s = pDF−SL

s > pDF−NE
s ; the DS model obtains pDS−FL

s =
pDS−SL
s > pDS−NE

s .
(b) Under the samepower structure, theNEpower showspDS−NE

s = pB−NE
s > pDF−NE

s ;
the SL power drives pDS−SL

s = pB−SL
s > pDF−SL

s ; the FL power obtains, pDS−FL
s =

pB−FL
s > pDF−FL

s .

Proposition 3(a) shows that in any model, the selling price of the other-run store will
only fall under the equilibrium of power. When the rural cooperatives led the supply
chain (FL), the wholesale prices of other camps rose and the profit of supplier units
decreased, resulting in increased sales prices. When rural cooperatives and suppliers,
when the power balance (NE), the decline in the wholesale price of third-party seller
has led to a relatively increased profit of the unit. Proposition 3(b) shows that in the
case of arbitrary power structure, in the case of supplier-dominated supply chain (SL),
the sales price of third-party seller decreases, and the sales prices of third-party seller
remain unchanged in other cases.
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Proposition 4. Comparison of self-run stores’ sales prices in three power structures and
two models (DF and DS).

(a) Under the same model, the B model gets, pDF−FL
t = pDF−NE

t = pDF−SL
t ; the DS

model obtains, pDS−FL
t = pDS−SL

t > pDS−NE
t .

(b) Under the same power structure, the NE power shows pDS−NE
t > pDF−NE

t ; the SL
power drives pDS−SL

t > pDF−SL
t ; the FL power obtains, pDS−FL

t > pDF−FL
t .

Proposition 4(a) states that introducing self-employed stores in rural cooperatives
(DF) does not change the sales price of self-operated stores, and rural cooperatives’
bargaining power on e-commerce platforms remains unaffected. Proposition 4(b) shows
that sales prices are higher when suppliers introduce self-run stores (DS) than when
rural cooperatives introduce them (DF), as suppliers have stronger bargaining power
with e-commerce platforms, leading to higher prices for self-run stores.

Management inspiration: Starting from the interplay between competition and coop-
eration in the supply chain, it is possible to delve into the management implications of
this dynamic. It is undeniable that competition is an integral part of the supply chain;
however, excessive competition can destabilize the entire chain, causing disruptions
and imbalances. Consequently, e-commerce platforms must strike a balance between
competition and cooperation to ensure the sustainability and smooth functioning of the
supply chain. This insight also highlights the need for managers to consider the inter-
play between competition and cooperation in the supply chain and leverage effective
collaborative mechanisms to optimize and coordinate the chain.

5 Conclusion

Faced with the e-commerce platforms’ support on rural cooperatives, suppliers or dis-
tributors open self-run stores on the e-platforms to attract more consumers’ purchase.
Transactions on some e-commerce platforms such as Pinduoduo and Taobao rely heavily
on the O2O retail model, including self-run and third-party stores. Such platforms can
benefit from both self-run and non-self-run stores.

Rural cooperatives can benefit from power-structure competition with suppliers, as
greater supplier power results in higher profits for the cooperatives. Therefore, it is an
optimal choice for rural cooperatives to actively introduce self-run stores, regardless of
the power structure. However, it is important to note that if the bargaining power of rural
cooperatives is inferior to that of e-commerce platforms, their overall unit profits may
decrease when introducing self-run stores. To address this issue, effective management
strategies can be employed by rural cooperatives to navigate the competitive e-commerce
market and retain competitiveness.

For suppliers, they would proactively introduce self-run stores under informal power
structures and with the acceptance of casual consumers. Moreover, their sale prices
would remain constant regardless of the power structure under which they introduce
self-run stores. At this point, suppliers will actively establish self-run stores to counter
rural cooperatives’ self-run stores and also to increase their competitive edge against
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rural cooperatives. From a management perspective, the introduction of self-run stores
by suppliers requires careful consideration of various factors, such as market demand,
consumer behavior, and supply chain management.

To increase profits, e-commerce platforms must prioritize supporting the weaker
party in the supply chain in any business model. However, channel conflicts can arise,
and e-commerce platforms may take advantage of their stronger position to open self-
run stores, which can negatively impact suppliers’ profits. When consumer preferences
towards non-self-run stores become too extreme, e-commerce platforms are more likely
to introduce suppliers’ self-run stores. From a management perspective, e-commerce
platforms must strike a balance between maximizing profits and maintaining positive
relationships with their suppliers.

Above researches provides some vital reference for e-commerce platforms to support
the weak party in supply chains and theoretical supports for them to actively cooperate
with rural cooperatives to start up self-run stores. However, this paper does not only
consider the optimal channel tactics for supply enterprises’ power-structure competition
under different channels and the optimal strategy of multi and double channels for
enterprises under different power structures. What’s more, contents of such research are
based on the information symmetry which, still, requires further study on whether it will
affect the optimal strategy for enterprises in the supply chain.
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Model Result
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(continued)

Model Result
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(continued)

Model Result
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Abstract. With rapid progress of the “Belt andRoad” initiative,Chinahas become
a capital exporter. More and more Chinese investors are increasing their overseas
investment. Thus, investment risk assessment is very important. Central Asia is
a key hub connecting the Europe and China. Cooperation between Chinese and
Central Asian countries have bilaterally promoted rapid economic development.
For Central Asian countries, there are many investment risk points. But in a com-
prehensive way, the main influencing factors include economic condition, debt
ability, social environment, legal system and political factor. In order to improve
the investment efficiency, this paper uses analytic hierarchy process to study the
investment risks of the five Central Asian countries, and puts forward some coun-
termeasures.Generally speaking,CentralAsian countries are generally suitable for
overseas investment. Kazakhstan and Uzbekistan have lower risk level. Tajikistan
and Turkmenistan have moderate risk level since infrastructure construction in
the two countries is imperfect. The investment risk of Kirghiz Tanzania is slightly
higher. In order to reduce investment risks, China should promote RMB interna-
tionalization so as to facilitate overseas trade and investment. Strengthening policy
communication can consolidate and expand the positive role of multilateral trade
agreements. In addition, learning from advanced international experience, China
can build a financial insurance system to reduce investment risk.

Keywords: Investment Risk · Central Asia · Analytic Hierarchy Process

1 Introduction

In January 2023, China signed Belt and Road Initiative (BRI) cooperation agreements
with all five Central Asian countries after China signed amemorandum of understanding
with Turkmenistan days ago, and China’s BRI cooperation circle is still expanding [1].
Adjoining China, Central Asian countries are on prior situation of this project. In the
process of Chinese global overseas investment, countries in Central Asia have gradually
become the focus in the world [2]. Central Asia is a very unique region, which is a key
hub connecting the Europe and China. It contains 5 countries, including Kazakhstan,
Turkmenistan, Uzbekistan, Kirghiz Tanzania and Tajikistan, with a population of more
than 74 million. The Eurasian Development Bank pointed out in the latest regional
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research report that the total GDPof the five countrieswas 347 billionUS dollars in 2021.
Central Asian countries have gradually become the key area of cross-border investment
for Chinese enterprises. The initiative of “one belt and one road” has provided great
opportunities for Chinese enterprises to carry out foreign trade and overseas investment
in Central Asian countries.

The PRC built its first links to the Central Asian economies’ decades ago and the
BRI is a new, more advanced phase of the cooperation. The data collected and made
available by the China Global Investment Tracker of the American Enterprise Institute
and the Heritage Foundation suggests that Chinese companies invested almost USD 50
billion in four Central Asian countries in 2005–2020: USD 35.58 billion in Kazakhstan,
4.73 billion in Kyrgyzstan, 2.15 billion in Tajikistan, and 5.79 billion in Uzbekistan.
According to another source12 China invested more than USD 70 billion in Kazakhstan;
about 80%of its investment in the region.After the epidemic era,CentralAsia needsmore
help fromChina. Therefore, Chinese enterprises should seize the opportunity to increase
investment in Central Asia, rapidly expand overseas markets, and take a long-term path
of peaceful development with friends [3]. International macro political and economic
situation are grim and complicated. Enormous risks, such as poor political stability
and immaturity should not be overlooked in Central Asian countries. It is necessary and
urgent to accurately identify and quantify the investment risks in Central Asian countries.

2 Research Status of Investment Risk

In addition to debt trap, there are other risks linked to Chinese investment and con-
struction projects in Central Asia. Information about large Chinese projects is either
completely closed or lacks the specifics of project lending, the participation of the par-
ties in its implementation and further operation, the payback, and economic and political
significance. Supporting the established resource economics in the countries of the region
(one could describe it as “predatory aid”) threatens the possibility of more sustainable
production in Central Asia. There is a high probability of financing economically damag-
ing and environmentally dirty projects in the region. A “race to the bottom” that further
lowers the social-environmental demands from all investors in the region. The rapidly
growing presence of China in Central Asia is creating concern and contributing to growth
in anti-Chinese sentiment among the population.

Many research methods were performed on risk assessment of foreign investment.
Framework and index selection of quantitative analysis are developing continuously.
At present, U.S. National Risk International Guidelines Index is the most widely used
among them. First-level index system is political risk, financial risk and economic risk.
S&P, Moody’s and Fitch regularly issue authoritative reports on sovereign credit rating,
accounting for about 90% of the world’s sovereign credit rating market [4]. In recent
years, Economist Information Agency, Transparency International andWorld Bank have
also carried out quantitative risk assessment with different methods and emphasis. But
index system is built around economic risk, political risk, social risk and other first-level
indicators. Among them, economic risk reflects the macro level of a country’s economic
development. Political risk is usually regarded as willingness of government to repay
debts. It mostly uses indicators such as social stability, speech freedom, governance
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efficiency and government corruption. Social risks mostly reflect the ability of Foreign
Direct Investment to operate independently. Degree of social flexibility, perfection of
the legal system, religious issues, racial issues, openness and cultural acceptance are all
considered to risks.

Undoubtedly, risk control is beneficial to overseas investment. Some researchers
believed that we should pay attention to whole process of source and flow of funds
in order to reduce risks in all aspects. Project declaration, approval, contract signing,
legal protection and supervision of overseas direct investment involve both sides of
the investment [5]. It is recognized that docking of relevant laws and regulations and
keeping perfect data for reference are necessary means of risk reduction. Normative
management could reduce risk levels. Firstly, it designs the overall risk management
strategy according to themain purpose andmode of investment; secondly, it standardizes
the pre-investigation, pays attention to the social and cultural environment; thirdly, it
uses financial instruments to intervene in the diversification of investment risks. Risk
of overseas direct investment is concentrated in the financial field, and a complete and
standardized risk early warning system is the necessary basis for risk diversification.
Disperse political risks, first, we should strictly monitor the implementation of laws
and regulations; second, we should build up the system. Special databases for foreign
investment can reduce the risks brought by information asymmetry. Third, we should
focus on standardizing the compatibility of specific standards.

In recent years, many researchers investigated outward foreign investment risk.
Zhang Xiaotong et al. (2020) believed that continuous rise of political risks will cause
investment fluctuations of Chinese companies in countries along the belt and route.
When geopolitical risks are high, it will even slow down the pace of Chinese companies
“going out” [6]. Gao Bo et al. (2020) conducted international study on the effects of
the host country’s internal conflict risk of the Belt and Road Initiative on bank liquidity
creation, and found that the host country’s internal conflict risk negatively affects bank
liquidity creation [7]. In concert with the Belt and Road Initiative, China is identify-
ing and deploying bilateral and multilateral diplomatic mechanisms aimed at security
coordination with countries in Central Asia and Middle East. Hoh A. (2019) provided
an overview of Belt and Road Initiative developments in the two regions and examines
some of the diplomatic mechanisms that China is using to coordinate security and reduce
risks [8]. Panibratov A et al. (2022) systematically classified and further scrutinized the
Belt and Road Initiative literature within the management and economics field in order
to navigate further academic inquiry into the Belt and Road Initiative phenomenon [9].
Hong Zhao et al. (2022) found that Chinese banking has two-way risk contagion with
banks in East Asia and Association of Southeast Asian Nations, South Asia, West Asia,
and Central Asia [10].

3 Analysis of Investment Risk in Central Asia

The analytic hierarchy model is shown in Fig. 1. As can be seen from this diagram,
the model is composed by goal layer, criterion layer and alternative layer [11]. Each
evaluation factor should be applicable to the alternatives, but the effects and importance
are different.



Investment Risk Analysis and Countermeasure 281

Goal

Criteria

Alternatives Alternative 1 Alternative 2 Alternative 3

Criterion 1 Criterion 2 Criterion 3

The best choice

Fig. 1. Analytic hierarchy process model.

3.1 Setting Criteria to Countries

The feasibility analysis refers to the reasonable application of analytic hierarchy process
(AHP) to analyze the investment risks of Central Asian countries. The structural model
consists of target layer, criterion layer and selection scheme. Evaluation factors at the
criteria level should be applicable to the alternatives, but they have different impact and
importance [12]. The key to building the structural model is to determine the evaluation
criteria and set the criteria layer. In order to comprehensively quantify the risk of invest-
ment in Central Asia, five factors are included in risk rating analysis, those are economic
condition, debt ability, social environment, legal system, and political Factor.

As a standard to measure the level of economic growth and fluctuation of a coun-
try, economic condition is basis to determine whether a region or country has superior
investment and financing environment. Better economic conditions always bring higher
investment reward and investment security level. GDP gross, per capita GDP and Gini
coefficient are used to measure scale and degree of development of a country’s econ-
omy. Stability of economic growth is measured fluctuation coefficient of GDP growth
published by the World Bank. Across Central Asian states, only Kazakhstan is expected
to see its economy grow from 3% in 2022 to 3.5% in 2023 and 4% in 2024. Inflation,
however, is hitting its record high of 19.6% in the past 14 years. Uzbekistan’s economic
growth is set to decline from 5.7% in 2022 to 4.9% in 2023, Tajikistan – from 7% in
2022 to 5% in 2023, and Kyrgyzstan – from 5.5% in 2022 to 3.5% in 2023. The report,
however, does not indicate any data for Turkmenistan. Trade openness is the ratio of a
country’s total import and export to GDP [13].

Debt ability refers to a country’s total dynamic debt level of the public and private
sectors and the external debt capacity that economic conditions can bear. For the host
countries participating in international trade, debt crisis breaks will affect the direct and
financial investment and other types of investment security of the investing countries.
Proportion of foreign debt to GDP and short-term foreign debt to total foreign debt can
be used to measure the scale of a country’s foreign debt and the risk of a short-term debt
crisis. Proportion of fiscal balance to GDP measures a country’s financial strength [14].
Its share of GDP is mainly used to measure the terms of trade transactions [15]. Up to
2020, Kyrgyzstan and Tajikistan are especially reliant on external debt; such obligations
which make up 77% and 86% of their total debt, respectively. The situation is different
in countries rich in natural resources. Loans from China account for 16–17% of the GDP
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of Turkmenistan and Uzbekistan. In comparison, Kazakhstan’s figure is the lowest at
6.5%.

Social environment mainly covers social risk factors affecting Chinese enterprises’
overseas investment. On premise that a good social order can ensure orderly operation
of investment enterprises. Factors affecting social stability mainly come from internal
conflicts. Social stability includes eight sub-indicators, among which the level of edu-
cation work measures the basic quality of a country’s labor force. Internal conflicts are
mainly manifested in extreme conflicts of society, race and religion. Crime rate mea-
sures the degree of internal conflicts and social security of a country. Environmental
policies, capital and personnel mobility restrictions, labor market regulation and com-
mercial regulation reflect the business environment in which a country allows domestic
and foreign investment enterprises to operate [16]. According to the evaluation criteria
established by international financial organizations, the higher the education level of
labor force, the lower the degree of internal conflict; the better the social security and
business environment, the smaller investment risk of foreign enterprises.

Legal system examines the stability and efficiency of a government, as well as the
legal environment and external conflicts. Lower legal risk is one of the prerequisites
for foreign enterprises to invest safely. Corruption control reflects the government’s
awareness and control degree of public power. The effectiveness of the government
reflects the public’s views on the quality of public services. Quality of regulation reflects
the government ability to formulate and implement sound policies and regulations. Legal
rules reflect the degree of trust and compliance of agents with social rules, especially
the quality of contract enforcement, property rights, police and courts. Democracy and
accountability reflect the extent to which citizens of a country can participate in the
choice of their government, as well as the views of freedom of expression, freedom
of association and free media. The higher the stability and governance quality of a
government, the better the legal environment and the smaller the external conflicts, the
lower the risk of foreign enterprises.

Political factor is mainly used to measure the important factors affecting the invest-
ment risk ofChinese enterprises in the host country, such as investment policy, investment
smoothness and investment dependence. It is generally believed that a better bilateral
relationship is an important buffer to reduce the risk of Chinese enterprises’ overseas
investment. Investment dependence measures the proportion of bilateral investment
between China and a country in its investment. There are many political risks in the
investment, such as the widespread ethnic and religious conflicts, the international risk
and the instability of internal political situation. The degree of investment hindrance and
bilateral political links refer to the results of Delphi method used in the report of National
Risk Rating of Overseas Investment in China, International Investment ResearchDepart-
ment, Institute of World Economy and Politics, Chinese Academy of Social Sciences.
Lower investment hindrance and better bilateral political relations help to reduce risk of
Chinese enterprises investing in host country.

In analytic hierarchy process model, as shown in Fig. 2, the goal layer is investment
risk rank of Central Asian countries. Criterion layer contains economic condition, debt
ability, social environment, legal system, and political factor [17]. Alternatives are five
countries in Central Asia. Risk identification and quantization can provide reference
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for overseas investment of Chinese enterprises, and improve the success rate of foreign
investment. Data indicators selected in the whole evaluation system come from the open
data information of authoritative institutions at home and abroad, such as the Economist,
the global economy, the officialwebsites of theUnitedNations andChinaCustoms.Other
annual reports are issued by above mentioned institutions, such as the Statistical Bulletin
on China’s Foreign Direct Investment, the Human Development Report of the United
Nations Development Programme.
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Fig. 2. Analytic Hierarchy Process for investment risk rank in Central Asian countries.

The hierarchy has been constructed. It can be analyzed through a series of pair-
wise comparisons that derive numerical scales of estimation for the nodes. The criteria
are pair-wise compared against the goal for importance. The alternatives are pair-wise
compared against each of the criteria for preference. The comparisons are processed
mathematically, and priorities are derived for each node. An important task is to deter-
mine the weight of each criterion in investment risk rank of Central Asian countries.
Another important task is to determine the weight of each alternative with regard to each
of the criteria. In the analytic hierarchy process, a meaningful and objective numerical
value should be put on each of the five criteria.

3.2 Constructing Judgment Matrix and Assigning Value

To make comparisons, we need a scale of numbers that indicates how many times
importance of one element over another element with respect to each criterion. Table 1
exhibits the nine scales. After one by one pair comparison, judgment matrices form. All
the criteria are the same importance to each other with respect to investment risk rank
of Central Asian countries. Criterion layer judgment matrices of alternatives are shown
respectively in Table 2, Table 3, Table 4, Table 5 and Table 6, which includes economic
condition (F1), debt ability (F2), social environment (F3), legal system (F4), and political
Factor (F5).

Hierarchical single ranking is the criterion of evaluating the relative weight of each
factor according to the relative weight of the criterion layer. According to matrix theory,
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Table 1. Fundamental scale of absolute numbers

Intensity of Importance Definition Explanation

1 Equal Importance Two activities contribute
equally to the objective2 Weak or slight

3 Moderate importance Judgment slightly favors one
activity over another4 Moderate plus

5 Strong importance Judgment strongly favors one
activity over another6 Strong plus

7 Very strong or demonstrated
importance

An activity is favored very
strongly over another

8 Very, very strong

9 Extreme importance Evidence favoring one activity
over another is of the highest
possible order of affirmation

Reciprocals of above If i has a value comparing with j, j
has reciprocal value comparing
with i

A reasonable assumption

the characteristic vector of the judgment matrix is obtained through mathematical calcu-
lation. The feature vector represents the influence degree of some elements (or all) in this
layer on the elements in upper layer, that is, the weight value. In this way, the results of
the single ranking of this layer form. Therefore, the matrix feature vector determination
is very critical in hierarchical single ranking.

In the layers ranking, the consistency should be checked in judgment matrix. From
the human understanding law, a correct importance ranking of judgment matrix must be
logical. Such as, if A is important than B, B is important than C, logically, A should be
more important thanC. In order to ensure the conclusion of the analytic hierarchy process
is basically reasonable, it is necessary to test the consistency of the judgment matrix.
Only passing the test, the judgment matrix is logically reasonable. After that, the results
can be continuously analyzed. The consistency check can be carried out according to
three steps.

The first step is to calculate the maximum eigen-value of the judgment matrix, and
then get the consistency index CI (consistency index)

CI = λmax − n

n − 1
(1)

If CI = 0, judgment matrix has complete consistency, and the test is over. If CI �=
0, the random consistency ratio (CR = CI/RI) should be calculated. The second step
is to determine the average consistency random index (RI). For order 5 matrix, RI =
1.1185. The third step is to calculate the consistency ratio CR = CI/RI. If CR< 0.1, the
consistency of judgment matrix and single ranking results are acceptable.
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Single ranking and consistency testwere carriedon the criteria layer and5 alternatives
which include Kazakhstan, Turkmenistan, Uzbekistan, Kirghiz Tanzania, and Tajikistan.
The results are shown in Table 2, Table 3, Table 4, Table 5 and Table 6. The evaluation
results show that they all pass the consistency test.

Table 2. Judgment matrix and hierarchical single ranking of economic condition (F1) in criterion
layer

Weight ratio
to F1

Kazakhstan Turkmenistan Uzbekistan Kirghiz
Tanzania

Tajikistan Ranking
result

Kazakhstan 1 1 1 1 1/2 0.1682

Turkmenistan 1 1 1 1/2 1/2 0.1460

Uzbekistan 1 1 1 1 1/2 0.1682

Kirghiz
Tanzania

1 2 1 1 1 0.2257

Tajikistan 2 2 2 1 1 0.2920

λmax = 5.0776 CI = 0.0194 CR = 0.0173 < 0.1

Table 3. Judgment matrix and hierarchical single ranking of debt ability (F2) in criterion layer

Weight ratio
to F2

Kazakhstan Turkmenistan Uzbekistan Kirghiz
Tanzania

Tajikistan Ranking
result

Kazakhstan 1 1/2 1/9 2 2 0.0952

Turkmenistan 2 1 1/3 3 4 0.1923

Uzbekistan 9 3 1 9 9 0.6010

Kirghiz
Tanzania

1/2 1/3 1/9 1 1 0.0574

Tajikistan 1/2 1/4 1/9 1 1 0.0542

λmax = 5.0555 CI = 0.0139 CR = 0.0124 < 0.1

3.3 Hierarchical Total Ranking and Conclusion

Total ranking is relative weight of each element in every judgment matrix, which aims at
goal layer. Theweight is calculated by the top-down layer by layer synthesis. Calculating
total ranking of certain layer, it must be used that total ranking of the higher layer and
single ranking of this layer. Yet the single ranking of second layer to first layer is total
ranking of the second layer. In this way, the total ranking is obtained from the highest
to the lowest one. Consistency test should also be carried out.
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Table 4. Judgment matrix and hierarchical single ranking of social environment (F3) in criterion
layer

Weight ratio
to F3

Kazakhstan Turkmenistan Uzbekistan Kirghiz
Tanzania

Tajikistan Ranking
result

Kazakhstan 1 1 2 2 2 0.2985

Turkmenistan 1 1 1 1 1 0.1983

Uzbekistan 1/2 1 1 1 1 0.1688

Kirghiz
Tanzania

1/2 1 1 1 1 0.1688

Tajikistan 1/2 1 1 1 1 0.1688

λmax = 5.0586 CI = 0.0146 CR = 0.0131 < 0 .1

Table 5. Judgment matrix and hierarchical single ranking of legal system (F4) in criterion layer

Weight ratio
to F4

Kazakhstan Turkmenistan Uzbekistan Kirghiz
Tanzania

Tajikistan Ranking
result

Kazakhstan 1 2 2 2 2 0.3333

Turkmenistan 1/2 1 1 1 1 0.1667

Uzbekistan 1/2 1 1 1 1 0.1667

Kirghiz
Tanzania

1/2 1 1 1 1 0.1667

Tajikistan 1/2 1 1 1 1 0.1667

λmax = 5 CI = 0 CR = 0 < 0.1

Table 6. Judgment matrix and hierarchical single ranking of political Factor (F5) in criterion
layer

Weight ratio
to F5

Kazakhstan Turkmenistan Uzbekistan Kirghiz
Tanzania

Tajikistan Ranking
result

Kazakhstan 1 9 8 7 5 0.6307

Turkmenistan 1/9 1 1 1 1/2 0.0744

Uzbekistan 1/8 1 1 1 1/2 0.0761

Kirghiz
Tanzania

1/7 1 1 1 1 0.0910

Tajikistan 1/5 2 2 1 1 0.1279

λmax = 5.0497 CI = 0.0124 CR = 0.0111 < 0.1
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CI = (0.01940.01390.014600.0124)

⎛
⎜⎜⎜⎜⎜⎝

0.2
0.2
0.2
0.2
0.2

⎞
⎟⎟⎟⎟⎟⎠

= 0.0121 (2)

CR = 0.0121/1.1185 = 0.0108 < 0.1 (3)

Table 7 gives the results of the hierarchical total ranking. It can be seen that the
comprehensive evaluation of Kazakhstan is the best, the value is 0.3647, Turkmenistan
is slightly lower, Kirghiz Tanzania andTajikistan are ranking inmiddle. Uzbekistan is the
lowest one. Two conclusions can be drawn. First, Central Asian countries are generally
suitable for overseas investment. This is due to the complementary effect of industrial
structure between the host country and China, and governance level is in a relatively
superior position. Secondly, different countries have different risk levels. Among them,
Kazakhstan has the lowest risk, regardless of economic condition, social environment,
legal system, and political factor. Uzbekistan also has lower risk. Uzbekistan has very
high degree of enthusiasm in attracting Chinese investment. Tajikistan and Turkmenistan
have moderate risk, and infrastructure constructions in the two countries are imperfect.
They have attracted lots of Chinese investment. Kirghiz Tanzania has slightly higher
investment risk. In recent years, growth rate of Chinese investment in Kirghiz Tanzania
is lower than that in other countries.

Table 7. Hierarchical total ranking of investment risk

Criteria F1 F2 F3 F4 F5 Evaluation of total ranking

Weight 0.2 0.2 0.2 0.2 0.2

Kazakhstan 0.1682 0.0952 0.2985 0.3333 0.6307 0.3052

Turkmenistan 0.1460 0.1923 0.1983 0.1667 0.0744 0.1555

Uzbekistan 0.1682 0.6010 0.1688 0.1667 0.0761 0.2362

Kirghiz Tanzania 0.2257 0.0574 0.1688 0.1667 0.0910 0.1419

Tajikistan 0.2920 0.0542 0.1688 0.1667 0.1279 0.1619

4 Countermeasure to Investment Risk

RMB internationalization should be promoted in order to facilitate financial overseas
trade and investment. With increasing recognition of belt and road initiative, China
formally accessed to Special Drawing Right basket of currencies. RMB begins to
multi-lateralize and internationalize, and gradually expands to Central Asia. Wide RMB
currency shows not only improvement recognition of China’s comprehensive national
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power, but also conducive to bilateral cooperation so as to reduce settlement and invest-
ment risks [18]. Currently, RMB is mainly used for loan, liquidation, settlement and
other services of infrastructure construction projects. RMB internationalization ismainly
manifested in four aspects: China is trying to establish an RMB clearing system; RMB
has gradually realized its settlement function in international investment; it supports
establishment of multilateral financial institutions such as Asian Investment Bank and
Silk Road Fund; functions become increasingly prominent. Relevant institutions around
the world begin to explore the feasibility of RMB for petroleum and iron ore, lay-
ing foundation for RMB settlement of commodity transactions [19]. Therefore, RMB
internationalization can effectively reduce settlement risk of investment, and effectively
promote development of common financial markets.

To avoid investment risk, communication should be strengthened, multilateral trade
agreements should be consolidated and expanded. Central Asian countries have a cer-
tain economic base and solid political foundation. From perspective of comparative
advantage, China and Central Asian countries are mostly similar in geographical loca-
tion [20]. The industrial structure also shows relatively broad basis for industrial com-
plementary cooperation, and strong demand for economic and trade cooperation with
China. Based on international experience, China can actively sign bilateral or multilat-
eral investment agreements with Central Asian countries. A stable political foundation
and strong economic capacity will provide the basis for Central Asian countries to abide
by and implement the signed agreements, which can significantly and effectively reduce
the political and economic risks that Chinese enterprises may face in overseas invest-
ment. At present, China’s trade with Central Asia has shown a more obvious linkage
effect. Our government should further deepen its economic and trade cooperation with
Central Asian countries. China should use the advantages of oversea culture by orga-
nizing cultural activities and setting up cultural exchange organizations, and establish a
peaceful and friendly international image [21].

Learning from advanced international experience, we should improve our overseas
investment and financing insurance system. An important function of financial products
is to transfer and disperse risks. At present, China Export Credit Insurance Company has
designed a guarantee system for overseas investment risk and carried out relevant busi-
ness. However, nowadays the unilateral model is not distinguished for specific national
condition. Absent investment protection agreements, it is difficult for China’s export
credit insurance companies to obtain subrogation rights. It increases the operating costs
and risks of insurance companies. China’s insurance industry needs to be improved in
terms of the scale and types of overseas investment products. Improving the overseas
investment insurance system will effectively improve the risk control system of Chi-
nese enterprises’ overseas investment. One hand, investment insurance systems under
a bilateral model have been further established with Central Asian countries that have
signed trade protection agreements with China. On the other hand, for countries that
have not signed a trade protection agreement, they should focus on early warning of
risks in investment cooperation and work to urge both parties to sign a trade protection
agreement [22].
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Abstract. In the knowledge economy era, access to health knowledge via online
health platforms has become increasingly popular. This paper aims to explore the
impact of relevant characteristics on users’ intention of paying for health knowl-
edge. Based on the perceived value theory and S-O-R model, we propose the
research model consisting of knowledge characteristics and platform characteris-
tics as stimuli, perceived value as organism, and purchase intention as response.
A total of 432 valid questionnaires is collected, and analyzed using SmartPLS3.0
software. Our results show that regarding knowledge characteristics, knowledge
rarity has no significant influence on perceived value, and knowledge personal-
ization positively affects utilitarian value and hedonic value; regarding platform
characteristics, both platform information quality and platform service quality
positively influence utilitarian value and hedonic value; both utilitarian value and
hedonic value have positive effects on purchase intention. And the partial medi-
ation role of perceived value is tested. Research findings and implications are
discussed as well.

Keywords: Health Knowledge Payment · Purchase Intention · Perceived Value
Theory · S-O-R Model · Online Health Platform

1 Introduction

In the era of knowledge economy, knowledge payment market in China has gradually
formed and grown in a few years. According to the iiMedie Report [1], knowledge
payment is a means of accessing high-quality information services, where the provider
transforms personal knowledge or skills into knowledge products and the consumer pur-
chase knowledge. The report shows that the user scale of knowledge payment is expected
to exceed 640 million in 2025, with the expected market size of 280.88 billion RMB.
Meanwhile, with the development of mobile Internet, knowledge payment gradually
develops from terminal systematization to mobile fragmentation.

With online knowledge payment rapidly rising, consumers’ purchase behavior is
concerned by massive scholars. Numerous research in antecedent factors of purchase
behavior is conducted in different contexts, such as paid Q&A [2], online course [3],
online health consultation [4], social networking communities [5]. From the perspective
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of knowledge characteristics, extant results demonstrated that price, perceived value,
knowledge rareness positively influence purchase intention [3, 6]. Regarding knowledge
platform characteristics, previous research proposed platform interactivity, information
quality and service quality [6, 7]. As to knowledge contributor characteristics, extant
research proposed contributor reputation, professionalism and charism [2, 3, 6].

Correspondingly, with the enhancement of Chinese residents’ health awareness and
literacy, more and more Internet users are taking the initiative to purchase needed health
knowledge through various online health platforms (OHPs) such as GoodDoctor (online
health consultation), Keep (fitness courses), DingXiangMom (knowledge of pregnancy
and childbirth). Health knowledge payment has become an important channel for many
online users to alleviate health anxiety and build disease prevention and health promotion
capacity. Most research focused on the context of online health consultation. Li et al. [4]
found physicians’ knowledge contribution and reputation positively affect patient con-
sultation. In order to find more generally applicable factors affecting purchase intention
of online health knowledge including articles, consultation services, fitness courses and
others, this study attempts to explore:

1. What are the main factors of knowledge itself that affect users’ purchase intention
of online health knowledge?

2. What are the main factors of the platform that affect users’ purchase intention of
online health knowledge?

3. How do knowledge characteristics and platform characteristics drive users’ purchase
intention of online paid health knowledge?

To sum up, aiming to understand OHP users’ intention to pay for health knowledge
more intuitively as a whole, we establish a research model of factors affecting users’
purchase intention. Based on perceived value theory and S-O-R model, we extract two
antecedent dimensions (knowledge characteristics, platform characteristics) from exist-
ing research. We propose that knowledge characteristics (rarity, personalization), and
platform characteristics (information quality and service quality of OHP) as stimuli, per-
ceived value as organism, and purchase intention as response. This study helps to further
understand knowledge payment behavior of OHP users and can enrich the research on
online paid health knowledge in China to a certain extent.

2 Theoretic Background

2.1 S-O-R Model

The S-O-R model is a general model to describe human behavior. The stimuli act on
the individual’s organism, thus leading to the individual’s response. Stimuli (S) are the
factors that affect the individual’s cognition or emotion, which includes both internal
psychological and physiological factors and external environmental factors. Organism
(O) refers to the individual’s emotional or cognitive state after being stimulated, which
is an internal change between stimuli and final response. Response (R) refers to the
individual’s final response under the influence of various stimuli, includingpsychological
and behavioral reaction results. S-O-R model is widely used to explain online consumer
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behavior, including online knowledge payment [6]. Therefore, this paper explores health
knowledge payment in OHPs based on the S-O-R framework, where the stimuli cover
two aspects: knowledge characteristics and platformcharacteristics,with perceived value
as the organism and purchase intention as the response.

2.2 Perceived Value Theory

Perceived value has its roots in consumer behavior science and plays a critical role in
explaining consumer behavior. It is the result of weighing the benefits against the costs
paid for the entire process of purchasing, using or enjoying a product or service. It is
often divided into utilitarian value and hedonic value. Utilitarian value represents the
consumer’s overall assessment of functional benefits and costs, such as convenience,
time costs [8]. Hedonic value refers to the consumer’s overall assessment of experiential
benefits and costs, emphasizing the pleasure, satisfaction or even relief obtained from
the consumer behavior [9].

Perceived value is the internal psychological (cognitive and emotional) process of
consumers when making consumption behaviors. Many studies based on the S-O-R
framework regard perceived value as the organism [6] and study its mediating role
between stimuli and response. Perceived value is closely associated with consumer
intentions, and both utilitarian value and hedonic value positively affect future intentions
[8]. Consequently, this study combines the perceived value theorywith the S-O-Rmodel,
takes the perceived value as the organism (O), and purchase intention as the response
(R) to explore the factors affecting OHP users’ intention to pay for health knowledge.

3 Conceptual Framework and Hypotheses

Based on the S-O-Rmodel and perceived value, we discuss the factors influencing users’
intention to pay for health knowledge in OHPs. We propose knowledge characteristics
(rarity, personalization) and platform characteristics (information quality, service qual-
ity), functioning as external stimuli, positively impact users’ perceived value as the
organism (utilitarian value, hedonic value), and thus purchase intention. The research
model is shown in Fig. 1.

3.1 Stimuli (S) and Perceived Value (O)

In this paper, the model stimuli are mined from the perspective of knowledge char-
acteristics and platform characteristics, while the perceived value is functioned as the
model organism. The common dimensional division of perceived value is adopted with
reference to [8, 9], where utilitarian value represents OHP users’ perception of the func-
tional benefits and costs of paying for health knowledge, including cost effectiveness,
convenience, and time costs; hedonic value represents consumers’ perceived emotional
benefits and costs of paying for health knowledge in the OHPs, emphasizing the pleasure
and satisfaction, even relief, derived from user’s behavior.
Knowledge Characteristics
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Fig. 1. Research model

Knowledge Rarity. Rarity is derived from the concept of strategicmanagement. Accord-
ing to the VRIO model, resources and capabilities that affect enterprise competitiveness
mainly include four aspects: Value, Rarity, Inimitability, Organization. Rarity refers
to some strategic resources that only a handful of enterprises control and possess. In
the context of knowledge payment, it is defined as the perceived rarity degree of paid
knowledge or the difference with other knowledge products. The opinion that rarity will
increase the perceived value of commodities was proposed in the commodity theory.
Wu and Lee [10] found that in the context of online retail, product rarity will affect con-
sumers’ perceived value of products and thus increase purchase intention. Therefore, the
following hypotheses are proposed in this study:

H1a: Knowledge rarity positively affects the utilitarian value of online paid health
knowledge.
H2a: Knowledge rarity positively affects the hedonic value of online paid health
knowledge.

Knowledge Personalization. Personalization is generally defined as the ability to pro-
vide users with services that meet their needs based on information such as user prefer-
ence and behavior [11]. In the context of knowledge payment, the degree of knowledge
personalization reflects the extent to which the paid health knowledge provided in the
OHPs can meet the knowledge needs of users. Wang et al. [12] found that personaliza-
tion is positively correlated with perceived value in their research on the continuous use
behavior of mobile government service. Referring to existing studies, this study believes
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that the higher the degree of knowledge personalization, the higher the perceived value
of users to health knowledge products will be. Therefore, the following assumptions are
made in this paper:

H2a: Knowledge personalization positively affects the utilitarian value of online paid
health knowledge.
H2b: Knowledge personalization positively affects the hedonic value of online paid
health knowledge.

Knowledge Platform Characteristics

Platform Information Quality. It reflects the authenticity, accuracy, immediacy, and
comprehensibility of the information for paid knowledge published by the platform
[7]. Many studies have shown that platform information quality has positive impacts on
online users’ perceived benefits, satisfaction, and perceived value [13, 14]. It positively
affects the perceived value of knowledge payment users [6]. In this study, platform infor-
mation quality refers to the quality level of descriptive information about paid health
knowledge in OHPs. Description information is one of the most important channels
for potential buyers to measure the value of knowledge, and plays an important role in
the process of convincing users to purchase. Therefore, this study makes the following
hypotheses:

H3a: Platform information quality positively affects the utilitarian value of online paid
health knowledge.
H3b: Platform information quality positively affects the hedonic value of online paid
health knowledge.

Platform Service Quality. Platform service quality reflects the service level of the plat-
form, including service personalization, specialization, reliability, and timeliness. CHEN
et al. [15] pointed out that airline service quality positively affects passengers’ perceived
value and thus enhances repurchase intention; Pearson et al. [13] proposed that service
quality positively affects consumers’ perceived value of e-services.And it has been found
that platform service quality has a positive impact on the perceived value of knowledge
payment users [7]. In the current study, platform service quality emphasizes the level
of service related to paid health knowledge provided by OHPs. Therefore, this paper
makes the following hypotheses:

H4a: Platform service quality positively affects the utilitarian value of online paid health
knowledge.
H4b: Platform service quality positively affects the hedonic value of online paid health
knowledge.

3.2 Perceived Value (O) and Purchase Intention (R)

Perceived value in this study represents the OHP users’ overall assessment of the utility
of paid health knowledge (products or services), and is the result of weighing the benefits
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gained against the costs paid for the entire product use or service enjoyment process.
Existing research in many fields has shown that perceived value is closely related to
consumer intentions, and both utilitarian and hedonic values are positively associated
with the future intentions of online shopping users [8]. In the context of knowledge
payment, previous research found that perceived value positively affects users’ purchase
intention [6, 7]. Therefore, this paper makes the following hypotheses:

H5a: Utilitarian value positively affects purchase intention.
H5b: Hedonic value positively affects purchase intention.

4 Research Methodology

4.1 Sample and Data Collection

Anonline questionnaire consisted of twomain partswas developed to test themodel. One
of parts covered screening questions, knowledge payment experience and demographic
information. In this part, participants were asked whether they experienced or exposed
to any OHPs and paid health knowledge such as health courses, health consultation. The
other part consisted of the measurement items for each model construct.

The survey was conducted online during May 2022 with the help of Credamo.com.
Users of OHPs who had experience in paying for health knowledge or had contacted
paid health knowledge were selected as valid survey subjects. After eliminating invalid
questionnaires that did not pass the screening questions, had too short a response time
or almost unchanging answers, a total of 432 valid questionnaires was obtained.

4.2 Instrument

The measured items for constructs were adapted from previous studies and contextual-
ized for online paid health knowledge setting. The measures for knowledge rarity were
adapted from Pérez-Nordtvedt et al. [16] and knowledge personalization were adapted
from Zhou et al. (2022) [6]. The measured items for platform information quality were
adapted from Lee et al. [17], and platform service quality were adapted from Fang et al.
[18]. The measures for utilitarian value were adapted from Overby and Lee [8], and
hedonic value were adapted from Hsu and Lin [9]. The measures for purchase intention
were adapted from Kim et al. [5]. All items were measured using 7-point Likert scale
ranging from 1 (strongly disagree) to 7 (strongly agree).

5 Data Analysis and Results

There are two widely used structural equation modeling methods: covariance-based
SEM and variance-based SEM. Drawing on Zhou et al. (2022) [6], when the test result
of Kolmogorov-Smirnov test indicates that the data in our study are not normally dis-
tributed, the variance-based approach of partial least squares SEM is more suitable,
because it does not make restrictive assumptions on the distribution of the data and is
robust to non-normal distribution. In the current study, we adopted PLS-SEM to assess
the measurement model and structural model using SmartPLS 3.0 software.
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Table 1. Results of reliability and validity

Construct Item Loading Cronbach’s α CR AVE

Knowledge rarity (KR) KR1 0.915 0.891 0.931 0.818

KR2 0.891

KR3 0.907

Knowledge personalization (KP) KP1 0.837 0.701 0.832 0.624

KP2 0.782

KP3 0.747

Platform information quality (PIQ) PIQ1 0.764 0.707 0.82 0.534

PIQ2 0.777

PIQ3 0.719

PIQ4 0.656

Platform service quality (PSQ) PSQ1 0.719 0.766 0.850 0.586

PSQ2 0.767

PSQ3 0.779

PSQ4 0.795

Utilitarian Value (UV) UV1 0.798 0.800 0.869 0.625

UV2 0.808

UV3 0.749

UV4 0.806

Hedonic value (HV) HV1 0.685 0.705 0.836 0.631

HV2 0.842

HV3 0.846

Purchase intention (PI) PI1 0.847 0.761 0.862 0.676

PI2 0.804

PI3 0.815

Note: CR = composite reliability, AVE = average variance extracted.

5.1 Measurement Model

We employed Cronbach’s alpha and composite reliability (CR) to assess internal relia-
bility of the constructs. The results in Table 1 show that the values of Cronbach’s alpha
are above 0.7 and the values of CR of each construct exceed 0.8, indicating that each
construct has good reliability performance. As shown in Table 1, each latent variable
includes three or more measured items, the factor loadings of all items are higher than
0.65, and the AVE values of each construct are higher than 0.5, suggesting good conver-
gent validity. Results in Table 2 show that the square root of AVE for each construct is
higher than the correlations across constructs, suggesting great discriminant validity.
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In addition, all the VIF values are less than 2 (lower than the threshold value of 5),
indicating that there is no serious multicollinearity problem in the model.

Table 2. Results of discriminant validity analysis

Construct PI UV PIQ PSQ HV KP KR

PI 0.822

UV 0.683 0.791

PIQ 0.647 0.668 0.731

PSQ 0.657 0.645 0.604 0.766

HV 0.699 0.643 0.581 0.587 0.795

KP 0.386 0.414 0.441 0.373 0.397 0.790

KR 0.145 0.136 0.145 0.203 0.195 0.180 0.904

5.2 Common Method Bias (CMB)

Since our data was self-reported, CMB was investigated. We firstly adopted Harman’s
single factor test. The first factor explained 35.128% of the total variance, less than
40%. A marker variable technique was then used to test CMB [19]. The result showed
insignificant effects of life satisfaction as a marker variable on purchase intention (p =
0.161> 0.05). And no obvious difference was observed in the R2 value before and after
adding the marker variable. In conclusion, there was no serious CMB in this study.

5.3 Structural Model

SmartPLS 3.0 was used to examine the structural model. We adopted a bootstrapping
procedure with 5000 samples to verify the significance of the path coefficients. The
results show that the estimated value of SRMR was 0.068, less than the critical value of
0.08, suggesting a good model fitting effect.

Results shown in Fig. 2 indicate that all proposed hypotheses are supported, except
hypothesis H1. The variance interpretation rates R2 of utilitarian value, hedonic value
and purchase intention are 54.6%, 44.1% and 58.6% respectively, indicating that this
research model has good explanatory power. Specifically, the effects of knowledge rarity
on utilitarian value (p = 0.580) and hedonic value (p = 0.054) were not significant,
suggesting that H1a and H1b are not valid. Knowledge personalization positively affects
utilitarian value (β = 0.102, p = 0.030) and hedonic value (β = 0.122, p = 0.010),
indicating thatH2a andH2b are supported. Platform information quality has significantly
positive impacts on utilitarian value (β= 0.404, p= 0.000) and hedonic value (β= 0.314,
p=0.000),which supportsH3a andH3b. Platform service quality is positively associated
with utilitarian value (β = 0.366, p= 0.000) and hedonic value (β = 0.340, p= 0.000),
which supports H4a and H4b. In support of H5a and H5b, both utilitarian value (β =
0.398, p = 0.000) and hedonic value (β = 0.443, p = 0.000) have significantly positive
effects on purchase intention.
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Fig. 2. Research model results

5.4 Mediation Test

We adopted the bootstrapping approach to test the mediating effect of perceived value.
The criterion for judgement is that the mediating effect is significant when 0 is not within
the 95% confidence interval. The results shown in Table 3 support that perceived value
(utilitarian value, hedonic value) partially mediates the relationship between stimuli
(except knowledge rarity) and purchase intention.

6 Discussion

6.1 Findings

This paper reveals the following findings: (1) Knowledge rarity has no significant impact
onperceivedvalue,which is not consistentwith previous research onknowledge payment
[6]. This may be due to the fact that more andmore health practitioners offer professional
health knowledge products or services, especially during the epidemic period, and the
role of knowledge rarity is mitigated. (2) Knowledge personalization positively affects
utilitarian value andhedonic value,which is still not consistentwithZhouet al. (2022) [6],
reflecting its crucial impacts on the current OHP users’ purchase intention. According to
the iiMedia Report [1], most of popular fields and hot contents are highly standardized
and easy to reproduce. There is no exception in the paid field of health knowledge,
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Table 3. Results of mediation test

Path Indirect
Effect

Boot
LLCI

Boot
ULCI

Boot SE Total
Effect

Boot
LLCI

Boot
ULCI

KR -> UV
-> PI

−0.006 −0.029 0.017 0.012 0.02 −0.019 0.061

KR -> HV
-> PI

0.026 0 0.056 0.014

KP -> UV
-> PI

0.041 0.006 0.081 0.019 0.095 0.033 0.157

KP -> HV
-> PI

0.054 0.015 0.095 0.021

PIQ -> UV
-> PI

0.161 0.101 0.227 0.032 0.3 0.209 0.39

PIQ -> HV
-> PI

0.139 0.078 0.204 0.032

PSQ -> UV
-> PI

0.146 0.09 0.21 0.031 0.296 0.211 0.38

PSQ -> HV
-> PI

0.151 0.085 0.229 0.037

thus making knowledge personalization matters. (3) Platform information quality has
positive impacts on utilitarian value and hedonic value, which further confirms Zhou
et al. (2019) [7]. (4) Platform service quality has a positive effect on utilitarian value and
hedonic value, which further confirms conclusions obtained by previous research [7].
(5) Both utilitarian value and hedonic value positively affect the OHP users’ intention to
purchase health knowledge, which further supports previous findings [6, 7]. The partial
mediation role of perceived value is also supported.

6.2 Implications

We have several theoretical implications. First, this study extends the application of the
S-O-Rmodel and the perceived value theory to the online paid health knowledge context.
We propose a comprehensive theoretical framework to find more generally applicable
factors that affect purchase intention of health knowledge including articles, consulta-
tion services, fitness courses and others. Besides, we propose the antecedents of OHP
users’ purchase intention regarding knowledge characteristics and platform character-
istics, testing several predictors relatively novel to the existing research. Considering
the freshness of the online health knowledge payment industry, there is still a lack of
research associated with it, most of which focus on the online health consultation con-
text [4, 20]. Based on the S-O-R model and the perceived value theory, we propose
more generally applicable factors from the perspective of knowledge characteristics and
platform characteristics affecting OHP uses’ perceived value of health knowledge, thus
purchase intention. This paper demonstrates that the framework of S-O-R model and
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the mediation mechanism of perceived value can be applied to guide future research on
health knowledge payment. But this article is merely a small step forward, much more
efforts need to be put into further development in this area.

We also have some practical implications. Firstly, it can be seen that more and
more professional health knowledge is provided in OHPs due to the rapid development
of online health knowledge payment industry. Knowledge rarity is not the key factor
affectingOHP users’ purchase behavior. Besides, health knowledge contents emerge one
after another, but there is a serious problem of content homogeneity. Health knowledge
products are generally homogenized with high repetition rate, thus making OHP users
tend to favor more personalized health knowledge. Apart from that, users pay much
attention to platform information quality and platform service quality as well. Therefore,
on the one hand, OHPs need to face the dilemma of content homogeneity. Through
the screening and auditing mechanism, knowledge content duplication can be reduced.
At the same time, users’ preferences and needs for health knowledge can be obtained
through reasonable user data analysis, so as to provide users with relatively personalized
knowledge products and services. On the other hand, it is of critical importance to
improve the production process of knowledge products, ensuring that the description
information of knowledge products provided by the platform is accurate and clear, and
easy for users to understand. Emphasizing the active operation of knowledge payment
service system for better service quality and respond efficiency is necessary as well.

There are certain limitations in the current study: (1) This study measures health
knowledge payment behavior of users through purchase intention, but there may be
some discrepancies between actual purchase behavior and intention. Future studies may
consider the combination with actual payment data of OHP users. (2) The research
samples come from Chinese markets, so the findings are relatively more applicable to
the health knowledge payment field in China. In the future, consideration can be given
to obtaining data from multiple countries to conduct more in-depth research and obtain
more generalized findings.
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Abstract. While governmentmicroblogs show increasing significance as a bridge
connecting the government and the people, its role has become more prominent
during the covid-19 outbreak, when the government released all kinds of official
information in a timely manner and obtained public participation and feedback.
Two important aspects to measure online participation are likes and comments,
and the content topic of posts is an important influencing factor in online engage-
ment studies. However, except for a few case studies, few researches have been
conducted to provide an objective insight into the content topics of government
blogs based on amass data in the context of the epidemic, and subsequently stud-
ies the impact of content topics on engagements. This paper analyzes the overall
release pattern of government microblogs during pandemic in China by extract-
ing 9 topics through LDA model based-on datasets from Sina Weibo. With a
5W-framework, we empirically confirm the relationship between content topics
and public engagement with negative binomial analysis beyond the limitations
of previous studies focusing only on some local factors. The results show that in
general government releases focus mainly on the topics of epidemic science and
uplifting spirits. However, information about police and public interaction and
important instructions receives more discussion and likes, while news about treat-
ment progress and praise of uplifting spirits receive little attention. Contributions
to the literature and practice are discussed.

Keywords: Government Microblogs · Covid-19 Outbreak · Public
Engagement · LDA Topic Model · Negative Binomial Regression

1 Introduction

In recent years, the growth of online social media has been ubiquitous, attracting a large
number of users to participate in it. Government microblogs, as an application of social
media by government agencies, have grown rapidly since they first appeared in 2009.
As shown by People’s Daily Online, as of December 31, 2020, the number of certified
government accounts on Sina Weibo reached 177,437. As public departments continue
to promote the development of new media in government affairs, the government social
media is taking amore prominent role in especially situations of emergency.The covid-19
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outbreak in late 2019was a public health emergency.With it ravaging theworld in the era
of data explosion, the public demand for trustworthy information continues to increase.
And government microblogs serve exactly as a key channel for government information
dissemination and are a crucial role in maintaining social stability. In emergencies as
such, the untimely or inappropriate disclosure of government information can make
the public prone to irrational behavior, resulting in even secondary damage on social
order [1]. Therefore, whether government release matches public’s needs matter a lot.
And researchers have found that online participation towards government release help
mitigate public losses. [2] In face of danger, anxiety naturally appeared and the public
always turn to the government first for help. [3] And today, apart from people telling
you directly what they need, the need can be demonstrated exactly by the data shown
on government social media. So, engagement is not only a variable worth studying for
better social welfare, but also one that can measure the extent of people’s information
needs on certain topics in a crisis.

Existing literature about the microblogs’ content factors that influence participation
has focused, from the micro level, on social psychology theories to ex-plain individual
participation decisions, and from the macro level, on datasets to verify the impacts of
influential features of the publisher and of the posted con-tent on engagements. However,
governmental release-related studies often only focus on the influence of limited features,
such as microblog account characteristics, without a comprehensive and systematic
framework. On top of the independent variables discussed, scholars emphasized that the
context-related factors should also be considered [4] Zhang made some improvements
on 5W framework and provides a solution to this problem in studies about government
release [5].

As we dig deeper into related research in the context of crisis. Related studies have
mostly found the effects of different content topics on online engagement at the descrip-
tive level through case studies. Another thing is that clustering algorithm and other
scientific way of extracting content feature have been widely used in studies of public
opinion. But no study has yet applied these methods to extract topic features of gov-
ernment microblogs in epidemic scenarios, which means that studies about government
release content during covid-19 outbreak do not receive enough attention and are limited
to case studies and subjective pre-defined topic classification.

Therefore, this study uses the LDA topic modeling approach to form an objective
categorization of governmental microblogs topics based on a large number of epidemic-
related posts fromSinaWeiboduring the epidemic, and further throughnegative binomial
regression, to answer the important questions of whether and how governmental release
topics influence online engagement and of what does the government focus on during
the epidemic.

2 Literature Review and Research Hypothesis

2.1 Online Engagement

Vivek et al. define online engagement as the intensity of an individual’s involvement
in an event or connection to products or activities initiated by a client or organization
[8]. Engagement is highly context-dependent [6]. The intensity of engagement behavior
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changes from contexts, which actually confirms the necessity to distinguish between
research of government posts in general or in emergency situations, because the two
contexts are essentially different not only in release topics, but the logic of engagement
behavior may be different. The online engagement is roughly divided into two cate-
gories: the autonomous posting of relevant content, and the reaction to certain posts
such as comments or likes. Engagement is studied in both business and government
scenarios, the number of likes and comments are frequently used as mutually alternative
measurements of online engagement [6]. This study will also use the two variables as
dependent variables to explore the factors influencing engagement during pandemic.

A bunch of researches empirically proves that marketing or government post topics
have different impacts on people’s engagement [4, 6], providing insights for similar
studies in the covid-19 epidemic scenario. Given the official and authoritative nature of
government social media, which differs itself from ordinarymedia, a 5W frameworkwas
further applied to consider the impact of government microblogs on participation from
three aspects [5]: subject characteristics, technical characteristics and content themes,
and this also provides a basic framework for subsequent studies (Fig. 1).

Fig. 1. 5W framework

2.2 Content Topic and Its Influence on Engagement

Content Topic is an underestimated topic in public management related research, espe-
cially when in the context of crisis scenarios. From the perspective of research methods,
scholars at home and abroad study public opinion governance under emergencies with
sophisticated clustering method. Lyu et al. used text mining analysis based on the tweet
data and found that real-time information release could reduce the negative public sen-
timent [7]. However, when it comes to government release, the research methods are
limited. A considerable number of studies have studied the differences in information
release content by case studies [8] and questionnaires [9]. It is reasonable to assume
that there may be significant differences in people’s attention to different release topics
during covid-19 epidemic, studies are needed to break away from traditional case stud-
ies to analyze the topic of information releases based on amass data and to empirically
demonstrate whether such characteristics have an impact on engagements. This type
of study will be very helpful for us to better understand the pattern and problems of
government communication under the epidemic scenario.

2.3 Research Hypotheses

ELM Model and 5W Model. ELMmodel is a framework about explaining the chang-
ing behavior or attitude based on a sum of related theory about the changes of cognition
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and attitude, and is widely used in areas like information dissemination, commercial
adds and so on. [10] Sussman et al. make the point based on ELM that the quality
and source of information can respectively influence the central and peripheral route
of information adoption action and later on researchers share a mutual understanding
on that point. [11] When it comes to studies about online posts, characteristics about
the source such as number of fans and contents characteristics such as emotions can-
not be neglected. However, the rapidly developing government social media has some
of its own characteristics: compared with the fair attention to technical characteristics
focusing on work or post itself from the perspective of communication studies for better
dissemination [5], and existed fair attention to the account characteristics related to the
publisher itself, either of these attentions can fully reflect the uniqueness of the research
on government releases. Government media is rather official and authoritative, and is a
typical source dominated perspective when it comes to information dissemination [12].
While the special characteristics of the source matters, government media has always
had greater room for progress than other social media in terms of content release [13]. So
Zhang developed amodel based on 5Wwherewe focus on the publisher’s influence-who,
the specific content topic-says what and technical features of posts - in which channel,
to study how the government release influence public engagement, and in this paper we
further extend this framework to the pandemic context.

Cognition-Behavior Model. People are anxious about useful release during pandemic,
especially those from the government [14] Some studies on public opinions found that
people are in need for informationmore about the epi-science, the report of infected cases
[15]. Yet do they really get what they want from the government posts? Engagement, to
some extent can show us whether the content posted is needed. According to Cognition-
behavior model, people, in awareness of the severity of situation, would feel anxious
and desperate for guidance to ease the anxiety. When they get to know more about the
situation as the covid is spreading, they feel more anxiety and more anxious to get rid
of the attitude or state of bad emotion, and that can get them more participated into the
gov-people channel provided by government social media, which can usually be shown
in the number of likes and comments.

Based on the 9 topics we found later in this paper, wemade the hypothesis 1: There is
a significant difference in people’s engagement between different topics of governmental
releases during the covid-19 outbreak.

For publisher features, in addition, information disclosure by central and local gov-
ernments had different effects on the public’s response [16], with local releases stimu-
lating public demand for up-to-date information and anxiety about potential risks, while
central releases reduced such concern. Previous view of studying government as a whole
has certain shortcomings. We believe that the level can also act as a marginal signal in
ELMmodel, with central level representing a more credible information source and thus
promote public participation. What’s more, according to the information demand bias
theory, relevant information released by the central government highlights the severity
of the crisis and prompts the public to pay more attention to the sudden crisis, thus
more anxiety and more actions. Then we make the hypothesis H2: Central government
accounts can get more public engagement than local accounts.
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As for control variables,we consider the influence ofmicroblogs as a composite index
for the publisher characteristics, which will affect engagement. Activeness measures
whether a publisher is active in posting, which is usually linked to higher opinion status
and stronger appeal to the public [17]. Integration refers to the comprehensive ability to
utilize and integrate trending topics, which is key to a higher opinion status and thus can
attract the target audience. The number of following accounts and followers measure
the scope of knowledge networks and direct influence of bloggers, which are generally
considered to have an impact on engagement. Technical features include, the length of the
tweet, which generally indicates more information and promote engagement, whether
a post contains hashtags, videos, links, etc. And they will serve as control variables for
our model. Variables are listed as below (Table 1).

Table 1. Variables and measurement

Type Variables Measurement

DV Likes Number of likes on a post

Comments Number of comments on a post

Core IV Content topic Dummy variable, 9 topics extracted through LDA

CV
(Publisher features)

Influence Influence score in the 2020 Annual Government
Microblog Influence Report

Activeness Total number of related posts posted in 2020
(Jan. And Feb.), ln

Integration Total number of hashtags used in 2020 (Jan. And
Feb.), ln

Subscribe Number of followers, ln

Follow Number of following accounts, ln

Level Dummy variable, 1 if central, 0 if not

CV
(Technical posts features)

Len Number of total characters in a post, ln

Hashtag Dummy variable, 1 if at least 1 hashtag appears
in a post, 0 if not

Video Dummy variable, 1 if at least 1 video appears in a
post, 0 if not

URL Dummy variable, 1 if at least 1 link appears in a
post, 0 if not

@ Dummy variable, 1 if function of “at” is used in a
post, 0 if not
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3 Data Collection and Processing

3.1 Collecting Data

During Jan. And Feb. 2020, the number of government disclosure experienced the whole
purposeful and timely process from the initial response to crisis to the high-frequency
disclosure stage. [18] Samples from this period can be representative. And the 2020
Annual Government Microblog Influence Report contains the ranking of influential
government accounts, by the People’s Daily Online Public Opinion Data Center, Sina
Data Center, and Sina Weibo, from both the central and local levels, and all industries.
Through random sampling, we found that the accounts with communication ability score
below 60, interaction ability below 70, and comprehensive influence score less than 70
points, has hardly received any likes and comments, and is not suitable for research. We
further eliminated accounts with missing data or without reading rights or cancelled,
and 95 government with a total of 112695 posts and related data were obtained.

3.2 Processing Data

Based on the Continuously updated Sina Weibo Public Opinion Datasets, which was
updated in March 2021, with “epidemic prevention”, “#Wuhan cheer”, and other man-
ually added keywords, posts related to the covid-19 epidemic were selected by regular
expression matching. After excluding the account “National Museum” with only 13
related posts. A total of 52,943 records are obtained.

Then, we removed meaningless symbols such as emoticons, links from posts. Ultra-
short posts with less than 4 words were also deleted. Jieba was used with added dic-
tionaries to supplement the epidemic-related words to improve the separation accuracy.
Finally, we kept the nouns, verbs and adjectives with relatively more information to
extract the content topics.

4 Empirical Analysis and Results

4.1 Extraction of Topics

The LDA method shows a high performance among various kinds of topic modeling
methods [19]. Through LDA, we got a document-topic and a topic-keyword matrix. 9
topics were obtained by analyzing logical connections between keywords (Fig. 2). Based
on LDA model, we get machine labeled variable of content topic. To test the effective-
ness of this method, 966 sample were randomly selected and manually categorized as
sample 1. Each post was categorized by five participants, and was confirmed if three or
more people categorized the post as the same [6]. Kappa value of a consistency test was
0.881, which means the machine labeled results were reliable. Those 9 specific content
topic variables are Epi-Science (ES), Guides to Action (GTA), Work Resumption (WR),
Progress in Treatment (PIT), Uplifting Spirits (US), Important Instructions (II), Police
and Public (PAP), Medical Resources (MR), and Case Notification (CN). What’s more,
we notice that governments microblogs on epidemic science (about the science and
suggestions on how to get through), uplifting spirits (which is about inspirational mes-
sages such as inspiring stories), and infected case notifications take the biggest release
proportion.
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Fig. 2. Visualized distance between topics

4.2 Negative Binomial Regression

Table 2. Descriptive statistics - comments

Topics 0 1 2 3 4 5 6 7 8

Ave 42.31 68.59 60.07 40.10 50.48 85.64 84.73 56.23 51.14

Median 5 6 6 5 6 6 6 6 6

Std 232.56 580.19 481.47 205.64 333.84 869.12 950.25 296.33 289.70

Table 3. Descriptive statistics - likes

Topics 0 1 2 3 4 5 6 7 8

Ave 238.99 814.24 368.84 249.10 349.98 666.90 802.92 513.31 305.38

Median 17 20 19 20 19 20 19 20 21

Std 1819.04 17684.9 3209.54 2000.03 3657.56 9187.56 13251.7 5365.60 2253.56

Among the 20588 labeled posts, one post issued the first Wuhan Lockdown notice,
receiving millions of likes. It’s removed from the regression sample to avoid the extreme
value. The final input was 20587 records.

There is over-dispersion in DV, and the value of the Chi-square Value/df in Poisson
regression is more than 3, the negative binomial regression model is appropriate. A
descriptive analysis is conducted as shown in Tables 2 and 3. Models 1, 3, 5, and 7
gradually add publisher characteristic variables, technical characteristic variables, level
and topic variables, with likes as the dependent variable. Models 2,4,6,8 were treated
similarly with comments as the dependent variable. The variables vif in the models are
all less than 2 with no covariance problem. The model fit was measured by the AIC and
BIC. Models 7 and 8 fits best with the data.

We noticed themean, extreme value and variance of the likes and comments in theme
3-treatment progress are significantly lower, and it is more about the long-term trends
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and progress in medicine and of others’ rehabilitation, which is far from the current
urgent information needs of individuals, so it’s chosen as the reference group.

Results show that publisher characteristics have a significant effect on engagements
(Table 4). Influence and number of followers of publisher features positively affect
engagement. Integration does not have a significant effect on likes but does on comments,
which can be explained by that commenting requires more cognitive input and expresses
more complex attitudes relative to liking [20], so integration for contents containing
various information sources will have a stronger stimulating effect on commenting.
Unlike the results in the business scenario, accounts with more followers and more
active accounts receive significantly fewer engagement. we explain that by homogeneity
in the amass posts produced by those very active accounts, sometimes they even share
a common template. Although a higher number of followers may represent a broader
source of knowledge and thus satisfy the needs of the public, yet may also represent
more homogeneous content from one account to another. Higher activeness may also
be associated with lower quality and homogeneity, which negatively affect engagement
[12]. And this can be explored in future research. On the structural content factor, longer
posts receive significantly more likes, which is consistent with the findings related to
information richness. Other characteristics do not have a significant effect in the crisis
politics scenario. Posts with videos receive significantly fewer comments and have no
significant effect on likes.

According to Models 7 and 8, the conclusions are roughly similar for the likes and
comments. All other things being equal, themes “police and people interaction” and
“important instructions” got the most public attention whether it’s in terms of likes and
comments. That’s in line with the cognitive-behavior model where people are anxious
for guidance that could help them out of the anxiety. Important instruction is about a
serious guidance, spirit or method against the epidemic brought out by the government
or the CPC, which is official and trustworthy from the macro level to guide you through.
And the police enforcement during epidemic is about all the details of stories between the
police and people, from which one can tell what kind of behavior is appropriate during
the special period through examples and debates. This conclusion is also consistent with
the recent trend of “turn to police in case of trouble” among Internet users. In any case,
the public not only gave great recognition to the public security enforcement work during
the epidemic released by government microblogs, but also contributed a considerable
degree of discussion, making it a rather important category of topics.

What’s more there’s slight difference on the results of guidance to act, which receives
significantly more comments but not likes, and of the case notification, which receives
significantly more likes but not comments. Though likes and comments are frequently
used as mutually alternative measurements of online engagement [6], when we fur-
ther understand engagements in three dimensions-the cognitive state, emotional state,
and behavioral state exhibited during the participation process, we know there are dif-
ferences. While cognitive state refers to the level of effort expended in understanding
cognition, commenting behavior generally requires more cognitive input than liking and
is a comprehensive communication behavior that needs time and strong cognitive skills,
whereas liking is considered a “one-click action”. In terms of emotional complexity,
liking tends to express positive mind states, while comments tend to be more complex in
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expressing emotions. For case notification, it is always about the numbers but not often
about specific travelling routes and there seems not many disputes or much difficulty in
understand, but is needed as well. And for guidance to act, it’s more about local instruc-
tions on what to do from especially communities, we could see there’s much discussion
over it, showing people’s great care for such information but the positive attitude is
not so obvious, which might indicate some problem in community management during
epidemic.

However, there’s no evidence that news on rehabilitation of work, uplifting spirits,
medical resources are really more attractive for the public compared with the base line.
And that might show the public is more in need of detailed and specified guidance
information in front of danger rather than just encouraging words and information that’s
not so related to their current lives. As for epi-science, peoples not engaged enough
might also have something to do with the quality of contents. We can see epi-science
content between different accounts either contrast with each other or actually are talking
the same thing. Yet there’s a big proportion of post on uplifting spirits and epi-science.
Future research is also expected to explain the phenomenon thus come out with better
suggestion.

By changing the reference group in Table 5, we further confirm the conclusion above.
And for hypothesis about the account levels, according to Models 5–8, compared to

local accounts, central account posts receive 38% more likes and 23% more comments.
Hypothesis 2 was proved. And that further confirms government accounts from central
level do enjoy more reputation among people and are preferred as first choice when
there’s need for information during Covid-19 period.

Table 5. Regression result-shifting control group

Control topic Likes Comments

#0 #6 > #5 > #0 #6 > #5 > #0

#1 #1 > #3

#3 #6 > #5 > #3 #6 > #5 > #8 > #1 > #3

#4 #6 > #5 > #4 #6 > #5 > #4

#5 #5 > #0 > #4 > #3 #5 > #4 > #0 > #3

#6 #6 > #0 > #4 > #3 #6 > #0 > #3

#8 #8 > #3

5 Discussion

5.1 Conclusion and Implications

Through this study we answer what are contents that government microblogs focus
on during the covid-19 epidemic and how the posts topic of government release influ-
ence online engagements? We have 3 key findings to fulfil the research gap and offer
suggestions on government microblogs during Covid-19 outbreak.
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First, based on a large dataset from weibo, we extract 9 content topics that govern-
ment work on. In particular, epidemic science and uplifting spirits occupy a fairly high
proportion of releases.

Then, during the covid-19 outbreak, releases on “police and people interaction” and
“important instructions” attracts most of the public’s attention and reflection, indicating
these two releases are most relevant to their needs, this helps to maintain social security
through debates over cases and concerns of instructions. In contrast, “epidemic science,”
“uplifting spirits,” and “treatment progress” are less attractive. The findings may suggest
that the public is less concerned about encouraging words or things not directly with
what to do in lives, but more interested in detailed guidance during crisis.

However, in general, the government releases on the topics of “epidemic science”
and “uplifting spirits” are much more frequent, which might indicate a large amount of
homogeneity. So, policy publishers need to pay further attention to this phenomenon in
order to make better use of public resources. On the one hand, operations of government
releases should consider to reduce the number of releases on these two topics and instead
to improve the quality of content. On the other hand, the important role of “police and
public interaction” and “important instructions” should be more affirmed and noted, so
as to mobilize people’s participation.

In the end the study further expands the application of the Lasswell model in the
context of information release during crisis. And the discovery of public engagement
significantly more on central accounts further complements the theory of Information
Demand Preference.

6 Limitations and Future Work

Though we offered reasonable explanation, we measure engagement with only the num-
ber of likes and comments in this study. While commenting is a complex behavior with
high cognitive requirements, further mining of comment content such as sentiments
is also an important dimension to measure user engagement for more connotations of
engagement behavior. What’s more, based on the data set from Weibo, we can further
study the macro characteristics of related government releases on social media platform
by making comparisons between accounts of different levels and from different sectors
and to further study the quality problem such as homogeneity.
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Abstract. In the era of digital economy, the digital transformation of enterprises
is a key strategic choice for the survival and development of enterprises. This paper
gives the definition of enterprise digital transformation based on the subject, tech-
nology, scope and expected results through literature induction and comparison.
This paper expounds the research status of digital transformation in the view of
technological innovation and application, process, results and industrial applica-
tion. The future development direction is also predicted. Digital transformation is
defined as the application of digital technology by enterprises (subject) to build a
digitalworldwith full perception, full link, full scene and full intelligence (the tech-
nologies involved), and then optimize and reconstruct the business of the physical
world, innovate and reshape the traditional management model, business model
(scope), and finally achieve business success (expected results). Enterprise digital
transformation is an inevitable product driven by internal and external factors. Rel-
evant research on technological innovation and application mainly focuses on the
cross-system transformation of enterprises. Process research focuses on transfor-
mation process and realization path, etc. Results research focuses on the impact of
digital transformation on production efficiency and organizational performance,
as well as possible data security problems. The industrial application perspective
mainly provides practical cases and data.

Keywords: Enterprise digital transformation · Digital technology ·
Transformation process · Organizational performance · Industrial application

1 Introduction

In the era of digital economy, the development of emerging digital technologies, such
as 5G network, artificial intelligence, block chain, edge computing, cloud computing,
big data, has brought disruptive effects on the production mode and organizational form
of enterprises [1], and enterprises have embarked on the path of digital transformation.
The ‘2022 Accenture Digital Transformation Index for Chinese Enterprises’ shows that
Chinese enterprises’ willingness to invest in digitalization continues to increase, and
59% of enterprises said they will increase digital investment in the next 1–2 years [2].
However, digital transformation has high cost, long cycle, great difficulty and high

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Y. Tu and M. Chi (Eds.): WHICEB 2023, LNBIP 480, pp. 315–324, 2023.
https://doi.org/10.1007/978-3-031-32299-0_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-32299-0_27&domain=pdf
https://doi.org/10.1007/978-3-031-32299-0_27


316 J. Wan et al.

uncertainty [3]. There are only a few leading enterprises in China’s digital field, and the
digital transformation of enterprises is full of challenges.

This paper systematically summarizes the concept and connotation of digital trans-
formation, and gives the definition of this paper based on the subject, technology, scope
and expected results in order to make up for the lack of relevant theoretical research, and
also explores the internal and external factors that promote the digital transformation of
enterprises, expounds the research status of digital transformation from the perspective
of technological innovation and application, process, results, and industrial application
[4]. This paper predicts the development direction of future research, and is committed
to promoting the theoretical research of digital transformation and providing inspiration
for the practice of digital transformation. The research model is shown in Fig. 1.

Fig. 1. Research model

2 Definition of Concept and Connotation of Enterprise Digital
Transformation

Today, the concept of digital transformation has not been unified [5]. Generally speaking,
it can be divided into two perspectives: technology application and enterprise transfor-
mation. Technology application focuses on the supporting role of digital technology and
the transformation caused by technology upgrading, while the perspective of enterprise
transformation focuses on the transformation of enterprise organization and business
model caused by digital transformation (Table 1).

The definition of enterprise digital transformation in relevant research includes four
basic attributes: subject, scope, technology involved in transformation and expected
results. In this paper, digital transformation is defined as the application of digital tech-
nology by enterprises (subject) to build a digital world with full perception, full link,
full scene and full intelligence (the technologies involved), and then optimize and recon-
struct the business of the physical world, innovate and reshape the traditional manage-
ment model, business model (scope), and finally achieve business success (expected
results). The fully-perceptive, fully-linked, fully-scenario, and fully-intelligent digital
world refers to a highly interconnected and highly intelligent fully digital world. It
integrates emerging technologies such as artificial intelligence, the Internet of Things,
big data, and cloud computing with traditional industries to create a more intelligent,
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Table 1. Definition of digital transformation in relevant research

Focused perspective Related research Definition of digital transformation

Technology application Valdez-de-Leo Technological progress is a key driver of digital
transformation. Digital transformation is the use of
technologies such as analytics, mobility, social
media and intelligent embedded devices to
improve the performance or scale of enterprises [6]

Reddy Digital transformation is to use computer and
Internet technology to create more efficient
economic value, fundamentally improve the
performance of enterprises or expand the scope of
influence [7]

Li Digital transformation is precipitated by a
transformational information technology, which
can cause planned digital impact on a normal
operating system [8]

Enterprises reform Karimi In the process of digital transformation, the
company uses new digital technologies to achieve
major business improvements and organizational
changes, create new business models, rethink
investment strategies, and then participate in a
broader ecosystem, and learn from interactions
with customers, suppliers, and partners to maintain
competitiveness [9]

LiBozhou Digital transformation has changed the
fundamental transformation of business model and
management mode and reshaped the way of value
growth [10]

XiaoJinghua Digital transformation is to upgrade the business
through the new generation of digital technology,
so that the digital technology and the real economy
can be deeply integrated, so as to improve
production efficiency and carry out management
innovation [4]

QiYudong From the industrial level, digital transformation is
defined as the process of improving the quantity
and efficiency of production [11]

efficient, convenient, and comfortable digital life. “Fully-perceptive” means that vari-
ous sensors and devices are used to perceive and collect data from the physical world,
enabling the digital world to sense various data from the real world. “Fully-linked”
refers to the connection between devices and the connection between devices and cloud
services through various network technologies, enabling information sharing and col-
laborative work. “Fully-scenario” means that the digital world deeply integrates with
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the real world, providing users with a more intelligent and closer-to-life scenario expe-
rience. “Fully-intelligent” means that through deep learning, natural language process-
ing, machine vision, and other artificial intelligence technologies, the digital world will
become more intelligent, better understand user needs, and provide more personalized
services. Digital transformation can help companies improve business efficiency, reduce
costs, enhance market competitiveness, and create more business opportunities, thereby
achieving business success. The connotation of digital transformation includes digi-
talization and transformation. Digitization usually includes three processes: forming
data assets, accumulating data assets, and using data assets. The 2022 Accenture points
out that the three core digital capabilities of enterprises are as follows: main business
growth, business innovation and intelligent operation. Achieve main business growth
through digital channels, marketing, product and service innovation. Digital business
model and digital venture capital and incubation realize business innovation. Intelligent
production and manufacturing and intelligent support and control to realize smart oper-
ation [2]. Informatization is the premise, digitalization is the core, and intelligence is
the goal for the digital transformation of enterprises. The essence is that organizations
apply Internet thinking to innovate and realize sustainable evolution.

Digital transformation is an inevitable choice for enterprises to maintain compet-
itiveness in the digital world. Cao Peng, chairman of the Technical Committee of JD
Group, believes that we can form a more advanced industrial competitiveness only by
integrating technology into the whole process of the industrial chain on a large scale
and systematically. It is a more efficient method to promote the application of artificial
intelligence and other technologies around the whole process of the supply chain in
practice [2]. Fu Heping, vice president of TCL Technology Group, pointed out that the
expectation of changing the business logic with the help of IT system will often fall
through when there is no change in the business. The digitalization movement should
be in line with the pace of business transformation, slightly ahead of half a step or one
step [2].

3 Motivation of Enterprise Digital Transformation

3.1 External Factors

The digital transformation and upgrading of enterprises is imminent. First of all, driven
by the fourth industrial revolution, the digital economy has become the driving force of
economic growth, and data has become a new resource enabling economic growth in
the view of external factors. Secondly, new breakthroughs in the development of emerg-
ing industries and great changes in global production methods, enterprises around the
world are undergoing digital transformation under the trend of technological innovation.
Developed countries and other developing countries are facing the challenges of “two-
way extrusion” [13], However, in recent years, China’s technological and human costs
have been rising, and the demographic dividend has disappeared. It still needs further
research that how enterprises can successfully transform without incurring excessive
costs. In recent years, the volatility of the global economy will increase due to multiple
factors on the supply side and the demand side.
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3.2 Internal Factors

In the past, it was limited due to high trial and error costs and slow development in
the process of breakthrough innovation of key processes and products, the innovation
ability of enterprises. Enterprises can build a fully perceptive, fully connected and fully
intelligent digital world, and realize the digital simulation of the whole business with the
in-depth applicationof digital technology.The scale cost and time cost of the digitalworld
tend to be zero, and the value realization of enterprises presents the characteristics of
increasing returns to scale [4],which helps enterprises to find the key nodes of innovation,
break through the technical bottleneck, improve the efficiency of enterprise updating and
iteration, and accelerate the pace of innovation, so as to enable enterprises to move to a
new level.

In our understanding, the digital transformation of enterprises is an inevitable
choice to seek high-quality development, improve competitiveness, and achieve business
success with combining effect of internal and external factors.

4 Classification of Enterprise Digital Transformation Research

The research can be summarized into the following: technological innovation and
application, the process, results and industrial application of digital transformation [4].

4.1 Technological Innovation and Application

The digital transformation of enterprises cannot be separated from the application of
digital technology. The information technologies that represented by the Internet can
reduce the search costs of organizations and produce more effective decisions [14].
Since then, the innovation and upgrading of technology, such as artificial intelligence,
cloud computing, big data and other more extensive computing resources and computing
models [5], has changed the original attribute of resources from scarcity, monopoly
and static to relatively abundant, shared and dynamic, and have also made qualitative
changes in the information structure, from the original untimely, discontinuous, refined
and incomplete to timely, continuous, refined and complete [4]. For example, Newell
and Marabelli believed that the ability of enterprises to implement algorithmic decision-
making might depend on the ability of enterprises to analyze big data collected by
individuals using social media on mobile phones [15].

4.2 Research on the Process of Digital Transformation

ZengDelin et al. combed the process of enterprise digital transformation from the three
levels of individual, organization and industry [5]. The existing literature mainly focuses
on the change of the role of executives in the process of digital transformation and the
impact of digital transformation on employee employment [16]. The digital transfor-
mation of enterprises is a top-down driven transformation. Enterprise executives should
have “digital mindset” [12] and “digital leadership” [3] in order to meet the challenges
of digital transformation. Most employees are worried that the application of emerging
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technologies such as artificial intelligence may ban their original work and threaten their
future survival and development, which will cause resistance to enterprise change.

Besson and Rowe believed that information technology will have a disruptive impact
on organizational resources and organizational structure [17], changing the deep struc-
ture of the organization. Karimi et al. pointed out that digital transformation will reshape
the dynamic capabilities of enterprises [9]. The view of enterprise dynamic capability
is used to explain the viability of enterprises in the environment. With the accumulation
of time, organizations can rely on digital technology to achieve a leap in organiza-
tional performance and improve dynamic capabilities. The process of enterprise digital
transformation is the process of adjusting and iterating the development strategy of the
organization.

First of all, enterprises often take measures to strengthen cross-border cooperation
and use the new business model for collaborative development in order to obtain broader
resources in terms of business model due to the change of resource attributes and infor-
mation structure under the digital system [18]. Under the new business model of sharing
economy, enterprises can use the digital platform to achieve efficient use of resources
and value sharing. Secondly, the rise of the value chain is also the research focus of
digital transformation. The popularity of mobile devices and the development of digi-
tal technology enable users to receive market information from multiple channels, talk
directly with enterprises, and participate in the production of enterprises [11]. User value
dominance has become the core concept of enterprise value creation, forcing enterprises
to participate in the reconstruction of value chain.

4.3 Research on the Results of Digital Transformation

The results of the change may not only have a positive impact on enterprises, such as
the improvement of production efficiency and organizational performance, but also may
lead to adverse results, which may pose a threat to enterprises [12].

The application of artificial intelligence, machine learning and other technologies
can help enterprises solve many problems and improve efficiency. In repetitive and high-
frequency business scenarios, enterprises can use intelligent means to promote artificial
intelligence to achieve efficient decision-making, analysis and action [16]. By injecting
agility into business operations, a rapid feedback loop is formed between the business
department and the information technology department, enabling enterprises to move
from the original ‘after-the-fact system, reporting system’ to a real real-time operat-
ing model [5]. It can be seen that digital transformation can improve the efficiency of
production and operation of enterprises. In addition, HeFan et al. believed that in the
digital transformation of entity enterprises, digital technology has the characteristics of
connection, openness and sharing, which can reduce the cost of information search, as
well as the cost of bargaining and supervision of transactions. In the stage of “digital
technology + industry”, the information service architecture of “cloud + network +
terminal” can stimulate the vitality of data and information elements and promote enter-
prise innovation [19]. The goal of improving organizational performance is achieved
through cost reduction, efficiency improvement and innovation path.



The Concept and Connotation of Enterprise Digital Transformation 321

4.4 Industrial Application of Digital Transformation

Industry application mainly focuses on the research of industry survey, industrial policy
and management strategy, and provides practical cases and data of enterprise digital
transformation [4], summarizes the success factors in typical transformation cases, and
draws lessons from failure practices. For example, Furr et al. studied 50 digital trans-
formation cases and found that in the process of digital transformation, the success rate
of projects headed by insiders is about 80% [21]. It is concluded that the best way for
enterprises to digitally transform is to be led by insiders and hire external experts to join
the team. In addition, Furr also points out that digital transformation does not necessarily
subvert existing value propositions, and the best results come from adaptation rather than
reengineering. Lin Yan et al. analyzed the transformation cases of four enterprises, and
summarized the different influencing factors in the breeding and implementation stages
of digital transformation of manufacturing enterprises with grounded theory [22], which
has certain practical significance.

5 Discussion and Inspiration

5.1 Technological Innovation and Application

The research on digital infrastructure management and digital platform construction
should be strengthened in technology [5]. Digital technology has the power of sub-
version [16]. This subversion is dynamic. The digital technology introduced will not
necessarily completely replace the existing mature technology. The traditional theory
also fails to make a reasonable explanation for the practical application of digital tech-
nology in enterprise activities [1]. Future research needs to enrich the research on the
motivation of the organization to use progressiveness, upgrade and update digital tech-
nology. Digital technology may also cause data security problems [20]. The security
and privacy of digital technology is also a topic worthy of attention. Digital platform in
digital technology is an important category [12]. The enterprise business includes R&D,
marketing, service and other links. These links are interlinked. The enterprise needs to
build a unified digital battle force and create a strong digital platform. Therefore, atten-
tion should be paid to the management of digital infrastructure and the construction of
digital platform.

5.2 Process

It is necessary to further explore the specific mechanism driving digital transformation.
The timing of digital transformation is very important for enterprises [3]. If the transfor-
mation is too early, the mismatch of digital capabilities may lead to supply chain friction
and increase the cost of digital transformation. If the transformation is too late, enter-
prises cannot meet the changing needs of users, and may gradually lose competitiveness
and development opportunities. Today, there are few studies on the starting time of dig-
ital transformation of enterprises, which need to be further studied. Secondly, digital
technology innovation can promote the innovation of business models of enterprises and
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bring disruptive effects to enterprises themselves and market structures [9], but the exist-
ing research has not incorporated this disruptive process into the theoretical model [5],
and future research can further explore how to incorporate the disruptive characteristics
of the digital transformation process into the theoretical model. In addition, an important
reason for the high failure rate of enterprise digital transformation is the disconnection
between the strategic positioning and implementation of digital transformation [23]. The
strategic positioning and implementation need to be dynamically adjusted according to
the implementation results. How can enterprises adjust? What is the adjustment logic
for the adjustment process? All these problems need to be deepened.

5.3 Result

It needs to pay more attention to the impact of digital transformation on enterprise
performance and how enterprises respond to the market structural challenges brought
by transformation. There are few literatures on whether transformation can improve
enterprise performance, and the research conclusions vary greatly. For example, HeFan
et al. [19] believe that enterprise digital transformation can reduce costs, accelerate inno-
vation, and improve enterprise performance. Some studies have also shown that digital
transformation can promote the development of business models, and also increase man-
agement costs and labor costs. The impact of the two on performance can offset each
other. Overall, enterprise performance has not significantly improved [24]. Consumers
are becoming active participants in the interaction between the company and its stake-
holders [11]. The change in the role of consumers in value co-creation may bring new
challenges to the digital transformation of enterprises. How do consumers participate
in value creation? What are the challenges? These are all worthy of in-depth discussion
[5].

5.4 Industrial Application

The academic research methods are basically industry research and case studies. How-
ever, the successful path and mode of enterprise digital transformation through research
and analysis, or the conclusions drawn from typical case studies, may not be the basis
for the successful transformation of other enterprises [3]. The theoretical research is
relatively backward. Most enterprises are “crossing the river by feeling the stones”. The
digital transformation of the industry needs the guidance of relevant theories. Therefore,
academia should actively respond to social needs, strengthen cooperation with industry,
and make more valuable and meaningful contributions to the practice of enterprise dig-
ital transformation. Secondly, the digital community has become an inevitable result of
enterprise development [10]. In the era of digital economy, no enterprise has all the tech-
nologies, resources and capabilities to maintain leadership in all fields. It can develop
and grow only in the process of continuous cohesion and display of new ideas [11].
Innovation should not only be built behind closed doors within the organization, but
also require the concerted efforts of the whole ecosystem. The connectivity provided by
digital technology enables consumers, suppliers and other stakeholders to participate in
the process of enterprise value creation and improve the ability of innovation. It still need
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to be further explored such as how enterprises can better build an innovation ecosystem
led by themselves [5].

6 Conclusions

This paper considers that the research on technology innovation and application mainly
focuses on the cross-system transformation of enterprises, and the research on digital
infrastructure management and digital platform construction should be strengthened in
the future. The research focuses on the transformation process and realization path of
enterprises in different management fields, the resources and capabilities required for
transformation, and the management measures to promote transformation in the view of
process. It is necessary to further explore the specificmechanism driving digital transfor-
mation in the future. The digital transformation of enterprises may bring positive results,
improve the production efficiency and organizational performance of enterprises, and
also pose a threat to data security. Future research needs to focus on the impact of digital
transformation on enterprise performance, and how enterprises respond to the market
structural challenges. It mainly focuses on the research of industry survey, industrial
policy and management strategy, and provides practical cases and data of enterprise
digital transformation in industrial application. The relevant theories of enterprise digi-
tal transformation lag behind the practice. The academic community should strengthen
cooperation with the industry and feed back or inspire the industry through the research
results.
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Abstract. Digitalmarketing is themainmarketingmethod anddevelopment trend
of enterprises in the era of digital economy. The study of digital marketing is of
great significance to the practice of digital economy in China. This paper takes
the digital marketing papers published by CNKI database from 2012 to 2022 as
the research object, analyzes the authors, publishing institutions and keywords,
shows the temporal and spatial distribution characteristics and research hotspots
of digital marketing research in China, and tracks the most cutting-edge research
issues by the CiteSpace tool to draw a visual knowledge graph. The development
momentum of digital marketing in China is good, but it needs to be strengthened
the cooperative relationship between authors and institutions. The research hot
topic is mainly the strategy research in different fields, which needs to be further
deepened. The focus of future research is mainly on community, intelligence,
diversification and virtual reality.

Keywords: Digital Marketing · Knowledge Graph · Bibliometrics

1 Introduction

Digital marketing used to be distributed through traditional media such as website adver-
tising, e-mail, and search engines. Nowadays, digital marketing is represented by new
media such as social media, short video and live broadcast. About the connotation of
digital marketing, there are the following categories: MBA Library summarizes digital
marketing as: a marketing method that uses the fastest speed and the lowest cost to meet
the needs of customersmost accurately. YaoXi and others believe that the essence of dig-
ital marketing is marketing based on virtual practice, and it acts on the virtual experience
of consumers [1]. Li Xiaoxia said that digital marketing not only represents a change in
technical means, but also includes a deeper change in marketing concepts. It is a combi-
nation of target marketing, direct marketing, decentralizedmarketing, customer-oriented
marketing, two-way interactive marketing, remote or global marketing, virtual market-
ing, online trading, customer participatory marketing [2]. Although there is no unified
expression, this paper summarizes digital marketing as a marketing driven by digital
means, integrating emerging marketing concepts, and constantly updating iteration.
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The key element of digital marketing is to provide marketing services to customers.
The service areas include marketing strategy formulation, creative content production,
digital advertising, digital technology support, digital public relations strategy and social
mediamarketing [3]. PhilipKotler, the father ofmodernmarketing,mentioned in an inter-
view that marketing 1.0 is product-centered marketing in the industrial era. Marketing
2.0 is consumer-oriented marketing. Marketing 3.0 is cooperative, cultural and spiri-
tual marketing, and value-driven marketing. Marketing 4.0 is to help customers achieve
self-worth. Marketing 4.0 is a change of thinking based on values, connection, big data,
community and new generation of analytical technology [4]. China’s theoretical research
on marketing mainly stays in the marketing 1.0 to 3.0, and lacks literature analysis on
the marketing 4.0.

In this paper, digital marketing is defined as: under the background of digital econ-
omy, traditional marketing integrates network marketing, social media marketing and
big data marketing.

Today, Chinese literature focuses on analyzing the marketing strategy of a certain
industry, and there is little literature analyzing the research hotspots and trends in digital
marketing. This paper uses CiteSpace software to analyze the time series distribution
of digital marketing research, the authors and institutions and keywords, and provides a
positive reference for further research on the development of data marketing.

2 Data Sources and Research Methods

The data of the article is derived from the CNKI database. The theme is set to “digital
marketing”, the time range is set to 2012–2022, and the journal type is selected as
core journal + CSSCI + CSCD. We exclude the literature that does not belong to this
field, 664 related literatures were obtained. We use CiteSpace to visualize the research
literature of digital marketing: co-occurrence network map is used for the analysis of
authors and institutions, and co-occurrence map, clustering map and burst map are used
for keyword analysis to show the current situation, hot spots and trends of the research
field. The research framework is shown in Fig. 1.

Fig. 1. Research framework
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3 Statistical Analysis of Literature

3.1 Literature Growth Trend Analysis

We use the bibliometric function of CNKI to analyze the trend of digital marketing pub-
lications (Fig. 2). It can be seen that 2012–2017 is a period of growth and development,
of which 2016 reached its peak, with a total of 105 articles published. At this stage, the
country promotes the development of Internet innovation, and small and medium-sized
enterprises relying on digital marketing have risen one after another, ushering in the
upsurge of digital marketing research. Digital marketing research entered the precipita-
tion stage from 2017 to 2019. 2020–2022 is a period of fluctuating development, and
digital marketing research continues to develop with the emergence of new formats and
new models. In the past three years, the average annual number of publications was
about 60. In 2023, the number of digital marketing publications is predicted to be 66,
and future research on digital marketing will continue to deepen.

Fig. 2. Trend of digital marketing publications from 2012 to 2022

3.2 Analysis of Author Collaboration Network

The author cooperation networkmap is generated to visually display the research authors
and their relationships through co-occurrence analysis (Fig. 3). It can be seen that.

Fig. 3. Author co-occurrence map (This paper analyzes the Chinese literature; the graphic
language is Chinese. The following illustration is no longer repeated.)
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the research field has not yet formed a leader. The author has published up to five
articles, and the remaining authors are one to four articles (Table 1). Wang Yonggui
and Zou Peng and the other 8 researchers formed the research team. Hu Jinsong and
Ma Deqing, Yao Xi and Qin Xuebing, Hu Zhenyu and Xing Liang, Yang Xianshun and
Chen Zihao and other researchers have two-two cooperation, and the rest of the authors
are studied separately, showing a scattered distribution. The relevant scientific research
cooperation team needs to be formed.

Table 1. Authors with high number of articles

Name Quantity

Yao Xi 5

Hu Jingsong 4

Ma Deqing 4

Yang Xianshun 3

Feng Yanfang 3

Cai Liyuan 3

Hu Zhenyu 3

3.3 Institutional Cooperation Network Analysis

A network map of research institutions’ cooperation is generated to visually display
research institutions and their relationships through co-occurrence analysis (Fig. 4). It
can be seen that Wuhan University has the largest number of papers, 31, followed by.

Fig. 4. Institutional cooperation co-occurrence map
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CommunicationUniversity of China, 16, JinanUniversity and PekingUniversity, 10,
and the remaining institutions have less than seven papers (Table 2). Communication
University of China, Qingdao Agricultural University and Shandong Press and Publica-
tion Radio and Television Bureau have formed a cooperative team, andWuhan Business
College have a cooperative relationship. Except for the small research groups formed
around universities, the remaining institutions are independent research. There are many
research institutions with different nature, including undergraduate colleges, vocational
and technical colleges and some enterprises.

Table 2. Institutions with high number of publications

Institution Quantity

Wuhan University 31

Communication University of China 16

Jinan University 10

Peking University 10

4 Research Hotspots Analysis

4.1 Keyword Co-occurrence Map Analysis

The keyword co-occurrencemap (Fig. 5) is generated, and the keyword distribution table
is further sorted out to reflect the research hotspots in this field through co-occurrence
analysis (Table 3). It can be seen that the keyword with the highest frequency is the
Internet, 189 times; followed by big data, 114 times; the third is digital marketing, 59
times; marketing strategy, precision marketing, network marketing, marketing mode,

Fig. 5. Keywords co-occurrence map.
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Internet marketing, big data marketing, agricultural products in 23–40 times; other key-
words are below 20 times. The Internet, big data, and digital marketing nodes are more
connected, indicating that these three keywords are strongly related to other keywords.
Table 3 shows the keywords with high frequency and high between centrality.

Table 3. Keywords with high frequency and high centrality

Keywords Frequency Centrality

Internet 189 0.43

Big data 114 0.38

Digital Marketing 59 0.26

Internet Marketing 28 0.14

Marketing strategy 40 0.12

4.2 Keyword Clustering Map Analysis

Keyword clustering analysis is based on keyword co-occurrence analysis, which simpli-
fies the keyword co-occurrence network relationship into a relatively small number of
clusters by clustering statistics [5]. This paper analyzes the research hotspots of digital
marketing through keyword clustering analysis to explore the research hotspots of digital
marketing.

Run CiteSpace, set the node type as the keyword, and select the LLR algorithm based
on the keyword knowledge network map to obtain the keyword clustering network map
shown in Fig. 6. The figure shows 10 clusters of “digital marketing”, “innovation net-
work”, “agricultural product marketing”, “Internet marketing”, “precision marketing”,
“network marketing”, “big data marketing”, “marketing strategy”, “cross-border mar-
keting” and “Internet finance”, reflecting the research hotspots of digital marketing in
China.

Fig. 6. Keyword clustering graph
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The keyword co-occurrence network clustering table is obtained in “Cluster
Explorer” based on the keyword clustering knowledge graph, (Table 4).

Table 4. Keyword clustering table

No Size Tag words ( select the first 5)

0 42 Digital marketing; chaos; artificial intelligence; interactive orientation;
performance evaluation

1 39 Innovation network; internet; network research; 4P theory; marketing model
innovation

2 31 Marketing of agricultural products; big data; integration mode; integrated
publishing; hashmap

3 28 Internet marketing; management; multi-source big data; tea; remote service

4 21 Precision marketing; e-commerce platform; social media; property rights; search
engine

5 19 Network marketing; food marketing; innovative research; food industry; media
marketing

6 18 Big data marketing; logistics management; network bookstore; online monitoring;
audience psychological analysis

7 18 Marketing strategy; weChat marketing; small and medium-sized enterprises; big
data analysis; smart tourism

8 16 Cross-border marketing; viral marketing; internet thinking; co-creation experience;
community marketing

9 15 Internet finance; new media; online banking; industrialization; financial services
innovation

Through the analysis of the keywords in each cluster, it is found that the research
contents of each cluster intersect with each other. Therefore, China’s digital marketing
research can be summarized into six thematic areas: “e-commerce and digital intelli-
gence”, “marketing strategy and model innovation”, “enterprise management and talent
training”, “agricultural products and food industry”, “Internet finance” and “community
marketing”. The details are as follows:

E-commerce and Digital Intelligence
This topic includes keywords such as “e-commerce platform”, “artificial intelligence”,
“big data analysis” and “precision marketing”. E-commerce is a series of commercial
activities based on Internet communication technology. In the context of the rapid devel-
opment of e-commerce, digital marketing uses artificial intelligence, big data, cloud
computing and other technologies to accurately market users. Digital marketing helps e-
commerce enterprises realize the integrated development of products, prices, promotion
and channels in the viewof 4P theory, [6].YaoKai further improves the theoretical frame-
work of personalized recommendation field and helps e-commerce enterprises improve



332 J. Wan et al.

income and consumer satisfaction by analyzing the influence of recommendation effect
based on multi-source big data on consumer shopping behavior [7].

Marketing Strategy and Model Innovation
The theme includes keywords such as “marketing model innovation”, “marketing strat-
egy” and “cross-border marketing”. The digital marketing model is different from the
traditional marketing model, and many scholars are also committed to analyzing the
innovation of marketing strategies and models. Yao Xi and others believe that it is
mainly the change of consumption trend and marketing trend, and then put forward that
the incentive of user participation constitutes the core mechanism of digital marketing
communication effect [8].

Enterprise Management and Personnel Training
This topic contains keywords such as “performance evaluation”, “management”, “small
and medium-sized enterprises” and “Internet thinking”. Enterprise development needs
to combine enterprise management with digital marketing in order to be compatible with
the times. It mainly refers to the use of digital technology to optimize management work,
so as to achieve cost control, improve operational efficiency and information accuracy.
China promulgated the “China Digital Marketing Talent Ability Evaluation Standard”
in January 2021. Deng Sha et al. built a new digital marketing talent training model in
the view of talent training objectives, curriculum system, teacher training, internal and
external practice, curriculum ideology and politics [9].

Agricultural Products and Food Industry
This field includes keywords such as"agricultural product marketing”, “tea” and “food
marketing”. China’s agricultural products online sales still face many problems, such
as food storage, quality and brand uneven and so on. Some scholars take characteristic
agricultural products in different regions as examples to study digital marketing strate-
gies. Some scholars have paid attention to the marketing strategy of domestic emerging
food brands.

Internet Finance
This topic includes keywords such as “Internet finance”, “online banking” and “financial
service innovation”. In the new economic era, digital technology and finance are inte-
grated with each other, and Internet financial marketing has undergone major changes.
The new financial organization forms represented by online banking and third-party
payment platforms continue to promote financial marketing innovation. Many scholars
explore the development and innovation path of Internet financial marketing from the
perspective of commercial banks. Therefore, Internet finance has become one of the hot
topics in digital marketing research.

Community Marketing
The theme includes keywords such as “community marketing”, “social media” and
“WeChat marketing”. Different media produces different marketing methods. Commu-
nity marketing is a realization mode of online purchase and offline delivery activities
by means of public social media platforms such as WeChat, Weibo and TikTok, so that
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users can generate community awareness. However, there are still some problems such as
irregular management and serious loss of users. Therefore, some scholars combine with
digital technology to propose the path of community marketing to solve the dilemma
and the future development trend.

5 Research Frontier Analysis

Further study the changes in digital marketing hotspots is figured out through keyword
burst diagrams (Table 5). The three periods of China’s digital marketing development
from 2012 to 2022 are summarized according to the chronological order.

5.1 Early Research Frontiers

The starting time of early emergence is 2012–2014, and the duration of emergence is
2–4 years. The research frontier of digital marketing in this stage mainly focused on
“brand value”, “mode”, “all media”, “interactive marketing”, “publishing”, “WeChat
marketing” and so on. In 2012, the advantages of WeChat’s high permeability were
gradually reflected, and the social platformdividends enjoyed byWeibo in previous years
were divided with the vigorous development of new media. The integration between
social media and online shopping was more in-depth. O2O reached the golden age.,
China’s O2O market size was 56.23 billion yuan in 2011, and about 90 billion yuan in
2012, an increase of nearly 70% according to the monitoring data of China Electronic
Commerce Research Center. The issuance of 4G licenses had a certain impact on the
development of all media until the end of 2013. The research of digital marketing paid
more attention to interactive marketing and themarketing trend in the era of big data, and
social media marketing, book publishing, traditional marketing model transformation
and so on.

5.2 Early Research Frontiers

The starting time of early emergence is 2012–2014, and the duration of emergence is
2–4 years. The research frontier of digital marketing mainly focused on “brand value”,
“mode”, “all media”, “interactivemarketing”, “publishing”, “WeChat marketing” and so
on. In 2012, with the vigorous development of new media, the advantages of WeChat’s
high permeability were gradually reflected, and the social platform dividends enjoyed by
Weibo in previous years were divided. The integration between social media and online
shopping is more in-depth. At this time reached the golden age of O2O. According to the
monitoring data of China Electronic Commerce Research Center, China’s O2O market
size was 56.23 billion yuan in 2011, and about 90 billion yuan in 2012, an increase
of nearly 70%. The research of digital marketing paid more attention to interactive
marketing and the marketing trend in the era of big data, and social media marketing,
book publishing, traditional marketing model transformation and so on are the focus of
scholars.
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Table 5. Burst keywords

Keywords Year Strength Begin End 2012--2022

Brand value 2012 1.3376 2012 2015

The model 2012 1.3376 2012 2015

All media 2012 1.2624 2012 2013

Digital Marketing 2012 2.6695 2012 2013

Interactive Marketing 2012 1.4731 2013 2014

Big data 2012 8.2513 2014 2015

Publishing 2012 1.4694 2014 2016

WeChat marketing 2012 2.209 2014 2016

Internet thinking 2012 1.5527 2014 2016

Big data marketing 2012 2.8854 2014 2015

E-commerce 2012 1.4609 2015 2018

Talent training 2012 1.7468 2015 2016

Innovation 2012 1.3068 2016 2019

Marketing strategy 2012 1.7201 2016 2017

Scene marketing 2012 1.8024 2017 2019

Marketing communication 2012 1.6597 2018 2020

Film marketing 2012 1.9542 2018 2019

Marketing 2012 2.7486 2018 2022

Artificial intelligence 2012 2.0392 2019 2022

Corporate Marketing 2012 1.6823 2020 2022

Food marketing 2012 2.9851 2020 2022

5.3 Mid-term Research Frontiers

The starting time of the mid-term frontier emergence is 2015–2018, and the continuous
emergence time is 2–4 years. The research frontier of digital marketing mainly focused
on “e-commerce”, “talent training”, “innovation”, “scene marketing”, “film marketing”
and so on. 2015 officially entered the Internet + era, while the entertainment industry
marketing began to blossom. In 2016, scene marketing flourished, short video and live
broadcast platforms emerged, and expanded rapidly in 2017. Cross-border marketing
has become a hot topic of marketing in 2018.

5.4 Latest Research Frontiers

The starting time of the latest frontier emergence is 2019–2020, and the continuous
emergence time is 3–4 years. The research frontier of digital marketing i mainly focused
on “artificial intelligence”, “enterprise marketing”, “foodmarketing” and so on. In 2019,
China entered the 5G era, and technologies such as artificial intelligence, big data, and
cloud computing continued to develop. However, it coincided with the winter of capital,
and the development of digital marketing entered a stage of stagnation. The research on
digital marketing of agricultural products and food has reached a certain climax, and
there is still a certain heat on the theme of short videos and social media. The theme of
enterprise marketing research shows a warming trend.
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6 Discussion and Suggestions

The conclusions are as follows: First, the number of publications has transitioned from
high-speed growth to fluctuating development, and the research heat of this topic still
exists in the view of the time series distribution of the number of publications; secondly,
digital marketing research mainly focused on the colleges of journalism and communi-
cation and management in colleges and universities and related marketing institutions
On the whole, the researchers are scattered, which is not conducive to the exchange
and sharing of knowledge and information; third, the hot areas of digital marketing
research include “e-commerce and digital intelligence”, “marketing strategy and model
innovation”, “enterprise management and talent training”, “agricultural products and
food industry”, “Internet finance” and “community marketing”. The latest research in
the field of digital marketing is related to topics such as “artificial intelligence”, “en-
terprise marketing”, “food marketing” and so on. This paper put forward the following
suggestions:

6.1 Focus Hotspots: Research on Private Domain Traffic and Social E-commerce
Marketing

The community economy has re-entered people’s vision in the post-epidemic period.
Different from the public domain traffic that has been divided up by dividends, the
space for private domain traffic to be developed is very large. Private domain traffic has
the characteristics of decentralization, which can break the barriers of time and space
to directly reach users, such as self-media fans, user groups, WeChat friends and so
on. In recent years, the number of research literature on private domain marketing in
core journals has continued to rise. Private domain marketing is also a new means for
enterprises to realize digital marketing. However, the current research on private domain
marketing in China is mostly theoretical research, and the depth and breadth of research
need to be strengthened. Therefore, Chinese researchers need to pay attention to the
field of social e-commerce and actively explore the standardization of private domain
marketing.

6.2 Focus on the Frontier: Strengthen the Synergy Between Emerging
Technologies Such as Artificial Intelligence and Digital Marketing

AI and digital marketing is in various industries. Therefore, when conducting empirical
research on digital marketing, researchers will fully consider new models such as mar-
keting automation and marketing cloud generated by emerging technologies enabling
digital marketing. However, the user coverage and browsing volume are severely dilut-
edue to the decentralization of users and the fragmentation of the Internet, and the
media value is not well realized; and the increased budget problems after the adoption of
emerging technologies. The above problems still need to be further explored by Chinese
researchers in future.
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6.3 Grasping the Trend: Promoting the Multi-field Organic Combination
of Digital Marketing in Various Industries

This study finds that agricultural product marketing and food industry marketing are hot
topics in the field of digital marketing in China. Smart tourism has also attracted the
attention of domestic scholars. Some scholars have proposed that cross-border market-
ing combining rural tourism and cultural and creative specialties can help solve some
existing problems of e-commerce sales of agricultural products, thus promoting rural
revitalization [10]. It is a good performance that the organic combination of China’s
cultural and creative industries with the clothing industry, catering industry and other
fields. In our understanding, researchers can expand marketing IP crossover research
and further enrich IP marketing research content in future research,.

6.4 Follow the Trend: Explore the Marketing Scenario and Implementation
of Metaverse Application

The metaverse usually refers to creating an interactive environment for the interaction of
virtual or augmented reality. The development of the cosmos has attracted the attention
of a large number of domestic researchers. Users will conduct business activities in
future simulated reality scenarios. Today, a new digital marketing method can be created
by live video, simulation scene and so on. However, most of the applied research is still
in imagination due to the short research time, metaverse + marketing is still based on
basic theoretical research. How to integrate virtual reality and marketing, and put it into
practice and provide better marketing services for the whole society in the future.
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Abstract. Public health emergencies can generate online public opinion on social
media platforms such as Weibo. Existing studies show that both temporal and
spatial factors have an impact on public opinion, topic and sentiment mining of
public health emergency microblogs can realize the monitoring, prediction and
guidance of public opinion considering the temporal and spatial factors. Taking
the outbreak period of the Delta variant in three different regions of China in
2021 as the research object, this paper constructed a model based on the Latent
Dirichlet Allocation (LDA) model, improved SnowNLP lib and sentiment map.
Data processing, topicmining and sentiment calculationwere carried out to realize
the synergistic analysis of topic and sentiment. Results illustrate that this model
can reveal the law of online public opinion evolution and sentimental intensity,
that online public opinion is influenced by spatial and temporal factors, especially
that small cities with smaller volume and attention need to be focused on the
observation and guidance of public opinion.

Keywords: Topic Mining · Sentiment Analysis · Online Public Opinion ·
Spatio-temporal Public Opinion

1 Introduction

In 2021, the Delta variant was rampant in the world, and occasional outbreaks in China
were promptly contained. During the epidemic, Weibo, short videos and other social
media are important platforms for the generation and dissemination of public opin-
ion and public sentiment due to their fast propagation, timely control and guidance of
such platforms can avoid the consequences of public unrest and the loss of government
credibility.

Some studies have shown that there is a correlation between the differences and
evolution trend of public opinion and geographical distribution [1]. However, most of
the current studies on public health emergencies focus on the evolution trend of topics
and sentiment over time, and lack of studies considering spatial factors.

Therefore, this paper will take microblogs posted by users during the epidemic as the
research object, and use a topicminingmodel, quantitative sentiment analysis, sentiment
map and other research methods to try to address the following questions: ➀ How to
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build a topic-sentiment synergy model based on topic mining and sentiment cognition
theory, combining temporal and spatial factors? ➁ How to carry out visual analysis
of topics and sentiments for public health emergencies in different times and spaces?
➂ Based on the spatio-temporal visual analysis of public health emergencies, how to
provide suggestions and decision-making basis for public opinion guidance concerning
geographical and temporal factors?

To solve the above problems, this paper first proposes an analysis scheme combining
qualitative research and quantitative analysis. Secondly, a synergistic model of topic
and sentiment is constructed, and graph visualization technology is utilized. Finally, the
validity of themodel is verifiedby specific events. In this paper, public health emergencies
in Shijiazhuang, Ruili and Nanjing are taken as research objects. Through topic mining,
quantitative sentiment analysis and map visualization, the spatio-temporal online public
opinion topics and evolution characteristics of sentiments are revealed. This study can
provide a theoretical and practical basis for online public opinion feedback, preplanning
proposal, grasping the trend of public opinion, and governing online public opinion.

2 Literature Review

2.1 The Influence of Spatial Factor on Public Opinion

The propagation of public opinion is strongly correlated with time, so the analysis
methods referring to the temporal factor are mainly used to reveal the law of public
opinion, such as combining the life cycle theory [2], referring to the change of discussion
heat of hot events [3], introducing the topicmodelwith time parameters [4], andmanually
dividing the period [5].

In specific events with prominent geographical factors, the spatial factor will be
included in the study as an independent variable affecting people’s psychology, percep-
tions, and thoughts. For example, the H7N9 epidemic was used as a research object
to conclude that there is consistency in the geographic spread of online public opinion
and epidemics, with some deviations in local areas [6]. In public health emergencies,
there is an influence of geographic marginal interaction effects considering the spread
of diseases among groups [7]. The research shows that public opinion is influenced by
both geographical location and social space. Geographical factors such as climate and
inter-provincial influence the behavior, mentality and attention of local residents through
social-ecological mechanisms. The degree of discussion and attention of public opinion
is regulated by the political, economic and cultural systems that make up social space
[8]. The small-scale epidemics at different times in China were strongly related to geo-
graphical factors, so it is necessary to consider the analysis of public opinion in terms
of spatial parameters.

2.2 Literature Review of Topic Mining on Weibo Public Opinion

Weibo has become one of the most influential platforms due to its monopoly in the field
of short-text social networking, which is prone to public opinion crises. Public opinion
research on such short-text social platforms has been conducted on a certain scale both
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at home and abroad, with foreign research mainly focusing on Twitter, a website similar
to Weibo, covering multiple disciplines of humanities and social sciences.

The evolution of Weibo public opinion topics is mainly studied by monitoring time
series, and studies that incorporate spatial factors are gradually being emphasized. For
example, some studies point out that the study of public opinion in spatial dimension is
an effective supplement to the vacancies in social psychology research, and has practical
significance in public opinion governance in corresponding regions [8]. Using spatio-
temporal big data and IoT modeling reveals the interaction effect of marginal behavior
of contagion [7].

Public opinion on Weibo can reflect people’s views and attitudes toward events to
a certain extent. Researching online public opinion is helpful for the government and
decision-making departments to quickly grasp the trend of public opinion, timely curb
the spread of rumors, and make agile responses to possible development trends of public
opinion.

2.3 Weibo Sentiment Analysis and Sentiment Map

Sentiment analysis is the process of identifying the subjective sentiments, opinions,
and attitudes of users from textual data [9]. There are two main approaches for senti-
ment analysis, which are unsupervised sentiment lexicon-based and supervised machine
learning based.

Sentiment analysis of short texts has been fully studied, such as combining semantic
rules to expandWeibo phrases, emoticons and emoji characters into the sentiment lexicon
to improve the accuracy of sentiment analysis [10]. Taking time series as variables to
analyze the public opinion evolution trend by calculating the score change of Weibo
comments based on sentiment lexicon [11]. The recursive neural network was used to
avoid relying on manual annotation corpus sets, and sentiment polarity transfer model
was introduced for sentiment analysis of Weibo [12].

Sentiment map is an effective way to analyze the distribution of group sentiment and
the evolution of communication, with the addition of sentiment calculation to obtain the
distribution map of dynamic changes of sentiment [13], and the main application fields
of sentiment map include social media [14], comment analysis [15], and online public
opinion [16].

Therefore, considering the temporal and spatial factors, this paper selected the cities
that had a small-scale outbreak of the epidemic in 2021 as the research objects, extracted
Weibo texts, and used the SnowNLP lib to score the sentiment, mined the distribution
and heat of topics using the LDA topic model, analyzed the changing trends of online
public opinion over time and space, and proposed a public opinion analysis framework
under similar events.

3 Study Design

This paper selects public health emergencies with different locations and certain time
intervals as research cases, and takes the short text data published by Weibo users as the
research content. The overall research framework is shown in Fig. 1, which consists of
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three major parts: corpus collection, topic analysis model construction, and sentiment
analysis. In the first part, get themicroblogs on the timeline by a crawler, select the corpus
containing the specific region, and process the noisy raw data. In the second part, the
improved LDA topic model is used for topic mining and topic heat analysis. In the third
part, the sentiment evolution of emergencies under different times and space is analyzed
by SnowNLP lib, and the sentiment intensity under different periods is visualized using
sentiment map.

Weibo texts

collection

Temporal factors

Data

cleaning

Weibo

corpus

Spatial factors

Jieba word

segmentation

Sentiment analysis

by SnowNLP

Sentiment

map by Gephi

Add OOV

Determine the

number of

topics

Training corpus Life cycle theory

Sentiment

analysis

Spatio-temporal Topic-

sentiment analysis and

visualization of Weibo

public opinion

Data Acquisition Data Modeling Data Analysis

LDA topic

modeling

Topic

mining

Fig. 1. Study framework of Weibo public opinion analysis

4 Empirical Study

4.1 Data Collection and Pre-processing

The research objects of this paper are the cities with epidemic outbreaks in 2021. Consid-
ering the development time and trend of the epidemic in each control group, cities with
similar periods were selected for the study. Excluding cities with less than 50 confirmed
cases in total, three cities, Shijiazhuang, Ruili and Nanjing, were selected as the study
samples for Weibo public opinion in a comprehensive consideration.

According to the daily release of epidemic information, we selected the period from
the first confirmed case to one week after the zero-COVID of each city, i.e. from Jan-
uary 2 to February 12 for Shijiazhuang, from March 30 to April 29 for Ruili, and from
July 20 to August 20 for Nanjing, and crawled the raw text of microblogs with the
keyword “COVID-19”. The number of microblogs collected from January 2 to Febru-
ary 12, March 30 to April 29, and July 20 to August 20 were about 200,000, 64,000,
and 166,000 respectively, and 140,000, 51,000, and 130,000 microblogs remained after
removing duplicate items. After keyword filtering by city name, 19,063, 6,042, and
20,463 microblogs remained respectively.

This paper refers to theChinese andEnglishwords approved byCIPGonCOVID-19,
and includes the OOV into the sentiment lexicon, and the accuracy of word segmentation
is significantly improved. Jieba lib is utilized to segment texts to obtain the final corpus.
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4.2 Spatio-Temporal Topic Analysis of Public Opinion on Public Health
Emergencies

The topic coherence scores under different numbers of topics in the three periods were
calculated separately, and the number with the highest score was selected as the number
of topics in that period. The experiments show that the highest topic coherence scores
are obtained when the number of topics in Shijiazhuang, Ruili and Nanjing is 4, 3 and 6.
The words with the highest probability are selected as the feature words that summarize
the topics, and some words with no practical meaning are screened out, such as the
conjunctions, “province”, “city”, etc. It can effectively reduce the influence of irrelevant
feature words on the topic performance and enhance the generalization degree of each
topic. The eight feature words with the highest probability in each topic under different
times and spaces after screening are selected and shown in Table 1.

Table 1. Spatio-temporal public opinion topic mining results

City Topic Feature words Topic summary

Shijiazhuang Topic 1-1 Housing estate, Nangong, risk,
adjustment, Xingtai,
Shijiazhuang, Gaocheng,
Hebei

Shijiazhuang adjustment risk
regions

Topic 1-2 Community, people, epidemic,
street, prevention and control,
masks, health, high risk

Epidemic prevention and control
in Shijiazhuang

Topic 1-3 Epidemic, Shijiazhuang,
COVID-19, pneumonia,
prevention and control, news,
confirmed, new

Notification of the epidemic in
Shijiazhuang

Topic 1-4 Disease, diagnosis, year,
detection, Gaocheng,
quarantine, track, go out

Tracing the source of the
epidemic in Shijiazhuang

Ruili Topic 2-1 Case, confirmed, infected,
asymptomatic, new,
COVID-19, epidemic,
pneumonia

Notification of the epidemic in
Ruili

Topic 2-2 Epidemic, Ruili, Yunnan,
COVID-19, surveillance,
nucleic acid, prevention and
control, region

Epidemic prevention and control
in Ruili

Topic 2-3 Prevention and control,
personnel, pneumonia,
vaccination, vaccines, housing
estate, work, protection

Prevention and control work and
promotion of vaccination in Ruili

(continued)
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Table 1. (continued)

City Topic Feature words Topic summary

Nanjing Topic 3-1 Epidemic, prevention and
control, personnel, testing,
COVID-19, nucleic acid,
health, vaccination

Epidemic prevention and control
in Nanjing

Topic 3-2 Case, confirmed, local,
infected, new, asymptomatic,
pneumonia, COVID-19

Notification of the epidemic in
Nanjing

Topic 3-3 Detection, Nanjing, epidemic,
airport, nucleic acid,
prevention and control, Lukou,
international

Prevention and control work in
high-risk areas of Nanjing

Topic 3-4 Street, community, natural
village, region, risk, Nanjing,
Jiangning District, region

Nanjing adjustment risk regions

Topic 3-5 Epidemic, pneumonia,
COVID-19, press conference,
case, situation, video, Weibo

Public opinion of the epidemic in
Nanjing

Topic 3-6 Airport, positive, case, nucleic
acid, work, quarantine, flight,
round trip

Tracing the source of the
epidemic in Nanjing

The number of Weibo public opinion topics in Shijiazhuang, Ruili and Nanjing
were 4, 3 and 6 respectively. During the outbreak of the epidemic in three different
cities, Weibo public opinion topics are focused on epidemic notification and epidemic
prevention and control (Topic 1-3, Topic 1-2, Topic 2-1, Topic 2-2, Topic 3-2, Topic
3-1), which are closely related to people’s daily lives and policies, and then reflected
in Weibo public opinion. Among them, Nanjing had the highest topic heat, while Ruili
had the lowest. The comparison of the topic heat of epidemic notification and epidemic
prevention and control in the three cities is shown in Fig. 2.

In addition to the regular topics of epidemic notification and epidemic prevention
and control, the other two topics of Shijiazhuang Weibo opinion are the adjustment risk
regions (Topic 1-1) and the source traceability of epidemic (Topic 1-4), the timing of the
outbreak in Shijiazhuang is close to the Spring Festival, so the heat of topic 1-4 was the
highest. The Weibo opinion of Ruili also focused on prevention and control work and
vaccination promotion (Topic 2-3). Due to the existence of smuggling, Chinese border
cities are under great pressure for epidemic prevention, so it’s significant to increase
vaccination rates, and this topic is slightly more popular than the other two topics. There
are more Weibo opinion topics in Nanjing, which are risk regions adjustment (Topic
3-4), prevention, control and traceability of high-risk areas (Topic 3-3 and Topic 3-6),
and public opinion (Topic 3-5), topic 3-5 and topic 3-6 are the hottest, nearly twice as
hot as other topics. The opinion topics showed that the epidemic in Nanjing was highly
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Fig. 2. Comparison of topic heat in different regions

popular on social platforms such asWeibo and short videos, and the epidemic was spread
from Lukou Airport, the popularity of public opinion center and topic was consistent
with the transmission path.

In terms of the scale of the outbreak, more than 800 cases were confirmed in Shi-
jiazhuang with a permanent population of 11.2 million, with an epidemic life cycle of
about 40 days, more than 100 cases were confirmed in Ruili with a permanent popu-
lation of 230 thousand, with an epidemic life cycle of about 30 days, and more than
200 cases were confirmed in Nanjing with a permanent population of 9.42 million, with
an epidemic life cycle of about 30 days. In terms of topic heat, Shijiazhuang and Nan-
jing had comparable discussion heat, and Ruili was about one-third of that in the two
cities. In terms of geographical location, Shijiazhuang and Nanjing are provincial cap-
itals, Nanjing is an important city for exchange and trade in the Yangtze River Delta,
and Ruili is adjacent to the border. In summary, Weibo public opinion can cover the
whole geographic region, the popularity of public opinion is positively correlated with
the population of the region, the number and heat of public opinion topics are greatly
influenced by space. Border cities have further advancement in prevention work due to
their special geographical locations.

4.3 Spatio-Temporal Sentiment Evolution Analysis of Public Opinion on Public
Health Emergencies

Since the built-in corpus of SnowNLP comes from e-commerce reviews, the accuracy
of public opinion sentiment judgment is not high. Therefore, it is comprehensively
considered to introduce Hownet sentiment lexicon to rebuild the corpus. A sample of
200 Weibo texts was randomly selected, the sentiment score and sentiment polarity
were calculated using SnowNLP and Hownet sentiment lexicon respectively, in which
the sentiment polarity calculated using the sentiment lexicon was -1 for negative, 0 for
neutral, and 1 for positive. The sentiment polarity was compared with the sentiment
score calculated by SnowNLP, the sentiment score of 0–0.3 was selected as negative,
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0.3–0.5 as neutral, and 0.5–1 as positive. The starting date in the corpus was marked as
the first day, and the sentiment score of each day within the three cycles was calculated
respectively, the sentiment trends in the three cities were analyzed as shown in Fig. 3.

Fig. 3. Sentiment trends by city during the epidemic cycle

In the cycle of the epidemic spread, the sentiment during the transmission and out-
break periods is negative, while the positive sentiment will gradually rebound during
the receding period. Combined with the analysis results of public opinion topic mining,
all three cities have different degrees of restrictions and source tracing during the trans-
mission and outbreak periods, and netizens’ concerns about being infected, resulting
in more negative sentiment. When the epidemic is controlled, daily life and economy
gradually rebound, online public topics turn to hope and thanks, and the sentiment tends
to be calm and the positive sentiment is on the rise.

In terms of overall trends, the sentiment scores of Nanjing and Shijiazhuang were
higher than those of Ruili, while the scores of Shijiazhuang are slightly lower than
Nanjing. The sentiment of Nanjing shifted from neutral to positive in the late period,
while the sentiment scores of Shijiazhuang did not fluctuate much. The sentiment scores
ofRuiliweremuch lower,with significant negative sentiment during the transmission and
outbreak periods. Analyzed from a temporal perspective, the outbreak in Shijiazhuang
was close to the Spring Festival, and the negative sentiment of netizens was reflected
in the consumption of holidays and the reduced possibility of reunion, while China had
extensive experience in dealing with the Delta variant at the time of the outbreak in
Nanjing, and quickly traced the source to Lukou Airport, so the sentiment of netizens in
Nanjing was relatively positive. Analyzed from the spatial perspective, all three cities are
transportation hubs with developed transportation and frequent exchanges with outside,
Shijiazhuang is located around Beijing, and Ruili is located at the border, which bears
great pressure of prevention. According to the analysis of opinion topics, Ruili has fewer
public opinion topics, and all of them are focused on prevention and governance, which
are reflected in public opinion sentiment mostly favoring negative sentiment.
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The corpus within different cities was divided into periods of epidemic transmission,
outbreak and receding, and the sentiment map within each phase was formed using
Gephi software with users as nodes. Among them, red indicates positive sentiment,
green indicates neutral sentiment, and purple indicates negative sentiment, which are
shown in Fig. 4a, 4b, and 4c for Shijiazhuang, Fig. 5a, 5b, and 5c for Ruili, and Fig. 6a,
6b, and 6c for Nanjing.

a. transmission period          b. outbreak period          c. receding period

Fig. 4. Sentiment map of different periods in Shijiazhuang

a. transmission period          b. outbreak period          c. receding period

Fig. 5. Sentiment map of different periods in Ruili

The evolution process of sentiment map is similar to the above analysis results.
Taking the transmission period as the initial state, Weibo sentiment showed a trend
of decreasing positive sentiment in the outbreak period and rebounded in the receding
period. The density of online sentiment during the outbreak period was higher than that
during the transmission and receding periods, when people paid the highest attention to
the epidemic and had most willing to voice their opinions on social media, consistent
with the epidemic life cycle. Negative sentiment generally decreased in the receding
period and was slightly lower than the initial level during the transmission period.

Shijiazhuang and Nanjing have the same trend of sentiment map evolution, with
roughly equal numbers of positive and negative sentiment, and sentiment scores showed
a trend of decreasing first and then rising with the epidemic cycle. The overall positive
sentiment in Nanjing was slightly higher than that in Shijiazhuang. Ruili had the lowest
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a. transmission period          b. outbreak period          c. receding period

Fig. 6. Sentiment map of different periods in Nanjing

sentiment density, which was consistent with the number of Weibo posts collected, and
the negative sentiment accounted for a large proportion in each period. At the same
time, the topic of “Ruili as a small border town has taken on an overload of prevention
pressure” was widely discussed on Weibo, causing a higher-than-average discussion
among Ruili netizens and more negative sentiment was generated around the topic.

5 Discussion

This paper takes the epidemic period of Delta variant in 2021 as the research object,
comprehensively considers the outbreak scale, longitude and latitude differences, and
combines the dual influence of geographical location and social space. Firstly, several
cities with similar outbreak duration and infection scale are selected. Considering that
in social space, democratization, economic and agricultural development, education
level, etc., have a certain impact on the spread and trend of public opinion, such as
netizens in culturally open cities pay more attention to public opinion, in physical space,
climate, topography and population distribution all have an impact on the development
of public opinion. Therefore, three cities with different geographical location, economic
level and political culture are comprehensively selected as the research objects, namely
Shijiazhuang, Ruili and Nanjing. In terms of population composition, Weibo users aged
between 20–30 account for 80%, and according to the age structure data of the census,
the percentage of this age group is the highest in Nanjing and the lowest in Ruili.
Shijiazhuang has a relatively high proportion of middle-aged people aged between 30
and 50, and Ruili has the largest number of teenagers aged between 0 and 20, which
will also influence the heat and trend of public opinion. It can be found that the heat and
number of Weibo opinion topics were the highest in Nanjing, and the lowest in Ruili.
Online public opinions was concentrated on epidemic notification, epidemic prevention
and control, epidemic tracing, etc. Therefore, as regards guiding online public opinion,
the geographical location, economy, culture and local customs of the region should be
taken into account, so as to detect the areas with less public opinion as early as possible,
and give timely guidance and solution to the topics with high public opinion heat.

During the epidemic period, positive sentiment showed a trend of decreasing first
and then rising, with Shijiazhuang and Nanjing having neutral to positive sentiment the



348 Y. Lu and Z. Zeng

whole time, and Ruili having a higher proportion of negative sentiment. Public sentiment
can reflect the local efforts in epidemic control, which differs from the level of supplies,
economic conditions and the optimism of the public about the epidemic response. Since
the outbreak in Shijiazhuang was near the Spring Festival, the negative sentiment was
more than that of Nanjing, which was also affected by the controls. Due to the long-term
pressure of border control, the source tracing and control of the epidemic in Ruili cannot
be as timely as in cities with ample economy, and the sentiment expressed on social
platforms such as Weibo will be more negative than inland cities, while also reflecting
the severity of the epidemic to some extent. In terms of monitoring and management,
it is suggested that cities with high sentiment scores and stable trends can appropri-
ately reduce manual intervention, while cities with large sentiment fluctuations and a
high proportion of negative sentiment should achieve timely warnings and appropriate
guidance, and establish initiatives to deal with negative sentiment as soon as possible.

In order to conduct amore fine-grained and diversified study ofWeibo public opinion
under public health emergencies, this paper constructs a spatio-temporal topic-sentiment
synergy model based on Weibo big data using the LDA topic mining model and the
SnowNLP lib that combines Hownet sentiment lexicon, visualizes sentiment map using
Gephi, analyzes online public opinion topics and sentiment evolution trends in three
cities with epidemic outbreaks at different time, and obtains a spatio-temporal topic-
word table, sentiment trends and sentiment evolution map. At the theoretical level, this
paper verifies the feasibility of exploring the evolutionary analysis of public opinion
topics and sentiments from the spatio-temporal perspective, and verifies the influence
characteristics of regional differences on the development of public opinion. At the prac-
tical level, this paper analyzes the evolution trends of key topics of public opinion and
the tendency of sentiment evolution in different periods and geographical areas, com-
bined with specific cases and visualization studies, which can provide targeted basis and
decision reference for government departments in monitoring public opinion, predicting
public opinion and guiding the trend of public opinion in public health emergencies.

There are also some limitations in this paper. The object of the study is Weibo, a
text-based social media, which lacks the comparison of public topics and sentiments on
other platforms. The evolution of other new mass media such as short video platforms
can be contrasted with the subsequent research.

6 Conclusion

This paper takes the online public opinion of public health emergencies as the research
object, collects Weibo corpus with epidemic outbreaks, combines spatio-temporal evo-
lution and constructs a synergistic topic-sentiment model to study the evolution of public
opinion, and reveals the trend of public opinion and sentiment through quantitative anal-
ysis and data visualization. The results of this study confirm the validity of the framework
proposed in this paper, and it can provide references for the analysis and visualization
of spatio-temporal topic-sentiment for similar events.

The next research direction is to carry out research on online public opinion of public
health emergencies, such as public opinion risk perception, intelligent risk warning,
dynamic emergency decision-making, etc.
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Abstract. In light of the reality that supply chain finance is plagued by credit risk,
this study constructs a tripartite evolutionary gamemodel involving financial insti-
tution, small and medium-sized enterprise (SME), and core enterprise to analyze
the credit risk in the case of accounts receivable factoring. The micro-mechanism
of how blockchain mitigates the credit risk of supply chain finance is analyzed by
comparing the changes in the system’s evolutionary stability strategy before and
after the introduction of blockchain. Numerical simulation is also conducted to
verify the system’s evolutionary stability strategy. The results reveal that whether
the traditional supply chain finance business produces credit risk depends on the
amount of accounts receivable, the income obtained by SME and core enterprise
when maintaining the stability of the supply chain, and the default income and
default cost of both. After the introduction of blockchain, a strict regulatory envi-
ronment increases the default cost of enterprises in the supply chain. Therefore,
the system strictly converges to the Pareto-optimal solution of financial institution
accepting financing applications, core enterprise repayment, and SME compli-
ance. In addition, the decrease in the amount of accounts receivable held by a
single SME can accelerate the convergence of the tripartite evolutionary game to
equilibrium after the introduction of blockchain. Thus, blockchain can effectively
mitigate the credit risk that financial institutions face while conducting supply
chain finance business. Our research provides theoretical support for optimizing
credit risk management in supply chain finance using blockchain.

Keywords: Blockchain · Supply chain finance · Accounts receivable · Credit
risk · Tripartite evolutionary game

1 Introduction

The supply chain finance model integrates the capital flow, information flow, and logis-
tics of supply chain, thereby providing a viable solution to the small and medium-sized
enterprises (SMEs) financing problem in China. However, in the process of develop-
ing supply chain finance, credit risk issues frequently arise as a result of information
asymmetries in the supply chain and the absence of repayment willingness or ability
among debt repayment subjects [1]. For example, in February 2020, Hang Qian Com-
munication Company fraudulently obtained a bank loan by allegedly forging contracts
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and fictitiously pledging accounts receivable with affiliated companies, involving a total
amount of RMB 220 million. Moreover, due to the relevance of the supply chain, the
credit risk will be transmitted in the supply chain, resulting in systemic risks [2].

The new generation of information technology especially blockchain has developed
rapidly in recent years. The consensusmechanism, non-tampering, traceability, and other
characteristics of blockchain technology have created a strict regulatory environment
within the chain [3, 4]. In addition, blockchain also increased the level of trust between
supply chain financial system businesses organizations [5] and provided a viable solution
to credit risk issues experienced during the development of the supply chain finance
business. For example, afterBaowuGroup introduced blockchain technology in accounts
receivable financing, it greatly alleviated the information asymmetry between the group’s
core enterprises and SMEs, guaranteed the authenticity of transaction information, and
reduced the possibility of credit risk.

Existing research on the impact of Blockchain technology on the credit risk of supply
chain finance is predominantly qualitative. Through theoretical analysis of the types and
influencing factors of supply chain financial credit risk, combined with the coupling
mechanism of blockchain and supply chain finance, it is concluded that blockchain
can reduce the credit risk of supply chain finance [6–9]. And case studies demonstrate
the benefits of blockchain technology in the field of credit risk management for supply
chain finance [10]. Although the academic community has extensively acknowledged the
importance of Blockchain technology in reducing the credit risk of supply chain finance,
the micro-mechanism has yet to be thoroughly investigated. However, the mechanism
research and quantitative analysis of blockchain to prevent the credit risk of supply chain
finance are not sufficient.

The decision-making of each participant in the supply chain financial system is
dynamic. All parties must make repeated decisions based on the existing and historical
conditions to get a long-term stable outcome. In addition, there is incomplete information
throughout the supply chain finance process since each participant cannot comprehend
all market information. In the situation of incomplete information, the parties to a game
make decisions with limited rationality, and the optimal strategy of all parties can only
be attained by repeated play [11]. The evolutionary game is a dynamic game process to
attain system equilibrium based on the limited rationality of the group, which provides
a strong quantitative method for the micro-level research of the influence of blockchain
on the credit risk of supply chain finance. However, the majority of recent studies exam-
ine the strategy selection of supply chain financial actors based on a static game [12],
ignoring the dynamic behavior decision-making process of participants. Some schol-
ars also assume that there is no default risk in the core enterprise, construct a dynamic
evolutionary game between SME and financial institution, and classify the behavioral
strategies of the participants [13, 14]. However, this ignores the crucial characteristics
of self-compensation of supply chain finance. Under the premise that the blockchain
guarantees the real trade background, the initial repayment source and credit risk are
still borne by the core enterprise.

Therefore, In order to quantitatively and mechanistically analyze the issue of
blockchain affecting credit risk in supply chain finance from a microscopic perspective.
This paper takes the factoring financing of accounts receivable in supply chain finance as
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the research object, constructs a credit risk evolutionary game model among a financial
institution, SME and core enterprise. The impact factors of blockchain on preventing
credit risk in supply chain finance are analyzed by comparing the changes in stabilization
strategies of the tripartite evolutionary game in supply chain finance before and after the
introduction of blockchain. This study assigns values according to different conditions
in the model analysis and tests the system equilibrium strategy through numerical sim-
ulation by referencing current research on simulation and data acquisition [13, 15]. The
influencing factors that accelerate the formation of Pareto-optimal solutions for supply
chain finance participants after the introduction of blockchain are further discussed. The
following are the major contributions of this paper: Firstly, this work develops a credit
evolutionary game model of a financial institution, SME, and core enterprise, and incor-
porates the repayment risk of the core enterprise into the model, so making the analysis
more reasonable and compensating for deficiencies in prior studies. Secondly, this paper
not only identifies the decisive factors by which blockchain affects the credit risk of sup-
ply chain finance, but also verifies the impact of the amount of accounts receivable on the
supply chain financial system after the introduction of blockchain, which enriches the
mechanism analysis and quantitative research of blockchain in the credit risk of supply
chain finance.

The rest of this study is organized as follows. Section 2 provides a detailed descrip-
tion of the research problems, and makes assumptions and construction of the credit
evolutionary game model. Section 3 analyzes the strategic stability of the system equi-
librium point before and after the introduction of blockchain. Numerical simulation is
used to validate the system equilibrium strategy before and after the introduction of
blockchain, as well as the factors that accelerate the system’s convergence to the equi-
librium point after the introduction of blockchain in Sect. 4. Section 5 concludes the
study and provides some directions for future research.

2 Model Assumptions and Construction

2.1 Problem Description

The advantage of supply chain finance over conventional financing is that it converts the
uncontrollable risk of a single enterprise into the controllable risk of multiple enterprises
in the supply chain. However, in the practice of supply chain finance business, there are
often credit risk issues such as overdue repayment of core enterprise and default of SME.
Credit risk refers to the debtor’s default behavior due to insufficient repayment ability
or lack of willingness to repay [16]. Even if the core enterprise has sufficient solvency,
they may also refuse to repay due to the quality of SME’s good or speculative interests.
The SME may engage in opportunistic behavior and refuse to repay the loan to the
financial institution when the financial institution recovers the loan. Due to information
asymmetry, it is difficult for financial institution to detect the changes in the credit level
of credit providers, and it is simple to treat high-risk projects as low-risk projects, hence
increasing the credit risk associated with approving such financing applications.

The deployment of blockchain in the field of supply chain finance has effectively
addressed the issue of information asymmetry. Due to the non-tamperable characteris-
tics of the blockchain, once a credit risk issue such as default occurs, the default record
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will be broadcasted and shared in real-time throughout the network, and it will also exist
forever in the defaulting enterprise’s credit record. This solves the problem of tamper-
ing and denying the default history after the default of the enterprise in the traditional
situation, which causes irreparable damage to the reputation system of the defaulting
enterprise and makes it difficult for it to continue production and operations in the indus-
try and financing business with financial institutions. In addition, the use of blockchain
technology improves the trust transfer mechanism in the supply chain finance business.
The accounts receivable can be split and circulated throughout the supply chain [17],
reducing the amount of accounts receivable held by a single SME. When the recourse
mechanism is triggered, the debt repayment amount and repayment pressure of SMEs
will be significantly reduced.

2.2 Model Assumptions

To construct the tripartite game model among a financial institution, SME, and core
enterprise under the factoring financing mode of accounts receivable, and to analyze the
game strategy and game equilibrium point of each participant, the following assumptions
are made:

Assumption 1: Financial institution, SME, and core enterprise are all participants of
bounded rationality. They continually adjust their strategy based on information in the
game, and eventually evolve to a stable point over time.

Assumption 2: The strategy space of the financial institution is (acceptance, non-
acceptance), and it chooses acceptance with the probability of x (0 < x < 1); The
strategy space of SME is (default, non-default), the probability of choosing no default
is y (0 < y < 1); the core enterprise’s strategy space is (repayment, non-repayment), the
probability of choosing repayment is z (0 < z < 1).

Assumption 3: After receiving the receivables for the amount R, the financial institu-
tion must conduct due diligence on the relevant enterprises and debts, and it needs to pay
the due diligence cost Cb. When accepting loan applications from financing enterprise,
they need to issue loans with a limit of kR to financing enterprises based on the credit rate
k. When a loan application is denied, the funds are available for other loan businesses.
The loan interest rate is set to rb1, whereas the deposit interest rate drawn by the financial
institution during this period is set to rb2.

Assumption 4: If a SME is able to obtain loans from a financial institution using
accounts receivable, the funds might be invested in reproduction. The rate of return for
reproduction is rs, while the production cost is Cs. The breach of contract of SME is
reflected in two aspects. One is that the delivery of non-contracted goods to the core
enterprises due to operational problems. The second is that if the core enterprise fails to
return at the account’s maturity, the financial institution will exercise its recourse right
against the SMEof the financier. If the SME refuses to repay, the default income isRs and
the default cost is n. If SME can deliver goods with high quality and quantity as agreed
and make up the loan repayment when the core enterprise extends the repayment period,
the cooperation relationship between supply chain enterprises will be more stable in the
long run, bringing potential benefits such as lower transaction costs and more stable
production. Set this income as S, and the closer the cooperation relationship, the more
stable the supply chain, and the greater the value of S [18].
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Assumption 5: The core enterprise is solvent enough. If they timely reimburse the
financial institution when the receivables are due, the enterprise can likewise obtain the
benefit S of maintaining the supply chain’s stability. If the core enterprise chooses to
extend the repayment period and reinvested the capital in the expanded production, the
yield rate is set to rc, and the production cost is Cc. When the core enterprise fails
to repay, its reputation will decline, which will have a certain impact on its production,
operations, and market transactions, as well as the financial institution’s credit limit. The
default cost is set to m. In addition, if the SME chooses to default, the core enterprise
will incur a loss of cost A.

Assumption 6: Following the introduction of blockchain to the supply chain finance
model, the financial institution may efficiently obtain the credit records and trading
contracts of relevant enterprises through blockchain. The due diligence cost at this time
is assumed to beCb1, which tends to be infinitesimal. The financing efficiency of SME is
improved, andblockchain-generated incentive is set toU. The core enterprise is improved
due to the increase in the revenue of the suppliers on the chain, and the incentive generated
by the blockchain is set toV. Due to the non-tamperable characteristics of the blockchain,
if SME and core enterprise want to default after the introduction of the blockchain, they
will be required to pay much higher than the traditional cost of masking. In addition,
as a result of the consensus mechanism in the alliance chain, once one-party defaults,
the message will be broadcast, which will have a huge impact on the reputation of the
defaulting enterprise, and the credit record will be permanent. After the introduction of
the blockchain, the default costs of SME and core enterprise are N andM, respectively,
and N and M tend to be infinite.

2.3 Model Construction

According to the above assumptions and parameter settings, the construction of payoff
matrix of the Mixed Strategy Game of financial institution, SME, and core enterprise is
shown in Table 1.

Table 1. Payoff matrix of financial institution, core enterprise, and SME before the introduction
of blockchain

SME CE

Repayment Non-Repayment

Non-Default Default Non-Default Default

FI Acceptance (1 − k)R − Cb −
kRrb2
kR(1 + rs)−Cs+S
S

(1 − k)R − Cb −
kRrb2
kR(1 + rs) −
Cs + Rs − n;
S − A

(1 − k)R − Cb −
kRrb2
kR(1 + rs) − Cs +
S − R
R(1 + rc)−Cc−m

−kR(1 + rb2)−Cb
kR(1 + rs) − Cs +
Rs − n
R(1 + rc) − Cc −
m − A

Non-Acceptance kR(rb1 − rb2)−Cb
R − Cs + S
S

kR(rb1 − rb2) −
Cb
R − Cs + Rs − n
S − A

kR(rb1 − rb2)−Cb
S − R
R(1 + rc)−Cc−m

kR(rb1 − rb2)−Cb
Rs − R − n
R(1 + rc) − Cc −
m − A
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3 Model Analysis

3.1 Stability Analysis of System Equilibrium Point Strategy Before
the Introduction of Blockchain

ReplicationDynamicEquationsofDifferentGameSubjects.The replicationdynamic
equations of financial institution, SME and core enterprise are:

F(x) = x(1 − x)
[
(y + z − yz)R − (1 + rb1)kR

]
(1)

F(y) = y(1 − y) [(S − Rs + n) − x(1 − z)R] (2)

F(z) = z(1 − z) [S − R(1 + rc) + Cc + m] (3)

Stability Analysis of System Equilibrium Point. Let F(x) = 0, F(y) = 0, F(z) = 0,
and the equilibrium points of the whole system can be obtained, which are E1 (0,0,0),
E2 (1,0,0), E3 (0,1,0), E4 (0,0,1), E5 (1,1,0), E6 (1,0,1), E7 (0,1,1), E8 (1,1,1), E9 ((S
- Rs + n) / R, k + krb1,0). To analyze the evolutionarily stable strategy of the system,
the Jacobian matrix needs to be constructed.

According to Lyapunov’s first law, when all eigenvalues of the Jacobian matrix are
negative, the equilibrium point is the evolutionary stable strategy (ESS) of the system,
otherwise, it is the unstable point (UP) of the system. Based on this, we analyzed the
stability of each equilibrium point of the receivables factoring financing model before
the application of blockchain, as shown in Table 2.

Table 2. Stability analysis of system equilibrium point before the introduction of blockchain

Point of
equilibrium

Eigenvalues of the Jacobian matrix Stability
conclusion

Case

λ1λ2λ3 Sign

E1(0, 0, 0) −Rk(1 + rb1),S − Rs + n, Cc − R(1 + rc) + S + m −,*,* ESS 1

E2(1, 0, 0) Rk(1 + rb1),S − Rs − R + n, Cc − R(1 + rc) + S + m +,*,* UP \

E3(0, 1, 0) Rs − S − n, R − Rk(1 + rb1), Cc − R(1 + rc) + S + m *, +
,*

UP \

E4(0, 0, 1) R − Rk(1 + rb1), S − Rs + n, R(1 + rc) − Cc − S − m +,*,* UP \

E5(1, 1, 0) Rk(1 + rb1) − R, R + Rs − S − n, Cc − R(1 + rc) + S + m −,*,* ESS 2

E6(1, 0, 1) Rk(1 + rb1) − R, S − Rs + n, R(1 + rc) − Cc − S − m −,*,* ESS 3

E7(0, 1, 1) Rs − S − n, R − Rk(1 + rb1), R(1 + rc) − Cc − S − m *, +
,*

UP \

E8(1, 1, 1) Rs − S − n, Rk(1 + rb1) − R, R(1 + rc) − Cc − S − m *,−,* ESS 4

E9(x
∗, y∗, 0)

√
(k(1 + rb1)(k(1 + rb1) − 1)(S − Rs + n)(R + Rs − S − n)),

−√
(k(1 + rb1)(k(1 + rb1) − 1)(S − Rs + n)(R + Rs − S − n)),

Cc − R(1 + rc) + S + m

+
,−,*

UP \
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Combinedwith the details in Table 3, the following four possible cases are discussed:
Case 1:WhenS<Rs −n andS<R (1+ rc)−Cc −m, the eigenvalues corresponding

to E1 (0,0,0) are all negative, and there is only one equilibrium point of E1(0,0,0), that
is, the evolution strategy of the system is (no acceptance, default, no repayment), which
is the most unsatisfactory situation.

Case 2: When S > R + Rs − n and S < R (1 + rc) - Cc − m, the eigenvalues
corresponding to E5(1,1,0) are negative, and the system has only one equilibrium point
E5 (1,1,0), that is, the evolution strategy of the system is (acceptance, no default, no
repayment).

Case 3: When S < R (1 + rc) - Cc - m, the eigenvalues corresponding to E6(1,0,1)
are all negative, and there is only one equilibrium point of E6 (1,0,1) in the system, that
is, the evolution strategy of the system is (acceptance, default, repayment).

Case 4:WhenS>Rs −n andS>R (1+ rc)−Cc −m, the eigenvalues corresponding
to E8 (1,1,1) are all negative, and there is only one equilibrium point of E8 (1,1,1) in the
system, that is, the evolution strategyof the system is (acceptance, nodefault, repayment).

3.2 Stability Analysis of System Equilibrium Point Strategy After
the Introduction of Blockchain

According to the assumptions in Sect. 2, after the introduction of blockchain, the cost of
information acquisition by financial institution due diligence is Cb1. When the financial
institution accepts a financing application. The SME and core enterprise can receive
additional benefits of U and V, but their default costs change to N and M. Same to the
above analysis, the stability of the equilibrium point of the system after the introduction
of blockchain is shown inTable 3. It can be seen that the factors that affect the equilibrium
result after the introduction of blockchain are the default costs M and N formed by the
strict regulatory environment. The fact that the use of blockchain for supply chain finance

Table 3. Stability analysis of system equilibrium point after the introduction of blockchain

Point of
equilibrium

Eigenvalues of the Jacobian matrix Stability
conclusionλ1λ2λ3 Sign

E1(0, 0, 0) −Rk(1 + rb1),S − Rs + N , Cc − R(1 + rc) + S + M −, +, + UP

E2(1, 0, 0) Rk(1 + rb1),S − Rs − R + N , Cc − R(1 + rc) + S + M +, +, + UP

E3(0, 1, 0) Rs − S − N , R − Rk(1 + rb1), Cc − R(1 + rc) + S + M +, +, + UP

E4(0, 0, 1) R − Rk(1 + rb1), S − Rs + N , R(1 + rc) − Cc − S − M +, +,− UP

E5(1, 1, 0) Rk(1 + rb1) − R, R + Rs − S − N , Cc − R(1 + rc) + S + M −,−, + UP

E6(1, 0, 1) Rk(1 + rb1) − R, S − Rs + N , R(1 + rc) − Cc − S − M −, +,− UP

E7(0, 1, 1) Rs − S − N , R − Rk(1 + rb1), R(1 + rc) − Cc − S − M −, +,− UP

E8(1, 1, 1) Rs − S − N , Rk(1 + rb1) − R, R(1 + rc) − Cc − S − M −,−,− ESS

E9(x
∗, y∗, 0)

√
(k(1 + rb1)(k(1 + rb1) − 1)(S − Rs + N )(R + Rs − S − N )),

−√
(k(1 + rb1)(k(1 + rb1) − 1)(S − Rs + N )(R + Rs − S − N )),

Cc − R(1 + rc) + S + M

+,−, + UP
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decreases the due diligence cost of financial institutions and provides incentives for SME
and core enterprise does not impact the system’s choice of a stable strategy. Since the
values ofM andN tend to infinity, according to the Lyapunov first law, only the Jacobian
matrix with the stable point E8 (1,1,1) has negative eigenvalues, and the system has a
unique evolutionary stable point.

4 Simulation Analysis

4.1 Simulation Analysis of System Evolutionary Stable Strategy Before
the Introduction of Blockchain

To verify the effectiveness of evolutionary stability analysis and more intuitively reflect
the evolution process of strategic choices of financial institution, SME and core enter-
prise, we use MATLAB2016a for numerical simulation to simulate the dynamic evolu-
tion process of five stable strategies before and after the introduction of blockchain in
Sect. 3. Referring to the simulation process and data of the existing research [13, 15],
we assign the initial parameters in the paper and set the basic array: R = 100, k = 80%,
Cb = 5, rb1 = 4%, rb2 = 2%, rs = 20%, Cs = 10, Rs = 30, rc = 50%, Cc = 10, A = 20.

Since the stable points of the first four cases before the introduction of blockchain
technology are determined by the relative size of the amount of accounts receivable, the
supply chain’s stable income, default income, and the corresponding penalty. Therefore,
we set the arrays in four cases as array 1: n= 10,m= 30, S = 15; array 2: n= 10,m= 10,
S = 125; array 3: n= 10,m= 130, S = 15; array 4: n= 10,m= 30, S = 125. In addition,
we combined the basic array with the array in four cases, starting from different initial
strategy combinations respectively, and evolving 50 times over time. Last, the trajectory
of the system in the four cases before the introduction of the blockchain is shown in
Fig. 1.

Fig. 1. Evolutionary trajectory of system equilibrium point in four cases



358 Z. Liu et al.

4.2 Simulation Analysis of System Evolutionary Stable Strategy After
the Introduction of Blockchain

Simulation Verification of System Evolutionary Stable Strategy. Due to information
asymmetries in the supply chain finance business before the introduction of blockchain,
the financial institution’s default cost was relatively low. After the introduction of
blockchain technology, the immutability based on the timestamp causes the enterprise’s
dishonesty record to be broadcast in the alliance chain and to exist permanently in the
system. It is difficult for enterprises to apply for financing from any financial institution
after default, and the default cost of enterprises tends to be infinite. Therefore, we set
array 5: S = 15, N = 1000,M = 3000, Cb1 = 0.1, U = 30, V = 20. And we combined
the basic array and array 5, respectively, starting from different initial strategy combi-
nations respectively, and evolving 50 times over time. The trajectory is shown in Fig. 2.
The strategy selections of SME, core enterprise, and financial institution will eventually
converge to 1 regardless of the magnitude of the enterprise’s default income and the
income of the stable supply chain.

By comparing the evolution results of the system equilibrium points before and
after the introduction of blockchain, we find that the strict regulatory environment and
enormous default costs brought by the application of blockchain technology to the supply
chain finance business can effectively regulate the cooperation behavior of supply chain
enterprises. Whether or not the collaboration of enterprises in the supply chain is stable,
and regardless of whether or not they can obtain excess default income, the final strategy
selections of SMEand core enterprise is (non-default, repayment). Tomaximize benefits,
financial institutions will also take financing applications at this time.

Fig. 2. System equilibrium point evolution trajectory diagram after the introduction of blockchain

Impact of Accounts Receivable Amount on Evolutionary Stable Strategy. We
assumed that the core enterprise has sufficient solvency in the previous analysis. How-
ever, there are often large enterprises with operating operational issues due to the impact
of the economic environment and industry cycle factors. If the core enterprise is unable
to repay the accounts receivable, the financial institution will enforce its the right of
recourse against the SME that issued the loans. The introduction of blockchain enables
SME to split accounts receivable, increases the liquidity of accounts receivable, and
reduced the amount of accounts receivable held by a single SME in the supply chain.
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This section simulates the strategy evolution of SME under different accounts receivable
amounts. Therefore, we set the initial strategy of the model as 0.2, 0.2 and 0.2, and the
amount of accounts receivable is 200,100, and 50 respectively. The impact of different
amounts of accounts receivable on the evolutionary stability strategy of SME is shown
in Fig. 3.

Fig. 3. The influence of the amount of accounts receivable on SME’s strategy choice

The simulation results indicate that the decrease of accounts receivable can greatly
expedite the convergence of SME strategies to compliance. This suggests that a reduction
in the amount of accounts receivable held by a single SME increases the likelihood of
contract compliance. If the core enterprise fails to repay the loan due to insufficient
solvency, a financial institution in the blockchain environment can recover the loan from
SME in the supply chain more quickly by exercising the right of recourse, thereby
decreasing the credit risk they face when making loans.

5 Conclusions and Suggestions

This study develops a tripartite evolutionary game model of a financial institution, SME,
and a core enterprise in light of the credit risk issues, such as default and overdue non-
repayment, that frequently occur during the course of supply chain finance business
development. The following are the key findings.

First, whether the tripartite game in the traditional supply chain finance business
can converge to the Pareto-optimal solution of financial institution accepting financing
applications, SME compliance and core enterprise repayment depends on the amount
of accounts receivable, the default income and cost of SME and core enterprise, and the
benefits obtained when maintaining the stability of the supply chain. Under the situation
that the default cost of the traditional model is low, supply chain businesses are more
likely to default. Therefore, we encourage that the development of traditional supply
chain finance business should be oriented towards enterprises with stable supply chain
cooperation relationships and appropriate control of the amount of accounts receivable,
thus reducing the credit risk faced by financial institutions.

Second, the introduction of blockchain has brought significant impacts on the supply
chain finance business. Due to the characteristics of consensus mechanism and non-
tampering, a strict regulatory environment has been formed, which increases the default
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cost of supply chain enterprises and minimizes the credit risk a financial institution faces
while conducting supply chain finance business. We suggest that financial institutions
should actively adopt blockchain to layout supply chain finance business and attract
more enterprises to the chain, so as to maximize the advantages of blockchain.

Finally, the blockchain environment improves the trust transfer mechanism of supply
chain finance, allowing accounts receivable to be split and transferred within the alliance
chain, thus reducing the amount of accounts receivable held by a single SME in the supply
chain. If the core enterprise declares bankruptcy and is unable to repay the account
at maturity, financial institutions can recover the loan from the SMEs that apply for
financing in the supply chain by exercising the right of recoursemore quickly. Therefore,
we encourage financial institutions to set reasonable incentives to facilitate the flow of
notes held by SMEs in the alliance chain to further reduce the credit risk they face.
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