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Abstract. In this paper, we apply a scale space analysis method to
digital geometry. We deal with the reconstruction of Euclidean polylines
controlling the size of pixels in discrete space. Numerical examples show
that the size of pixels of digital geometry processes the scale for the
hierarchical reconstruction of Euclidean objects from digital objects.

1 Introduction

In this paper, we apply a scale space analysis method to digital geometry [1-
3]. Linear digital geometry on a plane mainly deals with two problems: (1) the
generation of a string of pixels from polylines and (2) the reconstruction of poly-
lines from a string of pixels. The string generated in the first problem is called
a digital object. The second problem is called Euclidean reconstruction [1-3] in
digital geometry. Therefore, digital and discrete geometry deals with mathemat-
ical relations between the generation of digital objects and the reconstruction of
Euclidean objects from digital objects.

We deal with Fuclidean reconstruction if the size of pixels varies. We numer-
ically show that the size of pixels in digital expression governs the scale in the
hierarchical expression for the reconstruction of Euclidean objects. In digital
geometry, there are three types of local structure of strings: naive, standard
and supercover [1-3]. We deal with supercover [3,4] for the string expression
constructed from Euclidean polylines.

Two-dimensional digital geometry deals with geometric objects defined on
the equi-spaced grid system Furthermore, objects in digital geometry are col-
lections of pixels centred at grid points. Therefore, since digital geometry is an
application of interval analysis to geometry, each point is dealt with as a square
centred at a grid point. On the other hand, the a-shape method [5] is dealt with
a point as a small circle centred at the point for geometric processing with round-
ing errors [6,7], As an analogue of the a-shape method to digital geometry, we
introduce a-digital geometry, which deals with various sizes of pixels. An exten-
sion of the geometric properties of pixels in digital geometry is the isothetic
irregular grid system geometry. In the irregular grid system geometry, digital
images are expressed by isothetic rectangles [4,9,10]. The irregular grid system
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geometry has advantages for the expression and analysis of digital images, since
for smooth parts on the boundary of an object, the less numbers of the isothetic
rectangles are expected for image expressions.

The curve shorting flow [11-13] is used for shape retrievals since the flow
extracts dominant local features from the boundary curves of objects. The
proposing method extracts the local features by reducing the number of edges
in polylines extracted from the digital boundary of digitised objects on a plane.

2 Pixels and Discrete Object

Setting m = (m,n)" to be a point in Z2, a square,

p(m) = {alle - nlx < 3 | )

for x = (x,9)7 is called a pixel of R? centred at point n, where |x|, =
max(|z|, |y|) is the infinity norm /., of R

Definition 1. Forn = (m,n)’,

p*(n) = {allo ~nl <az.a>0}. @)

is an a-pizel of R? centred at point n € Z2.

Therefore, the pixels are 1-pixels. We call the 1-pixels simply pixels. Furthermore,
we set lim, o p¥(x) =
We define the connectivity of points in Z2.

Definition 2. For z = (v,y)" € Z2, the set N(z) = {(z £ 1,y) ", (x,y £ 1) T}
is the four neighbourhoods of x.

Definition 3. If y € N(x), y is four connected to & and described as @ ~ y.

Therefore, a pair points  and y in Z? are four connected, the pair of pix-
els p(x) and p(y) shares an edge. We describe P(x) ~ P(y) if ¢ ~ .
Therefore, for the collection of centre points p = {®1, @2, - ,x,}, if the con-
nection relations 1 ~ x3 ~ --- ~ x, are satisfied elements in a collec-
tion of pixels P = {p1,pa2, -+ ,pn} satisfy the connection property such that
P1 ~ P2 ~ -+ ~ Pn, We call the collection of pixels P four-connected objects.

Definition 4. If pizels in the collection of four-connected pizels P = {p}_, are
replaced with a-pixels, we call the object an a-object and express it as P*.

Definition 5. If the a-object P¢ is generated from a string of a-pizels, we call
this object an a-string.

Definition 6. We express the a-string generated from string S as S®.
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Next, we define the supercover of sample points.
Definition 7. For a,b,u € Z and w = |a| + |b|, points (z,y)" € Z* on the
supercover satisfy the double Diophantus inequality

0§ax+by+,u+%§w (3)

for ged(a,b) =1 and ged(p, 1) = 1.
Furthermore, we define the supercover of sample points.

Definition 8. For a,b,u € Z and w = |a| + |b|, points (x,y)" € Z2 on the
a-supercover satisfy the double inequality

Ogax—i—by—l—u—l—a%gaw (4)

for ged(a,b) =1 and ged(p, 1) = 1.
The a-pixels satisfy the following properties.
Property 1. For oy < ag, the inclusive relation p* (x) C p*2(x) is satisfied.

Property 2. For the four-connected point set s = {x;}?, the collection of a-
pizels S = {po(x;)}7 satisfies the inclusive relation S** C S*? if 1 < ay <
9.

For a = 1, the supercover of line ax + b+ p = 0 is the four connected pixel
string P(4p,,)- The line az + b + p = 0 crosses with all elements of the string
P (q,.)- Figure 1(a) shows the configuration pixels in the supercover of a line. In
Fig. 1(b) and 1(c), dark squares are a-pixels for @ = 2 and a = 3/4, respectively.
Furthermore, in Fig. 1(b) and 1(c), light gray squares are a-supercovers for o =
2 and a = 3/4, respectively. Figures 1(b) and 1(c) the local structures of 2-
supercove and 3/4-supercover for a line, respectively.
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Fig. 1. Supercover and a-supercovers (a) Supercover of an Euclidean line. (b) The
local structure of 2-supercover. (c¢) The local structure of 3/4-supercover. In (b) and
(c) dark squares are a-pixels of sample points and light grey squares are elements of
Q-SUpercovers.
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If S is a string of four-connected pixels, Property 2 implies the inclusive
relations of regions in which Euclidean reconstructions exist. Figure2 shows
the geometrical expressions of this inclusive relation for digital circles C* for
a=1,2223 and, 2% in (a), (b), (c) and (d), respectively.

(a) a=2° (b) a = 2! (c) a =27 (d) a =2*

Fig. 2. a-pixel strings of circles. (a) Circle of pixels C = Cayo. (b) Circle of 2-pixels C?
(¢) Circle of 4-pixels C* = c?. (d) Circle of 4-pixels C® = C?’. These figures show
that digital circles satisfy the inclusive relation c cc? cc? cc?.

3 Reconstruction of Line

Definition 9. Recognition of the «-supercover from sample pizels {x; =

(ws,y:) T}, is to find integers a, b and p which minimise
M = |a| + [b] + || (5)
with the conditions
Ogaxi+byi+u+a%§aw,i:1,2,-~-,n, (6)

for ged(a,b) =1, ged(p, 1) = 1 and w = |a| + |b].

It is possible to assume a > 0 since the line ax+by+u = 0 can be transformed
to —ax — by — p = 0 if a is negative. Therefore, assuming b > 0, Eq. (3) can be
expressed as

b
casel:OSax—l—by—&—u—i—a%Soz(a—i—b), (7)
b
caseQ:OSax—by—&—u—l—a%Sa(a—i—b). (8)
Theorem 1. For these two cases, the vector forms of inequalities of Eqs. (7)
and (8) for a = (a,b)" are
1 T 1
afagwg,u,ugf:ciaJra?u, Ti; =T; —x; + e,
a:;rja>0, for Se=(1,1)", (9)
a >0, w=a+b

T

—x;
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and
T 1 T 1 —

—x; Ma—oziwgu, p< —x; Ma+o¢§w, x;j = M(z; — x;) + ae,

w;;a >0, forde=(1,1)T,

a>0, w=a-+b,

(10)
1, 0

where M = (07 _1> .

(Proof) For case 1, using the system of inequalites

w
ax; +by; + p+a—= >0,

2 (11)
—axj —by; — p— ay > —a(a+b),

Eq. (6) implies the system of inequalities

a+b
—(wia + y:b) — a——<p

a+b
—(l'j(l+yjb) +a? > (12)
XijCL-f-}/iijO,
a,b>0,
for ¢ # j, 4,5 =1,2,--- ,n, where Xj; = 2; —2; + o and Yy = y; — y; + a.

Therefore, z;; = (X;;,Y:;)| = x; — x; + ae for e = (1,1) 7.
For case 2, since

1
—(az; — by;) —azw < p,
—(az; — by;) + agw > u, 13
w (13)
(ax; — by;) +u+a§ >0,
~(az; —by;) —p—a > —ala+1b).

we have the relations

x;; = M(x; —x;) + e (14)

and 1 1
—m;Ma—a§w<,u, u<—:ciTMa+o¢§w. (15)
(Q.E.D)

For case 1, setting a* = (a*,b*)" = argming(lal; = k, z;a > 0), where
laly =a+b=e'a, u* € Z is computed from the system of inequalies
1
—z/a* —a-e'a* <t
(16)
—:B;»ra* + age—l—a* > M*
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fori # j,i=1,2,--- ,n. These relations imply that the computation of a positive
integer pair (a,b)” and an integer p is decomposed into two steps. Furthermore,
this decomposition strategy leads to the following lemma.

Lemma 1. There is no solution for (a,b)", if Ay = {a = (a,b)"|a > 0,b >
0,a,b € Z} is empty.

Definition 10. We call the region defined by :c;—ja > 0 the feasible region.

For a-supercover recognition, we analyse the relation between the geomet-
rical configuration of sample points x; = (x;,%;)" for i = 1,2,---n and the
feasible region defined by the sample points. From the geometric configurations
of regions

H = {xi;li # j,i,j =1,2,--- ,n},
Qi+ = {mijlws; € H, X35 >0,Yj; > 0,i # j},
Q-_ ={z;jlz;; € H, X;; <0,Y;; <0,i # j},
Q- ={zijlxij € H, X;5 >0,Y;; <0,i# j},
Q—+ = {wijlmi; € H, X35 <0,Yj; > 0,0 # j},
Qox = {wijlwi; € H, Xij = 0,1 # j},
Qoy = {mi;lwi; € H,Yj; = 0,i # j},

and the regions defined by Eq. (6), Eq. (6) has no solution if all the following
conditions

L Q__ #0,

2. Vx;; € Qox,Ys; <0,

3. V:Itij S Qoy,Xij <0,

4, Q+_ 7é @, Q-+ 7é @ and

min (—Xij/Yij)lwijeQ+7 < max (_X”m/Ynm)|wnm€Q7+

are satisfied. Therefore, we have the following theorem for recognition of the
supercover from sample points in Z2.

Theorem 2. If all relations
Q-- =0,
Vi € Qox,Yij >0,
YV € Qoy,Xij > 0,

; Xij nm
mm(—f_j)mje@r_ > maX(—%)|mnmeQ_+,

(17)

are satisfied, the corresponding pizels {p(x;)}1_, of sample points {z;}_; on Z?
define a supercover of the line ax+by+pu =0 fora >0, b > 0 and ged(a,b) = 1.
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For the computation of a Euclidean line from sample points {x;}! ;, we
define

(Xig, Yig) = min(=Xi;/Yig) (x,,.vi) €@ (18)
(Xnma }/nm) = Hlax(_)(nm/}/nm)\(X,L,,,L,Y,,”,L)EC)fJr (19)
Then, Eq. (17) implies the following theorem.

Theorem 3. There exists a line if the region defined by the system of inequali-
ties

(20)

Xija + i/\:ijb >0,
jzmna + ?mnb >,0

15 not empty.

Assuming the feasible region is the positive cone in (a,b)-space defined by
the system of inequalities
ura + v1b <0,
usa + vob > 0,
a >0,
b>0,

(21)

the solutions of the system of linear equations

{a+b:k, {a+b:k, (22)

ura 4+ v1b =0, uga + vob = 0,
are v v
a1 = ! k7 ay = 2 k7
V1 — Ug V2 — U2 (23)
blikfal, bgik'*ag.

These solutions are points on the boundary of the positive cone. By incrementing
k until both a; and by are integers, we compute the minimiser of a + b. Once
a > 0 and b > 0 are computed from Eq. (20), Eq. (12) implies

1 1 1 1
wax{ (et o= it of <o s min{ (G -zt (G -}
(24)
Therefore,
- If max{ +3)a—(yi+3)b} > 0, then p = max{—(z;+ 3)a— (y

+3)b} -
- If min {3 —2))a+ (5 —y;)b} <0, then p = min{ —z;)a+ (3 —y)b}.
— If max {—(2; + §)a— (y; + )b} < 0 and min {(3 — z;)a+ (3 — y;)b} > 0,
then p = 0.
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4 Polygonalisation of a-String

For the computation of a Euclidean polyline from the 1-string, at least three
connected sample points are requested. Even if there is no solution for four-
connected sample points {x; = (z;, yi)T}?:l, there might be two supercovers for
each connected {@; = (z;,v;) "} and {x; = (z;,y;) "} 44 for 3<m <n-—3.
This geometrical property of connected sample points implies the computation of
open and closed polygonal curves from connected-sample points. This problem
automatically requests the computation of the partition of connected sample
points and the supercover to each partition of sample points.

We assume that strings of pixels S form the four-connected digital bound-
ary of segment S on Z?2. This boundary curve is extracted using appropriate
morphological operations [14]. For the sample points {x;}7_;, @; # x; if i # j.
Furthermore, we can set @;4.,, = ®;. Then, the polygonalisation of S is described
bellow.

Problem 1. Let S® be the digital boundary curve of an object on the square
grid system. Compute a partition of S* such that S* = U?"_;S¥, S¢ = {p%}?g
IS¢ NS¢, || = ¢ for an appropriate small integer €.

The polygonalisation of S* is described as following.

Problem 2. Compute the number of polygonal edges n and triplets of parame-
ters {(a;, bi, pi) Yy for edges that minimise the criterion
n
2=y (lail + bil + |i) (25)
i=1

with respect to the system of inequalities
Wi
0 < @iy + by + s + a5 < aw, (26)

fori=1,2,---nand j =1,2,--- ,n(i), where w; = |a;| + |b;|, ged(as, b;) = 1
and ged(p;, 1) = 1.

The solution of Problem 2 yields a collection of curves

1
- {(za,yﬂ lasa + by + ] < %] + |bi|>} (27)

i=1,2,---,n for an appropriate integer n.

Since we reconstruct polygonal edges from the a-string generated from four-
connected pixels, the minimum number of connected pixels for the initialisation
of the algorithm is three. Then, incrementing four connected pixels on the string,
the algorithm computes feasible regions from a series of the local string of a-
pixels whose centre points are four-connected. If no feasible region exists upon
incrementing the a-pixel, the algorithm fixes the parameters (a;, b;) and p; from
a partial string one step before using the algorithm for supercover recognition.
The algorithm restarts the parameter computation pixel by pixel. Finally, if all
a-pixels in the string are used for parameter computation, the algorithm stops
and outputs polygonal edges.
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5 Numerical Examples

Figure 3 shows the hierarchical expression of contour curves. Figures 3 (a), (b),
(c), (d), (e) and (f) show the four-connected pixel contour, the Euclidean
contour reconstructed 2-pixels, the Euclidean contour reconstructed 4-pixels,
the Euclidean contour reconstructed 1/60-pixels, the Euclidean contour recon-
structed 1-pixels and the Euclidean contour reconstructed 10-pixels, respectively.

(a) pixel (b) a=2 (c) a=4

(d) a=1/60 (e)a=1 (f) a=10

Fig. 3. Euclidean reconstruction from a-pixels. (a), (b), (c), (d), (e) and (f) show
the four-connected pixel contour, the Euclidean contour reconstructed 2-pixels, the
Euclidean contour reconstructed 4-pixels, the Euclidean contour reconstructed 1/60-
pixels, the Euclidean contour reconstructed 1-pixels and the Euclidean contour recon-
structed 10-pixels, respectively.
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Fig. 4. Koch curves for evaluation of Euclidean reconstruction. (a) is the pixel curve.
The Euclidean reconstruction from digital contour curves in (b) and (c) is reconstructed
for « = 1 and a = 10, respectively.

line num peripheral

alpha

alpha 30000 o}
P 0 010203 040506070809 1P

(a) number (b) length (c) area

peripheral Area
300 350000

o alpha alpha 100000 alpha
T 57 3535 75 50 o515 15 30 35 30 35 %o 45 30 o 5 10 15 20 25 30 35 40 45 30

(d) number (e) length (f) area

Fig. 5. Hierarchical analysis of Euclidean reconstruction. The numbers of edges, the
lengths of contour curves and the areas encircled by reconstructed curves for a < 1 are
shown in (a), (b) and (c), respectively, The numbers of edges, the lengths of contour
curves and the areas encircled by reconstructed curves for o < 1 are shown in (d), (e)
and (f), respectively.

These examples show that if a < 0, the Euclidean reconstructed curve is sim-
ilar to the polyline fitting to sample points. For o« > 0, the Euclidean curves
reconstructed form a-pixel strings extracts absolute shapes if « increases.

For the analysis of the reconstructed curves, the Euclidean reconstruction
curves are computed for various a values for the Koch curve in Fig.4(a). Fig-
ures4(b) and (c) show the Euclidean reconstruction from digital contour curves
of a =1 and a = 10, respectively.

Figure 5 shows evaluations of the numbers of edges, the lengths of contour
curves and the areas encircled by reconstructed curves, respectively. These results
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show that for a < 1/2 the numbers of edges, the lengths of contour curves and
the areas encircled by reconstructed curves are almost stational. On the other
hand, for a > 1, « acts as a scale for the hierarchical expression of shapes.

6 Conclusions

The Euclidean reconstruction problem of a line from samples {x; = (x;,3;) "},
for &« — 0 implies the minimisation criterion
J(a’ b, :u) = Z(lami +b; + |M|) (28)
i=1
Equation (28) is the minimiser for the ¢; line fitting [15,16]. Setting
32(517827"' 7sn)T7 e:(]-v]-v"' 71)T7 (29)
the /; line fitting is established by minimising z = e ' s subject to
s >0, —SS(XCL+M€)S37 XT:("BlamQa"'vmn)v (30)

where @ = (a,b) " [16,17], using linear programming [17].

Therefore, our methods for Euclidean line reconstruction and polyline recon-
struction from a collection of a-pixels, respectively, are modifications of ¢ line
fitting [16] and ¢;-polyline estimation [18,19] optimisation to interval analysis
[6-8].
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