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Abstract. In recent years, with the development of Internet of Things
and UAV network, Ad Hoc networks have increased the number of nodes,
enhanced node mobility, and become more sensitive in delay. However,
the existing Ad Hoc network routing protocols have some disadvantages,
such as high signaling overhead, slow response speed and slow conver-
gence speed. In order to improve the efficiency of routing protocols, we
propose a backbone routing protocol based on SDN (software defined
network). The core idea of the protocol is as follows. Firstly, there is a
logical centralized controller to implement the control plane strategy such
as backbone node selection algorithm, and the centralized controller can
switch between deep control and shallow control flexibly according to the
network state. Secondly, the backbone nodes exchange control signaling,
and other nodes transmit data through the backbone nodes, which can
reduce the signaling cost and ensure the response speed and convergence
speed of routes. Simulation results in multiple topologies show that the
centralized backbone routing protocol significantly reduces the overhead
of establishing routes and improves the throughput.

Keywords: Backbone routing protocol - SDN - High efficiency - Ad
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1 Introduction

Ad Hoc network is a wireless network that contains no infrastructure. In Ad
Hoc network, each node has the routing function. Nodes exchange signaling to
form the routing table. Because nodes in Ad Hoc networks can move freely and
do not depend on infrastructure, Ad Hoc networks are widely used in scenarios
with complex communication requirements such as emergency communications,
military exercises, UAV communications, disaster relief, and intelligent commu-
nications [1].

Ad Hoc networks have the advantages of easy to deploy, unlimited topology,
and fast to organize network. However, due to the lack of infrastructure, end-
to-end transmission between nodes needs to be established based on routing
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protocols. Nowadays, routing protocols in Ad Hoc networks can be divided into
two categories: proactive routing protocol (table driven routing protocol) and
on-demand routing protocol. In recent years, with the development of the needs
of the Internet of Things and UAV network, Ad Hoc networks have increased the
number of nodes, enhanced node mobility, and become more sensitive to delay.
Therefore, how to improve the efficiency of routing protocols has become the
focus of academic research.

On-demand routing protocols only look for paths when nodes need to send
data. The location-based anonymous routing proposed in literature [2] achieves
the anonymity and security of nodes in Ad Hoc networks. The Ad Hoc on-
demand distance vector routing proposed in literature [3] avoids the prob-
lem of DSDV, makes nodes store the required routes, minimizes broadcast
demand, reduces memory demand and unnecessary duplication to save resources.
Although the existing on-demand routing protocols have been improved in terms
of network security and resource saving, they have not improved in terms of route
response speed and convergence speed. This is because the on-demand routing
method needs to find the path before sending data each time, and then sends the
data packet after finding the path, which greatly increases packet delay. When
the path fails to find, the resources and time of the protocol package will be
wasted, and the network stability will be greatly reduced.

In the proactive routing protocol, the node broadcasts and forwards pro-
tocol packets to form a routing table regardless of whether it needs to send
packets. The OLSR model based on security clustering proposed in reference [4]
extends the network lifetime by motivating the normal behavior of nodes. The
resource-aware OLSR routing mechanism in mobile Ad Hoc networks proposed
in literature [5] relies on battery power and available bandwidth to select MPRs,
which improves the availability of the network and prolongs the service time of
the network. Although the existing proactive routing protocols have good avail-
ability, they still have the problem of excessive signaling. This is because whether
the node sends packets or not, it will broadcast protocol packets periodically and
forward these to form a routing table. A large number of protocol packets will
cause congestion in the network, occupy channel resources, affect packet sending
and receiving, and bring huge overhead to the node.

According to the survey, the existing studies on these two protocols are
formed in a certain perspective, which cannot meet the Ad Hoc network scenario.
In order to deal with the scenario of Ad Hoc network with increasing number of
nodes and enhanced mobility, and solve the problems of large overhead and slow
convergence rate of existing routing protocols, we design a backbone routing
protocol based on SDN. The core idea of the protocol is as follows. There is a
logical controller in the whole network, which is responsible for the selection of
backbone nodes. The controller also uses the Dijkstra algorithm to select bridge
nodes which will establish full connectivity between backbone nodes through
the bridge nodes. The current network status is judged by collecting network
information periodically. The shallow control function is used for networks with
rapidly topology changes, and the deep control function is used for networks with
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slowly topology changes. Only backbone nodes need to forward routing control
information, and the controller adjusts the policy based on the network status.
In this way, the signaling overhead is effectively reduced, the network service life
is prolonged, and the route response speed and convergence speed are improved
to ensure the reliability of network.

The structure of this paper is as follows: Sect. 2 describes the backbone rout-
ing architecture based on SDN; Sect. 3 introduces the design of the protocol from
the control plane and the data plane. Section 4 shows the simulation verification
results in different scenarios. Section 5 gives the final conclusion.

2 Backbone Routing Architecture Based on SDN

In the traditional network layer, the control plane is combined with the data
plane and deployed on each node in a distributed architecture. This architecture
makes it difficult to update the version of the control plane and has few functions.
SDN separates the data plane from the control plane. Data planes are deployed
in distributed mode, and the control planes of all nodes are centralized. In this
way, the network is easy to manage and can be programmed to meet special
service requirements. In addition, routes can be allocated according to traffic to
realize load balancing.
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Fig. 1. Backbone routing architecture based on SDN.

Referring to the traditional SDN architecture, we design a backbone routing
protocol based on SDN. The centralized control backbone routing architecture
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consists of two parts: the controller and the nodes in the network. The SDN
controller obtains node information, link status, working status and other infor-
mation reported by the nodes in the network through the interface. Based on
the information, the SDN controller makes decisions and sends them to nodes
to realize the configuration of network resources and the setting type of nodes.
The above figure shows the specific architecture diagram (see Fig.1).

The SDN controller in the centralized control backbone routing protocol
designed in this paper has the function of adjusting the management network
policy in real time. By collecting node information in the network regularly, the
controller determines the network status and decides whether the shallow control
strategy or the deep control strategy should be adopted.

When the topology changes slowly, the SDN controller will determine that
the current network is stable and the position of nodes changes very little in
a short time. In this case, deep control is adopted. SDN controller will collect
the position, power, working status and other information of the nodes in the
network, according to the selection algorithm of backbone node, selecting the
backbone nodes and its corresponding non-backbone nodes in a BSS. At the
same time, according to the topology information of the nodes in the network,
the routing table of the backbone nodes is calculated and updated, and the infor-
mation is delivered to each node in the network through the interface to complete
the node role division and the update of the backbone routing table. Since the
SDN controller calculates the routing table from the global perspective, the path
result may be shorter than the path obtained by the method of exchanging pro-
tocol packets, which accelerates the response speed and convergence speed of the
route.

When the topology changes rapidly and nodes move quickly, the SDN con-
troller will determine that the current network is unstable and nodes will join or
leave the network at any time. In this case, shallow control is adopted. The SDN
controller selects backbone nodes based on the collected information to complete
node role assignment. The backbone routing table is established and maintained
by the Ad Hoc network through exchanging protocol packets. Nodes send and
receive protocol packets automatically according to the specified process. The
shallow control has more functions and can flexibly respond to topology changes.

In any scenes, the SDN controller will collect the information of the nodes in
the network regularly, make real-time responses to the changes in the network,
and make different decisions according to different network states, thus reducing
the overhead of exchanging protocol packets and ensuring the reliability of the
network.

3 Protocol Design

3.1 Control Plane

In this paper, nodes in Ad Hoc network are divided into different BSS (Basic
Service Set). Backbone node refers to BSS header node and bridge node in each
BSS. Non-backbone node refers to other nodes in the BSS. The most important
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function of the SDN controller is to select the backbone node. The backbone
node algorithm used in this paper is as follows. According to the location, power
and other information of nodes, SDN controller preferentially sets nodes which
have high power, large coverage area and more covered nodes as backbone nodes.
According to the coverage of the backbone nodes, the controller uses the Dijkstra
algorithm to select the bridge nodes while will enable the backbone nodes to
establish connections. In addition, the nearest backbone node is selected as the
BSS header for the remaining nodes. In this way, BSS partition is completed.

Another important function of logic controller is to select different control
strategies according to different network states.

In deep control, the SDN controller uses the backbone node selection algo-
rithm to select the backbone nodes, and then uses the existing routing protocol
to obtain the backbone routing table according to the topology of the backbone
nodes in the network. The node roles and routing table are delivered to nodes to
realize the reasonable allocation of network resources. In this mode, backbone
nodes can be selected to reduce the overhead of exchanging protocol packets,
and routing table can be formed in a short time to accelerates route response
speed and convergence speed.

In shallow control, the SDN controller uses the backbone node selection algo-
rithm to select the backbone nodes, and then delivers the node roles to the
nodes to complete the division of node types and cells in the network. This
mode reduces the overhead of exchanging protocol packets by selecting backbone
nodes, reduces the instability caused by rapid topology changes, and improves
the network throughput.

The following picture shows the function diagram of the control plane, which
contains six UAV nodes (see Fig.2). At the beginning, each node has no role
and the color is black, and each node needs to report information to the SDN
controller. The SDN controller performs backbone node selection and delivers
the results. In part 4, the red UAV is the selected backbone node, and the black
UAV is the BSS member node. By reporting information periodically, the SDN
controller can discover the changes of network topology and update the role
information timely. Part 5 to Part 6 describes the process of the SDN controller
from discovering the change of topology to completing the update of node roles.

3.2 Data Plane

The design of data plane is divided into two parts: protocol packet design and
data packet design. The following figure shows the interaction flow of protocol
packet and data packet between backbone nodes and backbone nodes or between
backbone nodes and non-backbone nodes in the same BSS (see Fig. 3).

The protocol packet includes the HELLO packet and TC packet. The HELLO
packet is used to maintain the link status with other nodes, one-hop neighbor
table, and two-hop neighbor table. The TC packet is used to form the backbone
routing table. All nodes on the network need to send HELLO packets period-
ically. Only backbone nodes need to periodically send TC packets to generate
the backbone routing table.



Backbone Routing Protocol Based on SDN 335
Noshackbone Backbone Node B Backbone Node C Neos-backbone
node A nodeD
Process for sending and receiving HELLO packets: chiecks link reachability. All nodes
are sepding and receiving, and the transmission rangg is only in the local cell,|without
forwarding.
Sending and receiving
HELLO packet 1
: - ) Frequency = 2 _
Sending and receiving [% e
HELLO packet 2 Sending and receiving
Frequency = f1 HELLO packet 3
N Freqency = f3 _
TC padket sending and receiving process: Establishes 4 routing table between backbone

rout

bs. Only backbone nodes

send and receive data.
between backbone nodg¢
Sending and receiving TC
packet
Frequency = 2

[The transmission range

is only

D

Data is sef
reachablg

ata reachable by one hg

1t and received. The backbong

: by one hop. No forwarding i}
Sa=B, Da=C

Frequency = f2

-¢

P:

routes are

s required

D

Sending and receiving data,

Non-backbone routes need to
be forwarded
Sa=A, Da=D
Frequency = f1

y

ata need to be forwarded:

Forwarding data
Sa=A, Da=D
Frequency = f2

>

Data completes the last hop
Sa=A, Da=D
Frequency = f3

Fig. 3. The data plane functions.

For data packet, according to the different types of source nodes, the data
forwarding process can be divided into two categories:

(1) If the source node is a non-backbone node, the data needs to be forwarded
to the BSS header node of the same BSS. The BSS header node queries
the next backbone node to be forwarded according to the backbone routing
table, and the BSS header node of the destination BSS forwards the data to
the destination node.

If the source node is a backbone node, the next backbone node to be for-

warded is queried according to the backbone routing table, and the BSS
header node in the destination BSS is forwarded to the destination node.
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In this protocol, the candidate range of MPR nodes is narrowed to backbone
nodes, and non-backbone nodes will not be selected as MPR nodes. This is
because only the backbone node needs to maintain the routing table and is
responsible for the routing and forwarding of data, while the non-backbone node
does not need to maintain the routing table. The data of a BSS member node only
needs to be sent to the BSS header node, and the routing function is completed
by the BSS header node. Reducing the number of MPR nodes can reduce TC
packet flooding and save channel resources.

4 Simulation Verification

To compare the performance of backbone routing protocol and OLSR, we design
two different scenarios: chain scenario and random distribution scenario. All
variables are the same except the routing protocol. The throughput and protocol
packet proportion of the two protocols are compared.

4.1 Simulation Scenario One: Chain Scenario

In this scenario, backbone nodes are arranged in a chain and non-backbone nodes
are randomly distributed around backbone nodes, as shown in the following
figure (see Fig.4). The yellow node is a backbone node (BSS header), and the
green node is a non-backbone node (BSS member). The line between the yellow
node and the green node indicates that they belong to the same BSS.

xf e K)’ e 7
o oo L\ ¢ J\

Fig. 4. Chain scenario.

4.2 Simulation Scenario One: Result Analysis

In different protocols, the throughput varies with the traffic rate. As can be seen
from the figure (see Fig.5), when the rate is less than 10 Mbps, the channel is not
saturated, so the throughput of both protocols increases with the increase of the
traffic rate. When the rate is 10 Mbps, the throughput reaches the maximum.
When the rate is greater than 10 Mbps, the channel reaches saturation and
the throughput remains stable. At different traffic rate, the throughput of the
backbone routing protocol is always higher than that of OLSR (Table1).
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Table 1. Simulation parameters.

Parameter Value

Traffic Rate 0.01 Mbps to 50 Mbps
Simulator Duration | 10 s

Number of nodes |25
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Fig. 5. The throughput of chain scenario.
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Fig. 6. The protocol packet proportion of chain scenario.

In different protocols, the protocol packet proportion varies with the traf-
fic rate. As can be seen from the figure (see Fig. 6), protocol packet proportion
decreases first and then tends to be flat. When the rate is less than 10 Mbps,
the number of data packet increases with the rate, so the protocol packet pro-

portion decreases gradually. When the

rate is 10 Mbps, the number of packets
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tends to saturate. When the rate is greater than 10 Mbps, the proportion of pro-
tocol packets remains unchanged. At different traffic rate, the protocol packet
proportion of the backbone routing protocol is always lower than that of OLSR.

4.3 Simulation Scenario Two: Random Distribution Scenario

In the random distribution scenario, the coordinates of twenty-five nodes are
randomly generated. The backbone nodes are selected by SDN controller, and
then the bridge nodes are selected by Dijkstra algorithm. The network topology
of scenario two is generated, as shown in the following figure (see Fig.7 and

Table 2).
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Fig. 7. Random distribution scenario.

Table 2. Simulation parameters.

Parameter Value

Traffic Rate 0.01 Mbps to 100 Mbps
Simulator Duration | 10 s

Number of nodes 25

Backbone Node ID |8, 9, 14, 16, 18, 23, 25
Bridge Node ID 4,7, 10
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4.4 Simulation Scenario Two: Result Analysis
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Fig. 8. The throughput of the random distribution scenario.
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Fig. 9. The protocol packet proportion of the random distribution scenario.

In different protocols, the throughput varies with the traffic rate. As can be seen
from the figure (see Fig. 8), when the rate is less than 50 Mbps, the channel is not
saturated, so the throughput of both protocols increases with the increase of the
traffic rate. When the rate is 50 Mbps, the throughput reaches the maximum.
When the rate is greater than 50 Mbps, the channel reaches saturation and
the throughput remains stable. At different traffic rate, the throughput of the
backbone routing protocol is always higher than that of OLSR.
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In different protocols, the protocol packet proportion varies with the traf-
fic rate. As can be seen from the figure (see Fig.9), protocol packet proportion
decreases first and then tends to be flat. When the rate is less than 50 Mbps,
the number of data packet increases with the rate, so the protocol packet pro-
portion decreases gradually. When the rate is 50 Mbps, the number of packets
tends to saturate. When the rate is greater than 50 Mbps, the proportion of pro-
tocol packets remains unchanged. At different traffic rate, the protocol packet
proportion of the backbone routing protocol is always lower than that of OLSR.

5 Conclusion

In this paper, a backbone routing protocol based on SDN is designed to solve the
problems of excessive signaling overhead, slow response speed and slow conver-
gence speed of existing Ad Hoc network routing protocols. A logical centralized
controller performs backbone node selection, switches control policy between
deep control and shallow control according to the network status flexibly and
timely, reduces signaling overhead, and ensures the response speed and conver-
gence speed of routes. Simulation results in multiple topologies show that the
proposed centralized control backbone routing protocol significantly reduces the
overhead of route establishment and improves the throughput.
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