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Preface

We are delighted to introduce the proceedings of the 6th edition of the EuropeanAlliance
for Innovation (EAI) International Conference on Smart Grid and Internet of Things
(SGIoT 2022). This year, it took place at the Windsor Hotel, Taichung, Taiwan dur-
ing November 19–20, 2022. This conference provides an opportunity to connect with
researchers, developers, and practitioners from around the world to discuss recent find-
ings in the area of the emerging Smart Grid and Internet of Things. The technical pro-
gram of SGIoT 2022 consisted of 33 full papers in oral presentation sessions at the main
conference tracks.

These technical papers cover a broad range of topics in wireless sensors, vehicular ad
hoc networks, security, deep learning, and big data. Aside from the high-quality technical
paper presentations, the technical program also featured a keynote speech. The keynote
speech was entitled “Cross-Disciplinary Application of AIoT,” by Han-Chieh Chao,
from National Dong Hwa University, Taiwan. Prof. Chao currently serves as president
ofNationalDongHwaUniversity, Taiwan and has also been theDirector of theComputer
Center for the Ministry of Education, Taiwan from September 2008 to July 2010. He
has authored or co-authored 4 books and has published about 400 refereed professional
research papers. He serves as the Editor-in-Chief for the Institution of Engineering and
Technology Networks, the Journal of Internet Technology, the International Journal of
Internet Protocol Technology, and the International Journal of Ad Hoc and Ubiquitous
Computing. He is a Fellow of IET (IEE) and a Chartered Fellow of the British Computer
Society. Professor. Chao has been ranked as one of the top 10 Computer Scientists in
Taiwan for 2020 by Guide2Research.

Coordination with the steering chair, Imrich Chlamtac was essential for the success
of the conference.We sincerely appreciate his constant support and guidance. It was also
a great pleasure to work with such an excellent organizing committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by our Chairs Der-Jiunn Deng, Han-Chieh Chao, and Jyh-Cheng Chen
completed the peer-review process of technical papers andmade a high-quality technical
program.We are also grateful to ConferenceManager, Veronika Kissova, for her support
and to all the authors who submitted their papers to the SGIoT 2022 conference.

We strongly believe that the SGIoT conference provides a good forum for all
researchers, developers and practitioners to discuss all science and technology aspects
that are relevant to smart grids and Internet of Things. We also expect that the
future SGIoT conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

Der-Jiunn Deng
Han-Chieh Chao
Jyh-Cheng Chen
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Research on Information Platform of University
Performance Appraisal Based on Big Data
Collection Based on Internet of Things

Technology

Shuo Huang(B)

Capital University of Economics and Business, 121 Zhangjia Road, Huaxiang, Fengtai District,
Beijing, China

13581977822@163.com

Abstract. In recent years, with the continuous advancement of the information
construction process, the construction of a college information platform based
on the smart campus has attracted people’s attention. At the same time, the rapid
expansion of the demand for university resources also brings people’s vision to the
performance of higher education. Big data collection based on Internet of Things
technology is widely adopted by high-tech enterprises and applied to information
platforms. Besides, it also provides new ideas for colleges and universities edu-
cation development and talent training. This paper puts forward the idea of using
big data collection based on Internet of Things technology to build an information
platform for university performance assessment. Therefore, encourage teachers
to increase their enthusiasm for scientific research, drive the continuous growth
of university employees, and provide technical support for the realization of a
more scientific and effective performance management mode. To promote the
sustainable development of college education and teachers.

Keywords: Internet of Things · big data · performance appraisal · colleges and
universities · information platform

1 Introduction

Most of the year 2022 has passed. The Research on China’s Digital Human Resources
Report pointed out that under the background of the normalized epidemic situation,
the flow of human resources is severely limited and the available human resources
are insufficient. Therefore, throughout the country, the enterprise management tool HR
Software as a Service (SaaS) industry is developing rapidly [1].

At the same time, the staff structure of colleges and universities is changing. In recent
years, Generation Z and Millennials have started to work in colleges and universities.
Their career preferences and work patterns are different from those of older employees.
Colleges and universities need to find new ways to improve employee engagement.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
D.-J. Deng et al. (Eds.): SGIoT 2022, LNICST 497, pp. 3–19, 2023.
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4 S. Huang

Therefore, in addition to enterprises and other social institutions, universities and other
traditional institutions have an urgent need for digital human resources services.

This paper aims to create a performance management assessment platform based
on the SaaS system design concept combined with big data and Internet of Things
technology to meet the performance indicators and university performance [2]. On the
other hand, overlay other information systems of colleges and universities to improve the
efficiency of daily tasks such as school teaching. Finally, more vitality will be injected
into colleges and universities to enhance cohesion.

2 Text

2.1 Demand Analysis

Before the design of the performance appraisal system, this paper first analyzes the needs
of its customers.

We know that this system is for all staff in colleges and universities, so I will analyze
customer needs from three levels, namely, college leaders, college teachers, and staff in
the Personnel Department.

University leaders: can manage the information of all teachers at different levels,
which is easy to find andmanage.You have permission to view the performance appraisal
progress interface for strategic planning. College teachers: can protect personal privacy.
A timely reminder of performance appraisal time and requirements.

The staff of the HRDepartment: able to make absolute analysis and formHR grades.
Performance objective: maximize the satisfaction of employers, strengthen the scientific
research level of universities, and ensure the teaching quality of universities [3].

Big data technology refers to the large amount of data that cannot be analyzed and
processed by mainstream software within a reasonable time. However, this is not only
about a large amount of data, but also includes the process of effective professional pro-
cessing under this huge amount of data to realize the value-added process of data [3]. In
the process of specialized processing of large amounts of data, it also means that instead
of using software analysis in the traditional sense, we are using a more innovative way
- using cloud computing distributed processing, distributed database and cloud storage,
virtualization technology, which can not only speed up computing but also reduce costs.
Cloud computing technology is a new type of computer network technology and a land-
mark product of the continuous development of the information age [4]. The emergence
of cloud computing has opened a new chapter for human development, whichmeans that
we have entered the era of big data. The essence of cloud computing is to integrate low-
cost computing systems into a computing system with strong computing power through
the network, because big data technology can process a large number of complex data
[5], we can use structured data, semi-structured data, and even unstructured data col-
lected about college teachers, to improve the quantitative accuracy and effectiveness of
college teachers.

The Internet of Things refers to the collection of real object information in real-time
through information sensors, global positioning systems, infrared sensors, and other
equipment, and then the transmission of this information to the Internet to achieve the
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connection between things and people, so that any entity in life can be connected to the
Internet, to achieve integrated intelligent management [6].

As the implementation of the Internet of Things will generate a large amount of
data, in the process of analyzing a large amount of data, big data technology is required
to provide support, and the two complement each other. The IoT system is divided
into three layers, namely the perception layer, the network layer, and the application
layer. The perception layer of the Internet of Things is responsible for using devices to
perceive and detect the situation of entities in various dimensions [7]. The network layer
is responsible for acquiring and transmitting the information observed by devices in the
perception layer. The application layer is responsible for the connection between the
Internet of Things and users. The specific support of big data technology for the Internet
of Things is mainly reflected in the perception layer and the network layer.

System design principles: Before designing the system, the following principles
should be met. Systematicity: ensure the consistency and integrity of the system. Flexi-
bility; The system can flexibly adapt to the external environment, and various parame-
ters can be transferred to each other to meet the changing performance appraisal needs
[8]. Flexible integration with other systems. Ease of operation: considering the future
development of computer technology and the user, the system shall be designed with a
modular structure. The independence of modules is strong, and the increase, decrease
or modification of modules has little impact on the whole system, which is convenient
for the improvement and expansion of the system so that the system is in the process
of continuous improvement and is conducive to the expansion and improvement of the
system. Reliability: The system should have the ability to resist external interference
and strong self-recovery ability. The system shall ensure the accuracy and reliability of
data. Advanced and mature technology is adopted, which conforms to the specification.
Economy: Based on meeting system requirements, minimize system overhead.

2.2 Assessment Process

Performance plan: including annual performance target, monthly performance target,
performance target of each department, and individual performance target. Next, I will
discuss the annual performance target and individual performance target in detail.

Annual performance target:
The purpose of setting up an efficient, fair, and reasonable annual performance target

is to improve the school running level, improve the office efficiency and make the uni-
versity famous. The design performance objectives need to meet the ‘SMART’ principle
[9].
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S (Strategic): performance objectives should be consistent with the organizational
strategy. The performance target comes from the organizational strategy at first and must
be subordinated to the organizational strategy at the same time.

M (measurable):Determine the number and time of performance objectives.Whether
and to what extent the performance objectives are achieved must-have criteria and mea-
surement methods that can be accurately determined, easy to measure, and not easily
disputed.

Acceptable: Challenging and motivating. The setting of performance objectives
should be aggressive, with growth breakthroughs, and reflect the competitive con-
sciousness of surpassing rivals and self, which is an inevitable requirement of modern
commercial society.

R (realistic) Realistic and feasible: the goal should not be set too high. It should be
modest or it will lead to confusion. At the same time, it should also be challenging to
improve the ability level of colleges and universities [10]. Finally, 10% of the people
feel pressured, 10% of the people can play more potential to over fulfill the task, and the
remaining 80% of the people can complete the task after hard work.

T (timetable) Time-limited: defines the time range of different goals.
Individual performance objectives:
The overall performance appraisal scheme covers managers and faculty groups but

will focus on faculty performance appraisal. The systemwill focus on the characteristics
of college teaching, ensure that the scientific research task will not be too heavy to affect
the teaching task, and appropriately reduce the burden of college teachers when imple-
menting the personal performance goals of college teachers. The number of scientific
research papers is more important than the number.

At the same time, we should pay attention to the construction of teachers’ values,
and strive to create an example of teachers who are active, enterprising, dedicated, and
diligent. For examiners, testing teachers’ values is a long-term task, which needs to
be implemented in daily life, to ensure that teachers can fully implement the profound
connotation of core values.

Establish perfect performance appraisal standards.
Summarize and manage human resource information through big data technol-

ogy, collect users’ evaluation of the performance platform in real-time, and technicians
regularly form feedback on the evaluation to repair system loopholes.

The assessment criteria embody several principles:
Transparency principle: everyone can find the appraisal criteria, appraisal process,

and appraisal time on the platform. Objective principle: use a big data system to input
data throughout the process to prevent omission. Conduct pre-examination training for
examiners to improve relevant professional qualifications. Statistics shall be timely and
accurate. Communication principle: use sensing technology to strengthen the connection
between examiners and examinees. The principle of comprehensiveness: teachers work
hard.
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First, the school needs to set performance appraisal indicators:
Definition of relevant concepts:
KPI: a key result indicator that can be expressed by quota or ratio. At present, KPI

is also widely used in the performance appraisal of colleges and universities, which
can guide college teachers to complete teaching and research tasks with high quality
and perfect teaching objectives. However, as a result-oriented indicator, KPI will guide
teachers to focus on short-term results too much and ignore long-term changes and pro-
cesses. Therefore, we will combine gs indicators with KPI indicators for comprehensive
consideration.

GS: a phased indicator that is difficult to quantify. It refers to the completion of major
work that is relatively long-term and has no direct control over the operating results.

The performance appraisal should focus on the process of self-examination of
employees. Teachers should position their level in colleges, departments, and schools
through horizontal comparison of teaching quality and self-evaluation of the quantity
and quality of scientific research achievements. Teachers can judge whether they have
made progress in all aspects, what is room for improvement, and simply judge the recent
work status by viewing the longitudinal comparison of previous years’ performance. In
addition, employees need to listen to others’ opinions to improve themselves. In the KPI
and gs indicators of performance appraisal, there will be leaders’ evaluation, colleagues’
evaluation, parents’ evaluation, students’ evaluation of teaching, and other sectors. The
experience of the latter two mainly reflects teachers’ education level and ethics, which
has high reference value.

The indicators are set by the 80/20 principle, adhering to the concept of “fewer but
better” in terms of quantity, which is convenient for college employees to focus on their
work and improve their work concentration within a certain period.

The establishment process of KPI and gs indicators is very complicated, but each
step is indispensable. Therefore, good communication and discussionmust be conducted
before the establishment. All people involved in the assessment should participate in the
meeting to modify the performance assessment rules.

In performance appraisal, weight setting is often very important, and reasonable
weight setting can strengthen the rationality and fairness of performance appraisal.
Therefore, for the in-service employees in different departments of colleges and uni-
versities, KPI indicators and gs indicators have different weights, which also have
many considerations. The following three parts of the school are randomly selected
for illustration:

Financial Management Department: KPI index accounts for 50%, gs index accounts
for 50%. The members of the Financial Management Department will judge the per-
formance level through the utilization rate of financial expenditure in the school, so the
KPI accounts for a large proportion.



8 S. Huang

Topmanagement: KPI index accounts for 80%, gs index accounts for 20%. For senior
leaders, the purpose of performance appraisal is to assess their management philosophy
and management level. The management level is mainly measured by quantitative indi-
cators such as the completion of subordinate tasks, the quality change of students in a
certain period measured by authority, and the performance report of each department in
the university. Therefore, the KPI index accounts for a large proportion.

College teachers: KPI index accounts for 20%, gs index accounts for 80%. Only after
strict layer upon layer screening can college teachers successfully enter the post. So they
have strong professional ethics and a sense of responsibility and can meet the teaching
workload on time. Similarly, most of their KPI indicators are difficult to open the gap.
On the other hand, the reference significance of qualitative indicators is extraordinary.
From the evaluation of others, we can observe the teacher’s teaching level, performance
ability, personal accomplishment, and other aspects. It is a very good assessmentmethod,
so it accounts for a large proportion.

Formation and determination of scoring principles for assessment results:
Set goals, and give a total score of five points. Three points will be given if the task

is just completed. Then add up according to a certain model, and five points will be
considered excellent.

Personal performance rating: I take work performance (KCL) and comprehensive
quality (KPI+GS) as the horizontal axis and vertical axis of the coordinate system
respectively to form a rating classification, as shown in Fig. 1 below:

Performance plan: including annual performance target,monthly performance target,
performance target of each department, and individual performance target. Next, I will
discuss the annual performance target and individual performance target in detail.

Annual performance target:
The purpose of setting up an efficient, fair, and reasonable annual performance

target is to improve the school running level, improve the office efficiency and make
the university famous. The design performance objectives need to meet the ‘SMART’
principle.

S (Strategic): performance objectives should be consistent with the organizational
strategy. The performance target comes from the organizational strategy at first and must
be subordinated to the organizational strategy at the same time.

M (measurable):Determine the number and time of performance objectives.Whether
and to what extent the performance objectives are achieved must-have criteria and mea-
surement methods that can be accurately determined, easy to measure, and not easily
disputed.

Acceptable: Challenging and motivating. The setting of performance objectives
should be aggressive, with growth breakthroughs, and reflect the competitive con-
sciousness of surpassing rivals and self, which is an inevitable requirement of modern
commercial society.

R (realistic) Realistic and feasible: the goal should not be set too high. It should be
modest or it will lead to confusion. At the same time, it should also be challenging to
improve the ability level of colleges and universities. Finally, 10% of the people feel
pressured, 10% of the people can play more potential to overfulfil the task, and the
remaining 80% of the people can complete the task after hard work.
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T (timetable) Time-limited: defines the time range of different goals.
Individual performance objectives:
The overall performance appraisal scheme covers managers and faculty groups but

will focus on faculty performance appraisal. The systemwill focus on the characteristics
of college teaching, ensure that the scientific research task will not be too heavy to affect
the teaching task, and appropriately reduce the burden of college teachers when imple-
menting the personal performance goals of college teachers. The number of scientific
research papers is more important than the number.

At the same time, we should pay attention to the construction of teachers’ values,
and strive to create an example of teachers who are active, enterprising, dedicated, and
diligent. For examiners, testing teachers’ values is a long-term task, which needs to
be implemented in daily life, to ensure that teachers can fully implement the profound
connotation of core values.

Establish perfect performance appraisal standards.
Summarize and manage human resource information through big data technol-

ogy, collect users’ evaluation of the performance platform in real-time, and technicians
regularly form feedback on the evaluation to repair system loopholes.

The assessment criteria embody several principles:
Transparency principle: everyone can find the appraisal criteria, appraisal process,

and appraisal time on the platform. Objective principle: use a big data system to input
data throughout the process to prevent omission. Conduct pre-examination training for
examiners to improve relevant professional qualifications. Statistics shall be timely and
accurate. Communication principle: use sensing technology to strengthen the connection
between examiners and examinees. The principle of comprehensiveness: teachers work
hard, 2.2.2 Assessment operation.

First, the school needs to set performance appraisal indicators:
Definition of relevant concepts:
KPI: a key result indicator that can be expressed by quota or ratio. At present, KPI

is also widely used in the performance appraisal of colleges and universities, which
can guide college teachers to complete teaching and research tasks with high quality
and perfect teaching objectives. However, as a result-oriented indicator, KPI will guide
teachers to focus on short-term results too much and ignore long-term changes and pro-
cesses. Therefore, we will combine gs indicators with KPI indicators for comprehensive
consideration.

GS: a phased indicator that is difficult to quantify. It refers to the completion of major
work that is relatively long-term and has no direct control over the operating results.

The performance appraisal should focus on the process of self-examination of
employees. Teachers should position their level in colleges, departments, and schools
through horizontal comparison of teaching quality and self-evaluation of the quantity
and quality of scientific research achievements. Teachers can judge whether they have
made progress in all aspects, what is room for improvement, and simply judge the recent
work status by viewing the longitudinal comparison of previous years’ performance. In
addition, employees need to listen to others’ opinions to improve themselves. In the KPI
and gs indicators of performance appraisal, there will be leaders’ evaluation, colleagues’
evaluation, parents’ evaluation, students’ evaluation of teaching, and other sectors. The
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experience of the latter two mainly reflects teachers’ education level and ethics, which
has high reference value.

The indicators are set by the 80/20 principle, adhering to the concept of “fewer but
better” in terms of quantity, which is convenient for college employees to focus on their
work and improve their work concentration within a certain period.

The establishment process of KPI and gs indicators is very complicated, but each
step is indispensable. Therefore, good communication and discussionmust be conducted
before the establishment. All people involved in the assessment should participate in the
meeting to modify the performance assessment rules.

In performance appraisal, weight setting is often very important, and reasonable
weight setting can strengthen the rationality and fairness of performance appraisal.
Therefore, for the in-service employees in different departments of colleges and uni-
versities, KPI indicators and gs indicators have different weights, which also have
many considerations. The following three parts of the school are randomly selected
for illustration:

Financial Management Department: KPI index accounts for 50%, gs index accounts
for 50%. The members of the Financial Management Department will judge the per-
formance level through the utilization rate of financial expenditure in the school, so the
KPI accounts for a large proportion.

Topmanagement: KPI index accounts for 80%, gs index accounts for 20%. For senior
leaders, the purpose of performance appraisal is to assess their management philosophy
and management level. The management level is mainly measured by quantitative indi-
cators such as the completion of subordinate tasks, the quality change of students in a
certain period measured by authority, and the performance report of each department in
the university. Therefore, the KPI index accounts for a large proportion.

College teachers: KPI index accounts for 20%, gs index accounts for 80%. Only after
strict layer upon layer screening can college teachers successfully enter the post. So they
have strong professional ethics and a sense of responsibility and can meet the teaching
workload on time. Similarly, most of their KPI indicators are difficult to open the gap.
On the other hand, the reference significance of qualitative indicators is extraordinary.
From the evaluation of others, we can observe the teacher’s teaching level, performance
ability, personal accomplishment, and other aspects. It is a very good assessmentmethod,
so it accounts for a large proportion.

Formation and determination of scoring principles for assessment results:
Set goals, and give a total score of five points. Three points will be given if the task

is just completed. Then add up according to a certain model, and five points will be
considered excellent [11].

Personal performance rating: I take work performance (KCL) and comprehensive
quality (KPI+GS) as the horizontal axis and vertical axis of the coordinate system
respectively to form a rating classification, as shown in Fig. 1 below [12]:
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Fig. 1. .

Level A: The losers at this level will face job transfer or immediate elimination.
Level B: For those with problems, stop all opportunities and rewards, strictly

require the ability and quality, participate in training, enter the observation period of
performance, consider how to deal with the next step, and consider salary reduction.

Level C: The promotion opportunity will be suspended for those with deficiencies.
They will be given a year’s opportunity to improve their ability and quality, and require
staff to participate in training and learning.

Level D: Those with problems should stop all opportunities and rewards, be strict in
performance, participate in training and learning, enter the observation period, consider
how to deal with the next step, and consider salary reduction.

Level E: Those who perform fairly well should carefully consider salary reduction
and promotion, put forward performance requirements, and conduct training to improve
their ability, but do not let them hinder the development of talented employees in the
department.

Grade F: excellent, reward: more salary increase, encourage: continue to improve
quality, opportunity: have the conditions for the promotion.

Grade G: The promotion opportunity will be suspended for those with deficiencies.
They will be given a year’s opportunity to improve their ability and quality, and require
staff to participate in training and learning.

Level H: excellent, reward: more salary increase, encourage: continue to improve
quality, opportunity: have the conditions for the promotion.
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Level I: Very excellent person, with various opportunities and rewards, high salary
increase bonus, priority for promotion if continuously obtained, and other rewards.

Preliminary determination of performance appraisal scoring steps: KPI indicator
scoring; Gs index scoring; Absolute Appraisal: the appraisal score is obtained from
the weight summary [13]; Relative appraisal: appraisal: check and summarize employee
grades; Result confirmation: the appraiser and the appraisee talk one-on-one to determine
the appraisal results and performance grades.

Counseling and training before the examination: First, the school shall convene lead-
ers of teaching units, administrative departments, and logistics departments for meeting
mobilization. Next, the tutoring and training of each department should be carried out
to ensure that each teacher has clear performance goals and how to implement personal
work goals [14]. The work goal will be the direction of every teacher’s efforts through-
out the daily work of teachers. At the same time, all teachers should be aware of the
information such as the indicators, the time of each task, and the inspection period. To
understand the level you need to reach finally. After coaching and training, each teacher
shall sign for confirmation. And meet the needs of teachers who are not competent but
want to improve their performance, and provide them with relevant training.

The technical departments of colleges and universities need to improve the supervi-
sion mechanism, use big data technology to enable assessment and supervision, make
full use of modern information technology, and rely on big data, artificial intelligence,
and other means to run through disciplinary supervision, inspection, and supervision
[15]. And we should improve the rules and regulations to prevent loopholes in the sys-
tem. The above two nights can guarantee the accuracy of the assessment to the highest
extent.

This system can collect attendance information, reward and punishment records, and
other information across platforms. Ensure the accuracy of collected information and the
continuous automatic collection of long-term information. Tables and various statistical
charts can be automatically formed, and a brief analysis report can be formed through
big data analysis for the reference of the HR Department.

The formation of assessment results will adopt the mode of “human-computer inte-
gration”, that is, artificial intelligence replaces some of the examiner’s functions, which
can effectively avoid unfair and objective assessment results caused by the subjective
impression and personal style of the examiner.

The confirmation of appraisal results mainly involves the following processes. The
assessment results will be publicized by each department on a unified date. If teachers
have objections and need to report them, they will review the parts with objections and
re-identify them. After all the assessment results are confirmed, they will be reported to
the school for approval and archiving.

The ultimate purpose of any performance appraisal is not only for testing but also
for the ultimate development of college teachers and colleges. Therefore, after the con-
firmation of appraisal results, performance results must be analyzed and fed back [16].
Excellent performance results analysis and feedback can not only increase the enthu-
siasm of teachers but also help employees improve their performance. The analysis of
performance results should reflect the vision and requirements of schools, students, and
other groups for teachers. It should also indicate the objectives of the school managers
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for the next stage of performance and the detailed plans made for this purpose. The
system will use information technology to analyze the data of the assessment results and
assist in decision-making.

Convening performance analysis meeting: anonymous questionnaire survey was
issued to college teachers to evaluate and suggest a performance appraisal. Relevant
personnel absorbed opinions and formed a report, which was submitted together with the
performance appraisal analysis report at the meeting [17]. On the other hand, the leader
in charge should have strong communication ability, be able to actively communicate,
and consciously collect opinions. At the meeting, all members of the meeting focused
on discussing and correcting problems in the performance appraisal body and appraisal
process. And discuss the performance objectives and work tasks of each department in
the next stage.

Linkwith salary: salary is often themost concerned issue of every employee [18]. The
performance resultswill be linked to the salary payment. The performance appraisal team
and relevant appraisers can adhere to the principle of fairness and justice to pay teachers.
The appraisal team takes the performance salary as the bonus part of its performance
appraisal salary allocation.

Learning and training: After the confirmation of the performance appraisal results,
teachers with poor performance levels need to participate in the performance improve-
ment training organized by the school. Teachers with ordinary performance who wish to
learn can also apply for training [19]. When there are limited learning exchange oppor-
tunities and training (provincial training and national training), teachers with excellent
performance are preferred.

Professional title employment: the role of performance appraisal: the school will
adjust the professional title employment and salary grade according to the performance
level. The school will focus on training teachers with excellent performance appraisal
results and give them extra points for their professional titles. When there are vacancies
in school management posts, these teachers will be considered first. The following is
part of the role of performance appraisal: to understand the ability level, strengths, and
weaknesses of employees. This is conducive to the follow-up training of employees,
personnel transfer, and other activities. In the training, it can make up for the lack of
employees’ working ability and improve their working quality [20].

At the same time, performance appraisal is also an effective means to motivate
employees. It can create a benign competitive environment and improve teachers’ moti-
vation. Finally, the rational use of performance levers can realize the sustainable devel-
opment of vocational education and help the strategy of rejuvenating the country through
science and education.

2.3 Database Design

First, the feasibility of the system is analyzed.
Economic feasibility: The school is in good financial condition and able to bear

the cost of system purchase and later maintenance [21]. Operational feasibility: the
platform is divided into foreground operation and background operation. The front desk
uses photoshop and other software to design beautiful web pages for users. It can be used
in Windows systems for easy downloading. The system page is simple, the font size is
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adjustable, and the presbyopia users can also read it smoothly. It is easy to operate, and
older teachers who are not good at using electronic devices can quickly learn and put
them into use.

Technical feasibility: it is necessary to determine the development of the system
through the analysis of economic, social, technical, and other aspects.

Analyze the user activities of university performance appraisal and form a business
flow chart as shown in Fig. 2 below [22].

Fig. 2. .

Conceptual model: form ER diagram (entity contact method), as shown in Fig. 3, 4,
5 and 6 below:
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Fig. 3. .

Fig. 4. .

The main functions of establishing a university teacher performance management
database are:
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Fig. 5. .

Teachers’ information management: adhere to the principle of protecting personal
information for the management of teachers’ personal information, reduce the risk of
information disclosure, and the information entered on the platform is comprehensive,
can be updated in real-time, and is easy to find. Individuals can click to generate informa-
tion analysis, including the queries of previous years’ performance, multi-level retrieval
of a large amount of information, statistical analysis of individual compensation, etc.
[23].

Attendance informationmanagement: the systemwill summarize and count the atten-
dance information of all teachers, such as attendance, absence, leave, overtime date and
working hours, etc. within a period, analyze the system, and finally form a report. It is
convenient for the human resources department to master the working status of teachers
in real-time. The assessment subject is the Human Resources Department. The system
collects data and downgrades teachers who ask for more leave, exceed the upper limit
of late and early leave, and whose attendance is less than half of the total days due to
maternity leave, an entry in the month, and resignation in the month, and cancels the
performance bonus of the month. Reward and punishment information management:
this system will focus on building a more perfect reward and punishment mechanism.
Teachers can add, delete, cancel and view reward information individually or in batches
on the platform. The administrator has the right to review the reward and punishment
information [24].
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Fig. 6. .

A performance appraisal system based on the saas mode has been established [25].
Different users (different universities) can only open the browser to assess, view, manage
and analyze the performance of hundreds of people [26]. This is a public platform, which
can be personalized for different universities to meet different needs [27]. At the same
time, each user will not be aware of the existence of other users. The prototype analysis
method is used to pay more attention to the details of each module of the user interface,
adapt to the needs of users in continuous improvement, and strive to give users a more
comfortable experience. The system adopts the development method of separating the
front end from the back end. The back end provides data to the front end, and the front
end is responsible for HTML rendering and user interaction. Both parties standardize
the interface content in the form of documents [28].

The front end uses Vue with node. of as the core Js front-end technology ecological
architecture. The back-end uses spring boot+spring cloud+spring mvc+spring data. The
front and rear ends use API documents to connect. After the front and rear ends are built,
the front and rear ends are jointly tested.

Design Oracle or MySQL databases to support more tenants.

3 Conclusion

With the further development of higher education in the new era, the competition among
universities across the country is becoming increasingly fierce. The importance of per-
formance appraisal as a means to enhance the core competitiveness of universities is
self-evident. At this time, build a high-tech performance appraisal information manage-
ment system to optimize the overall performance appraisal. High-quality performance
appraisal can better adapt to the concept of running a university in the new era, better



18 S. Huang

meet the development goals of universities, and encourage teachers to work towards the
same goal [29].

This paper finds that in recent years, China’s higher education industry has made
great progress, the system is more sound, the team of teachers is growing, and the
requirements for teachers are higher. At the same time, the salary is diversified, and
the performance appraisal is also improving. The system design must conform to the
development of the times and the unique background of colleges and universities, and
seek development in the change.

The research still has some limitations, and there are many difficulties in the research
process. The system design process needs to be further improved and supplemented in
the future.
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Abstract. At present, quantitative investment is still in the early stage of devel-
opment in China, and most of them focus on traditional financial mathematical
models. However, the development of Internet of things technology enables peo-
ple to quickly obtain various industry data and financial data, leading to irrational
investment in real life. The development of Internet of things technology has
led to an important concept in behavioral finance, that is, investors tend to hold
stocks with losses and sell stocks with profits, which may cause further losses
to investors. Therefore, in order to make quantitative investment more effective
to achieve the goal of stable returns, we should apply the conditions of irrational
people to quantitative investment. This paper will mainly discuss the application
of allocation effect in behavioral finance in quantitative investment. It is helpful to
the development of China’s quantitative investment theory and practice, and has
certain reference significance for many Chinese individual investors to understand
their investment behavior.

Keywords: Quantitative investment · Internet of things technology · disposal
effects · behavioral finance

1 Introduction

1.1 Background and Needs

Although the traditional financial theory has a rigorous and complete logical deduction,
but many of the assumptions are inconsistent with the real finance, so that there are
many “visions” in the real market that cannot be explained, just like the disposal effect
to be discussed in this article, the disposal effect is that investors have the tendency
to hold loss-making stocks and sell profitable stocks, which may cause further losses
to investors, and the reason should be that investors violate the assumption of rational
people in traditional finance. According to past studies, because the rationality of retail
investors is weaker than that of professional financial institutions, the disposal effect of
retail investors will be more obvious, and because China’s stock investment market is in
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the initial stage of development, the proportion of retail investors is large, up to 80%, then
the disposal effect will be more obvious in China, the degree of impact on China’s stock
market is larger, and at the same time there is a certain impact on the fund market, so we
should fully understand the disposal effect, so that investors understand the irrational
side of their investment. In turn, we will understand the pricing mechanism with China’s
characteristics, so that investors can achieve profitability to the greatest extent, and at
the same time contribute to the healthy development of the financial system [1].

The Internet of Things refers to the use of infrared sensors, information sensors, radio
frequency identification technology, laser scanners, global positioning systems and other
equipment, the state of the observation object is re-connected to the Internet, breaking
the traditional connection between people and people, realizing the connection between
things and people, things and things, and realizing the interconnection of people and
machines and items at any time, any place, so that we can achieve intelligent monitoring
and management. The Internet of Things is composed of a perception layer, a network
layer, and an application layer [2].

At present, the Internet of Things in China has achieved deep integration with multi-
ple industries, such as the integration of the Internet of Things and finance, the integration
of the Internet of Things and finance will change the traditional sense of the financial
model, Internet of Things finance refers to the financial services and innovation for all
The Internet of Things, which extends the object of financial services from “people”
to “things”, which can be widely used in many fields to promote the automation and
intelligence of financial services, and then promote the innovation and change of the
financial industry [3]. Internet of Things finance enables the integrated management of
information flow, capital flow and logistics.

1.2 Literature Roundup

The interpretation of the disposal effect in previous studies can be divided into two
categories, one is from the perspective of traditional finance, and the other is from the
perspective of behavioral finance.

The explanations of the disposal effect in traditional finance mainly include price
reversal phenomenon, investment rebalancing theory and informed trading theory [4].
The price reversal phenomenon refers to a slight decrease in the price after the price
rises, so the investor will sell the stock shortly after the profit will make the investor
the most profitable, but empirical analysis in real life shows that most stocks do not
have a price reversal effect in the subsequent performance, so this explanation does not
hold. Investment rebalancing theory refers to the investor’s own requirements for the
weight of each stock in the portfolio, when the price of a stock in the portfolio rises, the
weight of the stock on behalf of the stock also rises, then the investor sells the profitable
stock, so that the stock weight returns to the previous level of the behavior can also be
explained, that is, the disposal effect can be explained, but this theory also means that
the investor has to take the funds from the sale of profitable stocks to buy loss-making
stocks, and then in the case of maintaining the scale of investment, To maintain portfolio
weights, however, under empirical analysis, investors do not buy loss-making stocks,
so this explanation does not hold. Informed trading theory means that investors have
insider information, and insider information shows that the price of a loss-making stock
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will rise or the price of a profitable stock will fall, so the disposal effect phenomenon
of investors selling profitable stocks or holding loss-making stocks can be reasonably
explained, but empirical analysis shows that the average return of profitable stocks sold
is higher than the average return of loss-making stocks held, so this explanation is not
valid. In general, the traditional financial interpretation of the disposal effect has been
falsified in subsequent studies, but their existence brings us closer to the essence of the
problem step by step [5].

The explanation of disposition effect in behavioral finance mainly includes prospect
theory, psychological account, mean value regression and other theories. The value curve
of prospect theory has three characteristics. The first point is that the utility of investors
does not come from the profits or losses of relative absolute points, but for relative points,
that is, the expected returns in the minds of investors. The second point is that the utility
is not linear, and it has the effect of diminishing marginal value, that is, when the relative
point is profitable, the utility curve is a convex function, that is, the more profits for the
relative point, the less positive value feedback corresponding to unit profits, When there
is a loss for the relative point, the utility curve is a concave function, that is, the more the
loss for the relative point, the less the negative value feedback corresponding to the unit
loss. The third point has asymmetry. When the amount of loss and profit is the same, the
negative value feedback obtained by the loss is greater than the positive value feedback
obtained by the profit. Therefore, investors are more willing to hold loss stocks and sell
profit stocks, which explains the disposal effect [6].

The psychological account theory refers to that investors set up an account for each
stock in their mind, and each account has a psychology of at least not losing money.
Selling losing stocks means closing their account in their mind, which represents a
permanent loss of a psychological account. Therefore, in order to avoid this phenomenon,
investors will continue to hold losing stocks to keep the floating loss of the psychological
account from becoming a real loss, the same is true for selling profitable stocks, that is,
determining a psychological account and closing it after making profits, which greatly
satisfies the psychology of investors and explains the disposal effect.

The mean value regression theory means that investors believe that stock prices will
return to the mean value, that is, stocks with rising prices will fall back, and stocks
with falling prices will rebound, so holding stocks with losses and buying stocks with
profits can be reasonably explained. However, this theory also means that since investors
believe that stock prices with losses will return to their higher mean values, investors
will have two corresponding behaviors, one is to hold loss stocks and the other is to buy
loss stocks. However, in previous empirical studies, it has been shown that investors will
not buy loss stocks, so this theory cannot explain the disposal effect.

This paper first theoretically explains how to use the perspective of learned helpless-
ness to explain the resolution effect and the impact of Internet of things technology on the
resolution effect, secondly uses experiments to verify the relationship between learned
helplessness and the resolution effect, and finally explains the impact of the resolution
effect on the financial market and the methods to deal with the disposal effect.
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2 Theoretical Explanation

The theoretical explanation can be divided into two steps. The first step demonstrates
that the disposition effect is a market anomaly. We theoretically analyze whether there is
learned helplessness in the market, which means that an individual will become helpless
after repeated setbacks. If there is, we will carry out the second step to demonstrate
whether the result of learned helplessness has a disposition effect. If there is a disposi-
tion effect, we can use the learned helplessness theory to explain the disposition effect,
that is to achieve the goal of this paper. In the first step of the demonstration, the basis
for this paper to determine whether there is learned helplessness is whether there is a
reason for learned helplessness in the market. In the second step of the demonstration,
according to the stock market scenario corresponding to the reason for learned help-
lessness, it is theoretically analyzed whether there is a disposal effect. The causes of
learned helplessness are widely accepted as behavioral cybernetics, attribution theory,
goal theory, self-esteem protection theory and so on [7]. Behavioral cybernetics, that is,
thinking that if you can’t control the occurrence of failure, you will feel helpless. At this
time, helplessness is not caused by the result of failure, but by thinking that you can’t
control the process of failure, so you will treat the things you will face in the future with
this helpless mentality. Learned helplessness in behavioral cybernetics includes three
elements: uncontrollable environment and concomitant cognition, that is, thinking that
no action can control the outcome of failure and giving up reaction, that is, adopting
such a helpless attitude towards the future. Then, corresponding to our stock market,
the unpredictable stock market can correspond to an uncontrollable environment. In the
stock market, every investor acts as a passive receiver of the price and at this moment,
investors do not know whether the stock will be in a loss state at the next moment.
This corresponds to the concomitant cognition, that is, there is an element of learned
helplessness in behavioral cybernetics in the stock market, and there is a phenomenon of
learned helplessness, Investors will give up, that is, they will make the current decision
with a passive and helpless attitude, that is, they will hold the losing stocks and sell the
profitable stocks, that is, they will have a disposal effect.

Attribution theory, that is, for the explanation of failure events, attribution can be
roughly divided into three factors. The first is inward attribution and outward attribution.
If an individual attributes the failure to himself, he will lose self-esteem to a certain
extent, and then he will have learned helplessness. If the failure is attributed to the
outside world, then there is a small probability of learned helplessness. The second is
whether the failure is stable, that is, whether the failure is stable or unstable, that is, failure
occurs only by accident. If the attribution is stable, it will lead to learned helplessness.
The third common or specific factor, if the attribution is universal, will lead to learned
helplessness [8]. Generally speaking, if it is attributed to internal, stable and universal, it
will produce learned helplessness. Corresponding to the real stockmarket, the attribution
of investors cannot be generalized, but according to the data of 2021, the per capita loss
of retail investors is as high as 100000 yuan, which shows the stability and universality
of investment failure, so we can think that retail investors will also attribute stability
and universality. Institutional investors have more financial knowledge reserves than
retail investors, and can often achieve profits, so they do not have the conditions for
stable and universal attribution, As for whether the attribution is internal or not, I think
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it depends more on personality, so whether retail investors or institutional investors are
not easy to compare in this point, from the perspective of stability and general theory
of the latter two aspects of attribution, the learned helplessness of institutional investors
should be weaker than that of retail investors. In the stock market, investors have learned
helplessness due to attribution. If they think that their losses are due to their own ability
problems, that losses are normal, and that most investors and themselves are losses, they
will have a helpless mentality, and then give up “resistance”, continue to hold losing
stocks and sell profitable stocks, that is, the disposal effect will occur.

Goal theory, that is, people with the same ability have different reactions when facing
multiple failures, one is learned helplessness, and the other is autonomy. The former
pays more attention to performance goals and pays more attention to self evaluation
than to ability improvement, so as to avoid failure as much as possible. The latter pays
more attention to learning goals and pays more attention to ability improvement than
to self evaluation, so as to face failure with a positive attitude. Corresponding to the
stock market, it refers to the former, which pays more attention to performance, that is,
whether the stock really brings me more profits than the ability gains brought me by the
stock loss. In fact, the former does exist in a large range in the stock market. Investors
want to realize real gains through the stock market, so there is a phenomenon of learned
helplessness. They face losses with a negative attitude, the disposal effect occurs when
the profit-making stocks are sold and the loss making stocks are held.

Self esteem protectionmode, that is, people have expectations. If the results in reality
are different from expectations for many times, they think that they have insufficient
ability, and people will feel that their self-esteem decreases. Out of the maintenance
of self-esteem, they will reduce their efforts, so it is reasonable to attribute the next
failure to their insufficient efforts, not their insufficient ability, that is, self handicapping.
Corresponding to the stock market, when investors receive the result of stock loss which
is inconsistent with their expected profits, they will give up their efforts, self hinder, sell
profitable stocks and hold loss stocks, and then protect self-esteem. In this process, there
is a disposal effect.

From the above analysis, it can be seen that learned helplessness can theoretically
explain the disposal effect, which can be embodied in that the more consecutive losses
investors experience, the more helplessness they will give up and continue to hold loss
stocks, resulting in disposal effect, which will further aggravate losses. The research in
this paper is beneficial for understanding investor behavior and establishing quantitative
investment models. Since retail investors account for a relatively high proportion and
the degree of retail investors’ disposal effect is greater, there are often “anomalies” in
China’s financial market. Understanding the disposal effect in behavioral finance will
help us understand and make use of China’s characteristic financial market. At present,
most of the quantitative investment includes the disposal effect factor through CGO,
which is not profitable, this indicator is formed based on the explanation of the prospect
theory for the disposal effect. In this paper, explaining the disposal effect with learned
helplessness will improve the algorithm of CGO, so that the disposal effect can be better
quantified into the model, thus making the quantitative model more effective.

With the development of Internet of things technology, its impact on the disposal
effect is becoming more and more profound, which can be divided into two reasons.
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The first reason is that herding refers to that investors have a herd mentality in the
market and will tend to the decisions made by most investors. Sometimes investors will
give up their correct decisions and make wrong decisions after they have mastered the
correct information. In the stock market, the proportion of retail investors is as high as
80%. Because of their poor professionalism and sensibility, retail investors are more
prone to herd behavior, that is, herd behavior. The basis of herd behavior is the process
of information transmission among investors. The development of Internet of things
technology makes the transmission speed of information faster, which not only expands
the scope of influence of herd behavior, but also enhances the degree of herd behavior.
Herding is a transmission of irrational behavior. As a typical irrational behavior in
behavioral finance, herding will enhance the degree of disposition effect, and Internet of
things technology will enhance the intensity of herding. Therefore, in general, Internet
of things technology will enhance the intensity of disposition effect [9].

The second reason is that Internet of things technology will speed up the transmis-
sion of information on the one hand and increase the breadth of information on the other.
However, the broadening of information caliber cannot fully guarantee the accuracy of
information. Generally, investors acquiesce that the information they get is accurate, so
investors will have confidence because they think they have more information. Overcon-
fidence means that investors overestimate their trading ability and information, resulting
in irrational transactions, and overconfidence will enhance the degree of disposal effect
[10], so in general, Internet of things technology will make investors overconfident, thus
enhancing the degree of disposal effect.

3 Correlation Verification

Learned helplessness, that is, the more times you fail, the more helpless you will be and
then give up. This paper takes the turnover rate and consecutive lossweeks of the CSI 300
index in 2021 as the research variables. The CSI 300 index covers a wide range of stocks
in circulation in most markets. It is more representative and can accurately reflect the
real situation of the whole market [11]. The turnover rate reflects the circulation degree
of stocks in the corresponding market for a certain period of time. A high turnover rate
indicates a high degree of stock activity and a large number of people selling stocks.
Comparing the turnover rate of stocks with consecutive losses for different weeks, if
the more consecutive losses, the lower the turnover rate of stocks, it indicates that the
unilateral disposal effect and the degree of learned helplessness become larger, and the
two are in a positive relationship, which further indicates that learned helplessness is
related to the disposal effect [12] (Fig. 1).

The data of CSI 300 constituent stocks in 2021 is taken for the experiment. Due to
the large amount of data, the experimental observation interval is in weeks. The scatter
chart shows that when the number of consecutive loss weeks is within the range of
1–6, the disposal effect is not obvious. However, when the number of loss weeks is
greater than 6, the weekly turnover rate is gradually decreasing with the increase of
the number of loss weeks, that is, the number of transactions is getting less and less,
indicating that people’s willingness to trade is declining after continuous loss, That is,
the degree of learned helplessness increases, while the degree of disposal effect also
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Fig. 1. The relationship between weekly turnover rate and consecutive loss weeks

increases [13]. Thus, under the condition of a certain number of consecutive loss weeks,
learned helplessness can be used to explain the disposal effect.

4 Impact of Disposal Effect and Countermeasures

Disposal effect, that is, holding loss stocks and selling profit stocks, will make the
vibration amplitude of the stock market smaller and maintain financial stability to a
certain extent. However, relatively speaking, this phenomenon also delays the speed
of information entering the pricing, reduces the efficiency of the financial market and
reduces the return rate of investors. At the same time, this effect will also play a role
in the fund market and produce “anomalies”. When the fund loses money, people are
unwilling to sell the fund. When the fund gains, people will sell the fund instead. For
fund managers, sometimes they even deliberately lose money for the sake of fund size,
there is no doubt that this way will damage the healthy development of finance [14, 15].

In order tomitigate the negative impact of the disposal effect on us, there are generally
two aspects. The first aspect is that in terms of the way we participate in the financial
market, we can participate in the financial market activities in the form of quantitative
transactions to avoid the emotional part of our human nature and the disposal effect
to the maximum extent, so as to maximize personal income and promote the healthy
development of the entire financial system [16].

The second aspect is from the personal perspective. First of all, we should have our
own judgment and try our best to avoid the phenomenon of following the crowd. Because
there are many retail investors in China’s stock market, it is often impossible to earn
money to follow a large number of unprofessional retail investors. Therefore, although
wehave quickly obtained the information ofmany investors through the Internet of things
technology, we should not blindly follow [17]. Secondly, the development of Internet
of things technology makes a large number of unfiltered information fill our eyes. We
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can’t blindly believe in data, but have our own judgment. Finally, we should have a
correct understanding of the market and ourselves. The market is unpredictable, and it
is normal to make profits and losses. Making profits in the market does not mean that
one’s personal ability is outstanding, and losing money does not mean that one’s ability
is insufficient. We should participate in the market calmly, neither overconfidence nor
inferiority complex. Only by making rational decisions can we become the real winner
in the market [5].
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Abstract. The Internet of things (IoT) is a promising technology which offers
the seamless connectivity of the global world via heterogeneous smart terminals.
As the core component of IoT intelligent terminals, IoT modules integrate various
electronic devices such as baseband chips, radio frequency modules and position-
ing modules, etc., and form single devices which can be embedded into different
types of IoT terminals. In this paper, we present a survey on IoT modules. The
architecture and the components of the IoT modules are briefly introduced. Then,
the classification of IoT modules is discussed, which mainly includes cellular
communication modules and non-cellular communication modules. One of the
most widely used cellular communication modules, i.e., narrow-band IoT (NB-
IoT) module, is further introduced and the characteristics of the module are exam-
ined in detail. In addition, the design and manufacturing process of IoT modules
is summarized and the key technologies are discussed. Finally, the future research
and development directions of IoT modules are specified.

Keywords: Internet of Things · IoT modules · NB-IoT architecture

1 Introduction

In recent years, the Internet of things (IoT) has received considerable attention and IoT
technologies and applications have experienced rapid development. It is expected that
the number of connected IoT devices will reach 41.6 billion by 2025 [1]. In order to
reduce production cost, simplify software development procedure and reduce product
release cycle time, terminal manufactures seek to exploit module-based technique and
develop various IoT related devices based on IoT modules [2–5].

In IoT modules, various electronic components including baseband chips, radio fre-
quency (RF) modules and positioning modules, etc., are integrated into unified devices
which can then be embedded into different types of IoT terminals. By using IoT mod-
ules, the design and manufacturing process of IoT terminals can be simplified [6].
As one of the key components of IoT devices, the performance and characteristics of
IoT modules play an important role in determining the cost and performance of the
terminals.

In this paper, a survey on IoT modules is presented. We first introduce the archi-
tecture and components of IoT modules, then, discuss the classification of IoT modules
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and elaborate the characteristics of narrow-band IoT (NB-IoT) modules. The design
process and key technologies of IoT modules are further summarized. Finally, the future
research and development directions of IoT modules are specified.

2 Functional Architecture of IoT Modules

This section discusses the general functional architecture of IoT modules. As shown
in Fig. 1, the functional architecture of an IoT module mainly consists of baseband
chip, RF module, global navigation satellite system (GNSS) module, memory chip,
power management module and peripheral interface, etc. The detail descriptions of the
components contained in the module architecture will be discussed as below.
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Fig. 1. General architecture of IoT modules.

The baseband chip in IoT modules is mainly responsible for processing baseband
signals and protocols. The specific functions may include baseband codec, timing con-
trol, digital system control, RF control, power saving control and man-machine inter-
face control, etc. According to the underline chip design technology, baseband chips
can be divided into analog baseband chips and digital baseband chips, where analog
baseband chips mainly process analog signals, such as audio signals, whereas digital
baseband chips deal with digital signals, such as ARM core, digital input/output (I/O),
etc.
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2.1 RF Module

As the transmitters and receivers of IoT modules, RF modules are mainly responsible
for sending and receiving the RF signals of IoT terminals. In order to process RF sig-
nals properly, certain signal processing operations including frequency synthesis, power
amplification and signal filtering are commonly conducted. To implement the functions
of RF signal processing, an RF module is composed of an RF transceiver, a power
amplifier, a low noise amplifier and a filter, etc.

The receiving process of RF modules is briefly described as follows: An RF signal is
received at the RF transceiver, and then processed by a low noise amplifier. The ampli-
fied signal is input into a mixer circuit to obtain the baseband in-phase/quadrature (I/Q)
signal, which is sent into the baseband chip for further processing. The transmission
process of RF modules is of the reverse order as that of receiving process. Specifically,
the output of the baseband circuit, i.e., the I/Q signal is sent into the modulation cir-
cuit inside the transceiver, and then modulated to generate an RF signal. After being
amplified and filtered by the power amplifier circuit, the RF signal is sent out from the
antenna.

2.2 GNSS Module

GNSS module is the general positioning and navigation module which are capable of
receiving positioning related information from various systems including global posi-
tioning system (GPS), BeiDou navigation satellite system (BDS), and Galileo position-
ing system, etc. GNSS module is composed of satellite constellations, receivers and
signal detection circuits. The GNSS module in IoT terminals is widely used in the
applications such as surveying and mapping, transportation, public safety, etc. In these
application scenarios, the main functions of the GNSS module is to provide weather
information, high-precision positioning, navigation and time information for the termi-
nals [7].

2.3 Power Management Module, Storage, Peripheral Interface

The power management module in IoT terminals is mainly responsible for providing
stable and reliable power supply for terminals. Its main functions include on/off con-
trol, voltage control, power supply and detection, and terminal charging control, etc. In
addition, some specific power management operations can be applied so as to reduce
the energy consumption of the IoT terminals during working and idle hours and prolong
the service time of the terminals in battery power supply mode.

The storage unit in IoT terminals is mainly designed for storing data and informa-
tion, including system and software parameters of wireless communication modules
and the data generated by terminals. The storage units are divided into external flash
memory and random access memory (RAM), where the flash memory is used to store
system parameters, program codes and important data, and RAM is utilized to cache
the temporary data when the terminals are operating.

According to various requirements and functions of IoT terminals, different periph-
eral interface units should be designed. The major peripheral interfaces include antenna
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interfaces and functional interfaces, where the antenna interfaces are in general com-
posed of main antenna, diversity antenna, GNSS antenna, Bluetooth antenna and wire-
less fidelity (Wi-Fi) antenna, etc., and the functional interface provides the input and
output of various signals for the IoT terminals, which can be power supply, univer-
sal serial bus (USB) flash disk, universal subscriber identity module (USIM), universal
asynchronous receiver-transmitter (UART), security digital (SD) card, analog or digital
audio, and general-purpose I/O (GPIO) interface, etc.

3 Classification of IoT Modules

According to the utilized wireless communication technologies, IoT modules can be
categorized into two types, i.e., cellular modules and non-cellular modules, among
which cellular modules are further divided into 2G modules, 3G modules, long-term
evolution-category 1 (LTE-Cat1) modules, 5G modules, narrowband-IoT (NB-IoT)
modules and enhanced machine-type communication (e-MTC) modules, and non-
cellular communication modules can be divided into Wi-Fi modules, Bluetooth mod-
ules, ZigBee modules, long range (LoRa) and Sigfox modules.

With the global spread of 4G and the rapid development of 5G related technologies,
as well as the gradual exit of 2G, 3G cellular applications, the migration of IoT services
from 2G, 3G to 4G and 5G cellular systems has become an important trend. Conse-
quently, an integrated system architecture consisting of NB-IoT, LTE-Cat1, 4G and 5G
is expected to offer efficient and diverse support to IoT applications in a cooperative
manner. Specifically, NB-IoT technology is mainly used for low-rate scenarios, and
LTE-Cat1 is expected to become the long-term IoT standard which meets the require-
ment of medium-speed IoT applications. Benefited from the advanced performance, 5G
technology will be employed to the IoT application scenarios which require high speed,
low delay and high reliability.

It is apparent that various IoT modules and technologies are of highly different
characteristics and offer diverse service performance. In Table 1, we summarize the
characteristics, performance, cost and application scenarios of existing IoT modules. In
practical applications, corresponding IoT modules can be chosen by jointly considering
the related metrics.

4 NB-IoT Technology and Modules

Compared with LTE-Cat1 and 5G modules, NB-IoT modules have been widely used
and received considerable attention in recent years [8,9]. This section presents an
overview of NB-IoT technology and modules.

4.1 An Overview of NB-IoT Technology

NB-IoT technology was introduced in 3GPP Rel-13 as one of the cellular IoT (CIoT)
technologies for low power wide area network (LPWAN) applications [10,11]. Evolved
from LTE-Cat1, NB-IoT allows operators to offer service support to massive IoT
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Table 1. Summary of IoT modules and technologies

Access technology Band Range Peak Rate Module cost Application scenarios

Cellular 5G 450–6000MHz,
24250–52600MHz

– 2.1Gbps 1000–3000 RMB Cellular vehicle-to-everything,
digital billboard, wise
information technology of med

LTE-Cat1 1.88–1.9GHz, 2.32–2.37GHz,
2.575–2.635GHz

– 10Mbps 100–150 RMB Wearable device, intelligent
security, smart agriculture,
logistics tracking

3G 1.88–1.9GHz, 2.01–2.025GHz – 42Mbps 100–150 RMB POS, wearable device, smart
home

eMTC 1.88–1.9GHz, 2.32–2.37GHz,
2.575–2.635GHz

– 1Mbps 100–150 RMB Wearable device, vehicle
management, electronic
billboard

NB-IoT 1.88–1.9GHz, 2.32–2.37GHz,
2.575–2.635GHz

– ≤100Kbps 60–80 RMB Smart meter reading, smart grid
monitoring, smart parking

GSM 890–915MHz, 935–960MHz,
1.71–1.784GHz,1.805–
1.879GMHz

– 100–300 Kbps ≤20 RMB SMS message, voice calls

Non-cellular LoRa 868MHz, 915MHz 15 km 50 kbps 2RMB Smart street lamp, smart home

Sigfox 915–928MHz 20 km 100 bps 1RMB Mining industry, tunneling

ZigBee 868MHz, 915MHz, 2.4GHz ≤1 km 250Kbps 1RMB Smart street lamp, smart factory

Wi-Fi 2.4GHz, 5GHz 100m 54Mps 5–50RMB Smart home, remote video
transmission, home gateway

Bluetooth 2.4GHz 50m 2Mbps 5–50RMB Wise information technology of
med, wearable device, smart
home

devices by utilizing existing network technology and part of available spectrum. Since
the spectrum bandwidth assigned for NB-IoT technology is relatively narrow, which is
equal to 180KHz, the technology is named as narrow-band IoT technology. To imple-
ment NB-IoT technology in cellular networks, various modes can be applied, including
in-band, guard band or independent carrier.

Compared with the short distance communication technologies such as Bluetooth
and ZigBee, etc., NB-IoT technology offers wide coverage, massive connection and low
power consumption, which will be discussed briefly as follows.

Wide Coverage. In practical applications, NB-IoT is usually deployed in the fre-
quency region less than 1GHz. Since the utilized spectrum in NB-IoT is relatively low,
especially compared to other wireless transmission technologies, such as 5G, LTE and
WiFi, better signal transmission performance can be obtained, resulting in wider cov-
erage area. It has been demonstrated that NB-IoT technology is expected to achieve an
extended coverage of 20dB compared to commercially available legacy GPRS devices.

Massive Connection. In general NB-IoT applications, users may not transmit or
receive data packets frequently. Indeed, the 3GPP NB-IoT service model assumes that
the average number that users access the network is 0.467 per hour, which is relatively
low. In addition, the size of the transmitted packets in NB-IoT applications is relatively
small, resulting in short access and transmission time. In order to reduce the signaling
overhead of NB-IoT, some signaling procedures, e.g., control side and the user side
optimization, are simplified compared to LTE technology. Therefore, the connection
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capacity of NB-IoT network is enhanced significantly. According to 3GPP TR45.820,
NB-IoT is capable of supporting 50,000 connections per sector.

Low Power Consumption. In order to save the power consumption of NB-IoT mod-
ules and terminals, various power saving technologies are utilized. For instance, power
saving mode (PSM) and extended discontinues reception (eDRX) are both applied to
greatly extend the battery life of NB-IoT terminals.

4.2 NB-IoT Modules

Designed based on NB-IoT technology, NB-IoT modules offer some desirable features,
as discussed in detail in this subsection.

Low Complexity. Compared to LTE modules, NB-IoT modules mainly support fre-
quency division duplexing (FDD) half-duplex mode, i.e., the modules does not need
to deal with sending and receiving simultaneously, hence, the complexity is reduced
greatly. In contrast to LTE modules which mainly use multiple antennas, NB-IoT mod-
ules in general support single antenna, thus reducing the complexity required for RF
processing. Moreover, the lower rate requirements and low bandwidth of NB-IoT appli-
cations lead to simplified chip processing. As a result, the complexity of NB-IoT mod-
ules is significantly lower than that of LTE modules.

Low Cost. NB-IoT modules are usually operate in low data rate, low power consump-
tion and small bandwidth environment. For low data rate communications, no large
caching space is required, hence, the size and cost of the modules decrease accordingly.
Benefited from low power consumption and small bandwidth applications, the require-
ments on RF circuits and signal processing algorithms can be reduced, leading to low
module cost. Furthermore, operating in half-duplex mode, applying single antenna and
sharing spectrum with LTE technology also result in low cost required to design and
produce NB-IoT modules.

Diverse Interfaces. To meet the product development needs of different users, NB-IoT
modules provide a wealth of external interfaces, such as antenna interface, subscriber
identification module (SIM) card interface, universal asynchronous receiver-transmitter
(UART) interface, etc. NB-IoT modules can also support multiple network protocol
stacks, such as transmission control protocol/Internet protocol (TCP/IP), user datagram
protocol (UDP), constrained application protocol (CoAP), message queuing telemetry
transport (MQTT), etc.

Multi-Band Operation. As the frequency bands utilized by different IoT terminals
may be different, in order to meet the transmission requirements of multiple frequency
bands, NB-IoT modules are capable of operating in multiple frequency bands, thus
supporting the application demand of terminals in various frequency bands.
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Broad Applications. NB-IoT has a wide range of application scenarios, including
environment monitoring, smart home, smart power grid monitoring, smart agriculture,
intelligent remote meter reading, etc., [9]. Figure 2 shows several application examples
of NB-IoT modules.

Fig. 2. Application samples of NB-IoT modules.

5 Design and Manufacturing Process and Key Technologies of IoT
Modules

To design and manufacture IoT modules, various procedures are required. This section
introduces the process of designing and producing IoT modules, and then discusses
several key technologies.

5.1 Design and Manufacturing Process of IoT Modules

The process of designing and producing IoT modules mainly involves chip selection,
schematic diagram design, printed circuit board (PCB) drawing, module debugging and
testing, etc. This section discusses the steps of the process briefly.

Chip Selection. Selecting suitable IoT chips is the first and important step in designing
and producing IoT modules. The characteristics including transmission performance,
power consumption and available interfaces should be jointly considered when selecting
chips. Furthermore, the cost, stability and reliable supply of the chips are key factors
for commercial use, and thus should also be taken into account.

Schematic Diagram Design. Based on the selected chips, the schematic diagram of
the IoT module can be designed. During this process, the stability of module structure,
electromagnetic compatibility and the difficulty of large-scale manufacture should be
considered.

In order to ensure that the modules work coordinately and effectively in var-
ious electromagnetic environments, electromagnetic compatibility issue should be
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addressed. In particular, the modules should be able to suppress various types of exter-
nal interferences effectively. The difficulty of large-scale manufacture should also be
considered ed in designing schematic diagram. Apparently, the desired schematic dia-
grams are expected to lead to relatively high process yield and facilitate large-scale
production.

PCB Drawing. Once the design of a schematic diagram is completed, we may start
drawing the PCB accordingly. During PCB board drawing phase, the issues such as RF
requirement, stability, structure, aesthetic degree of the PCB board should be consid-
ered collectively. The general process of drawing a PCB board mainly consists of the
following steps, i.e., component parameters create, schematic diagram input, parameter
setting, PCB layout, PCB wiring, design verification, and computer aided manufactur-
ing (CAM) file output. In the above design process, PCB layout and wiring are impor-
tant steps as the quality of PCB layout and wiring may affect the performance of the
whole module and terminal significantly.

Module Debugging. To debug IoT modules, both hardware circuits and software need
to be debugged. For hardware debugging, RF circuit debug is of particular importance.
Since RF circuits are responsible for transmitting and receiving RF signals, the trans-
mission parameters including transmit power and phase errors, etc., and the receive
performance such as sensitivity and reception level should be debugged.In addition,
certain circuit function debugging may also be conducted according to the requirements
of IoT modules.Software debugging is also performed so as to ensure that the software
embedded in IoT modules can operate properly.

Module Testing. In order to guarantee that the designed IoT modules can achieve
the required functions and performance metrics, module testing is mandatory which
involves a series of measurement, judgment, adjustment and re-measurement processes
[12]. In general, module testing includes functional testing, performance test, stability
test, aging test and certification test, etc.

5.2 Key Technologies

The key technologies of designing and manufacturing IoTmodules consist of packaging
technology, power consumption control technology and the consistency in hardware
interface and software design, etc. This section discusses the key technologies in detail.

Module Packaging Technology. The module packaging technology is a particular cir-
cuit integration technology which is utilized to implement the secondary development
of the chips and achieve high-density integration of the chips and circuits in the mod-
ule. There are mainly three packaging modes commonly used for IoT modules, i.e.,
land grid array (LGA) packaging [13], leadless chip carriers (LCC) packaging [14] and
M.2 packaging [15].
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(a) LGA packaging (b) LCC packaging (c) M.2 packaging

Fig. 3. Samples of IoT module packaging.

Using LGA packaging technique, all the contacts are located on the PCB of IoT
modules, and therefore the backside of the module looks like a grid. Figure 3(a) shows
a sample of IoT module using LGA packaging.

The LCC packaging employs no-pin and patch packaging technique. An IoT mod-
ule using LCC packaging technology is encapsulated by a patch, and all the pins are
curved inwardly at the edge of the module so as to reduce module volume. Compared
to LGA packaging technology, the debug and weld process of the modules using LCC
packaging technique is relatively difficult. Figure 3(b) plots a sample of LCC packaging
module.

The M.2 packaging modules are packaged in accordance with the M.2 interface
specification. The M.2 interface, also known as the next generation form factor (NGFF),
is a new interface scheme launched by Intel Corp., which specifies a variety of interface
types and dimensional specifications. An IoT module using M.2 packaging technology
offers the advantages of fast transmission speed, small module size, and strong compat-
ibility, etc., and are widely used in IoT application scenarios [15]. Figure 3(c) plots an
example of M.2 packaging module.

Power Consumption Control Technology. In order to achieve low power consump-
tion, IoT modules adopt PSM and eDRX power-saving technologies which reduce the
power consumption of modules through increasing sleep time [16]. For an IoT module
in PSM state, its transceiver is turned off and the access layer related functions are dis-
abled, therefore, the power consumption resulted from signal transmission, receiving
and processing is reduced significantly. By applying eDRX technology, IoT modules
stay longer time in sleep state instead of sensing paging channel. Since the power con-
sumption of the modules in sleep state is much lower than that in other states, power
saving can be achieved [17].

Interface Consistency. To design a general IoT module, which can be applied to
diverse IoT application scenarios, the requirement of various applications, the size,
packaging mode and pin layout of the module and the cost issue should be consid-
ered comprehensively. In particular, through subdividing the interfaces according to
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IoT industries, and defining specific power supply interface, module control and sta-
tus interface, etc., different types of IoT modules and terminals can be designed and
manufactured, and the terminal cost and research and development (R&D) cycle can be
reduced as well.

In order to ensure the ease of use of IoTmodules and the smooth interaction between
IoT modules and the cloud and business platforms, it is necessary to conduct compre-
hensive software planning and design, and stress the consistency and compatibility of
software interfaces. In particular, the basic attention (AT) command set interface of IoT
modules should be of satisfactory consistency and compatibility so as to meet the basic
needs of the IoT applications. Furthermore, to enable the efficient connection between
IoT modules and the cloud and business platforms, the suitable software operating sys-
tem should be chosen and the communication software development kit (SDK) interface
should be designed.

6 Future Development Directions of IoT Modules

This section summarizes several important future development directions of IoT mod-
ules.

6.1 Miniaturization, High Integration and Standardization

With the explosive growth of IoT connections, wearable application scenarios such as
smart bracelets have become one of the important scenarios of IoT applications. Such
scenarios require portable, lightweight and miniaturized IoT modules. To design and
manufacture miniaturized IoT modules, highly integrated chips can be employed. In
addition, advanced manufacturing process can be applied to further reduce the size of
IoT modules, in particular, 7 nm or even 5 nm manufacturing process has been adopted
recently in making miniaturized IoT modules.

Aiming to facilitate the design and manufacturing of IoT terminals and boost the
development of IoT applications, the standardization of IoT modules has become an
important development trend. The standardization of IoT modules involves various
aspects, e.g., the standard size of IoT modules, standardized hardware interfaces, stan-
dardization in pin positions and functions, and the support of pin-to-pin backwards
compatibility, etc. By leveraging standardized IoT modules, the difficulties in devel-
oping IoT terminals and replacing new modules can be alleviated, and the cost of IoT
terminals can be reduced as well.

6.2 eSIM Technology-Based IoT Modules

At present, pluggable SIM cards are commonly used in mobile communication systems
and IoT applications. However, the rapid development of IoT services puts forward
higher requirements on smart cards. For instance, certain harsh application environ-
ments require the SIM cards to have specific physical and electrical characteristics,
such as high environmental temperature and humidity, etc. In some IoT applications,
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frequent reading and writing operations may occur, which pose requirement to the ser-
vice life and reliability of the SIM cards. To enable remote access of IoT modules, the
SIM cards should support remote configuration, remote activation, and user identity
change over the air.

To meet the rising requirements of IoT applications, embedded SIM (eSIM) card
technology has emerged in recent years. The eSIM cards are implemented by integrating
a physical chip, much smaller than the SIM cards, into IoT modules. The eSIM cards
offer many advantages, e.g., high temperature resistance, shock resistance, and super
anti-interference ability, which are more suitable for use in future IoT applications.
In addition, by applying software control and intelligent technology, eSIM card can
achieve remote control and management conveniently.

7 Conclusion

The IoT module is a carrier of the IoT terminal to access the network, which is an
important part of the end-to-end solution. This paper first provided a brief introduction
to the IoT module, and then analyzed the architecture of the IoT module and briefly
analyzed the function of each part. Then the modules have been divided into cellu-
lar communication modules and non-cellular communication modules according to the
different communication modes,and NB-IoT module has been specifically introduced.
The approximate design process of the IoT module was described below, and three
key technologies existing-packaging technology, power consumption control technol-
ogy and consistency of hardware interface and software design were introduced. Finally,
based on the above analysis, the future development direction of the networking module
technology have been expressed.
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Abstract. In the context of 5g and IOT age, big data has many functions, and
the core function of legal big data is to make predictions. However, there is a
problem of data transmission errors, and all erroneous data signals cannot be
ruled out. This article mainly takes juvenile theft cases as the starting point, and
discusses the role of big data in the statistics of legal cases and the possibility of
data transmission errors that may occur, and in the context of big data, for juvenile
theft. Recidivism rates were studied and practical recommendations were made.
Unlike other articles, this article integrates the Internet of Things into judicial
issues, aiming to better serve the law through technology.

Keywords: 5G · juvenile theft · IOT

1 Foreword

In the context of 5G, data transmission has low latency, and data transmission is mostly
transmitted by serial digital signals. During the transmission process, it is unavoidable
that there will be digital changes resulting in signal data errors, so data verification will
be performed during serial transmission, it does not necessarily rule out all erroneous
data signals, there will be data transmission errors, especially when important data is
transmitted, the confidentiality of accuracy is particularly important, so it is a problem
that needs to be solved.

In terms of how to correct the inspection data for juvenile theft cases, the China
Judicial Big Data Research Institute relies on the judicial trial information resources
gathered by the people’s court’s big data management and service platform to review the
trial situation and future progress of cases involving the protection of minors’ rights and
interests in recent years. The situation of adult crime cases was analyzed and relevant
data were released, aiming to provide reference for strengthening the protection of the
rights and interests of minors and the prevention of juvenile crime.

In other countries, taking the United States as an example, according to the National
Center for Juvenile Justice, the categories of crimes that juvenile courts deal with the
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longest include: simple assault, drug law violations, theft, obstruction of justice, and dis-
orderly conduct. Based on these data, the United States has developed a set of evidence-
based practices, an example of which is the early detection program, which can detect
juvenile offenders according to this early detection program, and based on the answers
from the database with the corresponding, which may lead to higher risk factors for
delinquency among juveniles, compared with interventions based on data that have been
evaluated and shown to be effective in reducing or preventing crime.

However, there are still somedeficiencies in the technology at this stage. For example,
in the process of uploading data, there may still be transmission problems due to force
majeure factors, resulting in uploading wrong data. How to reduce the data error during
the transmission process?How to improve the efficiency and accuracy of data correction?
Taking the data transmission correction of juvenile theft cases as the breakthrough point,
this paper discusses how to correct the erroneous data in the transmission process more
accurately and efficiently, and also studies how to scientifically and effectively prevent
the occurrence of juvenile theft cases.

2 Literature Review of Data Correction

“Traditional statistical analysismethods cannot properly handle the relationship between
latent variables, while structural equation models can handle both latent variables and
explicit indicators” (Qin Zhengqiang, 2017). There are huge loopholes in traditional data
statistics, which requires data correction to avoid data errors. “Through the processing
and selectionof the input data of theneural network, the accuracyof theonline application
of the neural network method is improved, and the “residual pollution” that occurs
during data inspection is avoided, so that the bad values in the measurement data can
be correctly detected and located. At the same time, it can correctly reconstruct and
estimate bad data” (Si Fengqi, 2002). The bad data self-correction scheme of AANN
solves the estimation of bad data temporarily after it is proposed, but there are still
some loopholes in the inspection of wrong data. “On the basis of order statistics, a
new test statistic is constructed. Using the distribution properties of order statistics, its
exact distribution and related properties are deduced, and compared with Dixon-type test
statistics” (Zhang Huijuan, 2012). After the abnormal data is tested, how to verify and
modify the detected data becomes the next problem to be solved. “Correct data is the key
to ensure the accuracy of state estimation results, and the existence of bad datawill greatly
reduce the credibility of the estimation results” (Li Shan, 2021) In big data statistics,
correct data is to ensure the correctness of data statistics The key condition is that the
occurrence of wrong and bad data will have a great impact on the correctness of data
statistics. “Since the second half of the 20th century, with the continuous popularization
of computers, the digital communication method not only improves the communication
speed between police officers, but also realizes the transmission of large amounts of
data between police officers in the same area. This breakthrough The achievements have
also promoted the progress of other technologies based on massive data, such as real-
time imaging, biostatistics, database search, and global positioning systems.” (Le Bei,
Zhong Xin, 2013) Data collection has become a key in modern times. The detection
and correction of erroneous data has also become an important technology. “Before the
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new data is officially released and used, it needs to be verified to check the correctness,
reliability and consistency of the new data set with other data sets.” (Zhou Zihan, 2021)
For data phones, correct and Error-free data is a key factor in performing analysis and
giving correct results, and it is critical for the verification and correction of new data.
“Missing data in surveys can cause estimators to be biased. There are some simple and
easy ways to adjust the data, which, if used properly, can reduce estimator biases caused
by missing data” (Jin Yongjin, 2001) In the statistical process of data, the erroneous data
that occurs will affect the accuracy of the situation prediction.

3 Data Correction Issues in Juvenile Theft Cases

3.1 Data Statistics Delay

There is a delay in data statistics in Guangxi. Because the region is relatively underde-
veloped, the villages and counties are scattered, the data input is not careful, and the
communication and coordination are not timely, which brings certain difficulties to the
data collection and causes the delay of the data collection. It is difficult to update the
data at the first time, which brings certain difficulties to some tasks. In less developed
areas, after a minor theft occurs, the victim may not dare to report the crime due to small
losses, fear of trouble and other factors. On the other hand, the victimsmay not be able to
provide detailed case information even if they report the case. For example, in a juvenile
theft case that occurred in 2012, two juvenile offenders stole four mobile phones on a
crowded pedestrian street and a farmers market. The victim It is impossible to find the
trace of the suspect in the dense flow of people, which makes the case difficult to find.
At the same time, due to the strong anti-reconnaissance ability of the criminal suspect,
there is no valuable trace evidence at the scene, resulting in the case not being valid. It
has been proved that the frequent occurrence of cases and the absence of valuable traces
of physical evidence at the scene have made the prosecution rate and severe penalty rate
low, making it difficult to obtain similar cases in the future due to the lack of network
information infrastructure. Effective data support.

At the same time, there will also be exceptions caused by network connection termi-
nals in advanced data protocols and network construction problems, and the disconnec-
tion of data during the transmission process may lead to the loss of data in transmission
and statistical errors. For example, in the process of data transmission, when the data
that needs to be transmitted is converted into binary, there are continuous and sudden
errors, which will cause when the receiver receives this data, there is no problem with
the verification method. An error occurred in the binary number, causing the receiver
to misinterpret the data. And the emergence of failure data, which is a key component
of predictive algorithms used to identify warning signs and trigger timely maintenance.
Failure data may not exist if maintenance is performed frequently and never fails, or if
the system is at a safety-critical level.

3.2 Data Security

My country pays more attention to the protection of the privacy of juvenile offenders in
juvenile cases, but in less developed areas, due to the relatively insufficient infrastruc-
ture of network information, the transmission of these private information that needs
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to be protected may be in the process of transmission. Incorrect data and data errors
due to force majeure during data transmission. It is also possible that in the process of
data transmission, it will be maliciously attacked by middlemen, thereby stealing, inter-
cepting, forging, and tampering with the data in transit, posing a further threat to the
security of judicial data. According to Verizon’s statistics on data breaches, nearly 50%
of the main reasons for data breaches are due to hacker attacks, and malware hidden in
computers also accounts for 50% of data breaches. 30%, and the rest due to improper
configuration of technicians or operators, social engineering attacks, privilege abuse,
and physical attacks (Fig. 1).

Fig. 1. Main attack methods in data breaches Source: Verizon

3.3 Data Analysis

Today’s policy on juvenile offenders is relatively loose, taking into account their young
physical and psychological age, so the implementation of arrest or non-arrest will not
be arrested, and the prosecution may not be prosecuted. Said, it just increased its wrong
understanding, that the crime is not a serious problem, and will commit the crime again.
On the one hand, juvenile offenders have a fluke because the punishment they receive is
not severe; In such cases, re-offending will occur.

In the process of punishing juvenile delinquents, due to the inconsistency of judi-
cial databases in various places, some law enforcement officers could not find similar
punishment cases. Reference and basis. With a unified database, when faced with simi-
lar cases, law enforcement officers can make corresponding punishments based on past
law enforcement experience, so that a group of juvenile offenders who are subjectively
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malignant and difficult to correct feel the law Majesty, reducing the likelihood of them
breaking the law again.

4 Data Correction Solutions for Juvenile Theft Cases

Technological innovations are carried out on the confidentiality and accuracy of data
transmission to ensure that the data is transmitted to the corresponding database
accurately and quickly.

4.1 Technical Level

The data of juvenile delinquency involves the personal information of juvenile delin-
quents, and my country attaches great importance to the protection of the personal
information of minors. We need to consider how to reduce the risk of data theft or
loss during transmission, how to deal with establishing and closing connections, and
exceptions caused by connection interruptions. Avoid data disconnection during trans-
mission, resulting in data loss. Complete the verification and confirmation of the data,
reduce the error retransmission, provide multiple paths, arrange them in sequence, and
automatically adjust the timeout value. It is necessary to use the TCP protocol. In the
case of interruption of the communication line, TCP reports an error, and the applica-
tion program re-establishes the connection and transmits the data again. However, in the
intermediate transmission process, it is difficult to guarantee whether there is interfer-
ence from a third party. Therefore, it must be controlled by the protocol of the application
layer.

If it is in blockingmode, it must be confirmed by the other party before returning. You
can test it as follows.After the connection is established, the physical line is disconnected.
The operating system will not immediately know that the physical link is disconnected
(such as dialing up), and the program calls send again. If the return fails, it means that
send waits for confirmation before returning. If the return is successful, it means that
send only needs to send to the local TCP to return.

But if the amount of data is too large, other problems will arise, as follows:

1. If the Nagle algorithm is not enabled, the sender’s TCP/IP protocol will execute the
sending action.

2. If enabled, whether the sending conditions can be met. Accordingly, it is impossible
to judge whether the condition is satisfied.

TCP itself uses a slidingwindowmodel, and the use of TCP connections is concerned
with handling the establishment and closing of connections, as well as exceptions caused
by connection interruptions.

4.2 Data Collection

The deep mining and fusion application of data is a significant feature of big data tech-
nology. It can help us make predictions. After years of data accumulation, the people’s
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courts already have a large amount of judicial statistics. However, there are still problems
such as the narrow scope of statistical investigation, insufficient statistical indicators, and
slow updating of data and errors. Using this technology, the judicial statistics system can
be optimized and refined, and it can help local courts to make reference and comparison
in the judgment of related cases, and reduce the problem of excessive or light sentences.
At the same time, the data collected from various regions can analyze the reasons of the
case, summarize and summarize, break the information island, and provide diversified
guarantees for subsequent judicial trials.

When collecting data, ensure its accuracy and authenticity. You can use python to
write a script to crawl data in batches, and use the IP pool to prevent blocking, simulate
login, crack the verification code, crack the anti-crawling mechanism, parse the picture,
etc., and finally process it into a standard format for storage. At the same time, in order
to ensure the personal privacy of minors, it is necessary to further encrypt the data.
When data is transmitted on the Internet, it may be attacked by man-in-the-middle,
thereby intercepting data, falsifying data, and causing four problems of eavesdropping,
counterfeiting, tampering, and post-event denial. Using python to write scripts to crawl
data in batches, coupled with the IP pool, can protect data security to a certain extent.
The core of data security is to ensure the safety and legal and orderly flow of data.
Currently, data is a new type of production factor that affects national security. Because
juvenile cases involve the protection of the privacy of minors, the personal privacy of
juvenile offenders will not be illegally violated due to problems in data transmission.
While ensuring data security, it also protects the legitimate rights and interests of juvenile
offenders to a certain extent (Fig. 2).

Fig. 2. China Data Research
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4.3 Later Protection

Carry out a significance test, make a hypothesis prediction on the overall parameters or
overall distribution, use the sample information to judge the rationality of the hypothesis
itself, and judge whether there is a significant difference between the data. The collected
data can be further tested to provide a certain guarantee for the accuracy of the data.
Improve statistical power and increase alpha levels. Using saliency detection, the data is
estimated and detected again to avoid data statistics errors due tomidway program errors.
Carry out prediction test, reflect internal laws, reflect the internal relationship of things,
analyze the correlation between two factors, and ensure accuracy. Provide predictive data
for follow-up research to help predict in advance and achieve the purpose of prevention.

1. Propose the null and alternative hypotheses

H 0: ______
H1: ______

The alternative hypothesis is corresponding, indicating whether the test data is
a two-tailed test or a left one-tailed or right one-tailed test.

2. Construct the test statistic, collect sample data, and calculate the sample observation
value of the test statistic.

3. According to the proposed significance level, determine the critical value and
rejection domain

4. Calculate the value of the test statistic.
5. Make inspection decisions.

Based on a data sample, compare to a critical value. Check the standard of the value
and perform another check (Fig. 3).

Fig. 3. Two-sided test source: Zhihu
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5 Conclusion

Using big data statistics to integrate and analyze various types of cases, provide a solid
basis for judgment and punishment for subsequent similar cases, provide a scientific
basis for handling and preventing juvenile theft, and improve the problems faced in the
process of data transmission. It can correct and estimate the data while ensuring the
safe transmission of data. It has practical significance for judging and helping juvenile
thieves in the future. Integrating the Internet of Things into judicial issues, providing
better legal services through technology, and contributing to the prevention of juvenile
crimes.
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Abstract. As an emerging technology, edge computing can solve the problem of
limited computing resources of IoT devices under the premise of lower latency.
However, the existing mobile edge computing architecture cannot well solve the
security problem of the identity authentication of the terminal device. In particu-
lar, the cross-domain authentication of the device cannot be completed efficiently
when the device is switched between different IoT domains. To address these chal-
lenging issues, in this article, a lightweight edge computing cross-domain identity
authentication scheme which combines edge computing with blockchain based
on master-slave chain is proposed. The scheme uses the consortium blockchain as
the master chain, that is, a decentralized authentication platform, realizes cross-
domain authentication when the device switches domains, and can also solve the
single point of failure problem of traditional authentication. The slave chain is
maintained by edge computing nodes and terminal devices in each domain. When
devices in the domain are mutually authenticated, the efficiency of authentica-
tion can be improved. During authentication, ring signature technology is used to
ensure the security of the system, and at the same time, it can effectively save the
storage space of the blockchain. Finally, the performance evaluation and security
analysis of this scheme have been carried out to prove the safety and effectiveness
of our scheme.

Keywords: Edge Computing · Master-slave chain · Ring Signature ·
Cross-domain authentication

1 Introduction

The appearance of edge computing can share the computing pressure of terminal devices,
improve the quality of service (QoS), and respond to users’ needsmore quickly.However,
the security problems caused by edge computing can not be ignored. Specifically, in
the current edge computing system framework, edge node deployment is very flexible,
and part of terminal device movement in the area covered by edge node is common.
This brings new challenges to maintaining the security of equipment in the system and
preventing it from external attacks [1].
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Identity authentication plays an important role in ensuring the safe operation of
the whole system. In the current mature cloud computing architecture, cloud location
is relatively fixed and centralized, which is convenient for cloud service providers to
strictly protect cloud infrastructure and network [2]. However, the existing mature cloud
computing security solutions cannot be directly extended to edge computing because
the deployment characteristics and operating environment of edge computing are quite
different from cloud computing.

Blockchains have a specially designed distributed ledger structure that connects
blocks in chronological order. All nodes in a decentralized environment share and main-
tain the saved data. The main advantages of blockchain are decentralization, open auton-
omy and anonymous traceability [3]. However, the existing blockchain authentication
scheme is not efficient and vulnerable to external threats.

The primary goal of this paper is to propose a cross-domain authentication scheme
based on blockchain in edge computing environments. The main contributions of this
paper are as follows:

1. An efficient cross-domain authentication scheme is designed in which blockchain is
used to replace trusted third parties and can resist single point of failure. Specifically,
a master-slave blockchain architecture is designed to store certificate information for
devices and assist in cross-domain authentication. Slave chains are used to maintain
intra-domain devices and implement intra-domain authentication.

2. Based on this scheme, ring signature technology is used to guarantee the validity
of authentication, which improves the verification efficiency of each node in the
consensus stage of block generation. Effectively resist malicious attacks inside the
system, for the authentication process, can trace the source of the signer.

3. Security analysis and extensive performance evaluations demonstrate the effective-
ness and the efficiency of our proposed schemes. Specifically, on the premise of
realizing multiple security indexes and resisting threat attack, the authentication
performance of our scheme is excellent.

The remainder of this article is organized as follows. Section 2 presents the related
work of authentication. In Sect. 3, we describe the master-slave architecture. Detailed
authentication scheme based on master-slave chain is proposed in Sect. 4. The security
analysis and performance are described in Sect. 5. Section 6 is the conclusion.

2 Related Work

In view of the identity authentication technology of edge computing, some improved
authentication schemes applied to edge are proposed based on joint cloud computing
and P2P computing. For example, Donald et al. designed a centralized authentication
mechanism for mobile cloud computing [4], but this method requires authentication
services to be accessible all the time, resulting in limited availability. AMOR et al.
proposed an authentication system that allows any fog computing user and fog node
to authenticate each other [5], but this system forces all nodes to store the certificate
information of all users in the trusted domain. Shouhuai et al. put forward the concept
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of situational authentication [6], based on different time, place and interacting objects
such as situational use different authenticationmethods. However, these schemes usually
need to be connected to a centralized authentication server, so the performance can be
improved to some extent.

At present, with the maturity of blockchain technology, it is a research idea to com-
bine blockchain to realize trusted authentication. In [7, 8], Satoshi Nakamoto proposed a
decentralized peer-to-peer (P2P) network platform that verifies the integrity and validity
of the network through computationally intensive tasks such as proof of work. In [9],
Almadhoun et al. applied blockchain authentication to iot scenarios. In [10], Dorri et al.
proposed the application of blockchain technology to protect Internet of Things security
and privacy technology in smart home scenarios. In [11], Li et al. applied blockchain to
large-scale data storage and protection. In [12], Bao et al. constructed a three-tier security
authentication architecture based on blockchain. In [13], Zhouglin et al. proposed a secu-
rity authentication scheme for 5G super-dense network based on block chain to solve the
identity authentication problem of mobile edge computing. In [14],Wang et al. proposed
a cross-domain authentication model based on blockchain in a distributed environment.
However, these studies do not put forward higher requirements for the performance of
the system, which cannot meet the real-time requirements of edge computing scenarios.

3 System Architecture

According to the background proposed in Sect. 1, the edge computing authentication
architecture based on the master-slave chain is shown in Fig. 1. The architecture is a
two-tier architecture. The upper layer consists of multiple edge computing nodes to form
a consortium chain for device management; the lower layer consists of edge computing
nodes and devices distributed in different domains. The edge computing nodes in the
domain form a blockchain to assist devices to achieve intra-domain authentication and
cross-domain authentication. The functions of each part are described as follows:

1. Master chain node: Record the device certificate and other information on the
blockchain after reaching a consensus. Therefore, when the device sends an
authentication request, the query function is provided through the smart contract.

2. Slave chain node: Realize themanagement of the devices in the domain, andwrite the
information into the blockchain through the consensus mechanism. It communicates
with the master node and assist the device with authentication.

3. Device: Implement active application to join a domain and complete the identity
registration and authentication process.
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Fig. 1. Overview of the master-slave chain system architecture

4 Proposed Authentication Scheme Based on Master-Slave Chain

This section proposes the detailed process of device registration, intra-domain authen-
tication and cross-domain authentication based on the master-slave chain system
architecture. All the used notations are listed in Table 1.

Table 1. Notation description

Parameters Description

dij The j-th device in domain i

SEi
j The j-th slave chain edge server in domain i

MEi The i-th master chain edge server

IDij Identity of dij

IDsij Identity of SEi
j

SKij Secret key of dij

SKsij Secret key of SEi
j

SKmij Secret key of MEi

PKij Public key of dij

PKsij Public key of SEi
j

PKdij Public key of MEi

K The key for the temporary session

Ring{*} 2n + 1 tuple of the ring signature

TS Timestamp
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4.1 Device Registration Process

If a new device wants to join an edge computing domain, it needs to send a request to a
nearby edge computing node, as shown in Fig. 2. The process is as follows:

1. Apply to SEi
j . A new dij sends IDdij and PKdij signed by SKdij to SEi

j , and SE
i
j verifies

whether dij can join the domain. The registration result is then sent to MEi and dij.
Finally, the result is written to the blockchain.

2. MEi Stores authentication information. After receiving the IDdij sent by SEi
j , MEi

will query whether the dij is a newly added device, then bind IDdij and IDSij into
the blockchain. If the device is moved from another domain, modify the binding
information between dij and MEi.

3. Check IDSij. After IDdij receives IDSij sent by the SEi
j and MEi, the authentication

of the slave chain is completed by comparison.

Fig. 2. Registration process for a new device

4.2 Intra-domain Authentication Process

After the registration is completed, the device can achieve mutual authentication with
another device through the slave chain node in the domain as required, as shown in
Fig. 3. The certification process is as follows:

1. Apply to SEi
j . dij Sends IDdij and IDdik to SEi

j through PKSij encryption, and applies
for authentication with dik .

2. Send to dik . SEi
j checks whether dij and dik are successfully registered devices in this

domain. If dik is not a device in this domain, apply for cross-domain authentication
to MEi. This part is explained in cross-domain authentication. If dik is a device in
this domain. Then IDdij and PKdij are encrypted by PKdik and sent to dij.

3. Key agreement between dij and dik . dik Generates a session key K randomly, and
encrypts IDdik and K by PKdij and sends it to dij. Complete the authentication of
two devices in the domain.
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Fig. 3. Intra-domain authentication process between two devices

4.3 Cross-Domain Authentication Process

If the registered device wants to request data across domains, it needs the assistance of
the slave chain node to complete the communication with the master chain. After that,
the master chain node sends a request to the target device, as shown in Fig. 4. In the
process of cross-domain authentication, the ring signature can realize the anonymity of
the request initiator under the premise of ensuring the correctness of the signature. The
specific certification process is as follows:

1. dij Applies to SEi
j . Similar to the intra-domain authentication step 1, dij sends the

IDdmn and request message1 encrypted by PKSij to SEi
j .

2. SEi
j Generates ring signature. If dmn is found not in this domain after the query, a

ring signature will be generated to ensure the anonymity of dij. The process is as
follows:

a. Generate a symmetric k from message1 through a hash function:

k = hash(message1) (1)

b. Generate a random number r.
c. Randomly generate n-1 values {x1, x2, . . . , xn−1}. Use the public keys of other n-

1 slave chain nodes to encrypt separately, and calculate yi = PKi(xi). Aggregate
to get {y1, y2, . . . , yn−1}.

d. Substitute k, r and {y1, y2, . . . , yn−1, yn} into the function Ck,r() to solve for yn.

Ck,r(y1, y2, . . . , yn) = r (2)

The solution process is as follows:

Ck,r(y1, y2, . . . , yn) = Ek(yn ⊕ Ek(yn−1 ⊕ Ek(· · · ⊕ Ek(y1 ⊕ r) . . . ))) = r

yn ⊕ Ek(yn−1 ⊕ Ek(· · · ⊕ Ek(y1 ⊕ r) . . . )) = Dk(r)
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yn = Dk(r) ⊕ Ek(yn−1 ⊕ Ek(· · · ⊕ Ek(y1 ⊕ r) . . . ))

Ek means use k for encryption, Dk means use k for decryption.
e. Decrypt yn through SKSij to get xn = SKSij(yn)
f. The obtained 2n + 1 tuple Ring{PK1,PK2, . . . ,PKn; r; x1, x2, . . . , xn} is the

result of the ring signature.

3. SEi
j sends Ring{∗}, IDdmn and message1 to MEk . And MEk sends the information

encrypted by PKSmn to SEm
n .

4. SEm
n verifies ring signature. Verification of the ring signature result can determine

whether the signature is correct, and the sender of themessage cannot be determined.
The verification process is as follows:

a. Encrypt yi through PKi to get yi = PKi(Xi). Therefore, it can be obtained
{y1, y2, . . . , yn}.

b. Substitute message1 into Eq. (1) to get k.
c. Verify the Eq. (2) holds.

5. SEm
n sends request to dmn. After completing the ring signature verification, SEm

n
sends the information encrypted by PKdmn to dmn.

6. dmn replies to request. dmn Generates a responsemessage2 and sendsmessage2 back
through the above steps.

Fig. 4. Cross-domain authentication process between two devices

5 Security and Performance

In this section, the performance and security of the proposed master-slave chain authen-
tication scheme will be analyzed. The feasibility of the scheme will be evaluated by
comparing the schemes in other references.

5.1 Performance Evaluation

This section compares the computational overheads of the other three references for
performance analysis. The overheads of different authentication schemes are shown in
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Table 2. The values in the table represent the cumulative operation times of a certain
operation.

Table 2. Calculation cost comparison

Scheme Digital
Signature and
Verification

Hash
Operation

Public Key
Encryption
and
Decryption

Bilinear Pair Exponential
Operation

[9] 2 4 4 6 4

[11] 6 2 8 2 8

[12] 8 3 4 2 4

Our Scheme 5 2 7 0 3

According to the data in Table 2, our scheme performs less times for some operations
with high computational cost (e.g. bilinear pair and exponential operation). To sum up,
the implementation efficiency of our scheme is higher than that of other schemes.

5.2 Security Analysis

This paper analyzes the impact of various common attack methods on this scheme, and
compares other reference schemes, as shown inTable 3. Through analysis, it is concluded
that the safety indicators listed in this paper can be realized in our scheme. The specific
analysis contents are as follows:

1. Anonymity: This scheme uses ring signatures to ensure that the verifier cannot deter-
mine the sender of the message on the premise of ensuring the accuracy of the
information.

2. Mutual authentication: we use the master chain node to realize the mutual authenti-
cation between the slave chain node and the device when the device is registered. In
the identity authentication stage, themutual authentication between different devices
is realized by using the slave chain nodes.

3. Message substitution: In the registration phase, the information of the device is digi-
tally signed to ensure that it is not tampered with by attackers during the transmission
process.

4. Cross-domain authentication: This article uses a two-tier blockchain to ensure
efficient cross-domain authentication between devices belonging to different IoT
domains.

5. Data security: Before the message is transmitted, the asymmetric key will be gen-
erated through the elliptic curve, and the public key will be transmitted through the
master-slave chain. After that, the two sides negotiate the session key and encrypt
the message to ensure the security of data transmission.
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6. Message replay: A timestamp is added to each transmitted datagram to prevent
frequent message sending and to ensure that the entire architecture is resistant to
message replay attacks.

Table 3. Security comparison of different schemes

Attacks [9] [11] [12] Our Scheme

Anonymity × × × √

Mutual authentication × × √ √

Message substitution
√ √ √ √

Cross-domain authentication × √ × √

Data security
√ √ √ √

Message replay
√ × √ √

6 Conclusion

In this article, we expound the potential security risks of current IoT device authenti-
cation, and propose a cross-domain authentication scheme based on master-slave chain
and edge computing. In this scheme, the device registration process is lightweight, so
that the device can quickly join an IoT domain, and the mobility of the device is con-
sidered. At the same time, this scheme can also realize intra-domain authentication and
cross-domain authentication between different devices. A ring signature method is pro-
posed to ensure the anonymity of the authentication process. Compared with the existing
IoT device authentication schemes, the scheme proposed in this paper has less compu-
tational overhead and can resist a variety of common threat attacks. It is suitable for
resource-constrained devices for registration and identity authentication.

In the future, we will make a more comprehensive evaluation of the performance for
our scheme. Besides, we will focus on the privacy protection issue after the device is
authenticated, making the architecture proposed in this paper more practical.
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Abstract. In the era of the Internet of Things, data circulation and utilization
forms a trend. Judicial practice has clarified the “triple authorization rules”, that
is, data circulation and utilization need to obtain the user’s authorization for data
collection and users and data holders’ authorization for data circulation and utiliza-
tion, which seriously affects the data flow and big data market development. The
data circulation and utilization mechanism needs to be improved urgently. Based
on big data industry development demand and commercial interests protection,
rebuild the data circulation utilization benefit distribution mechanism, improve
the benefit distribution mechanism between data holders and users, confirm the
interests of data business subject, priority data holders in the conflict of interest
interests protection, fully arouse the enthusiasm of the data business subject to
participate in data circulation utilization.

Keywords: Internet of Things technology · Internet of Things cloud data
sharing · Legal mechanism

1 Introduction

The Internet of Things technology is a new technology for connecting various sensors
and the existing Internet. It uses various terminal sensors to collect user information,
and transmit the information to the cloud or other information terminals in the way
of data. Using smooth network transmission, the world can form an interconnected
information network, namely the Internet of Things. The development of the whole
Internet of Things. The Internet of Things technology is booming, the interconnected
network is the infrastructure, and the “data and information” collected, transmitted and
shared by sensors is the “blood” of the boom of the Internet of Things technology. The
interconnection of information network and the sharing of data and information play a
very important role in the development of the Internet of Things technology.

Iot cloud data refers to the production data that can identify user information when
identified and collected by terminal devices that use the Internet of Things technology
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and collected in the form of data. The Iot cloud data is formed by the user terminal device
collecting user information, and then the iot information network transmits the user data
back to the information processing center, and screened, analyzed, processed and sorted
out the data. Finally, the processed data is stored in the cloud for subsequent utilization.
The entire iot cloud data, from collection, to storage, and then to utilization, involves
the data subject (i.e., the user), the data holder (i. e., the Internet of Things technology
provider or operator) and the data user respectively. The data can be used for self-use,
shared to other subjects, or sold to other subjects.

Content cloud data sharing usually does not affect the data holder of the possession
and use of data, therefore, content cloud data sharing is more common, usually by the
data controller, namely the platform open IDP port to other users, the use of other use
subject behavior to monitor, other use subject within the scope of authorization to obtain
data.

The use of IOT cloud data is diverse, and can be used for both commercial and
public purposes. Such as the user information analysis of report feedback to users, or
use the collected information analysis of user or user group instructions and demand,
can accurate positioning and analysis of users, or as the basis for further monitoring
user demand, further follow up and feedback to user needs, or use of content cloud data
analysis and forecast of user or user groups, provide reference for public policy, and
so on. At the same time, in the whole process of collection, analysis or circulation and
sharing of IOT cloud data, the data may be cleaned and become pure data for different
use purposes, and the personal information cannot be recognized, or the corresponding
personal information can still be identified without processing, usually based on the data
that can identify the personal information.

In the case of “SinaWeibo v. Mai Mai”, the court of second instance in the case initi-
ated the “triple authorization principle”, that is, the first authorization for users to obtain
data from the platform; the second and third authorization of the user and the platform
to use the subsequent data acquisition. Based on the “triple authorization principle”, the
platform still needs to obtain explicit authorization or consent from users when sharing
data with subsequent users. It can be seen that although the sharing and sharing of IOT
cloud data is a simple process of data transmission and utilization, the subject relation-
ship involved is relatively complex and involves the construction of many mechanisms.
This paper will combine the above issues, starting from the national industrial policy
positioning, discuss the ownership of data, ot cloud data personal information protection
and sharing of the balance of interests and other mechanisms.

2 Analysis of the Benefit Balance Mechanism of Data Circulation
and Utilization

2.1 Practical Dilemma of Data Circulation and Utilization and the Proposal
of Industrial Policies

Sharing and sharing of the data, that is, sharing the data to other entities (including public
parts such as the government or other commercial entities) in the form of packaging the
transmission or opening the sharing port without affecting the data holder’s use of the
data. Usually, the former is mostly open port shared.



60 S. Xie and C. Chen

However, at present, it is still difficult to achieve cross-platform and cross-regional
data sharing and sharing, which seriously hinders the development of the digital econ-
omy industry. The reason is that the rights and interests of data resources are not clear
enough, and the data circulation and utilization mechanism has not been established.
In particular, the “triple authorization mechanism” formed by the court has seriously
affected the collection and circulation of data. Therefore, breaking down the barriers of
data islands and establishing a perfect legal mechanism for the sharing and sharing of
data resources are the onlyways to promote the development and prosperity of the digital
economy. To promote data circulation and utilization requires the balance of interests
of all parties and constructs a reasonable benefit distribution mechanism. Data is often
held by the technology provider or operator of the Internet of Things technology, and
the data circulation and utilization is also subject to the sharing willingness of the data
holder. Because data contains huge value benefits, it is common to reject data sharing
or overpricing; how in the process of data sharing and protecting the interests of data
parties and how to price data information are all pending issues. Data circulation cannot
be normalized, which will have a significant impact on boosting the development of the
data industry.

Thus, it leads to the industrial policy positioning problem of data circulation and
utilization. It is not difficult to find that the above difficulties reflect the certain value
conflict between data circulation and utilization and personal information protection and
data privatization. For the problem of value conflict, we need to provide solutions from
the perspective of industrial policy; now we cannot eliminate the conflict, but can only
balance the interests of both sides.

We propose the purpose of industrial policy: first, we hope to provide the solution of
national industrial policy from the perspective of the development of data factor market:
to guarantee the personal information of data, and emphasize the initial rights of data
holders and the utilization rights of data utilization, so as to improve the efficiency of data
circulation and further stimulate the market potential of data factors. Second, industrial
policy orientation is the basis of the legal mechanism. Onlywhen the state determines the
direction of industrial development can it guide the improvement of the legalmechanism.
To solve these two problems is an industrial policy bias in value conflict, rather than a
pure legal problem. The legal mechanism lies in the implementation, and the industrial
policy gives the macro guidance. Under normal circumstances, to advocate the scale of
data circulation and utilization and personal information protection, the country needs to
balance the interests and conflicts of various parties and seek “optimal solutions” from
the perspective of industrial development, so as to realize the balance of interests of all
parties. With the help of industrial policy positioning, a set of basic legal framework
system is established for the data factor market, and the legal mechanism and specific
rules of data circulation and utilization are implemented. Third, from the target level,
it helps to eliminate the uncertainty of the commercial market. Whether data is shared
basically depends on the private or private sector’s judgment and consideration of their
own economic interests, rather than starting from the goals of economic and social
development. Whether the data can be shared together depends on the case study of the
market participants, which cannot make useful predictions for themarket participants, or
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form trends and trends. Unified industrial policy is of great significance to the formation
of a unified and perfect data factor market.

This paper believes that for the data factor market, it is an important way to accelerate
the construction of the data factor market, cultivate and improve the market and activate
themarket vitality to form the basic market mechanism and norms based on this demand.
At the level of national industrial policy, two major issues should be considered: first,
how to balance the interests of the conflict under the background of data circulation and
utilization; second, how to form a legal mechanism to promote data marketization and
sharing under the guidance of industrial policy.

2.2 Balance of Interests Between Data Holders and Users in Data Circulation
and Utilization Under Industrial Policy

In the “Sina Weibo v. Mai Mai” case, the court of second instance has also established
a rule that the data user should obtain the consent or authorization from the data holder
to use the data. The reason is: first, the data holder has paid the necessary labor for
the data, should confirm the data holder on the use of data decision; second, if the data
user without consent or authorization mechanism, without consent or authorization, of
course, without pay, then will cause the market disorder, impact the interests of the data
practitioners, cause the development power, the development of the big data industry
growth.

Some scholars believe that data is formed in the operation process of business entities,
and commercial entities should decide whether to share it in circulation. No subject or
reason can force the sharing of data. Of course, some scholars believe that from the
perspective of social and economic development, the full use of data resources should
promote the sharing and utilization of data. At present, many scholars can hold shared
utilization. However, the conditions for data sharing and utilization need to be clarified
according to the specific situation of the data.

It is necessary for us to analyze the basic principles and scales of promoting data
circulation and utilization from the policy level first. How to achieve a win-win situation
between public interests and commercial private interests in the big data industry. How
to set industrial policies for the data circulation between data controllers and data users
is the logical starting point of this problem, and also the basis for discussing the data cir-
culation and utilization mechanism. As we all know, compared with data privatization,
the circulation and sharing of data resources can stimulate the potential of big data and
obtain positive externalities. The value of data circulation and utilization to industrial
development and social and economic development is obvious. The policy should pro-
mote the sharing of data. However, industrial policy is not so simple. The development
of big data is often faced with the constraints of external and internal factors, which
mainly refer to the personal information protection and data security issues involved in
the data, and the internal factors mainly refer to the interests generated by the use of data
subjects.

The problem of the data controller’s willingness to use the data circulation is itself
a matter of interest. In essence, this problem is the balance of interests between the data
holder and the data user, which is shown as: one is the decision right of the data holder in
the data circulation and utilization; the other is the profit right of the data holder in the data
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circulation and utilization. All of these will affect the willingness of the holders of the
data to share it. For the data controllers, from the perspective of commercial interests,
whether to share the data for sharing and sharing depends on the profit comparison
between the data self-use and the data sharing. In the absence of perfect industrial policy
guidance and legal mechanism application, commercial subjects can only rely on the
consideration of business environment and individual cases. From the perspective of
market development, we propose effective solutions to balance the interests, which is a
good mechanism to solve this problem.

Therefore, in promoting data circulation and utilization, attention should be paid to
the balance between social benefits and private benefits of data circulation. This paper
holds that first, based on the needs of industrial and social development, data sharing
and sharing should be promoted in an orderly manner, implementing data sharing and
sharing in policies, or even restricting or prohibiting monopoly data behavior; second,
attention should be paid to promoting data circulation and utilization, while protecting
the interests of data holders, respecting creation, and paying for labor value added.
Therefore, based on the importance of the development of the big data market, it plays
a decisive role in promoting the sharing, circulation and shared utilization of factors
in the data factor market. Therefore, instead of the “industrial policy to promote the
data circulation and utilization”, the problem of “how to promote the circulation of data
between the data control party and the data utilization party” is proposed.

From the perspective of industrial policy, to realize the data circulation and utilization
of data resources between the data controller and the data user, it is necessary to solve
the pain points of the data controller and the data circulation and utilization, first, how
to realize the appreciation of data circulation and utilization from the perspective of the
data controller; second, from the perspective of the data user, how to avoid the wrong,
incomplete or unneeded data to ensure the usefulness, integrity and correctness of the
data provided.

3 Distribution Mechanism of Benefits for Data Circulation
and Utilization

Data circulation and utilization of how to allocate the benefits generated by data circu-
lation in multiple subjects, this paper believes that there are three main implementation
mechanisms:

First, Confirmation of benefits during data circulation and utilization. First, the data
cannot generate profit at the generation level, that is, the data subject, the user himself,
cannot claim the data profit. This paper holds that, if analyzed from the level of rights,
although individuals are the subject of digital rights, but only based on personality
rights and interests, and no property rights and interests; individuals cannot sell their
personal information in exchange for consideration. Property rights are only generated in
subjects with commercial property value to user data. The data of personal information
in business should only protect the corresponding personality rights and interests from
infringement. Why can’t individuals enjoy property rights in their personal information?
Personal information cannot be obtained in the person, only theflowcanproduce possible
property benefits. This interest is actually an interest generated from being exploited.
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Avoid personal profit from selling their personal information. In addition, as property
rights and interests are based on the value created by the subject through labor, while
users provide their own information to the Internet of Things to enhance the life service
experience, which cannot be used as the source of property rights and interests.

Second, data can generate profits at the utilization level. Based on Locke’s theory of
labor empowerment, whether it is the profit of data circulation or utilization level, we
should confirm the benefits of data processing and innovation addition.

As a data holder, there are two ways to obtain property rights: one is to analyze, pro-
cess and conduct possible profit activities; the other is to package and share the collected
data with other commercial entities for profit. From the perspective of promoting the
balance of the efficient utilization of data resources and personal information protection,
the sharing and sharing of data and information should limit the scope of its utilization
and profit. This paper believes that the sharing of data information should be limited
by two aspects: one is the limited field, namely the collected data can only be used for
the Internet of things services; the second is the limit of profit, data can only be shared
and shared, rather than the data resources, after sharing is still the control body, the data
control and security obligations. At this time, the source of the property rights acquired
by the data control subject is not the value of the data itself, but the value-added value
obtained based on the collection, analysis, collation and processing of the data.

As the subject of data utilization, usually only the authorized data information can
be used, and only limited to the use within the scope of authorization and pay the
corresponding consideration. At the same time, the transfer of IOT data information is
prohibited to make a profit.

Second, the pricing in the data circulation process. In order to avoid the illegal or
improper profits of the data holders from the data and affect the healthy development of
the big data market, the benefits of the data holders should be limited to a certain range.
At present, the data value basis includes: the information value reflected in the data
itself (the profit value generated by the data), the processing value (including screening,
collection and other processing means), and the hidden value of the user itself. This
paper holds that the data pricing should be based on the processing value, and should
not include the information value of the data itself or the additional value that the data
may produce to the user.

Third, the conflict of interest in the process of data utilization, that is, in the process
of data circulation and utilization, the interests may conflict among different subjects.
For example, it can be competition-oriented. However, competing interests need to be
rethink. The competitive interests of data controllers will be affected with the sharing
of data, which may affect the economic benefits of data controllers generated by using
the data. For example, the data controller and the data user belong to the same class
of enterprises, producing a competitive relationship in the business. In such cases, the
industrial policy should further consider addressing the competitive interests of the data
controllers and the data needs of the data users.

In general, if data collection is a monopoly, sharing of data is normally denied. If the
data collection does not form a monopoly, the data user can obtain the data source by
himself or through other paths, it can obtain the source through other ways. However, if
the subsequent use of data does not affect the competitive interests of the data controller,
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the data controller should share in principle, unless the data controller can prove that the
data may be used for illegal purposes and may harm the social welfare; the data use may
infringe the interests of the data subject or the data controller; the business competition
and conflict between the data controller; the data user may share the data with the third
party; the associated enterprises of the data user, etc.

4 Conclusion

In the era of the Internet of Things, data circulation and utilization has become a kind of
balance of power. Based on the demand of the development of big data industry, the data
circulation and utilization mechanism needs to be improved urgently. In order to fully
tap the potential of data and further promote the development and improvement of data
factor market, we should change the existing data subject complete self-determination
right of information, change the consent authorization mechanism into informed mech-
anism, supplement the users’ data retrieval right under illegal collection, circulation,
utilization, fully mobilize the enthusiasm of data commercial entities, improve the ben-
efit distribution mechanism between data holders and users, confirm and distribute the
interests of data commercial subjects, and protect the interests of data holders in conflict
of interest.
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Abstract. Currently, iBeacon systems have been increasingly established in pub-
lic areas to position people and assist users in indoor for location navigation.
People receive the services through the Bluetooth Low Energy (BLE) installed
on their mobile phones. However, the positioning and navigation functions of
iBeacon system may be compromised when faced with cyberattacks issued by
hackers. In other words, its security needs to be further considered and enhanced.
This study takes the iBeacon system built in Taipei Main Station, the major trans-
portation hub with daily traffic of at least 300 thousand passengers, as an example
for exploring its potential attacks and further studying on the defense technologies
under the assistance of AI techniques and human participation. Our experiments
demonstrate that the prior information security planning of a iBeacon system and
the rolling coding encryption on its issued messages in Taipei Main Station, are
the best defense methods.

Keywords: cyberattacks · BLE · information security · rolling encryption ·
hybrid AI-based · iBeacon systems

1 Introduction

In general, Beacon is a small data transmitter developed for low-power applications of
Bluetooth (4.0 and above). It is suitable for being applied to indoor positioning, which
solves the problem in that GPS of a mobile phone is unable to receive satellite signals
indoors due to obstruction by the building. More importantly, people consider that Bea-
con systems are the new generation solutions [1] as it meets the accuracy requirements of
indoor positioning at a lower power consumption compared to those outdoor positioning
systems.

Gradually, applications of iBeacon and BLE Beacon have been increasingly popular
on mobile devices since a majority of these devices are with built-in Bluetooth protocol.
The potential applications include shoppingmall navigation [2] and vehiclemanagement
and identification [3]. The higher expansion of iBeacon and BLE Beacon applications

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
D.-J. Deng et al. (Eds.): SGIoT 2022, LNICST 497, pp. 65–71, 2023.
https://doi.org/10.1007/978-3-031-31275-5_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-31275-5_7&domain=pdf
http://orcid.org/0000-0001-5718-4785
http://orcid.org/0000-0003-1533-2182
https://doi.org/10.1007/978-3-031-31275-5_7


66 F.-Y. Leu et al.

often lead to higher risks to these applications. At present, the security issues faced
in the use of Beacon include spoofing, piggybacking and privacy concerns, etc. [4].
Also, indoor positioning requests high positioning accuracy and signal availability and
accessibility.

As there are rare iBeacon security research involving information security, this study
will therefore focus on the information security features of iBeacon and introduce the
possible attacks by hackers and their defense approaches.

2 Related Work

2.1 Safety Promotion of iBeacon

Bai et al. [5] proposed an iBeacon base station containing a Bluetooth 4.0 module and
an emergency evacuation system to accurately locate users whose mobile phones are
now connected to this base station for receiving Bluetooth services, thus able to guide
them for evacuation from their current locations when a disaster occurs. Chen & Liu [6]
designed a system to guide the evacuation of indoor people, and track the items left by
people during the evacuation through the sensor network composed of iBeacon nodes.

Recently, the world’s first indoor navigation and evacuation frameworkwith iBeacon
IoT positioning has been released to the markets [7]. It can calculate the shortest path
from the emergency exits to shorten the time for personnel evacuation so as to safely
navigate the user groups to outdoor.

2.2 Information Security Challenges in iBeacon

BLE is a part of Bluetooth 4.0 which is different from the conventional Bluetooth
protocols and can be applied to various wearable devices, such as Beacon [8]. How-
ever, compared with other BLE technologies, Beacon can be widely applied to various
areas/domains due to its low cost and accurate object location identifications. Campos-
Cruz et al. [9] analyzed potential threats faced in the practical operation of wireless
Beacon systems, and proposed a lightweight cryptography-based security protocol for
establishing shared keys. Na et al. [10] revealed the feasibility of attacking iBeacon
services via WiFi devices.

3 Research Design

Taipei City is the largest political and economic center in Taiwan, and Taipei Main
Station, also the transportation hub for foreign travelers entering and leaving Taipei
City. In 2019, the daily passenger traffic of Taipei Main Station consists of 86,000 via
high-speed rail, 122,000 via Taiwan Railway, and 319,000 via MRT.

Due to the design of pedestrian passing routes and signs in Taipei Main Station have
been increased day by day, the Taipei City Government launched the APP “Taipei Navi”
in 2018, which connects tomore than 4,000 iBeacons deployed across the station to solve
issues such as passenger positioning, wayfinding and commuting. This study therefore
adopts Taipei Main Station as the subject in exploring iBeacon security issues.
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3.1 iBeacon System Design Architecture

The design architecture of the iBeacon system in this study is shown in Fig. 1. First,
the Beacon plaintexts (e.g., a restaurant promotion advertisement) are encrypted by
invoking AES algorithm and then transmitted to mobile phones via the BLE protocol
through broadcast before encrypted plaintext is transmitted to the server of this iBeacon
system for decryption. After that, mobile-phone users may therefore receive the content
of plaintext from the server and decide whether to dine at the restaurant or not. Users
wishing to have their needs at one of the promoted restaurants may be guided to this
restaurant using the indoor navigation function of App Taipei Navi.

Fig. 1. System diagram of our iBeacon system.

3.2 Positioning Algorithms

The Stage 1, Initial, refers to determining the initial point of a mobile phone. Each
Beacon computes its distance to the mobile phone according to the strength of the radio
wave and then the Beacon system employs the triangulation method to determine the
position of the mobile phone. The strengths are presented in log scale.

The coordinate positioning equations are as follows:

x0 =
∑n

i=1 xiWi
∑n

i=1Wi
n = 3 (1)

y0 =
∑n

i=1 yiWi
∑n

i=1Wi
n = 3 (2)

Following the completion of the initial point positioning, it is discovered that instant
computation of current location of users is difficult since the Beacon positioning system
may only compute the relative position between each Beacon and the mobile phone,
while the radio waves require average based on stable readings.

For better user experience, this system refers to Kok et al. [11] in Stage 2 by acceler-
ation computations run by accelerators. In this study, an algorithm is applied to integrate
the acceleration from the user’s phone position into a velocity which will receive sec-
ond integration to transform the velocity to a displacement so that a position with the
movement direction can be determined according to the gyroscope angle.
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Stage 3 concerns data regression. The results gained from stage 2 “Estimate” esti-
mates over user’s position once every 30 s. The results are compared with the Initial
Points identified in Stage 1. In addition, the Beacon value shall prevail when the error
exceeds 15 m since the errors of the accelerometer are accumulated. For specific Bea-
cons, such as the ones near an escalator, Regression will be executed immediately upon
numerical strength excess over 70 dB since the user will soon move to another floor
when riding the escalator and they will be at near proximity to Beacons as they come
near to the floor. At such moment, the Beacon radio wave strength goes extremely high,
and a rapid regression, also known as quick regression, is required.

3.3 Hybrid-AI-Based Positioning Algorithm

In the real field, mobile phones will continuously receive values from more than one
Beacon. To solve this problem, this system applies a Hybrid AI-based scheme to our
positioning algorithm.

In Stage 1, the Hybrid AI-based positioning algorithm will set the location of the
mobile phone to a “N× N” square, and the brightness will be proportional to the signal
strengths received, hence forming a graph.

In Stage 2, there are 6,500 groups of 80 × 80 squares in the railway station. In
this study, strength values are stored per second, and the average strengths every seven
seconds as one cycle are mapped into this graph, which will be submitted to TensorFlow
immediately [12]; CNN in TensorFlow is then applied for point identification.

In Stage 3: The Hybrid AI-based positioning algorithm will transform the position
of a user’s mobile phone to a radio wave strength graph. The positions of the Beacons
with the strongest wave signal are identified as the user’s current position.

3.4 Possible Attacks

Recording and Use. From technical viewpoint, any mobile phone which has BLE pro-
tocol can receive and decode the message from the iBeacon system, meaning any mobile
applicationwhich can obtain the Beacon broadcasts is able to position this mobile phone.
Therefore, hackers may use such channel to leak the positioning information. That is, a
hacker may walk in the field holding a smartphone to fetch field Beacon codes (ID). Any
attacker may enter the field open to the public to obtain data without any beforehand
permission.

Impersonation Attack. Beacon broadcasts messages usually are not encrypted, an
attacker can detect and replicate the Beacon codes. An attacker can hack a Beacon first
and then attack the users who are connected to this Beacon. He/she may even replicate
a faked Beacon at another field using the same ID when possible, causing the APP to
distribute wrong information in the wrong place.

Obfuscation Attack. Hackers put multiple Beacons at the same location. Since appli-
cations mostly rely on Beacon to determine their position, when multiple faked Beacons
and Beacons under the original system are placed in the same position, the situation
may cause serious interference or delay in the transmission, and affect the integrity and
correctness of the data.
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Recording and Limited Reproduction. The three types of attacks above can be pre-
vented via rolling coding. However, rolling coding can also be attacked by means of
limited reproduction, hackers can record a set of several codes at most for time concerns.

4 Beacon System Defense Methods

This study proposes four methods to defense those attacks mentioned above.

4.1 Data Encryption/Decryption

This method involves simple steps by encrypting Beacon messages and decrypting them
by the receiver; however, such method is meaningless in the security of the system, since
all the attacks above may still work as long as the issued messages remain unchanged.

4.2 Rolling Coding

This Rolling coding can be divided into two models, i.e., unpredictable and predictable.
Unpredictable model means that the code will not be repeated at all; predictable code
refers to the code produced following some rules.

The classic descriptive equation of rolling coding is

f(t) = f(t+ 1) (3)

Unpredictable Rolling Coding. In the unpredictable model,

f(t+ 1) = g(t, random) (4)

For example, assuming that the Beacon number is expressed by Code t, and “random”
refers to a certain random variable which is a random number for enhancing system
security. This series of code can be described as

f(t+ 1) = g(code, random) (5)

For example, f(t+ 1)= (000,632), and after 10 min f(t+ 1)= (000,787). The variation
from (000,632) to (000,787) shows no regularity.

Let g = AES, then

f(t+ 1) = AES(code, random) (6)

The parameter random of the encrypted variable code may not be applied to predict
the next code result even AES is cracked.

Predictable Rolling Coding Method. In the predictable model, f(t + 1) in Eq. (3) is
the code existing regularity. Generally, the change is once every 10 min, and the count
is incremented by 1, i.e., t + 1. For example, assuming that the coding position is the
date, i.e., t, plus 1, and today is the 5th day of the month, t = 5, f(t + 1) = f (6). The
purpose is to reduce the risk of the code being accessed and hacked. It also increases the
security of the system.
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Basically, predictable rolling coding is added with the predictable mark of Origin=
O(code, index, random), i.e., index. For Origin=O(code, index, random) in the original
text, the random can be omitted. For example, Eddystone uses PDU Count/Time as an
index [13] in Beacon. Line Beacon not only has a timestamp in the plaintext, but also
adopts the SHA256 encryption function to encrypt messages. The key length of SHA256
encryption function is 256-bits. It is hard for hackers to crack this function [14].

The advantage of using the predictable rolling coding method is to distinguish
whether a message is false or not through timestamps. However, these parameters must
be stored in the Flash ROM, and the number of Flash accesses is limited, excessively
frequent accesses will damage the hardware [12]. The system owner must carefully
consider flash’s life time and limit the number of changes.

In the meantime, the watchdog/battery replacement may cause the timestamp to
be zero in practical management. When detecting impersonation attack or obfuscation
attack, the server must detect whether the constraint T-T’ > �T or not. The system
administrator shall be warned for further processing. Basically, personnel inspections
and active monitoring by App are probable solutions.

App Active Monitoring. The APP “Taipei Navi” has accumulated more than 100,000
downloads since its release. Themessages received by users using the App from iBeacon
will be aggregated into the server at the back end of iBeacon. As shown in Fig. 2, we can
compare timestamps for checking to see whether the iBeacon is under a replay attack
and then the location of the attacked iBeacon can be identified.

Fig. 2. Confusion matrix.

5 Conclusion and Future Studies

iBeacon is widely used to this date and available for any mobile device that supports
BLE; nevertheless, how to protect its security? This study only explores the mainstream
iBeacon defenses and attacks due to length constraints of this article. In the future, we
will further study the feasibility of other AI-based technologies applications to iBeacon
information security protection; furthermore, security personnel on patrol in the station is
an intuitive strategy. Therefore, wewill also understand the defensemethod for personnel
inspection in our future study.
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Abstract. The digital era is coming. In recent years, due to the continuous
improvement of information technology, Artificial Intelligence, Big Data, Cloud
Computing and IoT related technology has flourished. For traditional industries,
demand is gradually changing from less diverse product to more diverse product.
And most of them are customized orders, so the change of production mode has
also become an opportunity for the digital transformation of enterprises. In addi-
tion, under the impact of the epidemic at the end of 2019, enterprises pay more
attention to digital transformation.

This study cooperates with a precision industrial company in Taichung. The
company used to record all the data in the quotation process in paper. In addi-
tion to the difficulty of data backtracking, quotation data such as cost, delivery
period, production process, outsourced manufacturers and prices are also difficult
to compare with the actual order data. Also, departments often affect the quotation
time due to the cumbersome communication process. In order to solve the above
problems and improve the quotation process, this study is discussed in a faster,
more accurate, more effective and profitable way.

By building a digital quotation system, digitally optimize the difficulties
encountered by quotations, and finally solve the problem to make the quotation
system successfully digitally transformed.

Keywords: Digital Transformation · Quotation · Data Mining

1 Introduction

1.1 Background and Motivation

In the process of enterprise operation, it is absolutely related to production opera-
tion management, marketing management, human resources management, research and
development management, and financial management.

There is a large amount of data that can be used in eachmanagement. If the data is not
recorded in detail and used properly, it is really a loss to the enterprise. When traditional
industries carry out digital transformation, they will always rely on information technol-
ogy. Such as Industrial Internet of Things ERP system etc. Access to data through cloud
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computing technology and execute data through multiple ways like data cleaning, data
integration, data conversion and other data pre-processing steps to make the data more
accurate with the original data. It will not lead to misjudgment due to outlier values or
wrong data, and focus on the dimensions of value to enterprises. Finally, through big
data analysis, we can understand the competitive edge of enterprises.

In order to achieve the purpose of digital transformation, enterprises must continu-
ously improve and optimize internal working processes. Only when we able to produce
diverse customized products and quantitative commodities, we can move forward for
the purpose of flexible manufacturing system as to improve our own value. Create a
high-tech and high entry barrier, help enterprise to improve the competitive advantages
and plays an important role in the manufacturing industry.

1.2 Research Purpose

This study cooperates with a precision industrial company in Taichung. The company
used to record all the data in the quotation process in paper. In addition to the difficulty of
data backtracking, quotation data such as cost, delivery period, production process, out-
sourced manufacturers and prices are also difficult to compare with the actual order data.
Also, departments often affect the quotation time due to the cumbersome communication
process.

In order to solve the above problems and improve the quotation process, this study
is discussed in a faster, more accurate, more effective and profitable way. By build-
ing a digital quotation system, digitally optimize the difficulties encountered by quota-
tions, and finally solve the problem to make the quotation system successfully digitally
transformed.

2 Literature Review

2.1 Digital Transformation

This study integrates the interpretation and definition, application scope and usemethods
of various experts and scholars for digital transformation. [1] It is mentioned that digital
transformation can not only measure the extent to which an organization benefits when
applying information technology tools, but also as an evolutionary process. [2] This
study builds an integrated model of digital transformation and establishes measurement
tools for educational institutions, and evaluates the results in general to determine that
this model is suitable for universities. [3] Use the code development platform to provide
and promote the technical mechanism of automated software application process devel-
opment, develop the emerging low-code field on the basis of computer-aided software
engineering, and serve as a tool for digital transformation. In the case of digital trans-
formation in European countries, it is mentioned that digital transformation plays an
important role in technology and industrial policies, and digitalization is understood as
the process of using digital technology and tools to develop business. Through two-stage
analysis, this study first evaluates the cluster analysis method (clustering and K-Means)
of differences and similarities among EU countries. Then use TOPSIS to rank countries
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according to the evaluation criteria. The research results found that if EU countries have a
similar level of development, they can effectively carry out technical evaluation through
social, economic and corporate dimensions. [4] Research on the pharmaceutical industry
and complete the digital transformation through the planning and development of the
Nerve Live platform. Nerve Live platform has a total of eight models applied to different
fields. Since the development of the system launched, the organization has been able to
have direct experience, create intelligence, and create value throughout the value chain.
Each model combines decades of operating data of multiple internal systems, generates
new intelligence pattern through machine learning and advanced analysis, and creates
application process modules. Through action and insight planning, tracking, prediction,
comparison and monitoring activities, keep the cost down and maximizes both quality
and efficiency. For example, a faster, better and cheaper, and eventually create smarter
and data-driven decisions throughout the drug development process. And increase infor-
mation transparency, and all departments can see the same data, so that new strategies
can be generated from a complete, comprehensive and common perspective.

2.2 Quotation System

[7] Through research of the value streammapping (VSM), we provide relevant decision-
makingbases such as resource utilization rate, delivery time, current products in progress,
non-value-added time and number of operators in the quotation process, and achieves
concise management to reduce imperfect losses considered by the company in the quota-
tion [8] . Build a quotation model for urgent customers, record all changes and informa-
tion in the previous quotation process, and be able to propose a more accurate quotation
numbers and restore a precise calculation of quotation. In line with the purpose of this
study, we hope to speed up the efficiency of quotation and reduce the waiting time of
customers through the quotation model.

2.3 Data Mining

When the data warehousing construction is completed, the valuable information that
needs to be mined from a large amount of data can be mined through data exploration.
[5] This study sorts out the application of data mining in various fields. Because the
data generated by the health care exchange is too large to be processed and analyzed
through traditional methods, it is necessary to convert the data into useful information
through data exploration. From this, it can be seen that data mining technology can
extract effective information for a large amount of data. This study analyzed diabetic
patients. In 1,778 non-diabetic cases, the decision-making successfully judged 1,728
cases as non-diabetic, with an accuracy of 96.64%. [6] Apply data mining technology
to the field of crime analysis, develop a reproducing reporting system based on message
extraction technology, and combine natural language processing and cognitive interview
methods. Get more information from the testimony of witnesses and victims, and ask
questions according to the principle of cognitive interviews through the system to extract
answers related to crime, and the overall report exceeds 80% of the accuracy and recall
rate. Originally, the police should send manpower to be responsible for the investigation.
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Through data exploration-related technology, we can quickly find a response method in
various criminal records so far.

3 Method

3.1 Digital Transformation and Data Mining

This study combines Digital Transformation with Data Mining technology (see Fig. 1).

Fig. 1. Concept map of Digital Transformation and Data Mining

3.2 Digitalization

This study will enable the company to move forward in the direction of digital trans-
formation by building a quotation operating system. First of all, change the quotation
process from the original paper work to the quotation system to record all the data in
the quotation process in detail, plus the principle of feasibility assessment to record the
possibilities of the quotation. And the processing of parallel operations to reduce the
time spent on the quotation, and then record all the time in the quotation process in
detail. Including the time spent by each department in each quotation process or the
average length of the total quotation, etc. It also records in detail the reasons why the
quotation content has changed during the quotation process. Finally, a variety of charts
are generated to explain the quotation status. After completing the quotation operation,
the data generated by the process will be constructed as a customer relationship man-
agement analysis model. In the future, customer classification will be carried out, so that
the company can provide customized services and marketing for each customer.

Data Collection
From the time the business receives the customer’s inquiry to the completion of the
whole quotation process, the quotation operation system records are adopted. Whether
it is customer data, inquiry data, process data, manufacturer data, data generated by the
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evaluation process, time generated by the evaluation process, etc., in order to estab-
lish subsequent data warehousing. The quotation operation system has added parallel
operation technology, which shortens the time of quotation, and increases the function
of switching operations, and records the communication of various departments. All
changes due to the design changes and the adjustment of the process to communicate
with customers will be followed up; the above functions cannot be achieved in the pre-
vious quotation process. Through feasibility assessment, parallel operations and change
operations, the quotation process is more perfect and flexible.

Data Preprocessing
In the process of data input, it is inevitable that errors such as input error messages,
empty data, and irregular data will inevitably occur. Therefore, it is necessary to adopt
data pre-processing actions such as data cleaning, data integration and data conversion.
Ensure the correctness, integrity and usability of data, and avoid presenting wrong data
leading to wrong decisions.

Data Warehouse
Establish a multi-dimensional database through data warehouse to facilitate the subse-
quent analysis and use of large data. For data analysis in datawarehouse, data is generally
presented in a multi-dimensional way. Through online analysis and processing, query,
data comparison, data extraction andmulti-dimensional data processing, users can query,
analyze and browse data conveniently and quickly in different dimensions and data levels
according to specific or professional needs.

3.3 Digital Optimization

Due to the large number of relevant departments involved in the quotation operation,
how to shorten the waiting time of customers or business, it is necessary to optimize the
quotation operation process. After the digitalization process is stable and the database of
each dimension of quotation is built and improved, it can cooperate with the company’s
customer relationship management. As a reference basis for the urgent order sorting
process, it can also be used through the function of quotation grouping and compo-
nents. Through similar quotation content, the efficiency of quotation is greatly improved
to achieve the effect of time optimization, and the previous feasibility assessment is
analyzed to increase the success rate of the quotation to avoid the waste of quotation
costs.

OLAP
OLAP has six characteristics: 1. Able to provide integrated decision-making information
immediately and quickly. 2. The main purpose is to support the analysis of decision-
making information rather than OLTP. 3. It is often necessary to extract a large amount
of historical data for trend analysis. 4. It is often necessary to carry out complex analysis
of multi-dimensional and aggregate information. 5. It is often necessary to present data
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in different time dimensions. 6. The data required by the user has been defined and
calculated in advance, so the query speed is relatively fast.

Generate Various Forms of Quotation Operation
Provide the company’s customer relationship management reference basis through
OLAP, and then use the quotation group and assembly function. So that the quotation
operating system can meet the needs of customers to quote at the same time, improve
parallel operations to achieve optimization, and provide urgent authorizations through
analysis to achieve the purpose of time optimization. Finally, for the problem of exces-
sive quotation time, the relevant statements are provided for the purpose of improving
the accuracy of quotation.

3.4 Digital Transformation

Through quotation data warehouse, using various dimension analysis to learn useful
information for the development of the company. For example, through the historical
results of the feasibility assessment, we know why the company often evaluates the rea-
sons it cannot process, and finally analyzes the important information that the company
has never found in the previous quotation through Data mining.

Data Mining
This study is expected to compare whether the data of the customer’s actual order is
consistent with the data at the time of quotation through the data exploration tool. For
example, estimate the completion time of the quotation, the manufacture procedure and
processing order used, the cost and time of the outsourced manufacturer, whether it can
be successfully produced, etc. to prove the accuracy of the quotation, analyze the reasons
for the closure of the case, and corresponding countermeasures.

Prediction Model
In the future, we hope that when the business receives customer inquiries, it can auto-
matically enter the key attributes of the quotation. Through the data mining results, the
success rate of the quotation is counted. It is convenient for the business to judge whether
to undertake this quotation, and can provide customerswithmore accurate quotation time
to improve the success rate of the quotation.

4 Results

4.1 Digitalization - Current Situation Results and Discussion

At present, the quotation operation system has been planned. The participating depart-
ments have a total of seven departments: business departments, R&D departments,
production management departments, production departments, processing departments,
procurement departments and quality control departments. By recording all the data in
the quotation process, to construct a perfect and rich data table of each dimension, the
functions of the system are as follows: (1) Fill in the quotation information in the busi-
ness. (2) Fill in the graphic data in R&D. (3) R&D feasibility assessment. (4) Internal
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and external production and manufacturers of production management evaluation. (5)
The production management filled in the internal system and work center. (6) External
production and manufacturers of production management. (7) Feasibility assessment of
filling in the production management. (8) Production Filling in Planning Evaluation. (9)
Working hours and working days in the production form. (10) Processing and filling
in planning and evaluation. (11) Processing Filling Forms include Working hours and
working days. (12) Management Filling in Forms include Working hours and working
days. (13) Purchasing forms fill in the working day and amount. (14) Purchasing forms
fill in Planning and Evaluation. (15) The quality control filling form only measured the
time and the number of working days required for batches. (16) Quality control forms
filled in the planning and evaluation. (17) Cartographic upload sheet. (18) Amount filled
in in the production management. (19) Business forms fill in the management and sales
% and exchange rate. (20) Fill in the working day and order number for business.

Differences before digitalization and after digitization.
Table 1 will list the differences before and after digitalization, and explain in detail

the differences before and after improvement for each department:

Table 1. The differences before and after digitalization

project department before after

1 business department If the quotation is made in
paper, if the customer asks
about the status of the
quotation, the business
cannot track the quotation
progress and respond to
customer questions
immediately because it
does not know which stage
the quotation is on

Through the quotation
operation system, you can
see the progress of all
quotations from the inquiry
list and screen all the
customers. The total
number of quotations of
customer and the status of
individual quotations will
be listed

2 business department Impossible to know how
many quotations have not
been closed so far, and it is
difficult to track and
control

The business can screen the
undone quotation
documents in order to track
the progress, and confirm
whether it is necessary to
ask departments to speed up
the quotation

(continued)
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Table 1. (continued)

project department before after

3 business department If there is a change in the
previous quotation process,
it is difficult to trace back
to the reason why the
change was caused, and
the evaluation

At present, when the
change needs to be made, it
is necessary to record the
reasons why it is not
feasible, as well as the
personnel who record the
evaluation. If there is any
problems in the follow-up,
you can also find the reason
for the change and
understand the situation at
that time

4 production department Because production is
divided into three
departments, in the past, it
was necessary to manually
judge which processes
each department was
responsible for

The system determines
which production
department should make
this process to avoid
manual judgment errors,
and can also record which
processes and evaluation
personnel evaluated by each
department at that time

5 procurement departments The previous quotation
process has not recorded
material data

Building material data in
the system can not only
record the amount of
materials to provide cost
calculation, but also build a
database of materials

6 quality control department The previous quotation
process has not recorded
the quality data

At present, the quality data
can be recorded in the
system to record the
measurement method at
that time

7 All departments The previous quotation
process completed one
item and then carried out
another, resulting in an
extended quotation time

Through the concept of
parallel operation, projects
that do not affect each other
are evaluated at the same
time to speed up the
quotation

(continued)
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Table 1. (continued)

project department before after

8 All departments It is difficult to record the
time and completion in
paper work when each
department receives the
quotation

Because the system can
record the time of state
change, it can record the
time spent by each
department in each state to
achieve the purpose of time
control

4.2 Digital Optimization - Problem Discussion

When the quotation process is changed to use digital recording and the datawarehousing,
it can then be able to carry out some analysis and discussion through data.

For example, how to speed up the quotation efficiency, improve the success rate
of customers to place orders, or how to improve the accuracy of quotation, so as to
accurately grasp all the time and cost spent in the quotation process, use it as a follow-up
production management order, and how to ensure that the quotation is profitable. For an
enterprise, making profits is the most basic and important thing. Therefore, whether the
management and marketing expenses incurred in the quotation process are reasonable or
not, and whether the subsequent pricing can enable the company to obtain profits after
the formal order, it must be understood through analysis. These contents are information
that could not be known during previous paperwork (see Table 2).

Table 2. The differences before and after Digital Optimization

project department before after

1 business department It is impossible to provide
corresponding services for
the customer’s quotation
model

After analysis, you can know
the customer’s quotation
model and provide a quotation
process that is more in line
with this customer. For
example, customers who often
place orders immediately after
the quotation should pay
attention to the quotation time
and delivery date

2 procurement departments Only the materials used are
recorded in the digitalization
of quotation operations

Through analysis, the
materials that often appear in
the quotation process can be
used to provide procurement
reference to ensure sufficient
inventory

(continued)
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Table 2. (continued)

project department before after

3 All departments Previous data are only
recorded in their respective
databases, so it is difficult to
compare

Improve the accuracy of
quotation by comparing
quotation data with order data

4.3 Digital Transformation - Problem Discussion

After the digital optimization step, the quotation efficiency and quotation accuracy will
be improved. Then this study will explore how to save work time through the surface.
Data warehouse has been built when the quotation operation is digitalize. Through key
information, it can provide departments with data adjustments without enter data (see
Tables 3 and 2). And when the business personnel receive the inquiry request, they can
judge whether there has been a similar quotation before through the previous quotation
information, and provide the information at that time for reference to the decisionmakers,
or the success rate of the quotation to determine whether this quotation needs to be
undertaken.

Table 3. The differences before and after Digital transformation

project department before after

1 business department Can’t know which quotations
are interrelated

Through the document
association function, you can
know what similar or related
quotations are

2 All departments Previously, because all the
reasons for the closure of the
case had not been recorded, it
was difficult to find out the
bottleneck of the company’s
quotation

Through the feasibility
assessment, we can understand
the company’s current
bottlenecks and transformation
direction, such as purchasing
machinery and equipment or
adjusting materials, processes,
etc

3 All departments When each department
previously filled in the
quotation content, the
information that may be filled
in will not change much, but it
needs to be filled in again
every time

The quotation process can tend
to be automated, and suggested
data can be made through
historical data
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5 Conclusion and Future Research

This study has now completed the digitalization of the quotation operation. In-depth
research will continue in the direction of digital optimization and digital transformation
in the future. Provide a corresponding reference basis for the three-oriented roles of
the company. For the decision-making side, because the quotation operation system is
an open system, the data presented is absolutely true. Through the two aspects of time
and cost, decision makers can understand the current quotation status of the company
in order to make correct decisions; For the management side, it can understand which
bottlenecks and problems in the current operation have not been found before, and put
forward improvement policies in time to improve departmental problems. For the user
side, in addition to being able to record all the time points of the quotation and remind
the current quotation progress, the efficiency of quotation will be greatly improved after
the system function is more stable. Digitalize the existing quotation operation, optimize
the quotation process by collecting a large amount of information, and finally make the
quotation direction towards business intelligence through data mining.
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Abstract. In the era of the Internet of Things, data sharing has formed a trend.
Judicial practice has clarified the “triple authorization rules”, that is, data sharing
and sharing requires users to obtain the authorization of data collection and the
authorization of users and data holders for data circulation and utilization, which
seriously affects the data circulation. Starting from the needs of the development of
the big data industry, to reflect on the hindering impact of the current authorization
mechanism on the big data industry, the data control mechanism of data sharing
should be rebuilt. In order to fully tap the potential of data and further promote
the development and improvement of the data factor market, the existing data
subject should change the complete right of self-determination of data, change the
consent authorization mechanism into the informed mechanism, supplemented
by the user’s right of data retrieval under the circumstances of illegal collection,
circulation and utilization.

Keywords: Internet of Things technology · Internet of Things · Cloud data
sharing

1 Introduction

The Internet of Things technology is a new technology for connecting various sensors
and the existing Internet. It uses various terminal sensors to collect user information,
and transmit the information to the cloud or other information terminals in the way
of data. Using smooth network transmission, the world can form an interconnected
information network, namely the Internet of Things. The development of the whole
Internet of Things. The Internet of Things technology is booming, the interconnected
network is the infrastructure, and the “data and information” collected, transmitted and
shared by sensors is the “blood” of the boom of the Internet of Things technology. The
interconnection of information network and the sharing of data and information play a
very important role in the development of the Internet of Things technology.

Iot cloud data refers to the production data that can identify user information when
identified and collected by terminal devices that use the Internet of Things technology
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and collected in the form of data. IOT cloud data is formed by collecting user information
by the terminal equipment on the user end, and then the Internet of Things information
network transmits the user data back to the information processing center, and screened,
analyzed, processed and sorted out the data. Finally, the processed data is stored in the
cloud for subsequent utilization. Thewhole Internet of Things cloud data, fromcollection
to storage, and then to utilization, involves the data subject (i. e., user), data holder (i.
e., Internet of Things technology provider or operator) and data user respectively. The
data can be used for self-use, shared to other subjects, or sold to other subjects.

Based on the protection of personal information in the data circulation, Three mech-
anisms have been established: whether the data is anonymized, Decple personal infor-
mation from individuals, No personal identifiability; Second, if the data can not be
completely anonymized, Then the data involving personal information shall be agreed
to and authorized by the individual corresponding to the information; Third, in the use
process, If there is an abuse of data containing personal information, Individuals have
the right to exercise the “right to carry personal data”, The EU General Data Protection
Regulation is based on the data subject’s right of self-determination of their personal
data, It clearly stipulates the “right to carry personal data”, That is, the data subject
has the right to obtain the personal data provided to the data controller in a structured,
common, and machine-readable format, Or have the right to freely transmit such data
from the data controller that it provides to another data controller.

Iot cloud data sharing involves personal information protection, which lies in the
collection, sharing and utilization. Currently, it is common practice to grant users “self-
determination on personal information”, including users taking control over data con-
taining personal information. In the case of “SinaWeibo v.MaiMai”, the court of second
instance in the case initiated the “triple authorization principle”, that is, the first autho-
rization for users to obtain data from the platform; the second and third authorization
for the user and the platform to use the subsequent data acquisition. Based on the “triple
authorization principle”, the platform still needs to obtain explicit authorization or con-
sent from users when sharing data with subsequent users. Based on the requirements of
various countries for the protection of personal information, to avoid and prevent the
leakage of personal information and privacy directed by the Internet of Things cloud
data, various countries tend to leave the whole operation process after data collection to
the users corresponding to the personal information for control.

This leads to a value conflict between user data control and the free circulation of data.
It is conceivable that if users do not agree to share the data, the data flow will be limited,
and the development potential of the entire industry should also be affected. In other
words, the development of the entire big data industry will be presented with various
uncertainties. Then, from the perspective of industrial policy, how to further weigh the
value conflict between personal information protection and the development of big data
industry, so that the two can obtain the optimal solution in the value combination, is the
problem to be discussed and solved in this paper. It can be seen that although the sharing
and sharing of IOT cloud data is a simple process of data transmission and utilization,
the subject relationship involved is relatively complex and involves the construction of
many mechanisms.



Balance Between Data Circulation and Personal Information Protection 85

2 Conflict and Balance of the Interests of All Parties in the Data
Sharing and Sharing Under the Industrial Policy

Information self-determination is seen as an important sign of the free development of
personality. The sharing of data may cause the dissemination and diffusion of personal
information. The data control right belongs to the subject of digital rights is a means
to protect the right of information self-determination of the data subject. In the specific
mechanism, it is the consent or authorization mechanism of data collection and use.

However, more and more scholars believe that it is undesirable to give information
subjects absolute control over personal information. First, from the perspective of per-
sonal information protection, without considering the development of data industry and
data public value, the private interest of data is not comparable to the public value, and
the right to self-determination of personal information will more or less affect the cir-
culation and utilization of data, and produce value conflicts. Second, users are not the
appropriate subject of the decision power of personal information. Users have no indus-
trial foundation, and can only control the data through consent or authorization, which
will also lead to more illegal means to illegally obtain or disclose personal information.

From the value orientation of data sharing and sharing, data development and per-
sonal information protection should not be ignored. The public interest of data mainly
includes the data development right and the public value, while the protection of personal
information is the private interest right of data. This paper holds that the conflict between
the two should be balanced, rather than biased on one side, especially in the case that
industrial policy does not affect personal information and private interests, starting from
social development, maintaining social welfare means human development. Second, the
possible infringement of the rights and interests of data subjects or the existence of
transmission security risk caused by data sharing means that the cancellation of sharing
sharing, is not the way to solve the problem. Data sharing is not the root cause of the
problem. The root cause of the problem lies in the legal relationship of multiple parties
in sharing. We should not give up eating for fear of choking. We should explore and find
a suitable path for development and sharing, and find a balance limit and a reasonable
scale between sharing and sharing. The author believes that in the process of data sharing
and sharing, the personal information contained in the data should be reasonably pro-
tected, and the data sharing should be carried out on the basis of personal information
protection. However, based on the development of the data industry, it is also necessary
to reduce the personal absolute control of the information to some extent. Since it is
inevitable that personal information will be used and gain value in the industry, what we
should solve instead is how to build a reasonable mechanism to avoid abuse for the use
of personal information.

What is the reasonable premise for the reduction of the information self-
determination of the data subject? This article thinks there are two: one is the data
containing personal information will be used for public purposes, such as epidemic
prevention and control of personal whereabouts flow, will involve personal positioning
information, such as annual statistics in the annual data may involve personal income,
etc., these use alone or collection, more or less will cause certain impact on personal
information, but based on public purposes, should be given to a certain extent. Second,
based on the development needs of the big data industry, a reasonable data circulation
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mechanism is established to exempt the authorization and consent procedures of the data
subjects to a certain extent. Advocate the whole society to form an efficient and orderly
data circulation factor market, promote the free circulation of valuable data, and meet
the needs of the development of big data industry. However, the data protection related
to personal information should still be adhered to. This paper believes that there should
be several standards and principles: first, the protection of personal data in the process
of data circulation; second, based on the use of data resale and illegal profits; third, the
data subject can exercise the “right to carry personal information” to retrieve the data at
any time based on the abuse in the data circulation. Fourth, take the corresponding data
security protection measures.

3 Control and Utilization Mechanism of Data Circulation Under
the Background of Data Sharing

3.1 Conform from Prior Consent Mechanism into “PRior Knowledge + post
Control” Mechanism

Based on the consideration of industrial base and effect, data control party and utilization
party are the backbone of promoting data circulation control. From the point of view of
the data subject, holder and utilization subject, because the data information is generated
by the Internet of Things service provider, the data control subject of the data information
is more professional than the user private, so the control of the data information should
belong to the data holder; this essentially forms the right of self-determination of the
data subject information.

First, the reduction of the right to self-determination of data subjects does not mean
denying the personal information protection mechanism, but this protection should be
changed from the original consent authorizationmechanism to the informedmechanism.
This paper holds that for the protection of personal information, passive restrictionmech-
anism rather than active restriction mechanism, that is, for the collection and circulation
of personal data, in principle, only the user knows without full consent or authorization
of personal information; moreover, the cost of collection and circulation, consent or
authorization and monitoring of personal data is high. In principle, as long as there is
no illegal operation and abuse of personal information, the restrictions on the collection
and circulation of data should not be increased. At the same time, the collection and
circulation for public purposes can exempt users from personal knowledge, as long as
there is no abuse of information.

Second, emphasizing the data holder’s control over the data information does not
mean that the subject enjoys complete control over the data information. Data subjects
still have the requirement to protect personal information. The control interest of the data
control subject means that the control subject can occupy and use the data information,
and also undertakes the security obligation of the data control and transmission and the
protection obligation of the data information. At the same time, the digital power subject,
the user, can exercise the right to retrieve the data information, or the illegal utilization
of the data control subject, or the purpose of personal protection of the data information.
The data retrieval right of the trigger data subject only comes from the protection of
personal information data (Table 1).
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Table 1. Premise of personal information protection for table data sharing

User informed Identification mechanism of user
information

Whether public use Data circulation

yes yes yes can

deny yes yes

deny deny yes

deny deny deny cannot

yes deny yes can

deny yes deny cannot

yes yes deny can

yes deny deny can

3.2 Control Mechanism at the Common Level of Data Sharing

Data sharing and sharing under the condition of personal information protection is essen-
tially a dispute over the control rights and interests of data, that is, the control right of the
data subject, the data controller and the data user over the data. The control mechanism
of data generation and utilization is formed, which includes three parts: authorization
mechanism (data flow direction, dynamic), utilization mechanism (data possession and
use, static) and confrontation mechanism. Among them, the authorization mechanism
is the data control mechanism between different subject (this is the generation of data
control), using the mechanism is the subject of data utilization of independent decision-
making mechanism (the exercise of data control), confrontation mechanism is a main
body based on some reason against the data control of another subject (data control to
eliminate or pause).

First, data control does not absolutely belong to a certain subject, which is the
characteristic of data different from traditional objects, its control rights can be shared,
and the actual control of data does not mean the control of equity level.

Second, data control for the different entities. First, the control right of the data subject
includes: a) the data generation level, that is, to independently decide whether to form
the data; b) the data subject shall be informed of the collection of the data; or requires
that the collected data will not affect the subsequent utilization of the data. At the same
time, based on the smooth and efficiency of commercial data utilization, this knowledge
should usually be a package, rather than such case or personalized processing. Second,
the control right of the data holder includes: a) the decision at the data circulation level,
that is, the data holder can decide whether to share the data; b) the data utilization level,
that is, the data holder has the right to decide whether and how the data is used, including
the right of the authorized data user to use the data, of course, the utilization level should
comply with the laws and regulations and the authorized content of the data subject.
Third, the control of the data user, that is the decision power at the data utilization level.
After obtaining the shared data, the data user can decide to use the data independently
according to the authorized content. However, the data user cannot exercise the decision
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power on the data circulation, that is, when the data user can only use the data and use
the data within the authorization of the data holder.

Third, the data utilization level, such as the confrontation subject’s control over data.
Control is not completely free, or based on authorized restrictions, or based on public
interest industrial policy restrictions, produce a confrontation mechanism. In essence,
the confrontation right is generated by the control right. Under the premise that the
control right is multi-oriented, the right of confrontation should also be multi-oriented
and can be exercised by different subjects. First, the control right of the data holder is
not completely unrestricted. At the level of decision power at the utilization level, the
data subject returns the control when it makes illegal use. At the data utilization level,
the data is also based on the balance of interests between the data subject, data holder
and data user. The data subjects oppose the control rights of other subjects based on
their control rights. Although the data subject should not control the use of the data
in the whole chain, the data subject can only control the illegal use of the data, that
is, it can exercise the right to retrieve or be forgotten when the data is illegally used.
Second, based on the needs of industrial development, the improper interference of the
data subject in the subsequent circulation and utilization is opposed. If the data user uses
the data under the authorization of the data holder, the improper interference of the data
subject and the data holder can be excluded. The behavior of the data user is limited to
the utilization purpose, and cannot be similar to the data holder enjoying the control of
the data circulation level.

4 Conclusion

In the era of the Internet of Things, data sharing has become a balance of power. Based
on the needs of the development of the big data industry, the data sharing and sharing
mechanism needs to be improved urgently. In order to fully tap the potential of data and
further promote the development and improvement of the data factor market, the existing
data subject should change the complete right of self-determination of data, change the
consent authorization mechanism into the informed mechanism, supplemented by the
user’s right of data retrieval under the circumstances of illegal collection, circulation and
utilization.
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Abstract. Short-term load forecasting of the power grid can realize the optimal
configuration of power generation and dispatch of the power grid which saves
energy to the greatest extent and ensures the stable operation of the power system.
The power load data is affected by many factors and presents complex volatility.
It is difficult for a single prediction method to obtain accurate prediction results.
In this paper, a combined optimization prediction method based on Hilbert-Huang
transform (HHT) is proposed. By acquiring more regular component sequences of
load data, its essential characteristics are explored and then combined with differ-
ent neural network models for prediction to improve the accuracy and stability of
short-term load forecasting. Simulation experiment results verify the prediction
accuracy of the combined prediction method.

Keywords: Short-term Load Forecasting · Hilbert-Huang Transform · Neural
Network

1 Introduction

With the continuous popularization and development of smart grid, the accuracy of load
forecasting is vital for improving the scientificity of power generation and distribution
and dispatching in the power system [1]. The short-term load forecasting is used to
forecast the load data in the next day or next few days, which is affected by many
factors. The forecasting method is continuously improved, and the forecasting accuracy
also remains to be further improved. Themethod for short-term load forecasting ismainly
classified as classical forecasting method and modern forecasting method. The classical
forecasting method includes empirical forecasting method and traditional forecasting
method, of which the machine learning algorithm is used in the modern forecasting
method for analysis modeling through historical load data and relevant factors of impact
load, such as air temperature and special event. The research methods include support
vector machine, random forest and neural network at present [2].

In recent years, the dynamic equilibrium of power supply and demand is provided
with higher requirement with the development and reform of power market, so that the
requirement for accuracy of short-term load forecasting becomes higher and higher;
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at the same time, with the continuous renewal of research method in short-term load
forecasting field, many experts put forward the method for combination forecasting.
The combination forecasting model not only overcomes the limitation of single model
algorithm, but also realizes the complementary advantages between different neural
networks by virtue of multi-feature characteristics of load data. It is widely applied
and deeply researched in the short-term load forecasting field at present. The common
thoughts in combination forecastingmodel include: firstly, combinewith different neural
network models to realize combination forecasting for load data, such as CNN-LSTM
and GRU-NN combination forecasting model [3, 4]; secondly, preprocess the original
load sequence, take different methods to extract features, then establish the forecasting
model respectively, such as variational mode decomposition (VMD) and local mean
decomposition (LMD) selected [5, 6], and execute load forecasting in combination with
different forecasting models.

On the basis of existing scientific research achievements of combination forecast-
ing method and characteristics of periodicity, non-linearity, non-stationarity and strong
randomness of short-term load forecasting sequence, a short-term load combination
forecasting method for power grid based on Hilbert-Huang Transform is proposed in
this paper. HHT is a time-frequency analysis method characterized by self-adaptability
and decomposing signal locally. Firstly, the load data is decomposed by empirical mode
decomposition (EMD) algorithm to get IMF component and get different components
of instantaneous frequency by Hilbert conversion; secondly, the different load forecast-
ing models are selected to forecast the high-frequency, medium-frequency and low-
frequency components respectively. Such a combination model can not only make full
use of the most of character of different components, but also realize the complementary
advantage between different forecasting models. The rationality and effectiveness of the
combination model are validated by test in this paper.

2 Theoretical Basis of Combination Model

2.1 Empirical Mode Decomposition (EMD)

HHT include EMD and Hilbert conversion. EMD decomposition is the core part of HHT
conversion, as well as the truly innovative point. EMD process is an iterative process
of data processing by envelope fit by extreme value. After the data column iterated
meets the certain conditions, it will become the intrinsic mode function (IMF), calling
as screening. IMF is characterized by two points: 1) In sequence, the number of extreme
point is equal to that of zero crossing point or the difference is not greater than 1; 2) At
any time, the local value of upper envelope and lower envelope defined by extreme point
is zero [7]. The general steps of EMD decomposition include:

1) The maximum value and minimum value of input signal x(t) are evaluated to fit the
envelope. The curve fitting mentioned here is an important issue in EMD. The effect
of the interpolation method selected on envelope fitting will have a direct influence
on EMD decomposition result, and the cubic spline interpolation method is used in
this paper.
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2) The mean m(t) of upper envelope and lower envelope is evaluated, and h(t) is
evaluated by h(t) = x(t) − m(t);

3) IMF end condition of h(t) is judged. If two features of IMF mentioned above are
met, h(t) is the first IMF evaluated by decomposition, recorded as h1(t); if not, Step
1 and Step 2 are cycled and repeated through assuming h(t) = x(t) as the new
sequence;

4) The new sequence r(t) is gotten by r(t) = x(t) − hn(t), and the decomposition end
condition is judged. If it is met, the decomposition is ended; r(t) is the residual
component, and n IMF components are gotten by decomposition; if not, the above
steps are cycled and repeated through assuming r(t) = x(t).

A certain number of IMF and residual component r are gotten through decomposition
of original sequence signal x(t), of which x(t) is expressed as:

x(t) =
∑n

i=1
hi(t) + r(t) (1)

wherein, hi(t) is the iIMF component, and r(t) is the residual component. Each IMF
component gotten here is the independent data sequence of a characteristic scale [8].

2.2 Hilbert Spectrum Analysis

After EMD decomposition screening,Hilbert conversion is applied in each independent
IMF component, so as to get the instantaneous frequency and instantaneous amplitude
to analyze the components. Hilbert conversion can realize the 90

◦
phase shift of base

frequency and harmonicwave accurately, and remain constant amplitude [9].With regard
to the given signal x(t), Hilbert conversion may be defined as:

H [x(t)] = 1

π
∫+∞−∞

x(τ )

t − τ
dτ = x(t) ∗ 1

π t
(2)

The analytic signal is gotten through Hilbert conversion for signal x(t):

z(t) = x(t) + jH [x(t)] = a(t)ejθ(t) (3)

So the instantaneous frequency ω:

fi = 1

2π
ωi(t) = 1

2π

dθi(t)

dt
(4)

Through Hilbert conversion, the analytic function of each IMF component hi(t):

zi(t) = hi(t) + jh̃i(t) = ai(t)e
jθi(t) (5)

The instantaneous frequency and instantaneous amplitude of each IMF component
are gotten from Eq. (4, 5). In essence, Hilbert conversion shows the optimal approxi-
mation degree of local signal and sine function, and its localization feature is further
reinforced in the differential operation of solving instantaneous frequency [10].
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2.3 RBF Neural Network

RBF neural network can approximate arbitrary nonlinear function with good function
approximation function, and is widely applied in the load forecasting aspect by virtue
of characteristics of simple structure and rapid learning convergence rate. RBF neural
network based on Gaussian kernel is used [11]. It is assumed that the input vector is
n dimension, and is denoted as x = (x1, x2, . . . , xn)T . In addition, there are k hidden
nodes andm outputs in the model. hi(x) represents the i hidden layer node. The Gaussian
function is used for conversion of space mapping of input information as the kernel
function of hidden layer neuron:

hi(x) = �i(x) = e
− x2

δ2i (6)

δ is the extended constant. When the vector is input to neural network through
Gaussian radial basis function, the output of the j node of hidden layer:

�i(x) = exp

(
−‖xi − cj‖

2σ 2
j

)
(7)

wherein, cj is the center of Gaussian function of the j hidden layer; ‖ · ‖ is Euclidean
norm, and σj is the width of Gaussian function of the j hidden layer. The output of RBF
neural network:

Y = (y1, y2, . . . , ym)T =
∑m

j=1
wj�j(x) (8)

wherein,wj is the network connection weight between the j hidden layer node and output
layer [18]. RBF neural network forecasting model can turn the nonlinear mapping from
input layer to hidden layer into the linear mapping on the other space, and forecast the
signal with high frequency, large volatility and strong randomness better [19].

2.4 LSTM Recurrent Neural Network

LSTM is an improved structure proposed for easy gradient vanishing and gradient explo-
sion of common RNN in practical training. It is a mechanism which leads in cell gate
from neuron of standard RNN model, which consists of input gate, output gate and
forget gate [12]. The forget gate is used to decide the forget and update of transitional
information. LSTM cell structure is as shown in Fig. 1.

LSTM model can decide which information is forgotten and updated to constitute
the long-term and short-termmemory network through gate mechanism in cell structure.
According to LSTM cell structure chart, Ct is the cell state at t time; xt is the input at t
time; ht is the output at t time, and ft , it and ot are output of forget gate, input gate and
output gate respectively. The operation process of concrete cell structure:

ft = σ
(
Wf

[
ht−1, xt

] + bf
)

(9)

it = σ
(
Wi

[
ht−1, xt

] + bi
)

(10)
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Fig. 1. LSTM Unit Structure Diagram.

Ct = tanh
(
Wc

[
ht−1, xt

] + bc
)

(11)

ot = σ(Wo
[
ht−1, xt

] + bo (12)

Ct = ftCt−1 + itCt (13)

ht = ot tanh(Ct) (14)

wherein,Wf ,Wi,Wc andWo are weight matrixes, and bf , bi, bc and bo are bias vectors.
LSTM model is optimized by “forget gate” additionally, so as to control the convergence
of gradient during training data, and solve the gradient vanishing or gradient explosion
better.

3 Short-Term Load Forecasting Combination Model Based
on HHT

The short-term load data of power grid is affected by human production and life, change
of meteorological condition, economic factor, political factor, etc. The system load data
includes multiple characteristics for analysis and forecasting, and it is difficult to obtain
the essential characteristics. In order to further explore the inherent law of load data,
the short-term load forecasting combination model of power grid based on HHT is
established to decompose the load data as a certain amount of IMF by EMD algorithm,
and then convert and process each component alone by Hilbert conversion, so as to get
different instantaneous frequencies and instantaneous amplitudes. According to different
characteristics of IMF , the different neural network models are selected for forecasting,
and the result is overlapped to get the forecasted value of load in the end. In themeantime,
due to large influence of change of air temperature on fluctuation of load data, the
accuracy of load forecasting is promoted in combination with the correlation between
temperature data of the region and IMF component.
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3.1 Hilbert-Huang Transform (HHT) of Load Data

The data sample inMarch 2021 of a region in East China is selected for test. The load data
curve is shown in Fig. 2. Firstly, the load sequence is providedwithEMD decomposition,
then the envelope is fitted with cubic spline interpolation method, and a total of 7 IMF
components and a residual component r are decomposed. The concrete result is as shown
in Fig. 3.

Fig. 2. Load data curve (March, 2021)

Fig. 3. EMD decomposition result

The frequency of IMF1 component and IMF2 component is high in Fig. 3, but that
of IMF3 to IMF7 is decreased progressively in contrast. In order to further analyze
each component,Hilbert conversion is also applied to obtain the concrete instantaneous
frequency curve chart of each component, as shown in Fig. 4.

The mean frequency of each IMF component is further calculated in Table 1. It
shows that each IMF component owns different frequency characteristics in Fig. 4 and
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Fig. 4. Instantaneous frequency of IMF component

Table 1. It is decreased progressively, and the mean value calculated is also reduced in
turn. IMF1 to IMF3 is characterized by large fluctuation, strong randomness and high
frequency upon calculation as the random part of load; IMF4 to IMF5 is characterized by
steadyfluctuation trend andmean frequency decrease,which represents the periodicity of
load; eventually, according to the calculation result of mean frequency in Table 1, IMF6,
IMF7 and residual term r approach to zero, which represents the trend component of
load. The components are divided into randomcomponent, periodic component and trend
component according to their characteristics. On one hand, they reduce the difficulty of
building forecastingmodel; on the other hand, they emphasize on different characteristics
of each component. Themodel is built by combination ofRBF neural networkmodel and
recurrent neural network based on LSTM . It not only takes advantage of high learning
rate of RBF neural network to process the data signal with large volatility and high
frequency, but also processes the problems with strong periodicity and highly correlated
with time sequence in combination with LSTM to effectively improve the forecasting
accuracy.

Table 1. Average frequency of IMF component

Component IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7

Frequency (Hz) 0.2792 0.0992 0.0204 0.0097 0.005 0.0016 0.0006

3.2 Correlation Analysis of IMF Component Temperature

The power load data includes multiple properties of power utilizations, i.e., industrial
load, appliance load and transportation load. Different IMF components represent dif-
ferent properties of power utilization data, and the meteorological influence is also
different, so it should be analyzed in preliminary data processing in combination with
meteorological factors. For example, the air temperature is selected as the representa-
tion of meteorological factors, the meteorological factor is integrated to adjust the input
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data and model parameter through comparison with correlation between different IMF
components and temperatures as well as neural network modeling for different IMF
components.

The correlation coefficient of each IMF component and air temperature is defined
as

ri = cov(hi(t), ci(t))√
cov(hi(t))

√
cov(ci(t))

(15)

wherein, ci(t) is air temperature of the corresponding point (i = 1, 2, . . . , n; n is total
number of IMF components). The difference in correlation of different seasons is obvi-
ous, of which the correlation coefficient of IMF component and temperature in summer
and winter is high, and the load data in March is selected; the correlation of IMF com-
ponent and air temperature data gotten by decomposition is small on the whole, and the
curve chart of correlation coefficient in Fig. 5 is obtained. Specially, it is shown that the
correlation between IMF1 component and IMF2 component and air temperature data
scarcely exists. IMF3 and IMF4 are positively correlated with air temperature data, but
IMF5 and IMF7 are negatively correlated with air temperature data, so the short-term
load forecasting combination model is trained for different IMF components respec-
tively. As an example of IMF4 component, it shows that IMF4 component is greatly
affected by weather in contrast in Fig. 5, and the forecasting difficulty is high. In the
short-term load forecasting combination modeling of power grid corresponding to IMF4
component, the proportion of training data, validation data and test data is about 90%,
5% and 5% respectively.

Fig. 5. Correlation between IMF components and temperature

3.3 Short-Term Load Forecasting Combination Model of Power Grid

The load sequence of power system is characterized by volatility and special periodicity,
and it is greatly affected by actual scenes, for example, the difference of geographic posi-
tion and living habit of the southern and northern China, economic and social difference
of the first-tier and second-tier cities and the third-tier and fourth-tier cities will cause
different periodicities and volatilities of load data due to climate, major events, electric-
ity price fluctuation, etc. The short-term load combination forecasting model of power
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grid based on HHT proposed herein is applied to study the essence of load data through
decomposition of short-term load data of power grid, and then forecast in combination
with the appropriate neural network forecasting model according to characteristics of
different components, so as to improve the forecasting accuracy and stability.

The concrete steps of short-term load combination forecasting model of power grid
based on HHT is:

(1) Preprocess the historical load data and specify the evaluation index;
(2) Decompose the load data by EMD algorithm, provide Hilbert conversion for IMF

component, and get the instantaneous frequency;
(3) Apply appropriate neural network model for forecasting respectively according to

characteristics of different frequencies of each component;
(4) Add the forecasted result of each component to get the final result;
(5) Eventually, get the accuracy index through comparison with the non-compositional

method.

4 Simulated Analysis

The short-term load forecastingmodel is applied, and the load data inMarch 2021 of one
region in eastern China is selected to forecast the load value for 24 h on April 1, 2021
as the training sample, and analyze the accuracy of forecasted result. The curve chart of
actual load and forecasted load is as shown in Fig. 6. The error of concrete forecasted
result value and relative percentage of forecasting is as shown in Table 2, of which the
forecasting percentage error is defined as:

APE =
∣∣∣∣
At − Pt

At

∣∣∣∣ × 100% (16)

wherein, At is the real load value; Pt is the load value gotten by forecasting.

Fig. 6. Comparison between real load and forecasting load
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Table 2. APE of forecasting load

Time/H APE/% Time/H APE/% Time/H APE/% Time/H APE/%

0:00 1.52 1:00 0.78 2:00 0.64 3:00 0.67

4:00 1.34 5:00 0.96 6:00 1.48 7:00 0.82

8:00 1.89 9:00 1.45 10:00 1.17 11:00 0.97

12:00 1.78 13:00 0.91 14:00 1.74 15:00 1.05

16:00 1.62 17:00 1.20 18:00 0.95 19:00 1.34

20:00 1.74 21:00 1.06 22:00 2.27 23:00 1.13

In order to compare with other methods, the mean absolute percentage error (MAPE)
is selected to measure the forecasted result as the evaluation index of short-term load
forecasting of power grid.

MAPE = 1

n

∑n

t=1

∣∣∣∣
At − Pt

At

∣∣∣∣ × 100% (17)

The result which shows the higher forecasting accuracy and better effect of the
method proposed herein is presented in Table 3 by comparison of the method proposed
herein and forecasted result ofRNN recurrent neural network and LSTM recurrent neural
network forecasting model for mean load of one region.

Table 3. MAPE of short-term load forecasting

Date Proposed method/% LSTM/% RNN/%

Apr. 1 1.27 2.26 2.53

Apr. 2 1.67 2.07 3.22

Apr. 3 1.36 2.72 3.05

Apr. 4 1.94 2.45 3.52

Apr. 5 1.44 2.31 2.47

In contrast withMAPE result based on the combination method and network model
method based onLSTM andRNN , although the forecasting accuracy is fluctuated,MAPE
index of combination forecasting method proposed in this paper is basically less than
2%, which is obviously superior to that of recurrent neural network forecasting model
based on LSTM applied alone.

5 Conclusions

In this paper, the short-term load combination forecasting model of power grid based
on HHT is studied. The original load sequence is decomposed by EMD decomposition
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algorithm, and then each IMF component is changed along byHT . According to charac-
teristics of different components and analysis on correlation of air temperature data, it is
forecasted in combination with the forecasting model of neural network based on RBF
and recurrent neural network based on LSTM . It not only takes advantage of HHT to
process nonlinear and non-stable signal, but also realizes the complementary advantages
between different neural networks. It is discovered that the accuracy of short-term load
forecasting combination method of power grid based on HHT is higher through experi-
mental result. Certainly, the characteristic analysis on IMF component should remain to
be further studied and explored in contrast with correlation analysis of other factors, such
as social experience factors and holiday activity factors. The combined neural network
model also remains to be further improved and tried to promote the load forecasting
accuracy to a greater extent.
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Abstract. Under the blessing of the new generation of information technology
represented by 5G, a large number of newmodels and new businesses represented
by smart logistics, industrial Internet, and smart transportation have emerged one
after another, and the door to the intelligent interconnection of all things has offi-
cially opened. However, due to IoT sensor devices are usually responsible for data
acquisition and transmission, they have certain limitations in terms of computing
and storage capabilities. How to expand the performance of devices located at the
edge of the network has become a focus of attention. Aiming at the problems of
high energy consumption, prolonged time and high task failure rate in traditional
IoT edge computing methods, this paper introduces deep reinforcement learning
technology to optimize IoT edge computing offload methods. This paper models
a single edge server multi-user scenario, and designs a function that comprehen-
sively considers task delay and task failure rate as the goal of further optimization.
At the same time, aiming at the problem of state space dimension explosion in
traditional reinforcement learning, a computing task offloading method based on
deep Q network is further proposed. Through simulation experiments, the results
show that the proposed method has certain advantages in time delay and task
success rate under the condition of different number of IoT devices.

Keywords: Edge computing · Reinforcement learning · Computing offload ·
Deep Q network

1 Introduction

With the rapid development of portable devices, the Internet of Things, and other fields,
the need for more stringent requirements, computational sensitivity, and low latency has
followed. With the advent of the 5G era, the network speed has once again increased
rapidly, and many emerging fields and scenarios have emerged, such as Augmented
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Reality, Virtual Reality [1]. Not only to meet the requirements of low-latency and high-
reliability communication, but also to ensure service quality. In addition, in daily life,
study and work, there is a huge amount of data that needs to be processed, and these
problems have an urgent need for powerful computing hardware.

In order to solve the above problems, the European Telecommunications Standard-
ization Institute proposed mobile edge computing in 2014. Mobile edge computing is
to solve the problems of computing delay of mobile cloud computing and insufficient
computing equipment for big data processing. It is defined as providing cloud computing
capability and IT service environment to application developers and content providers at
the network edge [2]. Compared with mobile cloud computing, mobile edge computing
can offload computing tasks to edge servers without going through a wide area network,
thereby reducing latency and energy consumption and alleviating network bandwidth
pressure [3].

Mobile edge computing also has its own shortcomings, limited by factors such as
equipment and location, and the choice of task offloading strategy is particularly impor-
tant in mobile edge computing [4].When the user’s own terminal cannot meet the data or
business needs, need to choose a reasonable offload strategy, whether to offload this task,
where to offload this task, these are all questions to consider. The goal of the offloading
strategy is to optimize energy consumption, delay, cost, load balancing, etc. [5]. As for
which weight is higher, it needs to be determined according to the specific application
scenario. Moreover, in the actual scene, the environment is constantly changing, and the
strategy cannot be static [9]. It needs to learn in the dynamic to achieve the best effect, so
as to improve the service quality and user experience. Therefore, a reasonable offload-
ing strategy can make MEC play the biggest role, utilize resources to the greatest extent
[10], reduce service delay, reduce energy consumption of computing equipment, balance
various loads in the system, and allow more users to obtain better user experience [11].

2 Related Work

Oneof the basic functions of theMECsystem is to provide computing services to the edge
of the network. In order to improve the quality of service (QoS), proper task offloading
strategy is very important. In recent years, task offloading has received extensive atten-
tion from academia and industry. According to existing theoretical research, the task
offloading problem in edge computing is a combinatorial optimization problem. From
the current computing offloading task model, there are two main directions of existing
research: BinaryOffloadingmodel and Partial Offloadingmodel. In the binary offloading
model, in order to simplify the problem, the tasks can no longer be divided, and the tasks
can only be executed locally or on the edge server. The binary unloading model is still
NP-Hard in most MEC scenarios. Dinh et al. aimed to find an offload schedule for a set
of tasks between different access points and MEC service hosts to achieve the minimum
goal of combining latency and energy consumption [6]. To obtain the best user experi-
ence quality as the goal, Hong et al. used approximate dynamic programming to solve
it effectively [7]. Binary computing task offloading In addition to heuristic solutions,
convex optimization methods are also used to solve binary offloading problems. Due to
the constraints of the unloading problem, the unloading problem is usually non-convex.
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Existing studies use approximation or relaxation methods to transform the non-convex
problem into a convex optimization problem. Wang et al. adopted a relaxed approach to
transform the joint allocation problem of cache and resources into a convex optimiza-
tion problem [8]. However, with the emergence of time-sensitive tasks such as AR/VR
and autonomous driving, traditional optimization algorithms cannot meet the needs well
[12]. In response to the above problems, this paper integrates deep reinforcement learn-
ing into the edge computing of the Internet of Things, combines the perception ability
of deep learning with the decision-making ability of reinforcement learning, and opti-
mizes the computing offloading problem in the original edge computing of the Internet
of Things.

3 System Model

3.1 Network Model

This article discusses the MEC system consisting of an Access Point (AP) and multiple
mobile devices. The wireless AP can be a small cell base station or a Wi-Fi AP. In
addition to the conventional AP, it has an MEC server. The MEC network model is
shown in the Fig. 1.

Fig. 1. MEC network model diagram

In the MEC network, there is one edge server and N IoT devices, and the edge server
can provide computing services for the IoT devices within its coverage. Assuming that
each IoT device has multiple computing tasks, these tasks can be selected to be executed
locally or offloaded to the MEC server for execution. A collection of IoT devices can
be represented as {1, 2, . . .N }. The total computing resources of the MEC server are
F. Divide time into multiple slots,the length of each slot is set to τ. Assume that the
computing tasks of IoT devices follow a Poisson process. Its speed is λ.

Get a parameter as p, where p = λt0. This process is a Bernoulli process with
parameter p. That is, the arrival time of each device computing task is an independent
random variable.

The arriving task is defined by a triple taski,j = (
bi,j, ci,j, τ

)
. Where bi,j repre-

sents the size of the input computational task. ci,j represents the number of CPU cycles



Research on Edge Computing Offloading Based on Reinforcement Learning 105

required to complete the computing task. τ represents the deadline for completing the
calculation task, used for delay constraints. The variable ai,j ∈ {0, 1} is used to represent
the offloading decision of the computing task. If ai,j = 0, it means that the computing
task is executed locally, if ai,j = 1, it means that the computing task is offloaded to the
edge server for execution.

3.2 Communication Model

Since this paper paysmore attention to the computational offloading decision problem of
the MEC server shared by multiple users, the wireless communication part is simplified,
and the situation of users working on orthogonal channels is considered. Therefore, users
do not suffer from multi-user interference with each other, which is a common situation
in communication systems such as LTE (Long Term Evolution) at present. Since the
wireless arrival state changes over time and is affected by the mobility of the terminal
equipment, when a task arrives and the channel state is not good, it is chosen to be
processed locally instead of waiting for better channel conditions. Suppose hi,j is the
small-scale channel gain of the th terminal device to the MEC server in the j-th slot. The
channel transmission rate calculated by Shannon’s theorem is shown in the formula (1):

Ri,j = log

⎛

⎝1 + d−α
i,j

∣∣hi,j
∣∣2Pi,j

σ 2

⎞

⎠, i, j = 1, 2, · · · ,N (1)

where di represents the distance from the device to the MEC server, α represents the
path loss index, Pi represents the transmit power of the device, σ 2 represents the noise
power of the MEC server.

3.3 Computational Model

According to the result of computing offloading, the computing tasks executed locally
are waiting to be executed in the local buffer queue, and the computing tasks that are
offloaded to the MEC server are waiting for computing in the buffer of the server.

Local Computing Model. If you choose to execute taski,j locally, the calculation
formula of the processing delay tli,j of the task is as follows:

tli,j = ci,j/f
l
i (2)

Among them, ci,j represents the amount of computation that the task needs to com-
plete, and f li represents the computing capability of the local device. At the same time,
taking into account the time limit of task processing, propose a penalty βi,j for not
completing the task within the deadline, the calculation formula is as (3):

βi,j = 1{tli,j>τ } (3)

where 1{μ} is an indicator function whose value is 1 only when the condition is true, and
0 otherwise.
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Edge Computing Model. The process of offloading tasks to the edge server mainly
includes three processes. First, the terminal device uploads the input data to the edge
server through the wireless network, then the edge server executes the calculation task,
and finally returns the calculation result to the corresponding terminal device. The delay
calculation formula of the unloading process is as follows:

toffi,j = ttransi,j + tcompi,j (4)

ttransi,j = bi,j/Ri,j (5)

tcompi,j = ci,j/fi,j (6)

which ttransi,j represents the transmission time that will calculate the data sent from the

terminal device with the MEC server. tcompi,j represents the processing time of computing
tasks performed by the MEC server, bi,j represents the calculated data size transferred.
Ri,j represents the transmission speed of the i-th terminal device between the j-th slot
and the server. fi,j represents the computing power allocated by the MEC server to the
terminal device. Since the computing resources of the server are limited, the computing
resources allocated by the MEC server to each terminal device should be smaller than
the computing resources possessed by the MEC server, that is, the following constraints
are satisfied:

∑N

i=1
fi,j ≤ F,∀j (7)

Also taking into account the time limit of task processing, it is proposed to represent
the penalty for not completing the task within the deadline. The calculation formula is
as follows:

βi,j = 1{toffi,j >τ } (8)

3.4 Problem Modeling

According to formula (2) (4) (5) (6), the computational task delay can be expressed as

ti,j = ai,jt
off
i,j + (

1 − ai,j
)
tli,j (9)

where ai,j represents the unloading decision vector of the terminal device. Considering
the task processing delay and the task timeout failure rate, the objective function is
obtained, as follows:

U = 1

T

1

N

∑T

j=1

∑N

i=1

(
ω1ti,j/τ + ω2βi,j

)

s.t. C1 : ai,j ∈ {0, 1}, ∀i, j

C2 :
N∑

i=1

fi,j ≤ F,∀j
(10)
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WhichC1means that the type of computational unloading considered in this paper is
binary unloading, C2 indicates computing resource constraints. The objective function
consists of two parts, which 1

T
1
N

∑T
j=1

∑N
i=1

(
ω1ti,j/τ

)
represents the computing task

delay, 1T
1
N

∑T
j=1

∑N
i=1 ω2βi,j represents the timeout task penalty item.ω1, ω2 represents

the weighted value of these two terms.

4 Computational Offloading Algorithm Based on Reinforcement
Learning

This section defines the three elements of reinforcement learning, state, action, and
reward in detail. And introduced the reinforcement learning algorithm Q-Learning and
DQN algorithm, combined with the computational offloading scenario designed above,
the multi-objective optimization problem with computational offloading constraints is
transformed into a problem of maximizing the Q value. Among them, Q-Learning stores
the Q value in the Q table. As the number of user devices increases, the problem of
excessive dimensionmay occur. The DQN algorithm is further proposed, which replaces
the Q table with a deep neural network and uses it to approximate the Q function.

4.1 Q-Learning Algorithm

Reinforcement learning algorithms differ from MDPs in that RL algorithms attempt
to derive optimal policies without an explicit model of the environment’s dynamics.
Reinforcement learning agents learn in real-world interactions with the environment and
refine their behavioral policies through the experience gained from interacting with the
environment. In the scenario of edge computing offloading, the observation information
of the agent should include the transmission rate between the terminal device and the
edge server Ri,j, the amount of data sent by the terminal device to the server bi,j, and
computing resources required for computing tasks ci,j, That is, the state vector is s(j) =
[R1,R2, ...RN , b1, b2...bN , c1, c2, ...cN ].

The action vector of the agent includes the unloading decision of each terminal
device and the computing resources allocated to the terminal device by the MEC server.
That is, the action vector is a(j) = [

a1, a2, ...aN , f1, f2...fN
]
. The reward function of

the agent is set according to the optimization goal in the edge computing offloading
scenario. Since the optimization goal is to obtain the minimum value of the function,
and reinforcement learning is to obtain the maximum reward, the reward function needs
to take a negative value on the joint optimization goal. That is, the reward r(i, j) is
−∑T

j=1
∑N

i=1

(
ω1ti,j/τ + ω2βi,j

)
. Q-Learning is a classic off-policy algorithm based on

time difference. It directly approximates the Q-value, and the agent state transitions are
independent of the policy it is learning. The RL agent will learn from actual interactions
with the environment and adjust its behavior after experiencing the consequences of its
behavior to maximize the expected discounted return. The formula for estimating the
value of Q is as follow:

Q(s, a) ← Q(s, a) + α
(
r(s, a) + γmaxQ

(
s′, a′) − Q(s, a)

)
(11)
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where α represents the learning rate, in the iterative process, it is responsible for con-
trolling the learning progress of the agent. r(s, a) + γ maxQ

(
s′, a′) −Q(s, a) represent

TD-error. The current Q value can be updated by this increment. Indicates the value
obtained by taking action in the current state, s′ represents the state reached after taking
an action a in the state s.a′ represents the action of obtaining the maximum Q value
in state s. The parameter γ represents the discount factor, which represents the impor-
tance of future rewards. When γ approaches 0, the agent will only consider the rewards
obtained in the current state, and when it approaches 1, the agent will also pay attention
to the rewards obtained in the future.

The process of the Q-Learning algorithm is as follows: first, initialize the Q table
randomly, and in each training episode, read the state information between the terminal
device and the MEC server, select the largest Q value according to the greedy strategy,
and get its corresponding action, then send the computing offload and resource allocation
information to the terminal device, then enter the next state. Update theQ table according
to the formula (12), and iterate continuously.

In the Q-Learning algorithm, the Q table is used to access the Q value correspond-
ing to each state and behavior. However, due to the large number of terminal devices
connected to an MEC server, it is difficult for computer memory to store all of them.
Therefore, the neural network in machine learning is introduced, and the set of states and
actions is used as the input of the neural network, after the convolution and activation
functions in the neural network, Output state - Q value of action set. That is, the network
f with parameter θ is used to estimate the Q value. The formula is as follows:

4.2 DQN Algorithm

Deep Q network (DQN) adopts the convolutional neural network in deep learning as
the generalization model of the state-action value function; at the same time, it uses the
classical algorithm of reinforcement learning-Q-Learning to update the model parame-
ters of the state-action value function, so that the model eventually a better strategy can
be learned.

f (s, a, θ) = Q∗(s, a) (12)

Deep Q networks have two very important mechanisms. First, DQN has a memory
pool for storing previous experiences. Each time DQN is updated, some previous expe-
rience can be randomly selected for learning. Second, there are two neural networks
with the same structure but different parameters. The neural network for predicting the
Q value has the latest parameters, while the neural network for the target Q value uses
parameters from a period of time ago and remains unchanged for a period of time. So
that the difference between the two network outputs can be used for continuous training,
and the stability during the training process can be enhanced at the same time.

For the DQN algorithm, its execution process is as follows: First initialize the expe-
rience pool space to N, use random weights θ ,θ−. Initialize the evaluation network and
the target network. At this time, the parameters of the target network and the evaluation
network are the same. Perform operations for each episode: obtain status information
between the terminal device and the MEC server, get the initial state. For each time slot,
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the action at is selected according to the E-greedy algorithm. After that, the terminal
device calculates reward rt according to the unloading decision and resource alloca-
tion. And get the observation state st+1 in the next slot.Store the results (st, at, rt, st+1)

obtained in the above process into the experience pool. Randomly select min-batch
data from the experience pool to update the evaluation network parameters θ , the tar-
get network parameters θ− are updated at intervals of C steps. The DQN algorithm is
deployed in theMEC server, and a centralized method is used to obtain the state between
the terminal device and MEC server. At the same time, due to the obvious correlation
between each continuous state in reinforcement learning, it cannot meet the requirement
of independent and identical distribution of data in neural network training, so the expe-
rience replay mechanism is introduced. The experience is stored in the experience pool,
and during training, data is randomly selected for neural network training. The training
process is shown in Fig. 2.

Fig. 2. DQN training process diagram

Select l(θ) as the loss function for training, in which the network parameters of the
target network are updated after C steps to ensure the stability of the training process.
The formula for calculating l(θ) is as follows:

l(θ) = [
rt + γ maxQ−(

st+1, a
′; θ−) − Q

(
st+1, a

′; θ
)]2

(13)

5 Experimental Simulation

5.1 Simulation Parameter Settings

The simulation parameters are set as shown in Table 1.
In order to describe the performance of the algorithm proposed in this paper, three

algorithms are selected as benchmark algorithms for comparison:
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Table 1. Simulation parameter table.

parameter value

Number of terminal devices N 4

MEC server performance F 40 GHZ

Terminal equipment performance f 3 GHz

task data size l [20,40] kb

The size of the task calculation c [0.5,3] GHz

length of a slot τ 1 s

target parameter ω1 5

target parameter ω2 5

(1) All offload to the server for execution: All tasks on the terminal device are
offloaded to the MEC server for calculation, and at the same time, the computing
resources are selected and distributed evenly.

(2) All local execution: The task on the terminal device is selected to be executed
locally without offloading.

(3) Greedy algorithm: When the channel condition is optimal, task is selected to be
offloaded to the MEC server for execution, and under other conditions, the com-
puting task is executed on the terminal device. And the computing tasks offloaded
to the MEC server evenly distribute the computing resources of the MEC server.

5.2 Objective Function Weight Setting

To determine the weight of the objective function ω1, ω2, it is necessary to study the
influence of the weight value on the delay and task failure rate under the use of the DQN
algorithm. As for ω1, ω2, the effect of each weight on latency and task failure rate was
studied by fixing one of the values to 1.

Fig. 3. The effect of parameter ω1 on task delay and Mission failure rate

The above Fig. 3 represents the impact of different values on the delay and mission
failure rate. It can be seen from the figure that with the increase of ω1, the overall delay
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first decreases and then increases, and when equal to 5 time to get the minimum value.
With the increase of ω1, the task failure rate decreases first and then increases as a
whole, and it is also obtained near 5. Therefore, the selected value is 5. Using the same
experimental method, it is determined that the value of ω2 is also 5.

5.3 The Effect of the Number of End Devices

This part studies the effect of changes in the number of IoT devices in the entire MEC
system on the overall objective function when other conditions remain unchanged. The
values of ω1 and ω2 are both 5.

Fig. 4. The influence of the number of terminal devices on the objective function value

Figure 4 represents the effect of the number of end devices on the overall objective
function. As can be seen from the figure, as the number of terminal devices increases,
it can be seen from the figure that for policies that are all executed locally, the increase
in the number of IoT devices will not affect their objective function. With the increase
of the number of IoT devices, the total utility function of the strategy, greedy algorithm,
Q learning and DQN strategy that are all offloaded to the edge server for execution
gradually increases, and the growth rate of the all offloading strategy is the largest.
When the number of IoT devices is less than or equal to 4, the full offloading strategy
is better than the all locally executed strategy. When the number of terminal devices is
greater than 5, the local offloading strategy is better than the all offloading strategy. At
the same time, the advantages of the DQN algorithm are more obvious.

6 Future Work

This paper mainly models for multi-user edge computing scenarios, and designs a func-
tion that comprehensively considers task delay and task failure rate as the goal of further
optimization. Combining the Q-Learning algorithm and the DQN algorithm, and con-
ducting simulation experiments with different numbers of terminal devices, the simula-
tion results show that it has certain advantages in time delay and task success rate. Some
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algorithms proposed in this paper based on deep reinforcement learning are applied to
the problem of computational offloading, but only the task delay and task failure rate
are considered. In real edge computing scenarios, the power of terminal devices is usu-
ally limited. How to reduce energy consumption as much as possible in the process of
computing offloading while ensuring that the delay is met is a problem that needs to
be considered in the future. In real scenarios, the number of terminal devices changes
dynamically, and how the algorithm performs adaptive adjustment is also a problem
worthy of consideration.
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Abstract. With the rapid development of Internet of things, cloud computing,
edge computing and other technologies, malicious code attacks users and even
enterprisesmore andmore frequentlywith the help of software and system security
vulnerabilities, which poses a serious threat to network security. The traditional
static or dynamic malicious code detection technology is difficult to solve the
problem of high-speed iteration and camouflage of malicious code. The detection
method based on machine learning algorithm and data mining idea depends on
manual feature extraction, and can not automatically and effectively extract the
deeper features of malicious code. In view of the traditional malicious code detec-
tion methods and the related technologies of deep learning, this paper integrates
deep learning into the dynamic malicious code detection system, and proposes a
malicious code detection system based on convolutional neural network.

Keywords: convolutional neural network · malicious code detection · network
security · deep learning

1 Introduction

In recent years,malicious code and network attacks have becomemore frequent, and new
threats have emerged. The increasingly serious information security problem not only
makes enterprises and users suffer huge economic losses, but also makes the national
security is facing a serious threat. Viruses multiply and iterate quickly [1]. It can easily
escape traditional detection methods by changing their signature concealment behavior.
In order to keep up with the increasingly frequent and rapidly evolving pace of malicious
code changes and improve the speed of emergency response to malicious attacks, it is
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necessary to timely analyze the attack methods and characteristics of malicious code
quickly and accurately.

The traditional malicious code detection model needs to be trained by manually
extracting features. The number of malicious code and the content of feature extraction
greatly affect the detection effect of the model. Traditional malicious code detection
methods include analysis methods based on dynamic behaviour [2, 3] and static signa-
ture [4]. Theworking principle is to obtain the relevant feature information through static
scanning or dynamic analysis, and then compare it with the existing feature library. The
feature library is limited and needs to be updated in time. The existing feature library
is difficult to deal with the current surge in malicious code detection. In addition, this
method of feature comparison will occupy a lot of running memory and low detec-
tion efficiency. Therefore, the traditional malicious code detection technology has been
unable to effectively resist the new threats and attacks on the computer system and the
Internet [5].

In recent years, machine learning has developed rapidly, especially in the fields of
computer vision [6] and natural language processing [7]. Data mining is a process of
finding anomalies, patterns and correlations in large data sets to predict results. Therefore,
it is a popular application field to mine the potential value in the field of big data and
discover the relationship between data by using the set of data mining and machine
learning [8, 9]. However, the detection method based on machine learning algorithm
and data mining idea can not automatically and effectively extract the deeper features
of malicious code, which depends on manual extraction. These shallow features can not
fully and accurately describe malicious code, and feature extraction largely determines
the results of malicious code detection, resulting in the low accuracy of malicious code
detection.

Aiming at the shortcomings ofmachine learning based detection technology, the deep
learning model can automatically extract deeper features of malicious code, which can
more accurately describe malicious code [10]. Compared with the artificial dependence
of machine learning detection, the deep learning model has self-learning ability, and can
learn the characteristic differences betweenmalicious code samples and normal samples,
so as to better complete the task of malicious code detection.

Combined with the traditional dynamic analysis method of malicious code detection
and CNNmodel, this paper proposes a malicious code detection system model based on
convolutional neural network. The system uses the sandbox to extract the malicious code
API call sequence, and then takes its one-hot vectorization as the characteristic input of
the malicious code detection system. The neural network parameters are adjusted by the
optimization algorithm. Finally, the usability and superiority of the system are verified
by experimental analysis.

2 Related Work

Many scholars have begun to study malicious code detection technology. Tahan et al.
[11] proposed a new automatic signature generation method, which is based on deep
packet inspection and runs in real time. This method can be used for large-scale malware
detection by ignoring the signatures in benign executable files. Signature based detection
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is themost commonmethod for commercial anti malware, but it can not identify new and
unknown malware, so it is necessary to constantly update the malicious code signature
database. With the rapid growth of the number and types of malicious code in recent
years, this method relies on manual extraction, and the performance has become a big
problem.

The behavior based malicious code detection method mainly collects the malicious
behavior of malware instances and detects according to the collected behavior informa-
tion. Firstly, it is necessary to perform dynamic analysis on relatively new malware data
sets in a controlled virtual environment, and capture the API call information executed
by malware instances. Firdausi et al. [12] extract the behavior information of malware
in sandbox environment and generate behavior reports. These reports are preprocessed
into sparse vector model, and then trained for classification through machine learning
classification model. Burguera et al. [13] proposed a behavior based malware detection
system crowdroid for Android, which dynamically analyzes the behavior of malicious
code, and takes the behavior information extracted from the dynamic analysis as the fea-
ture of detecting malicious code on Android platform. Behavior based malicious code
detection technology has the risk of being attacked bymalicious code and occupies more
resources.

In order to solve the shortcomings of traditional malicious code detection technol-
ogy, research experts focus on the field of machine learning. Santos et al. [14] thought
that the practical difficulty was that the detection method based on machine learning
needed a large amount of labeled data, so they proposed llgc semi supervised learning
to expand the training samples. The detection methods based on data mining [15] and
traditional machine learning usually extract the features of malicious code and use the
classifier algorithm of machine learning for detection and classification. The traditional
classification model of machine learning can not effectively and automatically extract
deep-seated features. It depends on manual feature extraction, and the experimental
accuracy is low.

The above malicious code detection methods have some disadvantages. In recent
years, the emerging deep learning methods can still show good detection effect in the
case of insufficient feature extraction. Researchers are trying to apply the deep learning
algorithm to the field of malicious code detection, which has research significance and
development prospects at present. The advantages of deep learning, such asmany feature
dimensions, feature self-learning and large number of samples, mean that deep learning
can play a great role in the field of malicious code detection. For example, feedforward
neural network is used to analyze malicious code [16], and cyclic neural network is
used to model system call sequence to build the language model of malicious code [17].
Most studies focus on the improvement of malicious code detection algorithm, and do
not build a specific system model of malicious code detection. This paper draws lessons
from the analysis methods of natural language processing, pays attention to the dynamic
characteristics of malicious code, proposes a malicious code detection system model
based on convolutional neural network, and makes an in-depth study on the feature
extraction of malicious code, the feature vectorization representation of malicious code,
and the detection and classification model of malicious code.
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3 System Model

This section introduces the overall architecture ofmalicious code detection system based
on convolutional neural network and the key technologies of feature extraction and neural
network construction.

Fig. 1. Malicious code detection model framework

3.1 Overall Architecture

The model of malicious code detection system based on convolutional neural network
is mainly divided into three stages: feature extraction, model training and classification
detection. In the feature extraction stage, the API call log of malicious code is obtained
through the open source automatic malware analysis tool cuckoo sandbox, and the API
features are vectorized to obtain the feature vector. In the second stage, the convolutional
neural network model is constructed and trained to the best state through the training
set. In the third stage, the malicious code detection system detects unknown code and
obtains malicious or benign classification results. Figure 1 is the overall framework of
malicious code detection model based on CNN.
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3.2 API Based Dynamic Behavior Capture

Sandbox. Sandbox is a lightweight virtual machine that can intercept system calls
and restrict program execution in violation of security policies. Its core is to establish
an execution environment with limited behavior. We put the sample program into the
environment and run it. The path of file operation and registry operation in the sandbox
will be redirected to the specified location of the sandbox. Some dangerous behaviors of
the program, such as underlying disk operation and installation driver, will be prohibited
by the sandbox, which ensures that the system environment will not be affected, The
system state is rolled back after the operation. Thanks to themodular design and powerful
scripting function of cuckoo, it can be used as an independent application or integrated
into a larger framework. Cuckoo can be used to analyze windows executable files, DLL
files, office files, URL and HTML files, VB scripts and other types of files.

In this paper, the open source automatic malware analysis sandbox cuckoo is built
to automatically analyze and collect the behavior of samples in the isolated windows
operating system. Cuckoo sandbox environment is mainly used for dynamic analysis of
malicious code. It can execute and monitor malicious files in real time. The standard
process of dynamic analysis of malicious code is to run PE files in an independent, trans-
parent and secure analysis environment and monitor the dynamic behavior of samples.
Through a variety of virtual sandboxes and the establishment of simulation technology
to simulate the file running environment.

Cuckoo Sandbox mainly includes host machine (central management module) and
guest machine (guest virtual machine module), which communicate with each other
by establishing a virtual network. Host machine includes cuckoo sandbox software,
virtual box software and various analysis components to manage the startup analysis,
behavior monitoring and report generation analysis process of sandbox. Guest machine
is an isolated environment where malicious code samples can be safely executed and
analyzed, and finally report the analysis results to the central management module.
Figure 2 shows the structure of Cuckoo Sandbox.

API Sequence Acquisition. First, put the code file sample into the cuckoo sandbox
to get the analysis report in JSON format. The original JSON format API information
includes: API type, API name, API parameter value, API return value, etc. Match it
with the fields (category and API) to be extracted by the python script. If the matching
is successful, the values corresponding to category and API in the API information are
extracted and saved in the TXT format document as the original data of the feature
vector.
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Fig. 2. Cuckoo Sandbox structure

3.3 Construction of Convolutional Neural Network

Convolution neural network is a deep feedforward neural network with the character-
istics of local connection and weight sharing. The convolution layer uses convolution
filter to extract features from data samples. In the field of image processing, convolution
filter is mainly used to identify features from images. Similar to image, convolution
filter is used to extract information and detect high-level features of short text in text
processing. Because the logs containing malicious executable program instructions are
composed of sequences, there are obvious similarities with natural language process-
ing when selecting modeling methods. At present, convolutional neural networks are
generally composed of convolution layer, convergence layer and full connection layer.
Referring to the convolutional neural network structure, this paper uses the convolu-
tional neural network to detect the malicious behavior of samples. Convolutional neural
network architecture is shown in Fig. 3.

One-Hot Feature Vectorization. The convolution neural network model takes the
word vector as the input of the input layer. The purpose of feature vectorization is
to generate feature vectors for algorithm processing by using the API call information
sequence obtained by sandbox. The whole process fully excavates sensitive information
andmaintains the behavior characteristics ofmalicious code. In the process of generating
eigenvectors, one-hot model is selected.

One-hot coding is one of the methods of text vectorization, as shown in Fig. 4. One-
hot encoding uses an n-bit status register to encode N states, and only one bit is valid. It
associates the unique integer index i with each word, and then converts the index i into
a binary vector with length n (n is the dictionary size, corresponding to the above n-bit
status register). The characteristic of this vector is that only the ith element is 1 and the
other elements are 0.
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Fig. 3. Convolutional neural network architecture

Fig. 4. One-hot Feature Vectorization

Convolution Layer Feature Extraction. Convolution layer mainly includes local per-
ception and weight sharing. Different from the ordinary neural network, which designs
the input layer and hidden layer as a fully connected form, the convolution layer of
convolution neural network designs each hidden unit to connect only a part of the input
unit.,as shown in Fig. 5. This local sensing structure can sense small areas, so as to
reduce the number of parameters.

On the one hand, weight sharing enables the repeating unit to recognize the feature
without considering the position of the feature in the visual domain. On the other hand,
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weight sharing can effectively extract the feature and reduce the number of free variables
to be learned.

Fig. 5. Fully connected and convolution layer

The way of local perception and weight sharing has the disadvantage of insuffi-
cient feature extraction. Therefore, multiple convolution filters with different weights
can extract different features for the input and convert the text information into two-
dimensional image data. Through the convolution filter and the feature RE Extraction
of the pooling layer, the most significant features are sent to the softmax classifier.

Max Pooling Characteristic Downsampling. The pooling layer takes the results of
the local features extracted by the convolution layer as the input, and then extracts the
most significant features, so as to reduce the dimension of the featurematrix and solve the
problem of model over fitting. At the same time, the introduction of pooling also ensures
the deformation invariance of the feature matrix. The pool layer mainly includes Max
pooling and Average Pooling. Max Pooling calculates the maximum value in the image
pooling window as the sampling value to represent the characteristics of the region;
The Average Pooling layer calculates the weighted average value in the image pooling
window as the sampling value to represent the characteristics of the region. The model
in this paper adopts Max pooling (as shown in Fig. 6), which can reduce the output
dimension while maintaining the important global information captured by the filter.

Fig. 6. Max Pooling sample (window2*2)

Model Optimization Algorithm. In this paper, SGD random gradient descent algo-
rithm is selected as the optimization algorithm. After calculating the loss, the optimizer
optimizes the constructed network model. In a complex neural network model, the opti-
mizer optimization process changes the parameters of each layer of the network. In each
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iteration, the parameter value stabilizes to the optimal value in the specified direction,
and finally makes the loss (the proximity between the classified predicted value and the
actual value) tend to be the minimum.

SGD random gradient descent algorithm can randomly use one sample for param-
eter optimization in each iteration and one sample for gradient descent in each update.
Because the samples are random, the accurate gradient cannot be obtained. θTherefore,
the loss function obtained in each iteration is generally close to the direction of the global
optimal solution. Stochastic descent gradient algorithm SGD is a common optimization
algorithm in general neural network models. The algorithm formula is as shown in Table
1.

Table 1. SGD algorithm

SGD algorithm
Loop{

For i in range(m):{
θ j= θj + α(y(i) - hθ ( x(i) )) x(i)

j 
} 
} 

4 Simulation and Analysis

4.1 Experimental Environment

This paper selects the public website to download the windows malicious PE file set, a
total of 2000 samples; In addition, Download 1000 samples of the normal sample set
from Baidu app store, and finally a total of 3000 samples.

The environment configuration of cuckoo sandbox is shown in the Table 2.

Table 2. Configuration environment

Environment Configuration

CPU Intel(R)Core(TM)i7-8550U

Memory 8G

Operating System Ubuntu 16.04

Software environment Python2.7, Cuckoo2.0.4
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Table 3. Confusion matrix

Predicted class

y^ = c y^ �= c

Real class y = c TPc FNc

y �= c FPc TNc

4.2 Evaluation Index

The confusion matrix is defined to represent the relationship between classification
results and actual results, as shown in Table 3.

Define the accuracy rate, recall rate and F value according to the contents in the
table. The accuracy rate of category c is the proportion of correct prediction in all
samples predicted as category c.

αc = TPc

TPc + FPc
(1)

The recall rate of category c is the correct proportion predicted in all samples with
real label of category c.

Rc = TPc

TPc + FNc
(2)

F measure is a comprehensive index, which is the harmonic average of accuracy rate
and recall rate (generally, the value of β is 1):

Fc =
(
1 + β2

) × αc × Rc

β2 × αc + Rc
(3)

4.3 Experimental Analysis

The data set is randomly divided into two partitions of the same size as the training set
and the test set. The experiment was repeated three times, leaving a different partition
for testing each time. Finally, a reliable measurement method is obtained to measure the
performance of the proposed convolutional neural network model on the whole data set.
CNN is compared with NaiveBayes, MLP and SVM to detect the performance of the
model.

The performance of the convolutional neural network model was quantitatively eval-
uated using three indicators: accuracy, recall and F. The experimental results are shown
in Table 4. The overall results of CNNmodel in accuracy, recall and F (β = 1) are higher
than those of other common machine learning algorithms, so CNN has more advantages
than other machine learning algorithms.
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Table 4. Comparison of model performance

Model Accuracy Recall F1

CNN 0.93 0.91 0.92

NaiveBayes 0.83 0.72 0.77

MLP 0.91 0.89 0.90

SVM 0.89 0.84 0.86

5 Conclusion

Aiming at the shortcomings of traditionalmalicious code detectionmethods andmachine
learning methods, this paper introduces convolutional neural network into the traditional
malicious code dynamic behavior detection system, and proposes a malicious code
detection system based on convolutional neural network. The usability of the system
and its superiority over other machine learning models are proved by experiments. In
the next step, the feature extraction method and depth learning model parameters will
be optimized to achieve better training effect.
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Abstract. The rapid increase in the number of vehicles and their intelligence have
led to the lack of calculation resource of original network.However, the framework
like vehicle-to-roadside infrastructure is still faced with the challenge of balancing
the impact of time and energy consumption. To overcome these drawbacks, this
paper establishes a comprehensive task priority queue on the basis of software
defined network (SDN) based vehicular network instead of randomly offloading
the tasks. According to the task type and vehicle speed, different tasks are graded
and a joint optimization problem for minimizing the vehicles’ time and energy
consumption is formulated. Deep deterministic policy gradient (DDPG) algorithm
is proposed to simulate the optimal resource allocation strategy of VEC model in
the paper. Finally, this paper analyze the significance of the proposed model by
giving numerical results.

Keywords: vehicle edge computing network · SDN · comprehensive task
priority queue · task offloading · DDPG

1 Introduction

With the rapid development of technology and economic, everything becomes more
intelligent and are connected to each other via Internet of Things. As for vehicles, it
is important to build an efficient and practical task offloading model to guarantee the
demands of different vehicles. In this model, new energy vehicles should be paid more
attention, which is more sensitive to energy. As introduced in [1, 2], vehicle-to-vehicle,
vehicle-to-roadside infrastructure and vehicle-to-cloud are the basic models of vehicular
communication network. However, different types of tasks existed by vehicles have
different demands. For example, vehicular application like autonomous driving is not
suitable to be offloaded to remote cloud in order to save time instead of energy. So, how
to assign tasks and ensure the service quality of the system becomes very important.
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So as to make overall decisions, SDN-based vehicle edge computing network [3,
4] can gather the information of the whole vehicular network. In this model, the SDN
controller can obtain all of the task information and the servers’ capacity information.
Meanwhile, different types of tasks’ demands [5] should be taken into consideration to
make the model more realistic and meaningful. In the recent years, lots of researchers
focus on the VEC and have done a series of signification contribution in the area of
reducing time consumption, encouraging the collaboration between vehicles and so on.
Whatever the starting point, researchers try to improve the quality of service of intelligent
vehicular network, while saving more resources.

Previous studies have provided many research directions and methods for the prob-
lem. However, most of them belongs to the area of offline scenario vehicular network
when discussing the optimization of task offloading [6]. Some environment parameters
and task offloading conditions are over idealization or determined in a more fixed way.
In the past few years, the tasks with different types or velocities are identified as dif-
ferent priorities [5, 7], which cannot objectively describe the real traffic situation. For
example, a high grade task with a low vehicle velocity has a lower priority compared
with a middle grade task with a high vehicle velocity. [8] introduces a method that the
weight of energy consumption is redefined by the battery’s remaining energy rate aim-
ing at saving more energy for vehicles, while still in the range of adjusting the hyper
parameters of the model. As for the tasking offloading direction and path, [9] proposes
a novel communication model: the vehicle send the task to the server along its moving
direction via vehicle-to-vehicle (V2V) multi hop mode. The authors of [10] chooses
a binary offloading directions, executing the task locally or transmitting it to the edge
node. Combining V2V and V2I [11], the task can be executed in the local, other vehicles
or RSU. Apart from the research in the scenario of typical urban, the authors of [12] do
researches in the unmanned-aerial-vehicle assisted edge computing environment. With
the help of satellites and UAV network, it realizes the interaction in remote network
scenarios.

Meanwhile, with the popular of machine learning, it is conveniently to use it to fore-
cast future arrival data and make decisions. The authors of [14] uses the LSTM algo-
rithm to make a dynamic prediction of edge communication and computing resources
using mobile users’ space-time. Besides, reinforcement learning is used to make task
offloading decisions. DDPG algorithm is available to solve the problem of continues
decision-making and be applied to high dimensional inputs [15].

Inspired by the previous studies, we propose a latency and energy aware deep deter-
ministic policy gradient algorithm, which allows the agent to make intelligent and
dynamic decisions on observation state based on reward and punishment mechanism.
So, in the following part of this paper, the resource allocation problems are discussed in
the SDN-based VECmodel. When building the model of data transmission, we consider
the interaction among edge computing devices and their operation modes. Specially,
this paper adopts a comprehensive task priority queue and use the available computing
resources in the network as far as possible to obtain the optimal resource allocation strat-
egy, balancing the impact of the consumption of time and energy. In the paper, DDPG
algorithm is deployed in the SDN controller, which uses themode of centralized learning
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and distributed application in the roadside units (RSUs) or vehicle’s processor to seek
the optimal strategy via learning.

2 System Model

2.1 System Architecture

As illustrated in Fig. 1, we construct a SDN-based vehicular network model (SDN-VN),
taking vehicles and multiple roadside units (RSU) into consideration. In the controller
plane, it contains several RSU-controllers and a center SDN controller [3]. The RSU-
controller is in charge of collecting the data from the data plane, including the data
provided by vehicles andRSUs, aswell as the resources like computing, communication,
remaining energy. After gathering the information, the center SDN controller can make
a global resource management rule, which is forwarded by the RSU-controllers. In this
way, the model achieves the optimal overall strategy of task offloading in the vehicular
network.
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Fig. 1. The architecture of SDN-based vehicular network

We set that there is an one-direction road covered by RSUs and they can com-
municate with their neighbours via backbone network. The set of RSUs is given by
M = {1 , 2, ...,m}. Located along the roadside, RSUs can obtain ample energy through
various paths. In this paper, we assume that the coverage of each RSU is the same and the
adjacent ones do not overlap. Besides, each RSU is equipped with aMEC server, provid-
ing huge calculation resource to handle the tasks in vehicular edge network. In order to
simplify the problem, using the diameter of the coverage area to represent the working
range of RSU, recorded as LRSU . We set the set of vehicles in a cell as N = {1 , 2, ..., n}.
Vehicles can only establish the connection with the RSU in its cell via wireless network.
However, we still assume that the vehicle can receive the computed result from the pre-
vious MEC server when it enter the next cell because the latency of computing task is
quite small.
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2.2 Vehicular Velocity Model

Similar to [11, 16], we take a free traffic model into consideration in order to describe the
velocity information. In a cell, all of vehicles drive at a constant speed, which follows the
Gaussian speed distribution. Thus, the relationship between traffic density and vehicle’s

average velocity is described as v = vmax

(
1 − ρ

ρmax

)
, where ρ represents the traffic

density of a cell, vmax and ρmax are the maximum value of velocity and traffic density.
The vehicles initialize its speed independently and randomly in each time slot, recorded
as v ∼ F

(
v, σ 2

v

)
. In the reality traffic situation, the difference among vehicles’ velocity

should be lower when the traffic density becomes higher so as to reduce the probability
of vehicle impact. So, similar to [16], we set the variance of vehicle speed is positive
correlation to the average velocity, given as σv ∝ v.

2.3 Task Model

In the vehicular network (VN), we define three different priorities of computing tasks to
simulate the real VN model, � = {φ1, φ2, φ3}. Firstly, security information is defined
as φ1, which is the highest priority application. Related to the auto driving and road
safety tasks, we need limit the computation latency so as to ensure the safety of vehicle
driving. Thus, task φ1 is executed locally with a short delay threshold, set to τ 1max. As
for some auxiliary driving tasks, like navigation and optional security applications, they
are defined as φ2, with a delay threshold set to τ 2max. Tasks φ3 with the low priority, is
defined to represent vehicular entertainment applications with delay τ 3max.

2.4 Priority Task Queue Model

Different from the queue model introduced by [7] and FIFOmodel, we consider both the
importance of the task and the vehicle velocity. Compared with the previous model, not
only can it describe the task offloading arisen in reality vehicle network more com-
prehensively, but also it can reflect the emergency of different tasks form different
vehicles.

In this model, we should normalize the parameters first so as to balance the impacts
of different parameters. So we use normalization of arctangent function and a method
similar to min-max normalization to normalize the velocity and task type, where.

Then, we set Im = α′φ′ + β ′v′ to show the priority of task, where α′ and β ′ are the
constants. TheRSUcontroller obtain the information of vehicles’ tasks and determine the
offloading policy based on the priority task queue model and the resource consumption.
So, the tasks in a slot are remarked as K = {1, 2, ..., k}, where k is the processing
sequence number. We set that the MEC can only handle a task at a time, so the total
execution time delay should include the waiting time. Let tw = {tlocal, tRSU } represent
the set of waiting time of different processors.

2.5 Task Execution Latency and Energy Analysis

In this model, if the task is executed locally, we just consider the process of task cal-
culation. If the task is executed in the edge side, we should consider the transmission
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process, including upload and download. However, we just take the transmission energy
consumption into consideration. The resource offloading policy is influenced by the
time delay and energy execution during the whole progress. Thus, we set a formula
with two constants α and β to describe the relationship between them, shaped like
Pk = α

t−Tk
t

+ β
e−Ek
e . The constants show the relation between latency and energy and

their sum is one. The total latency Tk includes task execution latency and waiting time.
The minuends on numerator are the standard values for unifying the unit of calculation.
Thus, the problem can be formulated as the following function (P):

P : maxmizeR
subject toX = {0, 1}

pn ∈ (0, Pn]
f locn ∈ (0, Floc

n ], f RSU ∈ (0, FRSU ]
Tk ≤ τmax,k

R =
∑N

n=1

∑K

k=1
ιn × Pk × X =

∑N

n=0
ιn ×

⎡
⎢⎣

(1 − Xk)P1

XkP2

XkP3

⎤
⎥⎦,

where X represents the offloading direction and ι represents the existence of tasks.

3 Resource Allocation Algorithm Based on Deep Reinforcement
Learning and Simulation Results

Because the task is a multi-processor cooperated computing problem, which is a NP
hard problem. So, we use the deep reinforcement learning algorithm to solve the optimal
resource allocation and task offloading question. In the following, the DDPG algorithm
is introduced in detail.

State space: we define the state space of vehicle n as sn(t), including reduced
task information and waiting time information, which is depicted as sn(t) =
[τmax,k ,Er,n,En(t), tw,n]. In this set, τmax,k is the maximum latency of task k of vehi-
cle n. Er,n is the remaining energy of vehicle n. En(t) is the virtual energy queue of
vehicle n. And in the part of waiting information, it just contains that of task vehi-
cle n apart from RSUs. Therefore, the state space of the system can be defined as:
St = (s1(t), s2(t), · · · , sn(t)).

The specific simulation parameters are shown in Table 1 and Table 2.
In this paper, the algorithms compared are as follows:

All Local Consumption (ALC): All tasks are executed locally.
Random Offloading (RD): The tasks of type 1 are executed locally and the others are
calculated randomly.
First-In-First-Out Greedy (FIFO): The task queue is without priority, but obey latency
and energy greedy algorithm (Fig. 3).

In Fig. 2, we show the convergence situation of our algorithm. This model becomes
stable after 300 iterations of training. And in the next figure, we present the comparison
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Table 1. Simulation parameters of model

Parameter Value Parameter Value

Number of vehicles 20 Size of task 0.1 Mb

Average speed of vehicle 60 km/h Average energy of vehicle 60%

Channel model Typical Urban Output/Input ratio 0.1

Delay Threshold 2, 20, 40 ms Power of vehicle 0.25 W

Computation capacity of RSU 10 G cycles/s Computation capacity of
vehicle

1 G cycles/s

Table 2. Parameters of the neural network

Parameter Value Parameter Value

Layers 3 Layer Type Fully Connected

Learning Rate of Actor 10–6 Learning Rate of Critic 10–6

Episode 500 Batch 128

Fig. 2. Algorithm convergence diagram

of reward, execution time and consumption energy with different algorithms. Compared
with ALC, RD and FIFO algorithm, our comprehensive task priority queue model can
always obtain the maximize reward.

Meanwhile, it can balance the importance of time and energy consumption for dif-
ferent vehicle conditions, appropriately spending more time to save energy and obtain
larger reward.
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Fig. 3. Simulation results

4 Conclusion

In this paper, we propose a comprehensive task priority queue for resource allocation
to achieve the goal of energy-efficiency and time-save for all vehicles in the model
within task latency threshold constraint. First, we establish the model of task queue and
communicationmodel. Then, theDDPGmethod is used to obtain the offloading strategy.
Simulation results shows that the our algorithm can improve the performance of model
while saving energy.
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Abstract. Hepatocellular carcinoma (HCC) is the sixth-leading cause of death
worldwide and has the highest mortality rate among all types of cancers. In most
cases, the patient has entered the terminal phase of a cancer disease when hepa-
tocellular carcinoma occurs. Therefore, if the cause of cancer can be identified,
disease deterioration can be prevented.With the rise of artificial intelligence (A.I.)
technology in recent years, many scholars have used machine learning technol-
ogy to predict the probability of dying from hepatocellular carcinoma and have
obtained good results. However, the studies lack interpretability and do not facili-
tate the further analyses of medical experts. Therefore, this study proposes a deep
learning model based on XGBoost and uses the data evaluation method of Shap-
ley value to study the characteristics of machine learning and verify the results
using the hepatocellular carcinoma dataset. The proposed model delivered strong
prediction performance, with an accuracy of 92.68%, and accurately interpreted
the dataset features, supporting analyses by medical experts.

Keywords: Machine learning · Hepatocellular carcinoma · Risk factors ·
SHapley Additive exPlanations (SHAP) · Extreme gradient boosting (XGBoost)

1 Introduction

Hepatocellular carcinoma is the sixth-leading cause of death worldwide and has the
highest mortality rate among all cancer types. In most of the cases, there is no significant
symptom of HCC in the early phase of cancer, and the patient has entered the terminal
phase when HCC occurs [1]. Therefore, if HCC is identified at an earlier stage for pre-
vention and treatment, the mortality can be reduced. With scientific and technological
advancement, scholars began to explore the application of machine learning in the med-
ical care of diseases [2], such as lung [3], breast [4] and liver cancer [5]. Also, machine
learning can be used to conduct clinical research in a virtual environment [6].
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The goal of machine learning research is mostly to improve algorithm accuracy,
which is vital to medical diagnosis. However, in clinical practice, physicians often
encounter complex situations that cannot be solved only with accuracy. For example, in
deep learning methods with high precision, the characteristics of black box techniques
will cause difficulties for physicians in understanding and evaluation, and they cannot
accept the advice without a scientific basis when faced with serious diseases. Addition-
ally, many medical institutions lacked the medical data to satisfy the criteria of a training
set for deep learning.

Many researchers have focused on how to interpret complex and powerful models
such as CNN [7], XNN [8] and LSTM [9], whichwere all common and practicalmachine
learning tools. However, the explanations given by researchers regarding the information
of the models were still incomprehensible for physicians; some new studies attempt
to provide a more comprehensible model interpretation for physicians, to ease their
worries and support their decision-making process. For example, BasH.M. et al. used the
Explainable AI (XAI) standard framework for classification in medical image analysis
and conducted investigations and classification in a paper about XAI techniques based
on frameworks and anatomical location [10]. Andreas et al. proposed using explainable
AI via multi-modal and multi-center data fusion to address the lack of interpretability
and transparency [11].

A challenge remains in how to strike a balance between accuracy, interpretability,
and other AI factors in the medical field. Therefore, this study attempts to integrate
the methods of solving these problems into the prediction of liver cancer mortality by
proposing a method of predicting liver cancer mortality incorporating Shapley value and
ensemble learning. Comparedwith the traditional method ofmachine learning that trains
a single classifier, ensemble learning, or the method that combines multiple classifiers,
can improve generalizability or accuracy [12]. We use the eXtreme Gradient Boosting
(XGBoost) machine learning framework to predict the risk of liver cancer mortality and
use Shapley value to interpret the causes of the prediction results. This approach has
the following advantages: 1. Allowing physicians to understand the importance of each
dataset attribute, compared with other attributes. 2. Effectively improving physicians’
disease diagnosis and prognosis decision-making. 3. No necessity of having a large
amount of training data, and the accuracy of predicting liver cancer mortality is relatively
high.

2 Related Works

As the techniques designed for machine learning are increasingly popular, the studies of
applying machine learning to cancer diagnoses are also maturing. The intervention of
machine learning has successfully improved research efficiency and generated results
with lowerror rates, effectively helping cancer diagnosis [13]. Except for this, the subfield
of machine learning known as XAI can interpret complex artificial intelligence models
[14], and studies have found that themachine learning systems that have been interpreted
can support clinical cancer diagnosis [15]. Therefore, in the following paragraphs, this
study categorizes and explains the relevant literature about the interpretable prediction
of liver cancer diagnosis:
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2.1 Shapley Additive Explanation (SHAP)

SHAP (SHapley Additive exPlanations) is a game theoretic approach to interpret the
output of any machine learning model. It connects optimal credit allocation with local
explanations using the classic Shapley values from game theory and their related exten-
sions [16]. The goal of SHAP is to explain the prediction of an instance x by computing
the contribution of each feature to the prediction. Compared with the traditional method
that analyzes the differences in the features’ importance, SHAP only clarifies which of
the features are more important to the model, without explaining how the features affect
the results. The positive and negative values of SHAP correspond to the effect of each
sample’s features, which reveals the effects of which features in the dataset are the most
important. The interpretation of SHAP itself is an additive feature attribution method
and is similar to the linear regression method [17].

2.2 XGBoost

XGBoost (eXtreme Gradient Boosting) is a framework based on gradient boosting that
integrates the advantages of bagging and boosting and is mainly used for monitoring and
learning, while it can also be applied to classification and regression analysis. XGBoost
is composed of a set of classification and regression trees (CART). Each leaf of the
regression trees is assigned a set of scores, which are the basis for the subsequent classi-
fication. The trees are interrelated and the goal is to generate news trees that can correct
the mistakes of the previous tree [18]. As shown in Fig. 1, each person is assigned to

Fig. 1. XGBoost architecture.
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different leaves, and is assigned a score based on the leaf the person belongs to. The
difference between CART and decision trees is that the leaves of decision trees only
contain decision values, while the scores of CART are related to all leaves, and the final
individual score of each person is obtained by summing the scores obtained from each
tree.

3 Research Methods and Results

This study proposes a new interpretable prediction system based on Shapley value that
uses XAI technology to combine XGBoost to predict the death risks by focusing on
liver cancer cells, effectively improving physicians’ disease diagnosis and prognosis
decision-making. This research analyzes and generate ROC curves, ROC performance
evaluation and SHAP visualization results, which are explained as follows:

3.1 Patients Data Gathering

The database of liver cancer deaths provided by the UCIMachine Learning Repository is
used here, and the data is obtained from a university hospital in Portugal. There are a total
of 204 records in the data [19], and the dataset includes 50 variables selected according to
EASL-EORTC (EuropeanAssociation for the Study of the Liver-EuropeanOrganization
for Research and Treatment of Cancer), among which the target-dependent variables
are: Class (1 denotes death and 0 denotes survival); Table 1 displays the categories and
attributes of its data. After reading the data, it is found that there is no missing value.

Table 1. Dataset attribute table.

Attribute Type Possible values

Gender int64 Male or female

Symptoms int64 Type of Symptoms - True or False (1 or 0)

Alcohol int64 Alcohol Usage - Yes or No (1 or 0)

HBsAg int64 Hepatitis Markers - Present or Absent (1 or 0)

HBeAg int64 Hepatitis Markers - Present or Absent (1 or 0)

HBcAb int64 Hepatitis Markers - Present or Absent (1 or 0)

HCVAb int64 Hepatitis Markers - Present or Absent (1 or 0)

Cirrhosis int64 Liver Cirrhosis - Present or Absent (1 or 0)

Endemic int64 Specific Endemic disease - (Like Malaria - Present or Absent (1 or
0)

Smoking int64 Smokes or not (1 or 0)

Diabetes int64 Is the patient Diabetic (1 or 0)

Obesity int64 Is the patient Obese (1 or 0)

(continued)
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Table 1. (continued)

Attribute Type Possible values

Hemochro int64 Body loads too much of Iron - Yes or No (1 or 0)

AHI int64 AHT Present or not

CRI int64 Chronic Renal Insufficiency - Yes or no (1 or 0)

HIV int64 Does the patient have HIV -Yes or No (1 or 0)

NASH int64 Non-Alcoholic Fatty Liver steatohepatitis (NASH) - Yes or No (1
or 0)

Varices int64 Presence of Esophageal Varices - (1 or 0)

Spleno int64 Presence of Gastric Varices like bleeding in upper intestinal tract -
(1 or 0)

PHT int64 Parathyroid Hormone Test - Present or Absent - (1 or 0)

PVT int64 other Pathology test for HCC confirmation (1 or 0)

Metastasis int64 Presence of Cancer in Bones and other organs - Present or Absent -
(1 or 0)

Hallmark int64 Cancer Markers Test -Present or Absent (1 or 0)

Age int64 Age of the patient

Grams_day int64 Doses given -Grams per day

Packs_year float64 No of Cigar Packets per Year

PS int64 Staging of HCC

Encephalopathy int64 End Stage liver disease

Ascites int64 Poor Outcome in the absence of Transplantation

INR float64 Used to assess coagulation function

AFP float64 Biolevel Markers for early HCC

Hemoglobin float64 12 to 17.5 gms per deciliter

MCV float64 80 to 96

Leucocytes float64 4500 to 11000 WBC per microliter

Platelets float64 150,000 to 450,000 platelets per microliter

Albumin float64 3.5 to 5.5 g/dL

Total_Bil float64 0.1 to 1.2 mg/dL

ALT int64 7 to 56 Units

AST int64 10 to 40 units – Normal Range

GGT int64 9–48 units per liter

ALP int64 44 to 147

(continued)
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Table 1. (continued)

Attribute Type Possible values

TP float64 6 and 8.3 Range

Creatinine float64 0.6 to 1.2

Nodule int64 The size of the nodules determines the liver disease

Major_Dim float64 Dimension of the Tumor

Dir_Bil float64 Upto 1.2 mg/dl

Iron float64 13.5 to 17.5

Sat float64 Iron related test (in Numerical value)

Ferritin float64 12 to 300 Range

Class int64 Present or Absent (1 or 0)

3.2 Predictive Assessment

The following cross-validation method is used to evaluate liver cancer mortality. As the
true classification of each condition is known, the values of the absolute performance
indicators of a classifier are calculated with a confusion matrix:

• TP (true positive) – died from liver cancer in reality and has been predicted to die
from liver cancer.

• TN (true negative) – did not die from liver cancer in reality and has been predicted to
die from liver cancer.

• FP (false positive) – died from liver cancer in reality but has not been predicted to die
from liver cancer.

• FN (false negative) – did not die from liver cancer in reality and has not been predicted
to die from liver cancer.

The corresponding relative indicators: Accuracy is the ratio of correctly classified
samples by the classifier to the total sample in the tested dataset, and is a comprehensive
score that reflects the overall performance of the classifier.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

Recall is the prediction performance on positive cases of the classification model.
In the prediction of liver cancer deaths, if the performance of confirming positive cases
can be improved, the survival rate can also be improved, as the patients can be treated
earlier with earlier diagnosis. Therefore, recall is one of the measurement indicators of
performance in machine learning.

Recall = TP

TP + FN
(2)

Fβ is a score value that combines two types of score values, accuracy and recall.
Additionally, in the combination process, the weight of recall is β times that of accuracy,
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which indicates that β represents the relative importance of accuracy and recall. Consid-
ering that cancer treatment may have a negative impact on the patient, β is set to 1 (i.e.,
F1), while an F1 score represents that accuracy and recall are considered to be equally
important.

Fβ =
(
1+ β2

) Precision · Recall
(β2 · Precision+ Recall)

,where Precision

= TP

TP + FN
(3)

The receiver operating characteristic (ROC) curve is used, and a decision threshold
is needed for other measurement methods (accuracy, recall and F1 score). In a ROC
curve, the model’s continuous outputs of probabilities and analogous probabilities are
collapsed to become one set of classification prediction results. The ROC curve may
come from the continuous outputs of probabilities, and is an efficient method to evaluate
themodel’s performance at the decision threshold. AUC is the area under the ROC curve,
and is the most commonly used summary indicator for ROC curves. In general, a higher
AUC represents a better performance of the classifier.

3.3 Results

Table 2 compares the accuracy, recall and F1 score of the classifier. The values shown
in Table 2 result from 10-fold cross-validation. The results show that the accuracy of
XGBoost is 92.68%, and the recall and the F1 score are better than that of other classifiers.
Furthermore, the performance ofXGBoost ismore stable than other classifiers. Although
the accuracy of neural networks is relatively high, their performance may be poor when
the amount of training data is low, because neural networks can be affected by the
characteristic of overfitting.

Figure 2 presents the ROC curves of 10 classifiers, and it shows that the performance
of XGBoost is significantly better than most of the other classifiers, and is not inferior
to other classifiers in terms of AUC.

Table 2. Predicted performance of the classifier.

Classifier Accuracy (%) Recall (%) F1-score (%)

KNN 85.36 85.23 85.28

Decision Tree 75.60 75.35 7524

Random Forest 90.24 90.11 90.19

Naive Bayes 56.09 56.78 52.69

Linear Regression 87.80 87.85 87.80

Support Vector Machine 92.68 92.85 92.66

(continued)
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Table 2. (continued)

Classifier Accuracy (%) Recall (%) F1-score (%)

Gradient Boosting Classifier 85.36 85.23 85.28

AdaBoosting Classifier 75.60 75.59 75.59

Neural Network 92.68 92.73 92.68

XGBoost 92.68 92.5 92.61

Fig. 2. ROC Curve.

3.4 Using SHapley Additive Explainable

SHAP Summary Chart
The features are ranked according to the sum of SHAP values of all samples to obtain
the 20 features that have the greatest impact on the model output, as shown in Fig. 3,
while the distribution of the influence of each feature is presented with SHAP values, in
which different colors represent different feature values (red represents a high value and
blue represents a low value). For example, a higher AFP feature is more likely to affect
the probability of dying from liver cancer.

SHAP Feature Map
The SHAP values show how each feature affects the model’s output. As SHAP values
represent the key to the changes in the model caused by the features, the research results
show that there is a great impact on the prediction of liver cancer death as the Albumin
feature parameters changes. The vertical discrete value of a single Albumin value has an
interactive effect with other features. Different colors are used to help distinguish this
feature, as shown in Fig. 4. For example, areas with higher PHT values have a lower
effect on the Albumin values that affect the probability of dying from liver cancer.
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Fig. 3. SHAP values Summary Chart. (Color figure online)

Fig. 4. SHAP dependence plot.

Personal Risk Explanation
The SHAP heatmap is used to explain the individuals’ risks, and the outputs are the
features of a person’s risks of dying from liver cancer, interpreting each risk feature
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that helps the model to output the average predicted values from the training dataset.
Figure 5 shows the values predicting the death of someone suffering from liver cancer.
In the figure, the features pushing up the prediction values are marked in red, which
indicates that they increase the risk of death, while the features lowering the prediction
values aremarked in blue, which indicates that they decrease the death risk. For example,
the negative effect of Albumin is the largest, because when the Albumin level is equal
to 3.2 g/dL, it falls in a normal range, and thus reduces the risk of death.

Fig. 5. SHAP force plot.

4 Conclusion

Asmachine learning technology ismatures,manymedical decision-making systems tend
to improve accuracy and ignore physicians’ professional competence. When physicians
need to make a decision with the patient’s life at stake, they still find it difficult to
trust the prediction result analysis generated by the systems. There remains a lack of
specific rules for existing medical decision-making systems. Many studies have applied
interpretable machine learning to the field of medical treatment to provide physicians
with a trustworthy medical support system. However, in many studies, the physicians
still need to spend a lot of time comprehending the provided results, bringing about an
additional burden for the physicians. To solve the problem, this study used the XGBoost
classifier to predict the risk of dying from liver cancer, and interpreted the features in the
dataset that affect the death rate according to the model’s results, helping physicians to
better understand the way of operating machine learning. In our evaluation, the classifier
has a good performance in prediction, and the accuracy reaches 92.68%. Regarding
interpretability, the interpretation of individual risks shows each person’s potential risk
of dying when they suffer from liver cancer, while visualization is used to comprehend
the feature with the higher influence. The features and values in the dataset that cause the
risks to increase or decrease have been observed. However, this study has not focused
on the analysis of the correlation between features. The research results show that some
features will affect the prediction results, and the features may affect each other. In the
future, it is necessary to discuss the correlation between features in a dataset, and increase
the number of datasets, to ensure that the system can generate more accurate results.
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Abstract. Many sectors have experienced the impact of the COVID-19
outbreak, without exception education. The method of process learning
transformed from face-to-face meeting learning became online learning.
Learners tried to adapt to this unexpected circumstance. In the online
learning approach, the instructors only assumed the degree of learn-
ers’ understanding with their face emotion expressions spontaneously.
Advancement technology enables the machine to learn data fast and
accurately. Mostly, the position of the learner’s face in front of the cam-
era when attending the online course, and the DLIB’s shape detector
model map the landmark of the captured face. Deep learning is a sub-
set domain of machine learning. Convolutional Neural Network (CNN)
model as a deep learning approach has characteristics in the high com-
putation and ease of implementation. The work proposed a face-emotion
expression recognition model for supporting online learning. The combi-
nation ratio images dataset was 80% data training and 20% data testing,
and the condition expression was determined with a deep learning app-
roach. The experimental results showed that the recognition accuracy of
the proposed model achieved 97% for dataset image input.

Keywords: Convolutional Neural Network (CNN) · DLIB · Deep
Learning · Face Emotion Expression Recognition · Machine Learning

1 Introduction

The COVID-19 outbreak changes many sectors of human life. The changes
transform the learner and white-collar workers to have experience in the new
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unlimited world. The method of process learning and meeting transformed from
physical face-to-face to online learning/meeting. Learners tried to adapt to this
unexpected circumstance. In the online learning approach, the instructors only
assumed the degree of learners’ understanding with their face emotion expres-
sions spontaneously. The instructor’s engagement to be more active in the deliv-
ery of the course materials is important in synchronous learning. Early detection
is needed to measure the involvement of learners’ emotions and is the bench-
mark for the improvement of an online class. Human emotion reflects in their
face. Basically, there are seven types of emotions, namely neutral, angry, happy,
sadness, disgust, surprise, and fear [7]. The combination of emotions represents
the person’s understanding level [6]. In terms of face detection, the input medi-
ums are video, images, and live video streaming [1]. Mostly, the position of
learners’ faces in front of the camera when attending the online course, and
the DLIB’s shape detector model map the landmark of the captured face into
coordinates. The Dlib model provides 68 points of face form coordinates that
landmark the vital of the face, eyes, nose, and mouth. DLIB enables identification
of the faces from the front [2]. One of the classification models in the machine
learning domain is the Convolutional Neural Network (CNN) which has advan-
tages in speed and computation [1] [3]. Using segmented data, the CNN model
can increase its accuracy value. The research contributes to building the model
that recognizes a human facial emotion expression. The aim of the research is
to investigate the performance of the Convolutional Neural Network model to
support online learning. The paper is structured as follows: the first section
reviews the research background, Sect. 2 describes the previous research relevant
to this research, Sect. 3 presents the research methodology, and the experiment
and conclusions are outlined in Sects. 4 and Sect. 5, respectively.

2 Related Works

This section describes the literature study stage where review and research arti-
cle papers were retrieved from Google Scholar, Science Direct, and IEEEXplore
repositories. Jadhav revealed the comparison between algorithms for the com-
plex issue in automatic face detection. When comparing the four detection algo-
rithms: Cascade classifier, DLIB CNN, DLIB Histogram of Oriented Gradients
(HOG), and Multitask Convolutional Neural Network (MTCNN), the prediction
of the Cascade Classifier algorithm was not accurate even though the algorithm
supported the real-time detection process that ran on CPU. For easy implemen-
tation, DLIB CNN with different parameters such as from the front, with low
light, in multiple and side faces robust with various face occlusions, however, the
model ran slow on real-time images with CPU [1].

Kamal conducted the research with plant leaves images using background
subtraction, segmentation, and Convolutional Neural Network. The foreground
image was removed by the background subtraction function, and the segmen-
tation was used to have the region of interest. Took several classes of datasets
such as two, four and eight with the result where the fine-tuned DenseNet121
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accuracy reached 98.7%, the Inception V3 accuracy 96.7%, and the DenseNet121
accuracy achieved 93.57% [3].

Mukhopadhyay state four continuous human emotions in concert with a
learning session. The complexity of human emotions and the psychological states
were not enough to reflect the learner through the basic emotion. During a period
of time, the combination of two or more emotions enables one to capture the
facial emotion. Using the CNN model, the accuracy of emotion classification 65%
and 62% for identification of mind state [6].

In terms of the prevention of accidents and fatalities, Mohanty conducted the
detection of drowsiness in drivers using the DLIB model. The input of the model
was video and the ratios of eyes and mouth reflected as the drowsiness detection.
DLIB library is used to localize the facial landmarks where the histogram form
represented the frequencies of gradient direction. The maximum accuracy of
recognition reached 96.71% [5].

3 Methodology

This section presents the overall research stages, from retrieving the image col-
lection, and step face landmarking, to the evaluation of the model and the image
classification. The images from dataset were carried out for the labeling process
and the selection data were segmented with a DLIB face detector model which
maps the coordinates on the face. The main purpose of data segmentation is
easy classification. As a result of data segmentation, so the size of the image was
reduced to 224× 224 pixels. Then CNN model trained the data.

3.1 Face Emotion Expression

Detecting a person’s emotions enable someone to understand other people’s feel-
ing. Facial expressions and body gestures reflect human emotions. There are
seven kinds of human emotions, namely neutral, angry, sadness, happy, surprise,
disgust, and fear [7].

3.2 DLIB

DLIB is an open-source library for shape detection. It maps in the 68 points
coordinates of the facial landmarks. The DLIB’s points are described as follows:
point number 1 to 17 are facial shapes, point number 18 to 22 are used to show
the left eyebrows, point 23 to 27 are right eyebrows pattern, point 28 to 22, and
point 22 to 36 are the nose shape, point 37 to 42 are the left eye shape, while
point 43 to the 48 are the right eye shape, and the mouth form use point 49
until point 68. In terms of face shape detection performance, the DLIB function
used the Histogram of Oriented Gradients (HOG) [5].
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3.3 Convolutional Neural Network

Convolutional Neural Network (CNN) is one of the deep learning models with its
characteristics of ease of implementation and high computation [1]. The impact
of the CNN model is experienced on Computer vision tasks, however the perfor-
mance of the model decrease in the varied dataset images [3].

4 Experiment

The experiment section explains the implementation of the proposed model. The
experiment used a total of 901 images in CK+ dataset, which were divided into
seven facial expressions: anger, happiness, sadness, fear, disgust, neutral, and
surprise. All images in the dataset experienced with labeling process. The DLIB
model was trained to identify 68 facial landmarks, then data segmentation elim-
inated the background images. The images as the result of segmentation were
reduced according to the size of the model. Figure 1 presents the image results
of before and after data segmentation. The result of data segmentation was
adapted and learned by the model. In the architecture, ReLU activation func-
tion was used on 3 convolution layers, 2 pooling layers, and 1 fully connected
layer. The SoftMax activation and the Adam optimizer were used to produce
the output layer which had 7 nodes. The model was evaluated with confusion
matrices in the simplest form of a table with two rows and two columns, and
represents the four possibility classification outcome: True Positive (TP), False
Positive, True Negative (TN) and False Negative (FN) [4]. The performance of
the model did not only evaluated in the confusion matrix form, but also mea-
sure the model in accuracy, precision, recall, and the F1-score. The model gained
97% accuracy in 100 epochs. All the experiments used ratio of 20% data testing
and 30% data testing consecutively. The first architecture model experiments
used max-pooling 5× 5, and dropout twice after dense. Generally, dense was
used to decrease the unnecessary data so the model had an unfitting state. How-
ever, in these experiments, both models’ results got overfitted and are shown in

(a) Before (b) After

Fig. 1. Data Segmentation
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Figure 2. The overall model architecture as follow: Input 224× 224× 1; Convo-
lution2D 64, 5× 5; Max Pooling 5× 5; Convolution2D 64, 3× 3; Convolution2D
64, 3× 3; Average Pooling 3× 3; Convolution2D 128, 3× 3; Convolution2D 128,
3× 3; Average Pooling 3× 3; Dense 1024; Dropout 0.2; Dense 1024; Dropout
0.2; Dense 7. The next experiments still used max-pooling 5× 5 in 20% data
testing or 30% data testing. Changed the position of dropout and only used it
before dense. However, both models’ results still experienced overfitting. The
detail of model architecture was Input 224× 224x1; Convolution2D 64, 5× 5;
Max Pooling 5× 5; Convolution2D 64, 3× 3; Convolution2D 64, 3× 3; Aver-
age Pooling 3× 3; Convolution2D 128, 3× 3; Convolution2D 128, 3× 3; Average
Pooling 3× 3; Dropout 0.2; Dense 1024; Dense 1024; Dense 7. Other experiments
shifted the max-pooling with the average pooling 5× 5 in 20% data testing or
30% data testing, only using dropout once and the position before dense. The
pooling layer reduces the input images’ spatial size and the number of computa-
tions in networks progressively. The purpose of simplifying the architecture was
to get better results than previous experiments. The detail of model architecture
was Input 224× 224x1; Convolution2D 64, 5× 5; Average Pooling 5× 5; Convo-

(a) Loss 20% data testing (b) Loss 30% data testing

Fig. 2. Comparison Accuracy of Architecture1

(a) Loss 20% data testing (b) Loss 30% data testing

Fig. 3. Comparison Accuracy of Architecture3
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lution2D 64, 3× 3; Convolution2D 64, 3× 3; Average Pooling 3× 3; Dropout 0.2;
Dense 1024; Dense 7. The graphs are better than those of the last experiments
significantly, as illustrated in Fig. 3

5 Conclusion

Cutting-edge technology brings a new horizon to the education domain. For
supporting the online learning process, the recognition of facial emotion expres-
sions learners can be used as the evaluation for instructors when delivering the
course material. With a distribution of 80% data training and 20% data testing,
the accuracy of the proposed model to recognize achieved 97%. Although the
achievement of the performance model is high, however, increasing the number
of data images with high resolution (minimum: 640× 490 pixels) in the dataset
and equalizing the amount of data for each class will make the performance
better.
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Abstract. This paper implemented image classification for smoke and
flame detection. CNN model was trained in three topologies of Incep-
tionV3, MobileNet, and VGG16. These three models were then tested on
Raspberry Pi 4 with Intel Neural Compute Stick 2 (NCS 2). The exper-
imental results demonstrated that MobileNetV2 is a superior model to
the other two models in terms of training and inference, even if the accu-
racy rate of the three was as high as 94% when utilizing the test set for
evaluation.

Keywords: image classification · CNN · Imagnet · edge computing ·
transfer learning

1 Introduction

In recent years, there has been a significant increase in the development of com-
puter image vision. In addition, image recognition has significantly improved
the widespread adoption of convolutional neural networks. Neural Networks can
be broken down into subcategories, one of which is called Convolutional Neu-
ral Networks (commonly abbreviated as CNN or ConvNet). These networks are
typically implemented for tasks involving image and speech recognition. The
high dimensionality of images can be reduced by its built-in convolutional layer
without any information being lost in the process. That is the reason why CNNs
are particularly well-suited for image classification problems [1–3].

This study uses smoke and flame images to create deep-learning models for
detecting the early signs of fire. We trained the models based on CNN and
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inferred the models on the edge device. In detail, our objectives are listed as
follows.

– To train the models based on three types of CNN networks, InceptionV3,
MobileNet, and VGG16.

– To infer the trained models on Raspberry Pi 4 and Intel NCS 2.

2 Background Review and Related Works

This section discussed the methods and previous research works as our references,
such as image classification and CNN.

2.1 Image Classification

Image Classification (often referred to as Image Recognition) is the process of
connecting a given image with a single (single-label classification) or several
(multilabel classification) labels. Classification of images is a challenging task
that allows for the evaluation of modern architectures and methodologies in
the field of computer vision. The most often encountered classification job in
supervised image classification is single-label classification. As the name implies,
single-label categorization assigns a single label or comment to each picture. As
a result, the model generates a single value or prediction for each image seen.
The model returns a vector of length equal to the number of classes and a value
indicating whether the picture corresponds to that class.

2.2 Convolution Neural Network (CNN)

CNN has always been a significant part of Deep Learning. Its power in image
and image recognition is mighty, and it can even be said to be even more potent
than human eye recognition. Many image recognition models are also formed
from the extension of the CNN architecture. A convolutional neural network
uses convolution to use color and size in the image as the input data of the
neural network. Compared with the most active neural network, the most sig-
nificant difference is the sharing of weights. The basic idea of CNN is to use
a diversified image database as training data. Then, transfer the image to the
output end of the grid using neural network parameters, and calculate the error
value of the target and prediction at the output end learned by backpropagation.
CNN method constantly updates the weight value of the neural network because
this calculation allows the convolutional neural network to solve the problem of
large amounts of data. Therefore, convolutional neural network research for high
variability and dimensions is very suitable for image recognition. Convolutional
neural network architecture often includes single or multiple convolution layers,
pooling layers, and a fully connected layer at the output end. The function of
the convolutional layer is to capture images. The action of taking features, find-
ing the best features, and then classifying, and the pooling layer is often added
between the convolutional layers.
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2.3 Smart Edge

Edge Computing is a distributed computing architecture. The data originally
processed by the central node is cut and distributed to the edge nodes, which can
be closer to the user’s terminal equipment and speed up the data. The process-
ing and speed of the network reduce the delay [4]. Edge computing decomposes
the work that was originally unified from the center of the network, which is
the cloud, and distributes it to the edge nodes for processing. This makes the
processing and transmission of data faster and reduces the network transmission
The resulting delay. Therefore, when the network connection is interrupted, part
of the calculations or services handed over to the edge processing can continue to
be completed, achieving high availability of the overall service. In previous appli-
cations where AI and terminals were combined, terminal devices’ storage and
computing capabilities were very limited, so data must be sent back to the cloud
for processing through the network. This data will be sent back to the central
data center if traditional cloud computing is used. Centralized processing, and
then transmitted back to the user’s equipment, this method has greatly increased
the demand for network bandwidth. However, with the continuous advancement
of hardware equipment and algorithms in recent years, edge computing is the
key to accelerating the Internet of Things. After the edge node receives the data,
it directly analyzes and processes it, thereby reducing cloud computing resources
and improving transmission efficiency [5].

2.4 Related Works

Due to the limitations of mobile devices, Jadon et al. [8] proposed a portable
method for fire identification and use. Most automatic fire alarm systems will
detect fires caused by sensors such as heat, smoke, or flame. One of the new
ways to solve this problem is to perform detection using images. The imaging
method is promising because it does not require a specific sensor and can be
easily embedded in different devices.

In the paper by Jareerat et al. [6], an early warning must be given to reduce
the loss of life and property caused by fire. A fire detection system based on
light detection and analysis is proposed. The system uses HSV and YCbCr color
models under given conditions to separate orange, yellow, and high-brightness
light from the background and ambient light. Analyze and calculate fire growth
based on frame differences. The overall accuracy of the experiment has exceeded
90%.

Thou-Ho Chen [7] presents a smoke-detection method for early fire-alarming
systems based on video processing. The basic strategy of smoke-pixel judgment
is composed of two decision rules: a chromaticity-based static decision rule and
a diffusion-based dynamic characteristic decision rule. The chromatic decision
rule is deduced by the grayish color of the smoke and the dynamic decision rule
is dependent on the spreading attributes of smoke.
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3 Methods

3.1 Dataset

The research dataset for this study was compiled using web crawlers from daily
fire scenes and aerial photos of big forest fires. It will be kept on the server for
administration and data enhancement to support later trials. There are 1056
smoke photographs and 2305 fire images in the original collection of the fire
dataset. The initial inadequate dataset is supplemented with Keras. The orig-
inal image has been rotated, turned upside down, and moved to the left and
right. Based on the augmentation, 8000 additional photographs were included.
Therefore, the dataset increased to 11361 images. Then, for training purposes,
the dataset has a distribution ratio of 60% train set, 20% validation set, and
20% test set.

3.2 Model’s Training and Inference

After the image preprocessing, we began the construction of the Deep Learn-
ing model, using three different CNN networks to train fire image data, that is
VGG16, InceptionV3, and MobileNetV3. Tensorflow was used as the basic frame-
work to train the models. Imagenet was used as the transfer learning model in
the training. Then, the OpenVINO tool was used for model optimization to
speed up operational efficiency in the edge device. Figure 1 shows the Raspberry
Pi with Intel NCS 2 as edge devices.

Fig. 1. Raspberry Pi and NCS

3.3 Optimization Development

The Raspberry Pi is being used as an edge device with the optimization devel-
opment methodology. To accelerate the training and inference procedures, our
system made advantage of open-source AI software. The Intel Distribution of
the OpenVINO Toolkit optimizes model deployment for inference processing by
adapting and optimizing trained models for the downstream hardware target. It
supports models trained in TensorFlow, Caffe, and MXNet on the CPU, inte-
grated GPU, VPU (Movidius Myriad 2/Neural Compute Stick), and FPGA.
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The system used the TensorFlow framework to improve deep learning modules.
The Intel Python distribution and the Data Analytics Acceleration Library are
required for machine learning. Deep neural network (DNN) libraries that are
open-source offer CPU-optimized functions.

4 Results

4.1 Fire Scene Classification Result

This work selects three algorithms of different depths for transfer learning train-
ing, namely Inceptionv3, VGG16, and MobileNetV2. Before training, we used
K-fold cross-validation for the collection of datasets. The method is to randomly
divide the data into k sets and then use one set as Testing data. The remaining
k-1 sets as Training data, repeated until each set is regarded as Testing data,
and the final results (Prediction results) are compared with the ground truth
(Performance Comparison). Training on scenes of fire and normal conditions.
After 100 training cycles, we observed the training curve through the training
log until the loss value reached the minimum value and did not change. The
VGG16 training curve is shown in Fig. 2 and Table 1, Inceptionv3 training curve
is shown in Fig. 3 and Table 2, MobileNetV2 training curve such as Fig. 4 and
Table 3.

1. VGG16 Models

Table 1. VGG16 Accuracy and Loss

Accuracy Loss

Train 0.9546 0.1284

Validation 0.9234 0.1991

2. InceptionV3 Models

Table 2. InceptionV3 Accuracy and Loss

Accuracy Loss

Train 0.9844 0.0412

Validation 0.9820 0.0438

3.MobileNetV2 Models
Three different image classification models through the test set of experi-

mental results, The accuracy of VGG16 is as high as 94%, and the accuracy of
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Fig. 2. VGG16 Acc and Loss

Fig. 3. InceptionV3 Acc and Loss

Table 3. MobileNetV2 Accuracy and Loss

Accuracy Loss

Train 0.9880 0.0396

Validation 0.9813 0.0417

Fig. 4. MobileNetV2 Acc and Loss
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Table 4. Compare the accuracy of the test set between different models

True False Total Accuracy

VGG16 685 37 722 0.9487

InceptionV3 713 9 722 0.9875

MobileNetV2 712 10 722 0.9889

InceptionV3 and MobileNetV2 is as high as 98%, such as Table 4 In addition to
comparing the accuracy of the model on the test set, related evaluation indica-
tors are also calculated to verify which model actually performs best, as shown
in Fig. 5 and Table 5.

Table 5. Compare evaluation metrics between different models

Recall Precision F1-score

VGG16 0.95 0.96 0.94

InceptionV3 0.99 0.98 0.99

MobileNetV2 0.99 0.99 0.99

Fig. 5. Models confusion matrix
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In addition to the comparison accuracy rate, FP16 (half-precision) and FP32
(single-precision) of the model were also compared. It can be seen from Table 6,
the performance of VGG16 is far inferior to the other two models whether it is
FP16 or FP32.

Table 6. Compare the operating efficiency between different models

Model Type FPS

VGG16 FP32 5

VGG16 FP16 5

InceptionV3 FP32 19

InceptionV3 FP16 18

MobileNetV2 FP32 23

MobileNetV2 FP16 25

4.2 Classification Model Comparison

This paper uses three algorithms of CNN, VGG16, InceptionV3, and
MobileNetV2. After training the models, we compared these three models’ accu-
racy and related evaluation indicators. Among the three models, MobileNetV2
has the best accuracy and operating efficiency, with an accuracy rate of 98% and
an FPS of 25 INF when using the FP16 model. Therefore, this paper chooses to
use this model as the final model for subsequent fire scene classification in fire
scene classification. The test results are shown in Fig. 6.

Fig. 6. MobileNetV2 FP16 and FP32 test
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5 Conclusions

This paper implemented image classification for smoke and flame recognition.
The fire detections employed an image classification method using the CNN
model with three networks of VGG16, InceptionV3, and MobileNetV2. Although
the accuracy rate of the three was as high as 94%, it can be seen that when using
the test set for evaluation, the experimental data showed that MobileNetV2 is
an excellent model compared to the other two models in terms of training and
inference.
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Abstract. With the rapid development of wireless networks, wireless
local area networks (WLAN) are becoming more and more complex and
densely deployed, resulting in a significant increase in the time consump-
tion of traditional serial simulations. Aiming at the time consumption
problem of traditional discrete-event-based WLAN serial simulation, A
parallel simulation method is proposed based on offline learning with
non-uniform time slices, which effectively reduces the time consumption.
Firstly, the parallel simulation task is modeled as a problem of completing
the simulation task within a given time consumption threshold constraint
based on the processes pool. Secondly, the time consumption factor is
obtained by offline learning of the simulation platform. Thirdly, the par-
allel simulation algorithm of non-uniform time slice division (NUTSD)
based on the time consumption factor is proposed to analyze and solve
the problem. Finally, the method is simulated and verified. The simula-
tion results show that this method can greatly reduce time consumption.

Keywords: WLAN · Processes Pool · Offline Learning · Non-Uniform
Time Slice · Parallel Simulation

1 Introduction

With the development of WLAN [1], the research on WLAN is deepening, and
simulation is one of the main ways to study WLAN [2]. In the study of IEEE
802.11ax [3], due to the diverse services of simulation, the number of nodes is
increasing and the deployment is becoming more and more intensive [4], resulting
in the traditional serial simulation taking a too long time to meet the needs of
simulation. So, it is urgent and necessary to develop a parallel simulation for
IEEE 802.11ax.

Parallel simulation is a more effective simulation method compared with
serial simulation [5], which includes space parallelism and time parallelism. The
space parallel method divides the space into a group of subspaces, such as divid-
ing several nodes into several groups, and each logical process is responsible for
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completing the tasks of each subspace in the entire simulation time. The time
parallel method divides the entire simulation time into a set of consecutive seg-
ments, and each logical process is responsible for completing the task in one of
the segments. At present, there have been many studies on parallel simulation.
For wireless network simulation, the space parallel method is mainly based on
NS2 [6] (Network Simulator version 2) and NS3 [7] (Network Simulator version
3), which used MPI [8] (Message Passing Interface) to realize the communication
between logical processes. Yuan Jin [9] used NS3 and proposed an algorithm to
divide a core network into parts and each part of the network is simulated by one
process, which reduced simulation time consumption. Wang Lei [10] designed a
parallel network simulation system based on NS2, each function module of the
simulation system is simulated on different processes, and MPI is used to pro-
vide mutual communication between processes to realize parallel simulation. Wu
Qian [11] proposed a method that used MPI to realize multi-machine parallelism
based on NS2, the task is assigned to different parallel processes by a parallel
scheduler, and the message transmission between parallel processes is completed
by the MPI group communication interface, the results show that the simula-
tion acceleration effect is obvious in large scale simulation. Huang Yu et.al [12]
completed the parallel detection in the telecommunication network based on
MPI for a large-scale backbone communication network, each functional module
was implemented on different processes, and the detection rate has improved to
some extent. Time parallel simulation method, most of the existing work is to
study how to couple time slices after dividing the simulation time. Richard M
et. al[5] mentioned that after dividing the time, because the starting state of
each process may depend on the state of the simulation ending in the previous
period, time slices couple has a great influence on the accuracy of simulation
results. However, the above studies have not discussed the time parallel method
for high-density wireless networks such as 802.11ax. Since the number of nodes
in 802.11ax is too large and interaction between nodes is frequent, performing
network simulation using the spatial parallelism method is becoming complex.

We propose a time parallel simulation method with non-uniform time slices
based on offline learning to solve the parallel simulation problem of 802.11ax.
The simulation verification shows that this method can greatly reduce the sim-
ulation time consumption under the premise of guaranteeing the consistency of
simulation results with traditional simulation methods.

2 System Model

2.1 Simulation Model Based on Process Pool and Non-uniform
Time Slice

A process pool consists of resource processes and management processes. The
management process controls communication between internal resource pools
and external ports, tasks for controlling internal resource pools include task
allocation and process pool status management, and tasks for external commu-
nication ports include receiving tasks and status feedback. Resource processes
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are responsible for internal interprocess communication and task execution, and
internal interprocess communication includes task acceptance and status feed-
back.

Non-uniform Traffic
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Fig. 1. Simulation model based on process pool and non-uniform time slice.

Figure 1 is a parallel simulation model based on process pools and non-
uniform time slices. The inputs of the whole simulation model include non-
uniform traffic and simulation time consumption threshold. The process of par-
allel simulation is the simulation platform divides the simulation time through
the non-uniform time slice division algorithm, and then sends the simulation
task to the process pool through the socket. The process pool receives the task
execution and returns the result to the simulation platform through the socket.

2.2 Problem Description

WLAN simulation tasks can be described as that complete simulation tasks
within a given simulation time consumption threshold when the input traffic is
non-uniform. It takes a long time for serial simulation to complete the whole sim-
ulation, which obviously can’t complete the simulation task within the threshold.
Therefore, we build a mathematical model based on parallel simulation to solve
this problem. The non-uniform traffic is divided into multiple time slices by the
NUTSD algorithm. The simulation task of each time slice is completed inde-
pendently by a process, and the final results are obtained by summarizing the
results of all processes.

The mathematical model is as follows, m, T , and Tthreshold represent the
number of idle processes in the process pool, the simulation time consumption,
and the time consumption threshold, respectively. TR1, TR2, · · · , TRn represent
the traffic rate, and t1, t2, · · · , tn represent the simulation time of each traffic
rate, where n is the number of traffic rate. The time consumption factor is shown
in Eq. (1), indicating the relationship between simulation time and simulation
time consumption for different traffic rates, where f is a function, and u is the
time consumption factor.
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ui = f (TRiNet)

⎧
⎨

⎩

TRi ∈ (1e3, 1e4, · · · , 1e9)
Net ∈ (CBR,Possion)

i ∈ (1, 2, 3, · · · , n)
(1)

When using serial simulation to perform simulation tasks, the simulation time
consumption will be far greater than the simulation time consumption threshold,
as shown in Eq. (2).

T >> Tthreshold (2)

Obviously, serial simulation can’t solve the problem. According to the
NUTSD algorithm, the simulation time is divided into several time slices, and
each time slice is assigned to different processes for simulation.

T < Tthreshold (3)

Equation (3) is satisfied if Eq. (4) is satisfied, where Tproi is the simula-
tion time consumption for each process. Therefore, when the longest simulation
time consumption in all processes satisfies Eq. (3), the simulation task can be
completed.

T = max (Tpro1, Tpro2, · · · , Tpron) , Tproi (i ∈ (1, 2, · · ·n)) (4)

The estimation of simulation time consumption based on the time consump-
tion factor is shown in Eq. (5), and the number of required processes P is shown
in Eq. (6), where � � is rounding up the result. The simulation time consumption
Tproi for each process is shown in Eq. (7).

T = t1 · u1 + t2 · u2 + · · · + tn · un =
n∑

i=1

ti · ui (5)

P =
⌈

T

Tthreshold

⌉

(6)

Tproi =
T

P
(7)

Eventually, the simulation duration of each process can be obtained according
to Eqs. (1) and (7), and Eq. (3) can be satisfied when the number of execution
processes is P .

3 Offline Learning

In this section, we will discuss the time consumption factor, which was mentioned
earlier in Sect. 2, and will show the steps to obtain the time consumption factor
through offline learning. A data packet will go through several states in the sim-
ulation process, and each state generates several events. Moreover, the execution
complexity of each event is different, and the time consumption is also different.
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Table 1. Package Status and Example of Major Events.

Status Major Events

Application Layer Generation Package IntraApplication

StartApplication

Successfully Sent the Package SendDataProcess

Successfully Received the Packet SendAck SendCTS

Retransmit Successful Packets After Receiving Failure HandleCTSTimeOut

HandleCTSTimeOut

Receive Failure to Retransmit Timeout Packet Lowest Level Heading.

The Remaining Packets in the Queue After the End Lowest Level Heading.

During the IEEE 802.11ax simulation, the data packets are divided into several
states and major events as shown in Table 1. When there have enough events,
we can assume that the number of events follows the law of large numbers, and
we can calculate the average number of events experienced by each data packet
from generation to destruction.

Table 2. The Number of Events Corresponding to the Data Packet

Number of
Packages

Number of
Events

Total
Events

Application Layer Generation Package X1 C1 X1C1

Successfully Sent the Package X2 C2 X2C2

Successfully Received the Package X3 C3 X3C3

Retransmit Successful Packets After Receiving Failuret X4 C4 X4C4

Receive Failure to Retransmit Timeout Packet X5 C5 X5C5

The Remaining Packets in the Queue After the End X6 C6 X6C6

The offline learning can be represented by a mathematical model. t, T , y and
X represent the simulation time, the simulation time consumption, the number
of events corresponding to t, and the number of data packets corresponding to
t, respectively, others are shown in Table 2.

In the IEEE 802.11ax simulation system, when the simulation time is t, X
is shown in Eq. (8), and y is shown in Eq. (9).

X = X1 + X2 + X3 + X4 + X5 + X6

= f1 (t) + f2 (t) + f3 (t) + f4 (t) + f5 (t) + f6 (t)
(8)

y = C1X1 + C2X2 + C3X3 + C4X4 + C5X5 + C6X6 = g (f (t)) (9)

T = h (y) = h (g (f (t))) (10)
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T can be calculated by Eq. (10), and the relationship between T and t is
very complicated. Therefore, in this paper, a large amount of data is obtained
by simulating the 802.11ax simulation system, and the data is fitted to obtain
the relationship between T and t, that is, the time consumption factor, denoted
by u.

Table 3. Simulation Parameter Table

Simulation Parameters Parameters

Traffic Type-Topology CBR-DL-1AP1STA

CBR-DL-6AP3STA

Possion-DL-1AP3STA

Simulation Time 10 s

Traffic Rate 1e8(5 s)–1e3(5 s)

Packet Size 1500bits

Bandwidth 20M

MCS Value 9

Fig. 2. Different Traffic-Topology Time Consumption Factor Result

A large number of results were obtained through simulation under the simula-
tion parameters shown in Table 3, and the time consumption factor was obtained
by fitting the results. Figure 2 shows the time consumption factor results for dif-
ferent traffic rates and different topologies.
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4 Non-uniform Time Slice Parallel Simulation Algorithm
Based on Offline Learning

Based on Sect. 3, this section proposes a non-uniform time slice parallel simula-
tion algorithm based on offline learning. The inputs of the algorithm include the
rate of each traffic, the simulation time of each traffic rate, the time consump-
tion factor, the simulation time consumption threshold, and the total number of
processes in the process pool. The output is the simulation time consumption.
Firstly, the estimated simulation time of all services is calculated according to
the time consumption factor. Then the number of processes required to com-
plete the simulation task within the simulation time consumption threshold and
the corresponding simulation time consumption of each process are calculated.
Finally, the simulation time required for each process is calculated in reverse.
The algorithm can not only complete the simulation task with the least pro-
cess within the simulation time consumption threshold but also ensures the load
balance of the process.

The pseudo-code of the algorithm is as follows:

Algorithm 1: NUTSD Algorithm
input : Tacffic Rate TRi and Simulation Time of Each Rate ti and Time

consumption Factor ui and Simulation Time consumption Threshold
Tthreshold and Total Number of Processes Ptotal

output: Simulation Time consumption T

Begin
foreach TRi do Ttotal+=ui·ti;
Calculation of Simulation Time Consumption for All Traffic

Pneed =
⌈

Ttotal
Tthreshold

⌉

Calculate the number of processes required to complete the simulation within
the simulation time consumption threshold

Ptim e = Ttota l/Pneed

Calculating simulation time consumption for each process
foreach i < Pneed do CalculateSimulationtime();
Calculate the simulation time for each process
if Pneed <= Ptotal then StartSimulation();
Start Simulation
else Print(”Insufficient idle processes”);
End

5 Simulation

5.1 Simulation Environment and Parameter Settings

This paper is implemented and verified on the IEEE 802.11ax simulation plat-
form [13] of our laboratory. The main simulation verification parameters are
shown in Table 4.
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Table 4. Simulation Parameter Table

Simulation Parameters Parameters

Traffic Type-Topology CBR-DL-1AP1STA

CBR-DL-6AP3STA

Possion-DL-1AP3STA

Traffic Rate 1e8(5s)–1e3(5s)

Packet Size 1500bits

Bandwidth 20M

MCS Value 9

OFDMA Open

5.2 Simulation Results and Analysis

Figure 3(a) shows the results of the serial simulation, uniform divided and non-
uniform divided simulation time consumption changes with preset simulation
time consumption thresholds in the downlink simulation verification environment
of CBR traffic under 1AP1STA topology. Figure 3(b) is the serial simulation,
uniformly divided and non-uniformly divided throughputs vary with the preset
simulation time consumption threshold, and the packet loss rate is consistent
with serial simulation.

(a) CBR-1ap1sta Simulation Time Con-
sumption Comparison Result

(b) CBR-1ap1sta Throughput Compari-
son Result

Fig. 3. CBR-1ap1sta Comparison Result
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(a) CBR-3ap6sta Simulation Time Con-
sumption Comparison Result

(b) CBR-3ap6sta Throughput Compari-
son Result

Fig. 4. CBR-3ap6sta Comparison Result

Figure 4(a) shows the results of the serial simulation, uniform division, and
non-uniform division simulation time consumption changes with the preset sim-
ulation time consumption threshold in the downlink simulation verification envi-
ronment of the CBR traffic under the 3AP6STA topology. Figure 4(b) shows the
serial simulation, uniformly divided and non-uniformly divided throughputs vary
with the preset simulation time consumption threshold, and the packet loss rate
is consistent with serial simulation.

(a) Possion-1ap3sta Simulation Time
Consumption Comparison Result

(b) Possion-1ap3sta Throughput Com-
parison Result

Fig. 5. Possion-1ap3sta Comparison Result

Figure 5(a) shows the results of the serial simulation, uniform division, and
non-uniform division simulation time consumption changes with the preset sim-
ulation time consumption threshold in the downlink simulation verification envi-
ronment of the poisson traffic under the 1AP3STA topology. Figure 5(b) shows
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the serial simulation, uniformly divided and non-uniformly divided throughputs
vary with the preset simulation time consumption threshold, and the packet loss
rate is consistent with serial simulation.

From the above three sets of simulation results, it can be seen that for differ-
ent traffic rates and different topologies, the simulation task which was proposed
in Sect. 2.2 can be solved within the time consumption threshold through the
time consumption factor and NUTSD algorithm. The throughput and packet loss
rate are consistent with serial simulation. Compared with serial simulation and
uniform time slice parallel simulation, non-uniform time slice parallel simulation
can greatly reduce the simulation time consumption.

6 Conclusion

To solve the time consumption problem of traditional serial simulation in WLAN,
this paper proposes a parallel simulation method based on offline learning with
non-uniform time slice division. Through the modeling and analysis of the prob-
lem and the implementation of the NUTSD algorithm, the simulation verification
is carried out on the IEEE 802.11ax simulation platform. The results show that
the method can effectively reduce the simulation time consumption, and has a
strong application prospect and value in WLAN simulation.
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Abstract. At present, there are some problems in the mechnism of guar-
antee for the delay of uplink service in IEEE 802.11, 1) Many studies
have optimized the expectation of delay of random access, but cannot
privide deterministic guarantee of delay. 2) Scheduling access can effiec-
tively provides guarantee for the performance of the delay of service,
but there are some very urgent packets that cannot tolerate the wait-
ing time required by scheduling. 3) There are few studies that consider
optimal the delay of both scheduling and random access. To solve these
problems, this paper proposes a joint optimization method of scheduling
and random access, based on the idea of minimum access bandwidth in
the theory of particle access and the corresponding access strategy: EDF
(Early Deadline First). As a result, the packets created by scheduling
users are in the minimum access bandwidth range at each time, and
the idle time-frequency resources are distributed as evenly as possible
in time. Therefore, the probability of collision between random access
users and the resulting long waiting time can be reduced. The simu-
lation results show that under the condition of moderate total traffic,
the joint optimization method proposed in this paper can significantly
reduce the access delay of random users on the premise of ensuring the
delay requirements of scheduling users. The research result of this paper
provides a new idea for further optimizing the delay of the scheduling
and random users.

Keywords: Particle access · IEEE 802.11ax · Joint optimization of
scheduling and random access · Guarantee of delay

1 Introduce

In recent years, with the rapid development of intelligent applications, the num-
ber of nodes in the network continues to expand, and users are more and more
sensitive to the delay of wireless communication. However, the traditional access
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method of WiFi is CSMA/CA, which will cause a lot of collisions when there
are a large number of nodes or a large amount of traffic. It will make the delay
impossible to guarantee. Therefore, it is necessary to design a MAC protocol
that can guarantee the requirement of delay. The research on service delay is
mainly divided into two aspects, namely, optimizing random access and opti-
mizing scheduling access. Both scheduling and random access, when scheduling
access, AP allocates RU to STAs by sending Trigger Frame (TF); when random
access, STA performs random access through Uplink-OFDMA Random Access
(UORA). The main content of the research on optimizing random access is to
optimize the delay through reservation, adaptive adjustment of parameters and
other methods on the basis of the traditional CSMA/CA of IEEE 802.11. In
[1], a Probabilistic Complementary Transmission Scheme (PCTS) is proposed to
allow nodes to perform backoff retransmission with a certain probability after
transmission failure to alleviate the retransmission delay and reduce unneces-
sary backoff window expansion. Reference [2] proposes a Multi-dimensional Busy
Tone Arbitration (MBTA) mechanism, the arbitration phase is added before the
node sends in UORA, which greatly reduces the probability of collision. Ref-
erences [3,4] use NOMA and beamforming mechanisms respectively to achieve
simultaneous transmission by multiple STAs on the same RU to reduce colli-
sions. However, the optimization of random access is still full of uncertainty and
cannot provide a deterministic guarantee for delay.

The core idea of optimal scheduling access is to use AP to reasonably sched-
ule the associated nodes to avoid collisions and meet the requirements of QoS
for data packets. References [5,6] make adjustments on the basis of traditional
polling to achieve guarantee of delay, Reference [5] analyzed the uplink delay
performance of HCCA, and proposed a method to adaptively adjust the time
of TXOP and other stages to ensure the delay. Reference [6] proposes that
before data polling, an additional round of information transmission is added
to report whether each node has packets to send, and nodes without packets will
be skipped during data polling. Reference [7] also adopts the idea of separation of
contral information and data transmission, based on the BSR of IEEE 802.11ax,
it designs a buffer reporting technology that transmits information and data in
two segments. Cooperating with the energy-saving mechanism it can improve
efficiency. Reference [8] proposed a fair scheduling algorithm based on the Hun-
garian algorithm to solve the resource allocation problem of various real-time
services in the context of LTE. Reference [9] uses the LTE scheduler to adapt to
IEEE 802.11ax and uses the Hungarian algorithm to perform a thorough search
with the utility function to get the best RU configuration. Optimized schedul-
ing access can effectively guarantee the delay of general services, however some
services’ delay requirements are very strict, and the delay brought by scheduling
cannot be tolerated, so it is more suitable to use random access to shorten the
delay of access.

In the actual scenario, random access and scheduling access must exist at the
same time. So these two aspects need to be considered at the same time when
designing the MAC protocol for the guarantee of delay. References [10] and [2]
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research from the perspective of user selection of sending methods. Reference
[10] studies the optimal distribution ratio of nodes choosing random access and
scheduling access in the system to maximize the total throughput. Reference [2]
found that random access is more suitable for short frames, and scheduled access
is more suitable for long frames, so the optimal frame duration boundary can be
calculated, and the DAMS algorithm is then proposed to let the AP estimate the
optimal boundary, and send it to STAs to help select optimal method of access.
References [11] studies from the perspective of AP scheduling, it proposes the
concept of access capacity entropy, and designs a greedy algorithm Hybrid Access
Strategy (HAS), which allocates RU to the user with the largest capacity entropy,
However, it only considers throughput maximization and does not consider the
guarantee of delay.

Based on the idea of particle access, this paper granulates the uplink service
flow into information particles. and proposed a scheduling algorithm based on
EDF. It can minimize the access bandwidth of the scheduled users and reduce
the random access delay at the same time, and it is called the joint optimization
algorithm of scheduling and random access. Then, with the OFDMA technol-
ogy of IEEE 802.11ax, TF is used to complete the scheduling of subsequent T
ms time-frequency resources. The joint optimization algorithm proposed in this
paper minimizes the peak access bandwidth under the condition of meeting the
requirements of delay for the scheduling user. In this way, more sufficient band-
width resources are provided to random access packets at each time, so as to
meet the requirements of delay for two types of access services (scheduling access
and random access) to the limit.

2 Main Idea

Fig. 1. Schematic diagram of the core idea of a joint optimization method for scheduling
and random access based on the idea of particle access based on IEEE 802.11ax

As shown in Fig. 1, the core idea of this paper is based on the idea of particle
access, including the flow model based on the information particle, the minimum
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bandwidth of particle access and its corresponding EDF access strategy. The core
idea of this paper can be divided into the following parts:

1. Apply the model of particle access to granulate the uplink service flow into
information particles. The end-to-end service flow can be modeled as a group
of information particles, in which each information particle is a packet with
the attributes of carrying information, creation time and deadline.

2. AP uses the TF to schedule the time-frequency space in the Tms after that,
and uses the EDF strategy that can achieve the minimum access bandwidth
with the idea of patticle access, so that the bandwidth occupied by the
scheduling users is averaged as much as possible in time. Thus, this strat-
egy reserves as much bandwidth resources as possible for random users to
compete for access at each time.

3. The random user arrives randomly in the time domain and uses UORA for
access [13], that is, the random user generates a random integer within the
backoff window. If the positive number is less than the number of idle RUs,
it randomly selects a RU for access. Else, the number of idle RUs will be
subtracted from the backoff value. If two random users choose the same RU
at the same time, it means a collision occuring, the backoff window of both
nodes need to be doubled, and the random backoff value is regenerated, and
the backoff starts.

3 Introduction to the Theory of Particle Access

In this section, the definitions of information particles, the group of information
particles and their attrubutes are given. The sorting operation in the group of
information particles is given. The reachable access bandwidth and the minimum
reachable access bandwidth are defined. And a theorem proved that EDF is an
access transmission strategy that can achieve the minimum accessible access
bandwidth is given (the specific proof analysis can be found in Reference [12]).

Definition 1. Information Particle: Information blocks to be transmitted with
specific basic properties (including: carrying capacity Ii, initial time tb,i, deadline
te,i, etc.) are called information particles,which are used nito identify. The fol-
lowing are its main attributes: Its effective survival interval is Di = [tb,i, te,i](this
paper only considers the particles that have arrived, that is, tb,i = 0), The length
of time covered TDi

is the effective life span of the particle, that is TDi
= te,i−tb,i.

The instantaneous transmission rate of the information particle at time t is
recorded as ri(t), If ni completes transmission within time interval Di, it is
called effiective transmission.

Definition 2. the Group of Information Particles: A non empty set containing
N(≥ 1)meaningful information particles, recorded as Q. Its carrying capacity is
the sum of the carrying capacity of all information particles contained,that is
IQ =

∑
i∈Q Ii. Effective survival space DQ of Q is the union of the effective

survival intervals of all its information particles, that is DQ =
⋃

i∈Q Di, and the
total length of time covered TDQ

is the effective survival span of Q.
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Definition 3. Ascending sort operation OpInc(Q) to the group of information
particles Q: As given group of information particles Q, sort the information
particles from small to large according to the their deadline, and give the ith
information particle a serial number of “i”, (its deadline is te,i)

Definition 4. Reachable Access Bandwidth Bre,Q of the Information Particles
Q: If there is a transmission strategy that can make all information particles
in Qtransmit effectively, and the total instantaneous transmission rate meets∑

i∈Q ri(t) ≤ Bre,Q, (Bre,Q > 0, t ∈ DQ), Then the access bandwidth Bre,Q is
reachable for Q.

Definition 5. Minimun Reachable Bandwidth Bmin
re,Q of the Group of Informa-

tion Particles Q: the minimum value among all reachable access bandwidths
within the effective survival space DQ of the group of information particles Q.

Theorem 1. As for given group of information particles Q, using EDF strategy
can achieve effective transmission under the minimum access bandwidth.

This theorem gives the requirements of minimum bandwidth to send the entire
group of information particles effectively, and the EDF strategy just meet all
requirements, that is, it proves that EDF strategy can effectively send the whole
group of information particles under the minimum reachable access bandwidth
(refer to [12] Lemma 2 for a detail proof).

Lemma 1. In the case of adopting the EDF transmission strategy, as the infor-
mation particles are transmitted, the required minimum reachable access band-
width will decrease or remain unchanged.

This lemma gives the variation of the minimum reachable access bandwidth of
a given group of information particles under the EDF transmission strategy.
According to this lemma, this paper designs a scheduling algorithm to main-
tain the bandwidth occupied by information particles with the minimum access
bandwidth at every moment. (refer to [12] Corollary 5 of Theorem 4 for a detail
proof)

4 Joint Optimization Method of Scheduling and Random
Access Based on the Idea of Particle Access

In this section, an access method based on the idea of particle, which is called the
joint optimization algorithm of scheduling and random access. It realizes that
the bandwidth occupied by the group of information particles of scheduling usrs
is down to minimum access bandwidth at every time. The detailed algorithm
flow of this method will be introduced below.

As shown in Fig. 2, the AP accesses the channel and enters the preparation
phase. Firstly, AP obtains the transmission buffer information of the associated
STAs through the technology of BSR, and obtains the deadline and carrying
information of each packet which is ready to send in each STA. Then AP maps
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Fig. 2. Flowchart of joint optimization method of scheduling

the information of transmission buffers to the information particles of BSR with
the attributes of carrying information and deadline. Finaly, AP adds these infor-
mation particles of BSR to the EDF queue. At the same time, AP create a empty
matrix(number of time slice · number of RU) of RU resource allocation. At this
point, the AP perparation stage is over and the scheduling phase begins.

In the scheduling phase, the AP needs to allocate RU to the information
particles of BSR in the EDF queue. When the EDF queue is not empty, the AP
will get the information particle of BSR from the head of EDF queue. That is,
this particle’s deadline is the closest among the EDF queue. And then AP will
exclude time slices that can not be accessed(including: the time slice is beyond
the deadline of the information particle, the RU resources in the time slice are
fully occupied, the source STA of this information particle has reached the limit
of access ability). If there are still time slice available, then select the time slice,
where RU occupies the least, and choose an idle RU to access. That is, fill
this information particles of BSR into the matrix of RU resource allocation; If
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Algorithm 1 . Joint Optimization Scheduling Algorithm Based on Particle
Theory
Input: List of BSR information received by AP
Output: Matrix of RU resource allocation
Begin proceduce

1: Map BSR information into BSR information particles (Definition 1)
2: Put BSR information particles into BSR queue to form QBSR, and perform the

operation Opinc(QBSR)(Definition 3)
3: AP access the channel and creates an empty matrix of RU resource allocation
4: while QBSR is not empty do
5: CurrentPacket ⇐ QBSR.poll(), ThisSlice ⇐ The first Time slice
6: AssignedT imeSlice ⇐ NULL
7: Current minimum Ru usage minRUnum = RUnum

8: while ThisSlice is not the last time slice do
9: if CurrentPacket.ddl > ThisSlice.endT ime then

10: if AssignedT imeSlice is NULL then
11: CurrentPacket dropped
12: end if
13: break
14: end if
15: if CurrentPacket.fromNode reach the max access ability in ThisSlice then
16: continue
17: end if
18: if minRUnum > ThisSlice.usedRU then
19: AssignedT imeSlice ⇐ ThisSlice
20: end if
21: end while
22: Fill in the BSR information in the corresponding position in the matrix of RU

resource allocation
23: ThisSlice ⇐ next time slice
24: end while

End proceduce

there is no time slice left, it is determined whether the last time slice is within its
deadline. If it is, it means it has a chance to wait for the next TF to schedule, else,
the information particle must be unable to effectively send, it will be discarded.
After completing the traversal of all information particles in the EDF queue, the
TF schedules according to the matrix of RU reasource allocation. At this point
the AP schedululing phase ends, the specific algorithm is detailed in Algorithm
1, and the random access phase begins.

In random access phase, the packets arrival rule of random users satisfies
the Poisson distribution. Random users will select a time slice with idle RU to
access when they have packet need to be sent. If an RU is selected by one node,
the access is successful; else, it is regared as collision. If the collision happens in
more than half of RU after a node access, its backoff window will be doubled.
Otherwise, the backoff window will remain the same for rebackoff and access.
The detail algorithm can be found in Algorithm 2.
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Algorithm 2. Joint optimization random access algorithm
Input: a random user access
Output: RU access
Begin proceduce

1: random user access the channel and create a random backoff value OBO ∈
[0, OCWmin]

2: ThisSlice ⇐ next time slice recently
3: if OBO ≤ ThisSlice.remainRUnum then
4: select R STA.MaxAccessNum idle RUs randomly for access
5: else
6: OBO ⇐ OBO − ThisSlice.remainRUnum

7: end if
8: if The number of RUs also selected by other R STAs <

R STA.MaxAccessNum/2 then
9: this random user access success

10: R STA.collisionNum = 0
11: goto line 1
12: else
13: collision occupies
14: R STA.collisionNum + +
15: if R STA.collisionNum == MaxCollisionNum then
16: currentPacket dropped, and goto line 1
17: else
18: OCW ⇐ 2OCW , and recreate a random backoff value OBO ∈ [0, OCW ]
19: end if
20: end if

End proceduce

5 Simulation Verification

This section will introduce the simulation scenarios, related parameters, the
simulation group scheme and the comparision group scheme. Finally it give the
comparison of performance of following parameters: the average delay of the two
groups of schemes in the simulation scenario (the average time taken from the
creation of all sending packets to the completion of sending), the throughput
(successful transmission per unit time) and the packet loss rate (packet loss: the
number of random user collisions reaches the upper limit, and the scheduling
user has not been allocated resources until the deadline).

5.1 Introduction to Simulation Platform

This paper uses C++ to build a simulation platform to simulate the uplink
scenario. As shown in Fig. 3, in this paper the system is considered as single AP
scenario, and there are n STAs associated with AP, among which there are ns
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S-STAs who uses scheduled access with the intensity of its service flow is λs, and
there are nr R-STAs who uses random access with the intensity of its service
flow is λr.

In the IEEE 802.11ax environment, when the AP schedules the uplink service,
STAs need to report the information of their transmission buffer through the
BSR in advance, and then AP sends a TF to allocate the RU resource to the
node. In this paper, the process of BSR is not the focus of consideration, so it
is incorporated into the duration of TF.

Fig. 3. Schematic diagram of joint access simulation scenario

As shown in Fig. 3, in this paper, the time-frequency resources scheduled by
the AP to send TF are divided into m time slices, the length of each time slice
(0.8 ms) and the interval between two time slice (16 µs). In addition, this paper
limits the maximum RU that a S-STA can access in a single time slice, that is,
the node access capacity. The specific simulation platform parameters are shown
in Table 1.



Joint Optimization Method for Scheduling and Random Access 181

Table 1. Table of simulation parameters.

Parameter Name Value

number of timeslices 50

number of RUs 8

bandwidth of channel(MHz) 20

number of random users 5

number of scheduling users 8

random user traffic vs. scheduled user traffic 1:9

the ability of node access 1

length of a packet(bit) 2000

delay tolerance of packets(ms) 100

OCWmin 8

maximum retransmission times of random users 6

simulation duration(ms) 10000

5.2 Introduction to the Simulation Scheme

Fig. 4. Flowchart of joint optimization method of scheduling

As shown in Fig. 4, in the simulation scheme of this paper, the AP uses the
scheduling access algorithm in the joint optimization method for scheduling and
random access to allocate RU resources to the nodes that have reported the
BSR. Then the AP sends TF to schedule the corresponding nodes to send in
the allocated RU, so that the peak access bandwidth is minimized. In addition,
the production packets of random users are completely random in time. Their
packets select the nearest idle time slice, and use the UORA method to compete
for access to the channel. If a collision occurs with two nodes, their OCWs will
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be doubled. And these nodes will join the competition of the UORA in the next
idle time slice. random access packets will be dropped after their collision times
reachs the maximum.

5.3 Introduction to the Comparision Scheme

Fig. 5. Flowchart of joint optimization method of scheduling

As shown in Fig. 5, the comparison scheme adopts the currently commonly used
scheduling algorithm, and arranges the nodes that have reported BSR in the
time slice after TF in turn. The strategy of random users is the same as the
simulation scenario.

5.4 Analysis of Simulation Results

(a) scheduling access users (b) random access users

Fig. 6. Figure of relationship between average delay and total traffic
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As shown in Fig. 6, when the total traffic is small, the delay performance of the
two methods is similar. The reason is that when the traffic is low, the random
users who need to access in each time slice and the RU occupied by the scheduling
users when accessing are less. Therefore, both methods can ensure the delay of
random users. However, some scheduling users are allocated to a later time slice
due to the minimum access bandwidth requirements of the scheduling algorithm,
so the delay of scheduling users is larger. However, with the increase of user
traffic, compared with the traditional scheduling first algorithm, random users
gradually increase after the total traffic exceeds 8mbps. The joint optimization
method can keep the random user delay at a very low level while ensuring the
requirement for delay of scheduling users until the total traffic exceeds 14mbps.
It can be seen that the joint optimization method can effectively ensure the
service delay. As the traffic continues to increase, both scheduling schemes will
make all RUs occupied by scheduling users’ packets. Therefore, when the traffic
is large enough, the performance of the two schemes will be close again.

(a) scheduling access users (b) random access users

Fig. 7. Figure of relationship between throughput and total traffic

As shown in Fig. 7, the scheduling user throughput performance of the two
schemes is completely consistent. As for the random user performance, the
throughput performance of the two schemes is similar when the total traffic
is small or large. The reason for this phenomenon has been shown in the delay
performance analysis. When the total traffic is in the range of 8–17 mbps, the
Ru of the comparison scheme is concentrated in the later time slice, and a large
number of random users compete in the same time slice. It leads to a high
collision probability, which makes the channel utilization low. On the contrary,
the experimental scheme makes the Ru distribution as average as possible in
time, and it matches the distribution pattern of random users. As a result, the
competition is more dispersed in the experimental scheme, which reduces the
probability of collision, and thus produces better performance of throughput.

As shown in Fig. 8, the performance analysis of packet loss rate and through-
put is similar. Both schemes can fully meet the needs of scheduling users without
packet loss. For random users, when the total traffic is large or small, the per-
formance of the two schemes is similar. When the total traffic is in the range
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(a) scheduling access users (b) random access users

Fig. 8. Figure of relationship between throughput and total traffic

of 5–17mbps, referring to the performance analysis of throughput, due to the
different distribution of idle Ru in time of the two schemes, the collision prob-
ability of the experimental scheme is less than that of the comparative scheme,
so the packet loss rate is also better than that of the comparative scheme.

6 Conclusion

This paper proposes a joint optimization method of scheduling and random
access based on the idea of particleization. The core idea of this method is to
use the theory of particle access to granulate the uplink service flow, and then
use an EDF strategy to keep the access bandwidth of the scheduled users always
in the minimum access bandwidth, so that the distribution of idle bandwidth
is averaged over time, in this way, the probability of collision and waiting time
of random user access can be reduced. For random users, the UORA method of
IEEE 802.11ax can still be used for random access. The simulation results show
that when the traffic flow is suitable, the joint optimization method proposed
in this paper can significantly reduce the access delay of random users on the
premise of guarantee the requirements for delay of scheduling users. The work
in this paper only considers the optimization of uplink hybrid access (scheduling
and random access). In the future, we will further study the uplink and downlink
access methods based on the idea of particle access to guarantee the requirements
for the latency performance of various services.
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Abstract. Aiming at the problem that the service quality of audio and
video, large file transmission and other services is difficult to guaran-
tee in the home Wireless Fidelity (WiFi) network, this paper proposes
a two-level adaptive resource allocation algorithm for quality of service
guarantee (TRAQ), which can effectively avoid the starvation of large
file transmission, to improve the success rate of audio and video ser-
vice establishment and the fairness of multiple large file transmissions.
Firstly, the quality-of-service guarantee problem of audio and video,
large file transmission is modeled as the resource allocation problem in
the scheduling period, with the goal of minimizing the Gini coefficient
of multiple large file transmission rates and the constraint of ensuring
the average transmission rate of all large files and the call loss rate of
audio and video. Then, the arrival and service process of audio and video
services is modeled as a M/M/m/m queuing model, and the first-level
resource allocation ratio between the audio and video services and the
large files services is obtained. Secondly, the second-level resource allo-
cation ratio minimizing the Gini coefficient of large file transmission ser-
vices is derived. Finally, the simulation results show that the proposed
TRAQ not only balances the service requirements between the two types
of services, but also achieves a certain transmission fairness within the
large file transmission services.

Keywords: Home WiFi Network · TRAQ · Call Loss Rate · Services
Starved

1 Introduction

In recent years, Wireless Local Area Network (WLAN) has penetrated into all
aspects of life. Institute of Electrical and Electronics Engineers (IEEE) 802.11
WLAN is one of the most deployed wireless networks, and it has developed to
IEEE 802.11 ax [2]. In the home network, this wireless network is also the most
common one. In the current home WiFi network, there are various of network
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services, such as video, games, file transfer, etc. They can be divided into two
categories according to their characteristics, namely audio and video services and
large file transfer services. Among them, the characteristics of audio and video
services are that the data transmission bandwidth needs to be guaranteed within
a certain period of time. As for the large file transmission services, although they
can tolerate the transmission for a period of time, they still need to ensure the
transmission rates. Although 802.11 has proposed a scheduling access transmis-
sion mode, which characterized by the overall planning of the central control
node. But it does not consider the fact that large file transfer services’ transmis-
sion drops sharply and starves to death as the equipment becomes denser, and
the traffic gradually increases.

The current research and related works on scheduling and transmission in
802.11 are as follows. Reference [3] proposed a utility optimization algorithm
based on resource migration for the lack of efficient resource allocation methods
for scheduling and random hybrid access with IEEE 802.11ax in a single-cell
environment. Reference [4–8] analyzed the throughput and other performance
of IEEE 802.11 wireless network scenarios in random access mode. Reference [9]
designed an enhanced wait-for-select access method based on the access point
(AP) scheduling-based framework of the IEEE 802.11ax draft. In reference [10],
aiming at the related problems of uplink scheduling in IEEE 802.11ax, it opti-
mized the research method in traditional cellular network and integrated it with
the resource allocation of 802.11ax. In order to maximize the uplink transmission
throughput, reference [11] combined the uplink transmission demand reporting
and the uplink scheduling data transmission, and proposed a related maximiza-
tion algorithm. References [12–14] studied the related technologies of hybrid
access with coexistence of scheduled access and random access in the case of
IEEE 802.11ax and 5G.

At present, there are still some problems related to scheduling access in IEEE
802.11ax. The problems to be solved are: 1. Various types of services have differ-
ent characteristics, and there is no distinction between access services. Therefore,
the current resource allocation plan is not targeted for different types of services.
2. There is also an unfair problem between multiple large file transfers. Because
different services have different arrival times, varied sizes of files to be trans-
ferred, and relative priorities. So the bandwidth allocation between different file
transfers is also a very important part.

Aiming at the above problems, this paper proposes a two-level adaptive
resource allocation algorithm for quality of service guarantee. This algorithm
effectively solves the problem that the completion time of large file transmission
services cannot be guaranteed with the increase of audio and video services. This
paper’s core contributions are as follows: 1. The service guarantee problem of
each service in the home WiFi network is modeled as the resource allocation
problem in the scheduling period in IEEE 802.11ax. 2. A two-level resource allo-
cation algorithm is proposed. The first level optimizes the ratio between audio
and video services and large file transmission services, and the second level makes
the allocation between large file services fairer. 3. The two-level resource allo-
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cation algorithm is simulated and verified. The results show that the first-level
resource allocation algorithm can effectively prevent large file transmission ser-
vices from being starved to death, and can ensure the access congestion proba-
bility of audio and video services. And the second-level resource allocation algo-
rithm has balanced transmission fairness between the various services of large
file transmission services.

The structure of the remaining chapters of this paper is arranged as fol-
lows. In the second section the composition of the network is first introduced,
and the system model of scheduling and transmission under the IEEE 802.11ax
architecture is established. In the third Section, a two-level resource allocation
algorithm is introduced. Section 4 carries out simulation verification and perfor-
mance analysis of the proposed two-level resource allocation method. The fifth
Section summarizes the full text.

2 System Overview

2.1 Home WiFi Networks

In a wireless home WiFi network, there is often only one router, namely the
AP, which is an integral part of the entire network. It is not only responsible for
forwarding data, but also needs to download data from the supplier and deliver
it to the device according to the needs of the device. Figure 1 shows a basic
wireless home WiFi network.

Fig. 1. Home WiFi network

Each wireless devices in the home network sends or receives numerous services
through the AP. Currently, according to the characteristics, in the scheduling
stage, there are two categories, audio and video services and large file transmis-
sion services. Here, the audio and video services is set as a type A service flow,
and the large file transmission services is set as a type B service flow. Obviously,
type A services need to guarantee their transmission bandwidth. They often have
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an apply bandwidth to indicate the size of the application. If the AP agrees, it
must meet the apply bandwidth size, and reserve the corresponding bandwidth
resources on the time-frequency. The type B services does not have such a rigid
requirement, and its priority is lower than the type A service. For example, when
the device version is updated, the size of the update file is generally above several
hundred MBytes.

At present, there are NA type A services and NB type B services in the
network with the total amount of resources D, all of which are single-hop services.
The network channel is ideal, that is, there is no hidden terminal. There is only
one AP in the network, and other nodes are called stations (STAs). The services
of these STAs are all uplink services. The apply bandwidth of the type A service
flow is W , the duration is μ. The size of the packet that needs to be transmitted
for the type B service is SB . The arrivals of the two types of service flows obey
the Poisson distribution, and their mean values are λA and λB respectively. At
the same time, the priority of type A is higher than that of type B, so with the
addition of type A service flow, the resources transmitted by type B service flow
will be compressed step by step until starved to death.

Factors such as different arrival times, data sizes, and priorities of type B
services will also lead to greatly different completion times of type B services.
According to this parameters, a Gini coefficient G will be used to represent the
fairness between the type B service transmissions.

2.2 Transmission Mode of IEEE 802.11ax

With the development of IEEE 802.11, the related content of the 802.11ax pro-
tocol has been increasingly improved in recent years. Its representative innova-
tive technology is that IEEE 802.11ax comprehensively enhances the multi-user
medium access control (MAC) at the MAC layer. Figure 2 is the architecture of
802.11ax new technologies.

In WLAN, from the perspective of MAC, the current access methods are two
types, including scheduling access and random access. In this paper, the access
mode is the scheduling access. The scheduling access is that the central control
node coordinates the overall situation, controls the access of all subordinate
STAs, and allocates resources to the services that agree to access.

With the arrival of services, the AP performs resource scheduling and allo-
cation according to the collected uplink transmission requirements of STAs. For
type A service, if the current network resources are still free enough, it will be
allowed to transmit data. As for the type B service, it can only use the remaining
idle resources for transmission. Therefore, as the service flow increases gradually,
the resources obtained by the type B service under the scheduling access are very
scarce, the transmission rate RB cannot be guaranteed, and the completion time
becomes indefinite.

Since network resources are limited, and each type A service requires a certain
bandwidth. The network resources are divided, and only m type A services can
be accessed at the same time. Therefore, the subsequent access of type A will
also be rejected due to insufficient resource allocation. The proportion of type
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A service that is denied access within a period of time is the call loss rate, that
is, the congestion probability HA. In this period, the proportion of resources
occupied by the type A service is the type A channel utilization rate η.

2.3 Modeling Analysis

According to the analysis in the previous two sections, it is modeled as the
resource allocation problem in the scheduling phase in IEEE 802.11ax to analyze
and solve it.

The AP notifies each STA of the allocation result of each service in the next
period of time in the form of a super frame. With the arrival of type A services,
there are nA services and nB type B services that need to be scheduled and allo-
cated. According to the priority and the arrival time, resources are allocated to
the type A services in sequence. If there is still free time after the allocation, the
remaining resources are allocated to the type B services. Figure 3 is a schematic
diagram of resource allocation within a super frame in this case.

At this time, the channel utilization rate of type A service can be obtained
η = nA×W

D , (nA < m), the average transmission rate of type B service RB =
(1−η)×D

nB
.

Obviously, when a large number of type A services are accessed, the trans-
mission rate of type B services tends to 0, which leads to the phenomenon of
starvation.

The expression of the Gini coefficient G is designed according to its allocation
ratio Xi in the remaining resources and the remaining packet size Si, as well as
the priority rij between each type B according to the priority:

G =

∑N
i,j rij |ki − kj |

∑N
i,j rij(ki + kj)

(1)
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Fig. 3. Resource allocation

The sequence rij represents the difference in priority of the two types of B
services. The priority of type B services is divided into four categories: 0, 1, 2,
and 3. The smaller the value, the higher the priority. Its sequence is expressed
as the following formula:

rij =

{
0, i = j

|priorityi−priorityj |
3 , i �= j

(2)

Among them, ki represents the time when the ith type B service flow is in
this segment of resource Y and the remaining data is sent. Its expression is:

ki =
Si

Y × Xi
(3)

The value of Gini coefficient is the goal of algorithm design, G is as low as
possible under the condition of ensuring RB and HA. As follows, where SETmax,
SETmin are the maximum value of blocking probability and the minimum value
of type B transmission rate respectively:

min G =

∑N
i,j rij |ki − kj |

∑N
i,j rij (ki + kj)

, (i = 0, 1, 2 · · · nB , j = 0, 1, 2 · · · nB) (4)

s.t. HA ≤ SETmax

RB ≥ SETmin
. (5)

3 Algorithm

3.1 Algorithm Overview

In the second section, we introduced the model of allocating the service under
802.11ax scheduling access. At the same time, it is found that with the gradual
increase of type A services, RB is decreasing, and the phenomenon of starvation
occurs.
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In order to guarantee RB, this section proposes a two-level adaptive resource
allocation algorithm. In response to the different characteristics and different
quality requirements, the first-level algorithm adds the allocation ratio of type
A services and type B services in the super frame, effectively solves the starvation
problem of type B services. The second-level is to reasonably allocate the total
resources of type B according to the parameters such as priority and packet size,
so that G is as small as possible. The two-level resource allocation algorithm
effectively not only solves the problem of starvation of type B services, but also
makes each type B service as fair as possible. It effectively balances the service
requirements between type AB services and improves the overall service quality
of the network.

3.2 First-Level Algorithm

As can be seen from the above, because the network has the maximum available
bandwidth D, the service flow will be scheduled according to the access time.
And each accessed service flow will occupy a certain bandwidth W. In terms of
the two types of services flow, the occupied size of type A service is determined
according to W, while type B services share the remaining idle resources. When
the network is busy, it will reject subsequent service flows that want to access.
Therefore, the system can be regarded as M/M/m/m queuing system [1], which
is a call loss system.

The idea of the first-level algorithm is to change the resource m that provides
services for type A and free up space to allocate resources for type B. This algo-
rithm can not only meet the hard transmission requirements of type A services,
but also enable type B services to be transmitted as much as possible, to reach
a balance. Next, we will analyze the performance of the queuing system without
modifying the m value.

Since the network resources only support the access of m type A service
flows at most. The state probability p of the current number of type A service
services in the network can be calculated. First, the state transition diagram of
the M/M/m/m system can be represented as Fig. 4.

Fig. 4. State transition diagram
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We can write the equilibrium equation for this state transition graph.
{

λApn−1 = nμpn, n = 0, 1, · · · ,m

pn = p0

(
λA

μ

)n
1
n! , n = 0, 1, · · · ,m

(6)

In this way, the congestion probability HA is the probability that the subse-
quent type A access is rejected, that is, the probability that the access type A
service flow is equal to m.

HA = pm =
(

λA
μ )

m

m!

∑m
n=0

(
λA
μ )

n

n!

(7)

And using Eq. 7, the busyness of each service time slot, that is, the resource
utilization rate η, can be calculated. The formula is:

ηA =
(1 − HA) × λA

m × μ
(8)

Then the bandwidth that can be used by type B is very simple to get from
Eq. 9:

DB = (1 − ηA) × m × W (9)

With the increase of λA, HA gradually increases, and RB decreases greatly. In
order to ensure the transmission rate, HA is not less than the required value, and
HA must be not greater than the required value. Therefore, the first-level algo-
rithm is proposed, which reserves a certain proportion of bandwidth resources
to ensure the transmission of type B services, so that the number of resources
serving type A services decreases from m to m∗. New congestion probability
HA∗ and type B service transmission rate RB∗.

HA∗ = pm∗ =
(

λA
μ )

m∗

m∗!
∑m∗

n=0

(
λA
μ )

n

n!

(10)

RB∗ = RBControl + RBIdle =
(D − m ∗ ×W ) + DB∗

nB
(11)

From Eq. 11, it is easy to obtain that RB∗ will no longer tend to zero. And
although HA∗ has increased, as long as HA∗ is not greater than the limit value,
the service quality of the type A service can still be guaranteed. Therefore, the
first-level algorithm effectively allocates the proportion of type A and type B
services in theory, avoiding the situation that type B services are starved to
death.
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3.3 Second-Level Algorithm

After coordinating the ratio between the type A services and the type B services
to ensure a certain service quality of the two types of services, the average rate
of the type B services is guaranteed. However, this method cannot average the
completion time of each type B services. If a large file and a small file equally
divide the type B services resources during this period, there will be a huge
difference in the completion time. It will result in an unfairness between the two
type B files.

The second-level resource allocation algorithm effectively solves the unfair
problem of each type B business, and its derivation process is as follows.

According to the Gini coefficient given above, in order to make G as small
as possible, the allocation ratios of different type B services in the resources are
calculated.

To make G as small as possible, first calculate the minimum value in a super
frame. First extract the molecular part ki − kj in Eq. 1. Analyzing it, we get:

|ki − kj | =
∣
∣
∣
∣

Si

Y × Xi
− Sj

Y × Xj

∣
∣
∣
∣ ≥ 0 (12)

After merging it becomes:

|Si × Xj − Sj × Xi| ≥ 0 (13)

Equation 13 can be equal to zero. When it is equal to zero, the denominator
and the sequence can be ignored, indicating that the remaining resources are
allocated according to the size ratio of the remaining data among the type B
service flows. After such allocation, G in the super frame is zero, which achieves
a certain degree of fairness.

Then the allocation ratio of type B services in type B resources is as follows:

S1

X1
=

S2

X2
= · · · =

SnB

XnB

= k (14)

When assigned as Eq. 14, the Gini coefficient is equal to:

G =

∑N
i,j rij |ki − kj |

∑N
i,j rij(ki + kj)

=

∑N
i,j rij | k

Y − k
Y |

∑N
i,j rij(ki + kj)

= 0 (15)

At this time, in each superframe, G reaches the minimum value.
The second-level algorithm achieves the fairness of the completion time of

each type B service flow in general by achieving the fairness of different type B
services in a single superframe.
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Algorithm 1 Two-level Resource Allocation Algorithm.
Input:

Total resources,D
Established type A service,EstA = EA1, EA2, · · · , EAn;
Established type B service, EstB = EB1, EB2, · · · , EBn;
New arrival type A service, NewA = CA1, CA2, · · · , CAm;
New arrival type B service,NewB = CB1, CB2, · · · , CBm;
Resource allocation result, R = 0, 0, · · · , 0;
Type B service size, SizeB = SB1, SB2, · · · , SBm+n;
Maximum number of type A after guarantee,m∗;

Output:
Resource allocation result, R;

1: BEGIN
2: Reserve type B service resources according to m∗
3: FOR each i ∈ [1,m∗] DO
4: FOR each j ∈ EstA DO
5: IF (i ≤ m∗) THEN
6: R(i) = EstAj

7: i + +
8: ELSE
9: BREAK

10: ENDIF
11: ENDFOR
12: NewA is the same as EstA
13: ENDFOR
14: Set B ratio according to size
15: Size = SB1 + SB2 · · · + SBm+n

16: FOR each i ∈ SizeB DO
17: R(Bi) = SBi ÷ Size × (D − m∗)
18: ENDFOR
19: return R;

3.4 Two-Level Resource Allocation Algorithm

With the arrival of the service in the network, the central control node allocates
resources according to the rules of the two-level resource allocation algorithm,
and allocates the resources in a superframe to the established and newly estab-
lished AB type service flows in the service table in an orderly manner. The
specific algorithm pseudocode is in this page.

4 Simulation

4.1 Simulation Platform Construction

Simulation tests are carried out in C++ software to verify the relevant perfor-
mance optimization of the above two-level algorithm. Set the AP as the central
control node. If there is a service request, it will directly check the busyness of
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the allocated time slot. If it is all busy, it means that the service is rejected. And
at the same time, it will allocate resources to the accessed service. After this
setting, the effect of simulating service flow scheduling access is achieved.

4.2 Simulation Results

In order to verify the relative performance improvement of the two-level resource
allocation algorithm, test verification is carried out under a Basic Service Set
(BSS). It is verified that under the same resources, the average rate of the type
B service gradually decreases with the access intensity of the type A service λA.
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Fig. 5. Whether to guarantee the type B rate change

The abscissa in Fig. 5 is the product of the access intensity of type A services
λA and the service time. The ordinate is the average transmission rate of type
B services. It can be clearly seen from the figure that in theory and simulation,
under the circumstance that type B service resources are guaranteed, as the
service intensity increases, the rate can be guaranteed, and it will not tend to
zero and cause starvation.

After ensuring RB and HA, the service quality between the two types of
services is guaranteed. The second-level resource allocation algorithm makes the
completion time of individual type B services as fair as possible. By changing the
access intensity λB of type B services, the change of the total G under different
λB is verified.

As can be seen from Fig. 6, under different type B guaranteed resource values,
the difference between the Gini coefficients under the ratio of the remaining
size of the package and the uniform distribution is obtained. It can be clearly
seen from the curve that this algorithm effectively reduces the Gini coefficient,
indicating that the transmission of each type B service is more fair.
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With the change of type B guaranteed resources, HA will change to a certain
extent, and according to the requirements, HA should not be greater than the set
value, and HA under different guaranteed bandwidths is simulated and verified.
The result is shown in Fig. 7.
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It can be seen from Fig. 7 that the increase of type B guaranteed resources
will indeed increase the congestion probability HA. Therefore, while ensuring the
transmission rate of type B services, the congestion probability of access to type
A services should be reduced as much as possible, to achieve a certain balance
between the two types of business.
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The optimization of the Gini coefficient has been verified and tested, and the
overall Gini coefficient is made as small as possible. But the specific performance
of different type B services cannot be seen in the Gini coefficient. Next, the
transmission completion time of different type B services is simulated.

It can be seen from Fig. 8 that under different λB, RB changes with the
increase of the number of type B services. λB affects the arrival time of type B
services. It can be seen the average rate decreases with the increase of type B
services, which is in line with theoretical expectations.

To sum up, TRAQ solves the problem of more and more services in the home
WiFi network to a certain extent, and effectively guarantees the different quality
of service requirements.

5 Conclusion

This paper focuses on the problem that the quality of services such as audio
and video and large file transmission in the home WiFi network is difficult to
guarantee. Firstly, the distinctive audio and video services and large file services
are divided. Subsequently, the queuing model is used to systematically analyze
the performance of two types of services in scenarios. Next, the core ideas of
TRAQ are introduced respectively.

Finally, the simulation verifies the performance optimization of the proposed
TRAQ. The simulation results show that the first-level ensures the access of the
audio and video service. At the same time, the average transmission rate of the
large file transmission service will not be lower than the minimum value. The
second-level algorithm effectively ensures the fairness between different large file
transmission services. To sum up, the proposed TRAQ guarantees the service
quality requirements of the business from two aspects, and effectively alleviates
the starvation phenomenon of the large file transmission services.
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Abstract. With the rapid development of mobile internet services,
the intensive deployment of wireless local area network (WLAN) is
inevitable. Traditional WLAN uses carrier sense/collision avoidance
(CSMA/CA) mechanism to avoid interference between links as much
as possible. In the multi access points (APs) scenario, the traditional
CSMA/CA may lead to the flow in the middle (FIM) problem, result-
ing in a sharp reduction in the throughput of the intermediate nodes
and affecting the fairness of the whole network. Existing researches have
shown that the FIM problem is more serious in the high density WLAN
network. The existing researches on the FIM problem mainly focus on the
dynamic optimization of a single parameter, the fairness and performance
of the network cannot be well guaranteed. Therefore, this paper proposes
a FIM oriented down link (DL) multi-parameter joint dynamic control
scheme. AP as a centralized controller, regularly obtains the transmis-
sion status of the whole network, reduces the transmission opportunities
of the strong AP through adaptive dynamic power and energy detection
threshold control (A-DPEC) algorithm, and improves the transmission
opportunities of the starvation AP, so as to achieve the performance and
fair balance of the whole network. The simulation results show that the
proposed scheme outperforms the comparing schemes.

Keywords: Wireless Local Area Networks · CSMA/CA · FIM ·
Dynamic Control

1 Introduction

With the rapid development of mobile internet services, the intensive deploy-
ment of WLAN network [1] has become inevitable. The high density deployment
scenario is the main scenario faced by the next generation WLAN [2], and the
intensive deployment of network will inevitably produce a variety of conflicts and
interference [3,4]. Therefore, how to improve and effectively solve the problems
of conflicts and interference under the high density WLAN deployment scenario
has become particularly important.
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In high density WLAN networks, the overlapping basic service set (OBSS)
[5] areas formed by overlapping multiple APs have increased significantly. Unfair
competition and conflicts among OBSS users may lead to a decline in network
throughput [6], which directly affects the quality of service (QoS) of users [7].
Among them, FIM problem is a typical interference problem in high density
WLAN networks. It is mainly because when the network is dense, some interme-
diate nodes lack transmission opportunities, resulting in insufficient throughput,
while their neighbor nodes obtain higher throughput, which affects the fairness
of the whole network. Therefore, the core research of this paper is to improve the
interference caused by FIM problem, develop appropriate solutions to improve
the fairness of high density WLAN network and ensure network performance.

For FIM problem, the existing researches have the following solutions: Yin
et al. [8] and Shimizu et al. [9] take the game theory as the core to ensure
that different APs use different channels for information transmission, so as to
improve the fairness between nodes and alleviate the FIM problem. Stojanova
et al. [10] combines Markov chain to conduct theoretical analysis and simulation
verification on the FIM problem. Potti et al. [11] combines genetic algorithm
and gravitational search algorithm to find the optimal solution to adjust the
contention window(CW) to ensure throughput and improve fairness. Fitzgerald
et al. [12] improves the fairness of the whole network by classifying MAC queues
and adjusting CW. Jang et al. [13] and Masri et al. [14] adopts rate control
method to reduce the rate of strong nodes, increase the rate of starvation nodes,
and improve the transmission opportunities of starvation nodes to improve the
FIM problem. The existing researches have shown that dynamic optimization
of parameters through algorithms can significantly improve the throughput of
starvation nodes in high density scenarios, but there are still two problems: 1)
existing algorithms for FIM problem mainly focus on the dynamic optimization
of a single parameter in the network, and do not fully guarantee the performance
and fairness of the network. 2) few researches have considered the adaptive
dynamic adjustment of parameters from the FIM problem.

Thus, this paper proposes a dynamic management and control scheme based
on tranmission power control and ED threshold adjustment. Starting from the
technical root causes, combined with multi-parameter dynamic adjustment, this
scheme solves and improves the FIM problem. The core idea of this scheme
is that each AP regularly collects its own information and summarizes it to
the centralized controller. The centralized controller makes a decision through
comprehensive judgment of FIM index, and adjusts the dynamic tranmission
power and ED threshold of the corresponding AP. The simulation results show
that changing the node power and ED threshold dynamically can effectively
solve the unfair problem between users caused by FIM problem, and improve
the throughput and fairness of the whole network.

The sections of this paper are arranged as follows: Sect. 1 introduces the
research background, research content and section arrangement of this paper.
Section 2 briefly analyzes the FIM problem from the technical root causes and
introduces the current research status of the FIM problem in detail. Section 3
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introduces the joint energy detection and transmission power adjustment scheme
in detail. In the Sect. 4, the performance of the proposed scheme is analyzed.
Section 5 summarizes this paper.

2 FIM Problem Analysis and Related Work

2.1 FIM Problem Analysis

The FIM problem is that in high Density WLAN networks, due to the different
perceptions of intermediate nodes and neighbor nodes, neighbor nodes contin-
uously send packets to suppress intermediate node packets, so that the current
node lacks transmission opportunities, resulting in the current node starvation.
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t

Fig. 1. FIM problem scenario

The specific scenario is shown in Fig. 1. Node A, node B and node C all
use the same transmission power and clear channel assessment (CCA) threshold
[15], in which node B, node A and node C can perceive, That is, the received
signal strength indicator (RSSI) is greater than the ED threshold, but node A
and node C cannot perceive it, that is, the RSSI is less than the CCA threshold,
so node A and node C can simultaneously back off from the competitive channel
to transmit data. However, for node B, if one of the neighboring nodes transmits
data, node C will perceive that the channel is busy, It waits until the channel
is idle. This situation causes node A and node C to preempt the channel with
a high probability, and node B is difficult to preempt the channel, resulting in
“starvation” of node B.
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2.2 Related Work

At present, there have been many researches on FIM problem in the academic
world. Figure 2 shows the existing researches structure of FIM. This section
discusses the five aspects of Channel and Bandwidth selection, CW adjustment,
Upper layer rate control, Power adjustment and CCA adjustment.

FIM existing 
technology research

Channel and 
bandwidth 
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Contention 
Window 

adjustment

Upper layer rate 
control

CCA adjustment

Related l iterature：
[8]～[10]，[17]

Related l iterature：
[11]～[12]，[18]

Related l iterature：
[13]～[14]

Related l iterature：
[15]，[19]

Power 
adjustment

Related l iterature：
[20]～[21]

Distributed 
control

Centralized 
control

Fig. 2. Structure chart of existing technology research on FIM

(1) Channel and Bandwidth Selection
Yin et al. [8] proposes a distributed channel allocation scheme based on the
idea of game theory, which mainly builds the system into a game model and
uses spatial adaptive play (SAP) to find the Nash equilibrium point. In this
scheme, each AP, as a decision-maker, randomly finds a channel, collects
the working channels of two adjacent nodes, and randomly selects a user
in each round. The selected users calculate their own benefits according to
the benefit function, so as to update their channels based on the benefits.
The newly updated channels make the “three-point interference unit” cor-
responding to the FIM problem as few as possible, so as to improve the
FIM problem. Shimizu et al. [9] is still based on the idea of game theory.
By designing an exact potential game (EPG), AP and STA as participants,
collect channel conditions and CCA values, and calculate the gains. Partic-
ipants adjust channel and spatial reuse capabilities according to the gains
to alleviate node starvation. In the aspect of channel allocation, most of the
existing researches are based on game theory to make decisions to obtain
benefits and then optimize channel allocation. Stojanova et al. [10] proposed
a Markov chain model to predict the throughput of each AP in WLAN
according to the performance of the network topology of FIM problem and
the throughput requirements of the AP. The model can be used for channel
allocation. After the topology is given, it is concluded that large bandwidth
is beneficial to throughput and small bandwidth is beneficial to fairness.
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Xue et al. [17] allocates channels by setting thresholds and combining the
queue conditions of nodes. It mainly calculates the weight according to the
size of the queue and compares it with the set threshold. Only nodes higher
than the threshold can be arranged for channels. When the queue length
is reduced below the threshold, the algorithm ensures that the channel is
switched in a very short time, so as to dynamically alleviate starvation
nodes.

(2) CW Adjustment
Potti et al. [11] combines the hybrid genetic algorithm with the gravitational
search algorithm (GSA) to adaptively adjust the CW. The population is
generated through the GSA, multiple rounds of crossover, and continuous
mutation to seek the optimal solution. The fitness function is determined
according to the end-to-end delay. During CW adjustment, the best cwmin
is selected for the node according to the fitness value of the fitness function.
Fitzgerald et al. [12] divides MAC queues into control queue (CQ) and media
access queue (MAQ). The main adjustment idea is that the longer the MAQ
queue, the larger the CW, the shorter the MAQ queue, and the smaller the
CW, so as to achieve the purpose of improving starvation nodes. Lim et al.
[18] proposes a new detection technology for FIM problem, mainly through
the physical energy detection mechanism implemented in WLAN to identify
whether the node is in FIM state. If the node is in FIM state, it can intervene
by adjusting CW within the set time to improve the channel access rate of
starvation nodes.

(3) Upper Layer Rate Control
Jang et al. [13] classifies the states of a single STA, constructs a Markov
model, obtains the steady-state probability, and calculates the throughput.
On the basis of theoretical analysis, an upper layer rate control algorithm
is proposed. The main idea is to set appropriate throughput threshold and
rate threshold, reduce the speed of strong nodes through upper layer rate
control, and increase the speed of starvation nodes, so as to improve the
transmission opportunities of starvation nodes. Masri et al. [14] proposes an
overhead free congestion control scheme (NICC), which generates no addi-
tional overhead so that nodes can inform each other of the congestion degree,
and then the source node uses the enhanced additive increase multiplicative
decrease (AIMD) algorithm to perform rate control. The rate control algo-
rithm adjusts the congestion information received by the source node, The
higher the degree of congestion, the greater the rate adjustment. However,
the adjustment is not a blind adjustment, but is subject to the time limit
set in NICC to avoid unnecessary rate adjustment, so as to alleviate FIM
problem.

(4) Power Control
Mhatre et al. [15] proposed a power control algorithm based on Gibbs sam-
pler. The core idea of the algorithm is to collect the throughput and CCA
threshold values of each node, obtain the solution that minimizes the poten-
tial delay in combination with Gibbs sampler, and determine the optimal
transmission power of each node. Akella et al. [19] analyzes the impact of
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power adjustment on the network in detail, and adjusts each node accord-
ing to the network state. If the node state is bad, it will increase the power,
otherwise it will reduce the power, so as to eliminate the starvation nodes.

(5) CCA Adjustment
Li et al. [20] considers that in IEEE 802.11, when a node detects a sensing
range (SR) frame on the medium, it will delay the transmission for a fixed
duration, which is unfair to the node. To solve this problem, the reference
proposes an enhanced carrier sensing scheme, which distinguishes based on
the length of the SR frame and then carries out the corresponding delayed
transmission. Zaheeruddin et al. [21] analyzes in detail the impact of CCA
adjustment on network throughput. The literature proves that it is necessary
to consider the MAC layer and CCA across layers to optimize the network.

The channel and bandwidth selection method can reasonably allocate the
channel to some extent, but the convergence time in the game theory model is
long, and the improvement effect is not obvious. The upper layer rate control
method directly regulates the nodes by obtaining the network status. The control
effect is obvious, but it is difficult to implement due to the design of cross layer
processing. Starting from the access mechanism, the CW adjustment method can
alleviate the problem of node starvation. However, due to the randomness of the
selection of the CW, the effect is difficult to guarantee. The power adjustment
method can improve the performance of starvation nodes, but a single power
adjustment can not guarantee the performance of the whole network. For the
FIM problem, there is only a single theoretical research on CCA adjustment at
present, and no technical implementation has been carried out by scholars.

3 FIM Joint Multi-parameter Adjustment Scheme

This paper mainly studies the downlink FIM problem. The proposed A dynamic
scheme of multi-parameter joint adjustment which is mainly divided into three
parts, namely, Data statistics and collection stage, FIM problem Recognition
stage and A-DPEC adjustment algorithm stage. The specific scheme is described
as follows:

3.1 Data Statistics and Collection Stage

Each AP regularly statistics its own network status information and completes
data collection. The set is represented by A, A = {t, T̄ , Rrssi}, which contains
the channel contention time, average rate and RSSI of the previous time period.
The channel contention time is expressed in t, and the calculation formula is as
follows:

t =

∑N
j=1 tj

N
(1)

where N is the total number of retreats of the current node. tj is the duration
of the j-th retreat.
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The average rate is expressed as T̄ . The unit is Mbps and the calculation
formula is as follows:

T̄ =
rxbytes

Tperiod
(2)

where rxbytes is the total number of bytes successfully received by the node,
and Tperiod is the set time period.

After the collection, each AP is summarized to the centralized manager
through the control frame. AP1, as the centralized manager, is responsible for
data collection and calculation. The control frame designed in the scheme is
modified based on the frame format proposed in IEEE 802.11ax draft. The spe-
cific frame structure is shown in Fig. 3. Data is filled in the user information of
the control frame, in which the channel contention time accounts for 2 bits, the
average rate accounts for 1 bit, and RSSI is filled according to the number of
APs.

Frame Control Duration RA TA

Channel 
Competition Time Average Rate MAC 

address1 RSSI 1
MAC 

address2 RSSI 2 ...

2bit 1bit 6bit 1bit 6bit 1bit

User  
Information

2bit 2bit 6bit 6bit variable lengthbyte number：

Fig. 3. Control Frame Structure

3.2 FIM Problem Recognition Stage

After obtaining the transmission information of APs. Using the average rate
index and the improved Kuznets index to recognize the FIM problem nodes.

Based on the maximum average rate of the current node, T̄h of 0.5 as the
threshold, using T̄f to represent, lower than T̄f node, is judged as starvation
node.

The Kuznets ratio is an index reflecting the overall income inequality. Com-
bining RSSI and channel contention time, the improved recognitionn index for-
mula of FIM problem based on Kuznets ratio is as follows:

Ri =
n∑

i=1

rij (ti − tj) (3)

where i represents the i-th node. Where n represents the number of nodes.ti and
tj are channel contention time for nodes i and j, rij Related factors for node
i and node j. rij ∈ [0, 1]. It represents whether the nodes need to compare. 0
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represents no correlation between nodes, without comparison. 1 represents strong
correlation between nodes, must be compared. rij defined as follows:

rij =

⎧
⎨

⎩

0, Rrssi < Ccca
Rrssi+Ccca

Eed−Ccca
, Ccca ≤ Rrssi ≤ Eed

1, Rrssi > Ccca

(4)

where Eed is the energy detection threshold, and Ccca is the carrier sensing
threshold. Specific FIM recognition algorithm are as follows:

Algorithm 1. FIM Recognition Algorithm.
Input:

Average rate,T̄i;
Average rate threshold, T̄f ;
The number of node, n;
Kuznets inex,Ri;
Minimum Kuznets index,Rl;

Output:
The states of node, ni;

1: BEGIN
2: FOR each i ∈ [1, n] DO
3: IF (T̄i < T̄f ) THEN
4: IF (R̄i − R̄l > R̄t) THEN
5: ni = 1
6: ELSE
7: ni = 0
8: ENDIF
9: ELSE

10: ni = 0
11: ENDIF
12: ENDFOR
13: return ni;

R̄t is taken as the empirical value of 0.4. If the difference of the node is greater
than R̄t, the node is considered to be a starvation node. Nodes meeting average
rate index and Kuznets ratio index are determined as starvation nodes.

3.3 A-DPEC Adjustment Algorithm

Adaptive Dynamic Power and ED Control (A-DPEC) algorithm is based on
the operation status of each AP to adaptively adjust the corresponding AP
transmission power and ED threshold. Tp represents the original transmit power,
Ed represents the original energy detection threshold. i represents the AP index.
ni represents the node state. If ni = 0, it means that there is no FIM problem
with node i. If ni = 1, it means that there is FIM problem with node i. d is
adjustment parameters, which value is 10.
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Algorithm 2. A - DPEC Adjustment Algorithm.
Input:

The time of slot,ti;
The time of simulation,t;

Output:
The Adjustment of power value, tpc;
The Adjustment of Energy Detection Threshold ,edc;

1: BEGIN
2: FOR t = tj , j = 1, 2...nslot DO
3: IF ni = 0 THEN
4: edc = d × abs(Rt − Ri)
5: the current node is saturated and the power Adjusted
6: IF tpi > tp THEN
7: tpi = tp
8: ELSE
9: tpc = d × abs(Rt − Ri)

10: the current node is starvation and the ED Adjusted
11: IF edi < ed THEN
12: edi = ed
13: ENDIF
14: ENDFOR
15: return edc, tpc;
16: edi− > edi − edc Update ED value
17: tpi− > tpi + tpc Update the power value

The specific steps of the algorithm are as follows:
In the A-DPEC algorithm, it is proposed to adjust the parameter of starving

nodes in the whole network according to the Kuznets index, which not only
improves the throughput performance of nodes with high starving degree, but
also ensures the throughput of other nodes. Because the algorithm is adjusted
and improved according to the operation state of the whole network. In order
to avoid the ED threshold and power of nodes that cannot be restored after
adjustment, the check mechanism is added to the algorithm to ensure fairness.

4 Performance Evaluation

4.1 Simulation Scenario and Parameter Setting

In this paper, the protocol standard built on the basis of NS-3 [22,23] is used
as the integrated system & link level simulation platformof [24,25] the next
generation WLAN [22]. The cell radius is 10 m and STA nodes are randomly
distributed. The specific scenario is shown in Fig. 4. Figure 4(a) is 3AP simula-
tion scenario, and the distance between each AP and its neighbor AP is 40 m.
Figure 4(b) shows the 6AP simulation scenario, and the circles with the same
color are cells with the same frequency.

The simulation parameters are shown in Table 1.
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Fig. 4. Simulation Scenario

Table 1. Simulation Parameter.

Simulation Parameter Parameter Setting

Tx Power 15 dBm

Channel bandwidth 40MHz

RTS/CTS open

SIFS 16us

DIFS 34us

Channel Position 36

Business Rate 1e8Mbps

Business Type DL

MCS 9

Maximum frame aggregation length 65535

MPDU Frame Aggregation Number 21

NSS 2

CCA Threshold –82 dBm

ED Threshold –62 dBm

4.2 Simulation Results and Analysis

In this simulation, IEEE 802.11ax [2,20] and O-DCF scheme [12] of DL are used
as comparison schemes respectively.

Figure 5 shows the performance comparison of 802.11ax, O-DCF scheme and
FIM scheme when the number of AP is 3. When the number of AP is 3, the
throughput of starvation AP is 405.23% higher than that of 802.11ax after using
O-DCF scheme. The throughput of starvation AP is 330.65% higher than that
of 802.11ax after using FIM scheme, and the total throughput of FIM scheme
is 4.76% higher than that of O-DCF scheme. The channel contention time of
starvation AP in O-DCF scheme is 250 times lower than that of 802.11 ax, and
the channel contention time of starvation AP in FIM scheme is 2.8 times lower
than that of 802.11 ax. The range of channel contention time of O-DCF scheme is
6.48, and the range of channel contention time of FIM scheme is 1.06. Compared
with the fairness index of FIM, compared with 802.11ax and O-DCF, the gap of
all node indexes of FIM scheme is smaller, and the whole network tends to be
more equitable.
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(a) Throughput (b) Contention Time (c) FIM-Index

Fig. 5. AP = 3 Performance comparison diagram

Figure 6 shows the performance comparison of 802.11ax, O-DCF scheme and
FIM scheme when the AP number is 6. When the AP number is 6, the through-
put of O-DCF scheme for starvation AP in 802.11ax increases by 178.9%, the
throughput of FIM scheme for starvation AP increases by 162.3%, and the total
throughput of FIM scheme increases by 5.9% compared with that of O-DCF
scheme. The channel contention time of starvation AP in O-DCF scheme is 28
times lower than that of 802.11 ax, and the channel contention time of starvation
AP in FIM scheme is 15 times lower than that of 802.11 ax. The range of channel
contention time of O-DCF scheme is 4.56, and the range of channel contention
time of FIM scheme is 2.59. Compared with the fairness index of FIM, compared
with 802.11ax and O-DCF, the gap of all node indexes of FIM scheme is smaller,
and the whole network tends to be more equitable.

(a) Throughput (b) Contention Time (c) FIM-Index

Fig. 6. AP = 6 Performance comparison diagram

Figure 7 shows the performance comparison of 802.11ax, O-DCF scheme and
FIM scheme when the AP number is 9. When the AP number is 9, the through-
put of O-DCF scheme increases by 314.12% compared with that of 802.11ax
starvation AP, the throughput of FIM scheme increases by 268.72% compared
with that of 802.11ax, the total throughput of FIM scheme increases by 19.73%
compared with that of O-DCF scheme, and the total throughput of O-DCF
scheme decreases by 0.35% compared with that of 802.11ax. Compared with the
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fairness index of FIM, compared with 802.11ax and O-DCF, the gap of all node
indexes of FIM scheme is smaller, and the whole network tends to be more equi-
table. Compared with the channel contention time, O-DCF scheme can greatly
reduce the waiting time of starvation AP in the channel and greatly improve
the transmission probability of the node. Compared with the FIM scheme, the
O-DCF scheme has a great effect on the performance improvement of starvation
AP in FIM problem. The main reason is that the O-DCF scheme adopts the
method of adjusting the CW to dynamically adjust the CW. The selection of
the CW is random and the result is unstable. With the increase of the cell num-
ber, the O-DCF scheme is difficult to guarantee the whole network throughput
performance.

(a) Throughput (b) Contention Time (c) FIM-Index

Fig. 7. AP = 9 Performance comparison diagram

Compared with the O-DCF scheme, the FIM scheme in this paper can not
only improve the throughput of starvation AP, but also ensure that the perfor-
mance of other AP in the whole network will not be greatly affected. The main
reason is that the FIM dynamic control scheme continuously controls AP with
a short time slot, and can flexibly adjust the access probability of AP to ensure
the performance of the whole network.

5 Conclusion

In order to solve the problem of FIM in high density WLAN network and improve
the fairness and performance of WLAN network, this paper proposes a scheme
based on power control and ED threshold adjustment. By recognizing starvation
nodes and other nodes, the ED threshold and transmission power of correspond-
ing nodes are dynamically adjusted to weaken the ability of strong nodes and
enhance the performance of weak nodes. Through simulation, it is found that
the throughput of the FIM scheme is increased by 19.73% compared with that of
the O-DCF scheme, and the throughput of the total throughput of the network
is increased by 330.65% compared with that of the 802.11ax, which effectively
improves the performance of the starvation nodes and ensures the fairness of
the whole network. This design is simple and easy to implement, and has good
application prospect and value in high density WLAN network.
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Abstract. The next generation of wireless local area network (WLAN)
standard: IEEE 802.11be takes ultra-high-definition video and ultra-low
latency services as its core service bearer targets. Orthogonal frequency
division multiple access (OFDMA) technology can improve the efficiency
of multi-access, but the OFDMA protocol of the existing WLAN can only
serve one user per resource unit in a transmission process, and the data
between different users needs to be filled with invalid information bits
(padding) to ensure the alignment of the transmission time. Padding
creates a waste of resources and affects the latency characteristics of
the business. This paper proposes an uplink OFDMA access method
for low latency in the next generation of WLANs, allowing the wireless
access point (AP) to divide OFDMA resource unit into multiple periods
from time and assign each period to a station (STA) to transmit. The
scheme can avoid the waste of resources and improve the response speed
of user services. In this paper, the protocol flow and frame structure of
this method are designed in detail to make scheme have good compat-
ibility with IEEE 802.11ax. Simulation results show that the proposed
scheme can significantly improve latency performance compared with
IEEE 802.11ax.

Keywords: Wireless local area network (WLAN) · Orthogonal
frequency division multiple access(OFDMA) · IEEE 802.11ax ·
Throughput

1 Introduction

With the demand of customer consecutively increasing, ultra-high-definition
video services and real-time applications (RTAs) will be important parts in
future wireless networks. IEEE 802.11be which is next-generation WLAN stan-
dard will guarantee ultra-high throuthput and low-latency streams and make it
to core service goals, which is the most important purpose of IEEE 802.11be [1].
IEEE 802.11be stands in a critical period for technical research supported, and
the user’s quality of service (QoS) is one of the important wireless key perfor-
mance indicators(KPIs). IEEE 802.11be emphasizes ultra-high throughput and
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ultra-low latency. The requirements for QoS and user experience have large-scale
improvement. It adopts a larger bandwidth up to 320MHz, and allows non-
continuous channels to be aggregated and coordinated work between multiple
APs. Emergency preparedness communications service (EPCS) and restricted
target wake-up time mechanism (r-TWT) guarantees low latency for the ser-
vice [2,3]. At the same time, large-scale networking of overlapping basic set
service (OBSS) [4] is an important trend for next-generation WLAN. OBSS will
cause a lot of conflicts [5,6]. So how to improve QoS and ensure more STAs to
access is the key research direction of next generation of WLAN multi-access
technology [7,8].

Since AP is a unified source node to initiate transmission for downlink trans-
mission, AP can ensure low latency characteristics relying on its strong channel
access capabilities and scheduling capabilities. However the uplink transmission
chance needs to be competed by each STA, thus uplink transmission delay pro-
tection is a challenging topic of vital importance. OFDMA can improve multiple
access efficiency which is introduced in IEEE 802.11ax standard [2] at 2021 for
the first time. The uplink OFDMA process based on AP scheduling can improve
the uplink access efficiency to a certain extent, and in multi-user scenarios AP
will send trigger frame (TF) firstly which destinations are STAs of the cell to
indicate the specific allocation of channel resources. Then STA will set the initial
time, channel, and length of packet, to maintain alignment according to the TF.

In order to improve the performance of the uplink OFDMA, a number of
studies and algorithms have been proposed. The authors of the paper [9] pro-
posed that using algorithm based on non-orthogonal multiple access (NOMA) to
increase the accessed number of STA, and dividing resource units (RUs) to dif-
ferent groups. The scheduled RU made two STA access by NOMA. Remain RUs
were assigned to fixed STA for random access which can reduce the probability
of collisions and increase throughput of the system. S. Bhattarai [10] proposed
an optimal RU allocation algorithm, so AP need allocate as many scheduled RUs
as possible to the STA in order to increase throughput. AP gave the optimal RU
allocation scenarios based on the information in the Buffer State Report (BSR).
Two kinds of up-link OFDMA random access (UORA) method were proposed
by E. Avdotin and D. Bankov [11]. First algorithm allocated part of RUs to
STAs by scheduling in the case of insufficient RUs, and the second scheduling
was assigned to the subsequent STAs until all the STAs were fully allocated.
The second algorithm grouped the STAs for loop in the Basic Service Set (BSS)
and assigned RUs to each group. If a collision happened in an RU, STAs in the
group would be round-robin again until no collision happened. Yang A. [12] pro-
posed a grouping-based UORA algorithm. AP decided on grouping firstly, then
AP calculated the utilization rate and maximized the utilization rate to achieve
UORA improvement through the algorithm.

However, there is a common problem in existing research: the OFDMA proto-
col of the existing WLAN can only serve one user per RU during a transmission,
and package needs to be filled with invalid information bits (padding) to ensure
that the transmission time is aligned. S. Kim and J. Yun [13] made research on



216 Q. Gao et al.

the setting of UpLinkLength. While dynamically adjusting the UpLinkLength
can only allow a STA access in a RU, it still needs to fill package by padding
quite a bit, which causes a waste of resources and affects latency performance of
the stream.

Aiming at the problems of resource waste and poor latency guarantee of
the existing WLAN uplink OFDMA protocol, this paper proposes an uplink
OFDMA access method for low latency in the next generation of WLAN. The
access method allows the wireless AP to divide OFDMA resource unit into mul-
tiple time periods of UpLinkLength, and each period is assigned to a STA for
transmitting, which avoids the waste of resources and improves the response
speed of STA services. In this paper, the protocol flow and frame structure of
this method are designed in detail to make it have good compatibility. Simula-
tion results show that the proposed method can significantly improve the latency
performance and throughput performance compared with the resource allocation
in 802.11ax.

The remainder of this paper is organized as follows. In Sect. 2, the tradi-
tional OFDMA access principle is analyzed and the possible problems are given.
Section 3 builds a system model. Section 4 describes the protocol for low-latency
OFDMA and gives several implementations. Mathematical analysis is given in
the Sect. 5. The results are parsed and analyzed in Sect. 6. The paper is summa-
rized in Sect. 7.

2 Uplink OFDMA Access Principle and Problem
Analysis in WLAN

2.1 OFDMA Access Principle in IEEE 802.11ax

In the IEEE 802.11ax standard [2], MAC protocol allows multi-user to access
simultaneously by OFDMA. The given bands 20 MHz, 40 MHz, 80 MHz and
160 MHz are divided into smaller frequency bands, these resource blocks are
orthogonal to each other which is unified allocated by AP. User accesses channel
according to the divided channel and subcarrier. OFDMA transmission can be
divided into uplink and downlink. During the downlink transmission, AP knows
all the buffered information and places this information in traffic indication
message (TIM). STAs of the BSS are informed whether there are packets that
need to be received through Beacon frames.

Fig. 1. Schematic diagram of the traditional OFDMA access principle.
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During the uplink transmission, the AP doesn’t get the specific cache infor-
mation, thus AP can choose to send a buffer state report polling (BSRP) frame
to require that STAs reply BSR frame to report all its cache information. As
shown in Fig. 1, AP sends TF after collecting the cache packet informations,
then STA1, STA2 and STA3 reply trigger-based PLCP protocol data unit (TB
PPDU), AP responds multi-block ack (MBA) which marks that a scheduled
transmission ends. STA is primarily based on two access methods, one of them
is the AP’s own scheduling algorithm, which allocates RU resource blocks to the
STA. Since BSRP is sent periodically, AP can’t get the buffer information in
time for some low-latency stream. Thus there is an another access method that
is random access by STA [14]. The AP will set the RU’s association identifier
(AID) to zero. At this time, the STA with low latency stream will selected the RU
randomly which AID set to 0 to ensure transmission of low latency stream [15].

2.2 Analysis of OFDMA Access Problems

Fig. 2. Analysis of the 802.11ax uplink OFDMA.

In order to ensure the alignment of time in receiving terminal, AP will set
transmit time (UpLinkLength) for each STA no matter which access method
is adopted when using traditional OFDMA access scheme. Spec stipulates that
STA must ensure that its duration is strictly aligned during the uplink trans-
mission as shown in Fig. 2. STA3 and STA4 are scheduled to fill up the time for
transmitting without padding during the scheduled transmission. Many STAs
choose to take padding to supplement TB-PPDU beacuse of the different sizes
of STAs’ performed packets [13,16]. Due to packets of STA1 and STA2 can’t ful-
fill the entire uplink length, it is necessary to use padding to make time aligned.
Consequently STA5 and STA6 cannot get the transmission opportunity, and
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must wait for the next scheduled transmission at least. It will cause a larger
delay. Therefore how to reasonably arrange the use of padding has become an
important issue in the uplink OFDMA access scheme [17].

3 System Model

Without loss of generality, we consider the basic system model of the WLAN
based on 1 AP and n STAs within a BSS:

N= {N1, N2, N3,......,Nn} (1)

To simplify the process, AP send TF to schedule STA directly, and the delay
of system refers to the average delay per packet:

TD =

Np∑

1
TT

n∑

1
PT

(2)

where TD denotes the average delay of each packet, Np represents the number
of packets sent, TT denotes the packet delay of each successful transmission, and
PT means the packet that is successfully transmitted. This article assumes that
arrival of system packets follows Poisson distribution. Table 1 shows the meaning
of parameters.

Table 1. Simulation parameter table.

Parameter Meaning

Ts SIFS duration.

Tsl Slot time.

TA AIFS.

TUL The length of the uplink transmission.

TMBA Multi-Block ACK duration.

Tb Backoff duration.

TTF TF duration.

S Package size.

Nru Total number of RUs.

Ro 20M/40M RU number in IEEE 802.11ax.

Rs Number of shared RUs.

Ps Package production rate.
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4 Description of the Uplink OFDMA Protocol for Low
Latency

4.1 Protocol Overview

As shown in Fig. 2, it can be seen that the subsequent transmission packets are
fulfilled with padding when the number of cache packets of STA1 and STA2 is
in shortage in IEEE 802.11ax scheme. STA5 and STA6 cannot access channels
in this TF transmission.

Therefore, we propose an enhanced RU allocation scheme as shown in Fig. 3.
After AP got the buffer information of STA, we divide RUs into smaller resource
blocks on partial RUs, allowing more STA to transmit compared with the
resource division method in IEEE 802.11ax. At which point STA5 and SAT6
don’t need to wait for the next TF scheduling which can effectively reduce the
delay. AP scheduling algorithm is not covered by this article, whereas the AP
scheduling should be reasonably arranged according to the urgency of STAs’
packet. Thus we don’t make more discussion here. In IEEE 802.11ax standard,
bandwidth is devided dynamically. The allocation of shared RU and length of
UpLinkLength can also be dynamically allocated.

Fig. 3. Proposed uplink OFDMA protocol design.

4.2 Protocol Design

When designing the frame structure, it is necessary to specify the length of
UpLinkLength for each STA and inform STA the beginning time. There are
zero or more User Info Fields in Linked List Field. Each user has a separate
information field followed by IEEE 802.11ax standard [2] where a User Info List
Field exists. Therefore we use those fields to indicate that the STA is sent firstly
(Former STA) in a RU during the uplink transmission, or sent secondly (Later
STA), or occupies the entire RU block without sharing.
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Considering specific operation and less payload, two implementations are
given as following:

(1) As shown in Fig. 4, the UpLinkLength of Former STA and Later STA are
specified under this scenario. The transmission duration of former STA is
1
2TUL, and the transmission duration of Later STA is calculated by:

TL=
1
2
TUL−Ts (3)

Starting time of Later STA is given as:

TST =
1
2
TUL+Ts (4)

The time of entire orthogonal RU block is aligned. Implementation1 modifies
the original B39 field to Shared RU, indicating that the RU is a shared RU.
Then STA reads B40 field. It means that the STA is a Former STA if Station
Location field is set to 1. Or else, it means that the STA is a Later STA. In which
case STA can determine its duration and beginning time of sending according to
above provisions. STA don’t need to modify subfield supposed that it’s allocated
a monopoly RU. The overhead is 8 bits in this scenario.

Fig. 4. User Info Field Format implementation1.

(2) As shown in Fig. 5, a new Special UpLinkLength (SU) field is added under
this scheme. At this point, the uplink transmission duration of the Former
STA can be denoted by TSU, and the transmission duration of the Latter
STA is calculated by:

TL = TUL−TSU−Ts (5)

Starting time of Later STA is given as:

TST =TSU+Ts (6)

This implementation has greater flexibility, which facilitates the scheduling
of AP more reasonably in duration. The additional overhead for this scenario is
16bits.

Fig. 5. User Info Field Format implementation2.
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5 Theoretical Performance Analysis

The first STA position st for which no transmission opportunity was obtained
in the mth transmission can be calculated as:

st = 1 + (mNru) mod (n), n < Nru < 2n (7)

where the number of RUs is Nru.
The STA set R that don’t get a transmitting opportunity in the mth trans-

mission can be formulated as:

R =
{ {Nst, · · ·, Nst+n−Nru

}, st + n − Nru ≤ n
{Nst, · · ·, Nn, N1, · · ·, Nst−Nru

}, st + n − Nru> n
(8)

In conjunction (1)(8), it can be known that the STA set B that gets the
transmission opportunity is as following:

B = N − R (9)

According to the M/M/s queuing model [18], it can be known that:

ρ =
λ

μ
(10)

ρs =
λ

sμ
(11)

pk =

{
ρk

k! p0, k = 1, · · ·, s−1,
ρk

s!sk−s p0, k ≥ s,
(12)

ES =
p0ρρs

s!(1−ρs)
2 +

1
μ

(13)

where λ means the rate of user arrival. μ denotes the rate of service for service
desk. s means the number of service desks, namely Nru in this system. ρ indicates
the utilization rate of system single service desk. ρs manifests the total utilization
rate of the system multi-service desk. pk represents the number of customers in
system. The user’s remain time in system is ES, namely, average latency per
packet.

Implementation1 is used for analysis for simplifying calculation. Packets
arrive in bulk and batch out under this model. Combined (7)(8)(9), and the
service rate of system’s service desk μ is obtained by:

μ =
1

2n−2Nru

n × 2T + 2Nru−n
n × T

(14)

where T is the total duration of a service and is calculated as follows:

T = Tb+TTF + 2Ts + TA + TUL + TMBA (15)
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where the calculation of TA is shown in Eq. (16).

TA = Ts + 2Tsl (16)

Packets are batch in, batch out. We introduce the aggregation of degree A,
the number of packets that can be served per transmission is calculated as:

A =
Ps

8S × n

μNru
=

nPs

8μSNru
(17)

The rate of packet arrival can be expressed as the degree of aggregation of
the total number of packages, as shown in formula (18):

λ =
Ps

8S × n

A
= μNru (18)

Combined formula (13)(14)(18), the average packet latency ES of the system
TD can be calculated as:

ES =
1
μ

+ Tf − Ta (19)

where Tf denotes the average arrival time in a transmission before aggregation,
Ta denotes the average arrival time in a transmission after aggregation which
can be calculated by formula (17).

The total throughput Q of the system can be expressed as:

Q =
NpS

T
(20)

6 Performance Evaluation

6.1 Simulation Environment and Parameter Settings

We take integrated system & link level simulation platform [19,20] to build
IEEE 802.11ax simulation platform, which is performed in one BSS simulation
scenario, and the position of the STA is random. The simulation parameters are
shown in Table 2.

6.2 Simulation Results and Analysis

The simulation results shows the comparison of throughput and latency between
different scenarios at 20 MHz and 40 MHz, respectively.

(1) The package production rate increases

The number of shared RU is fixed to 5, the number of STA is fixed to 18,
and the package rate of each STA increasing gradually from 1 to 6 in units of
500 kbps at this time. All useful RUs can be calculated as follows:

Nru = Ro + Rs (21)
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Table 2. Simulation parameter value table.

Parameter Value

Ts 16 ms

Tsl 9 µs

TA SIFS + 2*Slot time

TUL 4 ms

TMBA 84 µs

Tb 15 µs

TTF 64 µs

S 200Bytes

Nru 9/10(20M/40M)

Ro 20M/40M RU number in IEEE 802.11ax

Rs 5

Ps 2 Mbps

By looking up the table [2], the limiting throughput Qh26−tone of 26-tone is
10.0 Mbps at an MCS rate of nine and an NSS rate of one. Because of interaction
of control frames in the system, and preamble packet size which is 36 bytes, limit
throughput can be calculated of the system in 20 M bandwidth:

Qh = RoQh26−tone
TULS

T (S + Sp)
(22)

The maximum throughput Qh is 73.5 Mbps, thus BSS has not reached the
full payload through comparison in simulation scene.
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Fig. 6. Impact of different rate on delay
performance
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Fig. 7. Impact of different rate on through-
put performance

The simulation results are shown in Fig. 6 and Fig. 7, and in the case of the
same bandwidth of 20M or 40M, the improvement of delay performance is more



224 Q. Gao et al.

obvious after using proposed scheme compared with IEEE 802.11ax scheduling
scheme [2]. When there are more STAs, the implementation of this scheme can
significantly improve performance of delay. So that more stations can access the
transmission in time without waiting for the next TF schedule.

(2) STA increases
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Fig. 8. Impact of STA number on delay
performance
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Fig. 9. Impact of STA number on through-
put performance

It can be seen that this solution make more STAs access from Fig. 8 and
Fig. 9, which can effectively reduce the delay of packet and ensure low latency
transmission of the STA with the change of number of STAs.

7 Conclusion

In order to improve the delay performance of the IEEE 802.11ax access meth-
ods in next generation WLAN, this paper proposed an uplink OFDMA access
method for low latency in next generation WLAN. It can be seen that the
enhanced access method can effectively reduce the system delay and make more
STAs access by improving the traditional uplink transmission. Frame structure of
the scheme is designed in detail and then verified by simulation. This paper pro-
vides two frame structure designs, giving AP flexible allocation when minimizing
signaling overhead. The access method designs simply and has little overhead, it
provides a solution for the next generation of WLANs for low latency and high
throughput and has a good compatibility with spec.
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Abstract. With the surge in demand for wireless traffic and network
quality of service, wireless local area network (WLAN) has developed
into one of the most important wireless networks affecting human life.
In high density scenarios, large numbers of Access Point (APs) and Sta-
tions(STAs) will be deployed in a limited area, means large amount of sig-
nals will be overlapped and coverage between Basic Service Sets (BSSs),
interference and collisions will become more severe, and if the sensitivity
of edge STA detection channel is not enough, such as the energy detection
(ED) threshold and reception sensitivity mismatch of STAs, edge STA’s
throughput may slow down seriously. So in this paper, we propose an
edge STA throughput enhancement method based on ED threshold and
TXPower joint dynamic adjustment to solve the problem of edge STA
deceleration caused by ED threshold and reception sensitivity mismatch.
By appropriately adjusting the ED threshold and TXPower of the BSSs
with deceleration edge STAs, improving the sensitivity of edge STAs
detection channel, and opportunity of edge STA’s transmission packet is
not greatly affected. Through the method of establishing mathematical
model and simulation verification, it has great practical significance.

Keywords: ED threshold · TXPower · Joint dynamic adjustmented ·
Edge STA · Throughput enhancement

1 Introduction

WLAN and cellular network have become the dominant type of wireless networks
[1]. Ericsson’s latest mobility report shows that the compound annual growth
rate (CAGR) of mobile traffic will grow by 30% from 2020 to 2024 [2]. Therefore,
the high-density scenario will be the main deployment scenario for the next gen-
eration of WLAN [3–5] with the surge in data demand and rapid rise in WLAN
deployment scale and density, requiring higher wireless network throughput to
ensure network transmission quality [6,7]. Large bandwidth is the main feature
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of next-generation wireless networks [8], such as IEEE 802.11ax, 802.11be. But
in high dense deployment, large numbers of APs and STAs will be deployed in
a limited area, means large amount of signals will be overlapped and coverage
between BSSs, interference and collisions will become more severe serious [9],
some STAs are difficult to compete for channel by intra-BSSs interference, cou-
pled with inter-BSSs’s interference, the probability of receiving success will be
greatly reduced. The next generation of WLAN random competition channel will
aggravate the interference in multi-BSSs, and then cause station’s throughput,
BSS’s throughput, and even the whole network’s throughput decreases. So how
to solve the BSSs’s interference and ensure station’s transmission quality is a
key factor to improve network service and quality.

Inter stations interference is the main reason for limiting transmission effi-
ciency and throughput of WLAN systems in high dense environments [10]. For
the interference between WLAN stations, researchers have proposed many inter-
ference management methods, mainly including power control mechanism, dis-
tributed MIMO, dynamic distribution channel and other methods [11–19]. In
[11–15], the authors proposed power control mechanism, such as M. Michalski
et al. considered AP can estimate the interference plus noise ratio (SINR) of
STA by the received signal strength indicator (RSSI) of STA, and then adjust
the transmitting power according to the set minimum SINR limit [11], Y. Cai
and J. Luo provided a network traffic power control method [12], A. Tsakmalis
et al. considered that the power control can be performed adaptively accord-
ing to the interference situation by adding a centralized controller for channel
measurement and adjusting AP power to the system in the dense WLAN net-
work [13–15]. The interference elimination technology and interference alignment
method were adopted to eliminate BSS interference problem [16,17]. R. Akl pro-
posed a method of using AP interchannel interference state through the dynamic
channel allocation algorithm of WLAN system to minimize AP interference to
allocate channels [18]. S. Jang studied the problem of channel assignment in AP
coexistence networks and proposed heuristic algorithms for channel assignment
[19]. Partial frequency multiplexing technology was used to improved edge STA
throughput, but a certain spectral efficiency would be sacrificed [20]. Huawei con-
sidered that we could enable each BSS to share all spectrum resources through
soft frequency multiplexing technology to improve the average BSS throughput
and reduce interference to edge STA [21].

The existing researches on edge STA’s interference mainly focused on intra-
BSS, or inter-BSSs when channel state can be well detected by stations. However,
there are few studies on interference of edge STA when stations channel detec-
tion is not sensitive, such as when station deceleration caused by the mismatch
between ED threshold and reception sensitivity which is a common problem of
multi-BSSs interference in highly dense scenarios, and will cause a typical edge
STA throughput deceleration phenomenon. This paper aims at the problem of
edge STAs throughput reduction caused by the mismatch of ED threshold and
reception sensitivity between multi-BSSs in highly dense scenarios, analyzes and
points out that the mismatch of ED threshold and reception sensitivity caused
by inherent CSMA/CA mechanism of WLAN is an important reason for the
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continuous intensification of multi-BSSs interference in highly dense scenarios,
proposes an edge STA throughput enhancement protocol based on ED threshold
and TXPower joint dynamic adjustment, improve the sensitivity of edge STA
detection channel and ensure that the edge STA’s delivery opportunities are not
greatly affected to improve the throughput performance of edge STA. Simulation
results show that this protocol can improve the throughput performance of edge
STAs, especially the edge STA with severe throughput reduction in high density
scenarios.

The rest of this article is organized as follows. In Sect. 2, a problem-solving
model is proposed to solve the problem of edge STA deceleration caused by the
mismatch between ED threshold and reception sensitivity. In Sect. 3, we will
analyze the problem of mismatch between ED threshold and receiver sensitivity
in detail. The fourth section designs a protocol of the above proposed. Simulation
results are shown in Sect. 5. The last Section concludes this paper.

2 System Model

Aiming at edge STA throughput reduction problem caused by mismatch between
ED threshold and reception sensitivity of stations, this paper proposes an edge
STA throughput promotion model based on the joint dynamic adjustment of
ED threshold and TXPower in Fig. 1. For the convenience of describing system
model and following description, relevant symbols are described in Table 1.

In this system model, STA periodically statistics some related information,
which meets certain conditions, such as the RSSI value of packets from inter-BSS,
the number of inter-BSS stations, the number of packets from inter-BSSs and
so on, calculates itself throughput, and then feedback the relevant information
to its AP. AP integrates the received information, and then gets the maximum
STA throughput value of intra-BSS, the total number of stations of inter-BSS,
the total number value of packets from inter-BSS, the minimum RSSI value of
packets from inter-BSS and other information, then feeds back to centralized
controller C. After receiving the information from each AP, C will evaluate the
speed reduction problem and severity of edge STA, and then send the evaluation
results to each AP. AP will adjust and optimize the ED threshold, TXPower and
other relevant parameters of intra-BSS according to the evaluation results, and
sends optimized parameters to its STAs. STA will adjust ED threshold and
TXPower according to the received parameters.

3 Analysis of the Mismatch Between ED Threshold
and Reception Sensitivity

The mismatch between ED threshold and reception sensitivity means that the
received intra-BSS packet’s RSSI value of a station is between ED threshold
and carrier sense (CS) threshold, so it can not well perceive the channel is busy
or idle, sometimes will mistake the channel idle when channel is busying actu-
ally, then constantly sends packets, resulting in collision and station throughput



230 F. Lan et al.

Table 1. Symbol description.

Symbol Symbolic meaning

C Centralized controller.

Ai The ith AP in this network.

Sij The jth STA of the ith AP.

eij The ED threshold set by the jth STA to inter-BSS.

e
′
ij The optimized ED threshold set by the jth STA to inter-BSS.

pij TXpower set by the jth STA in the current time period.

p
′
ij The optimized TXpower of the jth STA of the ith AP.

cij CS threshold set by the jth STA to inter-BSS.

roij The RSSI value of received packets of the jth STA from inter-BSS, value
roij in (cij , eij).

rsij The minimum RSSI value of received inter-BSS packets of the jth STA,
value rsij is equal to min

(
roij

)
.

no
ij The number of the inter-BSS stations of the jth STA phase mutual

inductance packet, when the RSSI value of the packet in (cij , eij).

nr
ij The number of packets received from inter-BSS by the jth STA within

the specified time period. The RSSI value of packets in (cij , eij).

tsij Throughput of the jth STA within the specified time period.

ao
ij The recorded inter-BSS station address of the jth STA, when the RSSI

value of packets received from the inter-BSS in (cij , eij).

rai The minimum RSSI value rai of inter-BSS packets received by all the
STAs of the ith AP, value rai is equal to min

(
rsij

)
.

No
i The total number of inter-BSS stations of the ith AP when the RSSI

value of its STAs received packets from these stations in (cij , eij), value is
equal to

∑
no
ij .

Nr
i The total number of inter-BSS packets received by all STAs of the ith AP,

value Nr
i is equal to

∑
nr
ij .

T s
i The maximum STA throughput in the specified time period of ith AP,

value T s
i is equal to min

(
roij

)
.

Ma
i Stores the information of ith AP about received inter-BSS packet number

nr
ij , throughput tsij , and inter-station address ao

ij .

Tms The maximum throughput of STA in the time period in this network,
value Tms is equal to max (T s

i ).

Nmo The maximum number value of statistical inter-BSS stations of each BSS
in the network, value Nmo is equal to max (No

i ).

Nmr The maximum number value of statistical inter-BSS packets of each BSS
in the network, value Nmr is equal to max (Nr

i ).

D Information about whether the edge STA deceleration occurs in each BSS.

S Information about whether each BSS have serious edge STA throughput
deceleration problem.
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Fig. 1. System Model

decline, especially edge STA’s throughput reduction. This paper mainly studies
the mismatch between ED threshold and reception sensitivity between multi-
BSSs.

IEEE 802.11 adopts CSMA/CA mechanism for signal transmission.
CSMA/CA mainly judges the channel is busy or idle through physical carrier
sense. The physical carrier sense function is realized through ED threshold and
CS threshold. ED is that a station uses the energy received by physical layer to
judge whether there is a signal for access. When the signal strength is greater
than or equal to ED threshold, the channel will be considered busy; otherwise,
the channel will be considered idle. In IEEE 802.11, CS is mainly used to identify
the preamble of physical layer convergence protocol header of a data frame. If a
received frame’s energy is greater than or equal to CS threshold, which is consid-
ered that a signal is detected; otherwise, no signal is detected. In short, the CS
threshold is the basis for judging whether a signal is received, ED threshold is
the basis for a station to judge the channel busy or idle. Therefore, when the ED
threshold of a station is mismatched with reception sensitivity, that is, a station
detects that the energy of channel is less than ED threshold, will consider the
channel idle and then sends packet. However, at this time, the destination sta-
tion may be parsing the preamble in the header of corresponding physical layer
for receiving inter-BSS packet (the RSSI of inter-BSS packet is greater than CS
threshold but less than ED threshold), thus missing the preamble parsing of the
packet actually sent to it, resulting in the packet being discarded.

4 Protocol Design

4.1 Basic Idea

This protocol monitors network transmission status through regular collecting
network status information by STAs, and feed back the related information to
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its AP. After AP integrates the received information, it feeds back to C, which
will evaluates problem according to the feedback information and send the eval-
uation results to AP, and AP makes parameter optimization, then AP sends the
optimized information to its STAs, and STAs make parameter adjustment. The
protocol is mainly realized through three stages in Fig. 2.

Network status collection stage: STA regularly counts RSSI of the received
inter-BSS packets, the RSSI value is in (cij , eij), number of inter-BSS stations
no
ij , number of inter-BSS packets nr

ij , address of inter-BSS aoij , throughput tsij
and other relevant information.

Network state feedback and problem evaluation stage: STA processes the
collected network status information and feeds back the relevant information
to its AP. After AP performs certain information integration, it obtains the
minimum RSSI value rai , total number of inter-BSS stations No

i , total number
of inter-BSS packets Nr

i , maximum throughput of intra-BSS STA T s
i , and other

information such as Ms
i , and feeds back to C.

Parameter optimization, adjustment and release stage: C judges the decel-
eration of edge STA according to the feedback network state information, and
sends the judgment results to each AP. AP will optimize ED threshold, TXPower
and other related parameters according to the judgment results, and send the
optimized results to its STAs. Upon receipt, STA will adjust parameters such as
ED threshold and TXPower.

Fig. 2. Basic protocol process

4.2 Detailed Design

The basic process of this protocol is to collect, feed back, evaluate problems,
optimize and adjust parameters on a regular basis. The follows is specific process.

(1) Network status collection stage.
Basic process of network state collection as in Fig. 3. STA (Sik) statistics
RSSI value (roik) of received packets come from STA (Sjl) of inter-BSS and
get the minimum RSSI value (rsik) of received inter-BSS packets according to
the statistics of roik, records the address of inter-BSS STA (aoik), counts the
number of inter-BSS stations (no

ik), statistics the number of the received
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inter-BSS packets (nr
ik), calculates throughput (tsik) in the time period T

and other network status related information.
(2) Network state feedback and problem evaluation stage.

Fig. 3. Basic protocol process

1) Network state feedback phase.
Basic process of network state feedback in Fig. 4. STA sends station network
state report (SNSR) frame to its AP after processing the collected network
state related information at time of nT . The SNSR frame carries network
state related information such as the minimum RSSI value rsik, the calculated
throughput tsik, the statistics inter-BSS stations number no

ik, the received
inter-BSS packets number nr

ik, the ED threshold eik and TXPower pik set
to inter-BSS in the current time period of STA and other information. AP
performs the received information processing to obtain the minimum RSSI
value rai , the inter-BSS’s stations number No

i , the received inter-BSS packets
number Nr

i , the maximum STA throughput T s
i , and other information Ma

i ,
then send an access point network state report (ANSR) frame, which carries
the related network state information, to C. And C will get the maximum
STA throughput value Tms , the maximum inter-BSS stations number Nmo ,
the maximum value of received inter-BSS packets number Nmr , then enters
to the problem evaluation stage.

2) Problem evaluation stage.

Fig. 4. Basic protocol process

Step 1: Judge STA deceleration. Judge whether the counted inter-BSS sta-
tions number no

ik and calculated STA throughput tsik meet the Eq. (1) and (2)
respectively. If so, it is considered that the current STA has an edge decelera-
tion problem, and proceed to step 2; Otherwise, it is considered that no edge
deceleration problem.
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no
ik > R (1)

where R is the edge deceleration parameter.

tsik < k ∗ T s
m (2)

where k is throughput drop parameters.
Step 2: judge the severity of edge STA deceleration. When it is judged that

the inter-BSS’s stations number No
ik and the received inter-BSS packet number

Nr
ik of each BSS meets Eq. (3) and (4), it is considered that the current BSS

edge reduction problem is serious.

No
i > k1 ∗ No

m (3)

where k1 is the edge deceleration severity parameter.

Ns
i > k2 ∗ Ns

m (4)

where k2 is the edge deceleration severity parameter.
The specific process of problem evaluation is shown in Algorithm1.

Algorithm 1. Problem evaluation
Input: tsik;n

o
ik;Tms ;No

i ;Nr
i ; dik; d

a
i ; s

a
i ; s

s
ik; a

a
i ;n

a;ns
i ;

Initialize: dik = false; dai = false; sai = false;
output: D = map < aa

i , d
a
i >;S = map < aa

i , s
a
i > ;

1: for int i = 1 to na do
2: for int k = 1 to nk

s do
3: if (no

ik > R) and (tsik < k ∗ Tms) then
4: dai = true
5: dsik = true
6: else
7: dsik = false
8: end if
9: end for

10: D = map < aa
i , d

a
i >

11: if (dai = true) then
12: if (No

i > k1 ∗ Nmo) and (Nr
i > k2 ∗ Nmr ) then

13: sai = true
14: S = map < aa

i , s
a
i >

15: else
16: sai = false
17: S = map < aa

i , s
a
i >

18: end if
19: end if
20: end for

(3) Parameter optimization, adjustment and release stage.
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According to the above evaluation results, C sends it to each AP, stations
for corresponding parameter optimization and adjustment. The adjustment and
optimization process of specific parameters is as follows:

Step 1: after receiving the parameters issued by C, the AP determines
whether the edge deceleration problem occurs in BSS. If it does, execute step 2;
Otherwise, proceed to step 6.

Step 2: judge the severity of edge deceleration problem in BSS. If the problem
is serious, proceed to step 3; Otherwise, go to step 4;

Step 3: optimize the TXPower and inter-BSS ED threshold parameters of
each STA, send the optimization results to each STA, and execute step 5;

Step 4: optimize the inter-BSS ED threshold parameters of each STA in BSS,
send them to each STA, and execute step 5.

Step 5: STA adjusts the parameters according to the optimized parameters
distributed by its AP.

Step 6: STA does not make any parameter adjustments.
ED threshold and TXPower optimization meet Eq. (5) and (6). Specific

parameter optimization process, such as Algorithm 2.

e
′
ik = rai (5)

p
′
ik = pik + eik − e

′
ik + P (6)

where P is a TXPower optimization parameter.

Algorithm 2. Parameter optimization
Input: dai ; s

a
i ; eik; pik; r

a
i ;ni

s;
Initialize: dik = false; dai = false; sai = false;
output: e

′
ik; p

′
ik;

1: if (dai = true) then
2: for int k = 1 to nk

s do
3: e

′
ik = rai

4: end for
5: end if
6: if (sai = true) then
7: for int k = 1 to nk

s do
8: p

′
ik = pik + eik − e

′
ik + P

9: end for
10: end if

5 Performance Evaluation

In this paper, we adopt integrated system & link level simulation platform [22,
23], and set two simulation scenarios, four simulation verifications in total.
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5.1 Basic Simulation Parameter Settings

The location of BSS main channel is 36, and STA number is 3 in each AP. The
transmission bandwidth is 40 MHz in Fig. 5, and 80 MHz in Fig. 7. The traffic is
saturated. Other simulation parameters are shown in Table 2.

Table 2. Simulation parameter

Simulation Parameter Value Simulation Parameter Value

Protocol mode IEEE 802.11ax [24] UL/DL UL

Transmission Mode SU AMSDU 7

TX Power (initial) 15dBm AMPDU 21

TXOP(Yes/No) Yes CWmin 15

RTS/CTS(Yes/No) Yes CWmax 1023

NSS Number 2 SIFS 16us

Traffic Type BE DIFS 43us

ED (initial) 40 MHz: -72 dBm 80MHz: -62 dBm Data Rate(DL) 0

CS (initial) 40 MHz:-79 dBm 80 MHz: -76 dBm Data Rate(UL) 1e9

5.2 Simulation Scenario Setting and Analysis

(1) 40 MHz-3AP simulation scenario

Fig. 5. 40 MHz-3AP Simulation scenario

In Fig. 5, two different AP distance and BSS radius are set to make RSSI
perceived by stations between BSSs different in Table 3 and 4. In Table 3 and (a)
of Fig. 6, BSS radius is 6 meters (m), and AP’s distance is from about 26 m to
60 m. In Table 4 and (b) of Fig. 6, BSS radius is 8 m, and AP’s distance is from
about 40 m to 90 m. The simulation results as shown in Fig. 6.
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Table 3. 3AP-Radius(6m)-RSSI.

RSSI Pre-adjustment Adjusted

RSSI1 ED ≤ RSSI1;

CS<RSSI1<ED

ED ≤ RSSI1

RSSI2 ED ≤ RSSI2 ED ≤ RSSI2

RSSI3 CS<RSSI3< ED ED ≤ RSSI3

Table 4. 3AP-Radius(8m)-RSSI.

RSSI Pre-adjustment Adjusted

RSSI1 CS<RSSI1<ED ED ≤ RSSI1

RSSI2 ED ≤ RSSI2;

CS<RSSI2 <ED

ED ≤ RSSI2

RSSI3 RSSI3 < CS ED ≤ RSSI3

(a) BSS radius = 6m (b) BSS radius = 8m

Fig. 6. 40 MHz-3AP-Throughput Comparison

In Fig. 6, the overall throughput of each BSS has increased after adjustment,
especially the throughput of edge BSSs. In (a) of Fig. 6, the throughput of each
STA in the BSS is increased by from 12.4% to 438%, except STA12. Each STA’s
throughput in edge BSS is obvious (increased by 18.0% to 438%). The number
of STA with decreased throughput decreases from 7 to 4, a decrease of 42.86%.
In (b) of Fig. 6, each STA’s throughput is increased by from 2.75% to 276%,
except STA22. Each STA’s throughput in edge BSS is obvious (increased by from
17.24% to 276%). The number of STA with decreased throughput decreases from
6 to 4, a decrease of 33.3%. And whether in (a) or (b) of Fig. 6, the number of
edge STA with reduction throughput decreased from 6 to 4, a decrease of 33.3%.

Fig. 7. 80 MHz-6AP Simulation scenario
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(2) 80 MHz-6AP simulation scenario

Table 5. 6AP-Radius(6m)-RSSI.

RSSI Pre-adjustment Adjusted

RSSI1 RSSI1 ≤ CS ED ≤ RSSI1

RSSI2 RSSI2 ≤ CS;

CS<RSSI2<ED

ED ≤ RSSI2

RSSI3 CS < RSSI3 <ED ED ≤ RSSI3

RSSI4 CS < RSSI4 <ED ED ≤ RSSI4

RSSI5 CS<RSSI5 <ED;

RSSI5 < CS

ED≤RSSI5;

RSSI5≤CS

Table 6. 6AP-Radius(8m)-RSSI.

RSSI Pre-adjustment Adjusted

RSSI1 ED ≤ RSSI1;

CS<RSSI< ED

ED ≤ RSSI1

RSSI2 CS < RSSI2 <ED ED ≤ RSSI2

RSSI3 CS<RSSI3<ED;

RSSI3 < CS

ED≤RSSI3;

RSSI3 < CS

RSSI4 RSSI4 < CS ED < RSSI4

RSSI5 RSSI5 < CS RSSI5 ≤ CS

In Fig. 7, two different AP distance settings are made to make RSSI perceived
by stations between BSSs different in Table 5 and 6. In Table 5 and (a) of Fig. 8,
the BSS radius is 6 m, and the distance between AP is about 17.5 m. In Table 6
and (b) of Fig. 8, BSS radius is 8 m, and the distance between AP is about 30 m.
The simulation results as shown in Fig. 8.

(a) BSS radius = 6m (b) BSS radius = 8m

Fig. 8. 80MHz-6AP-Throughput Comparison

In (a) of Fig. 8, edge STAs’s throughput is increased by at least 2.6 times after
adjustment, except STA13 and STA61. In (b) of Fig. 8, all edge STAs’s through-
put is greatly improved after adjustment, especially for almost starved edge STAs
such as STA11, STA21, STA23, STA31, STA33, STA41, STA43, STA51, STA53,
STA61, STA63.

(3) Simulation Analysis

After the ED threshold of the throughput reduction of edge STAs is low-
ered, the detection channel is more sensitive, which reduces the collision prob-
ability between the packets sent by the edge STAs and inter-BSS’s STA, and
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improves the throughput. However, when the ED threshold of a STA is lowered,
the STA’s sending opportunities will decrease, which may lead to a decrease of
STA’s throughput. Therefore properly increasing the transmission power of the
BSS can ensure that the sending opportunities of the BSS’s edge STA will not
decrease as much as possible, so as to improve the edge STA’s throughput.

6 Conclusion

Aiming at the edge STA’s throughput serious reduction caused by mismatch
between ED threshold and reception sensitivity of multi-BSSs in highly dense
scenes, this paper proposes a throughput increase protocol and method for edge
STAs based on the joint dynamic adjustment of ED threshold and TXPower.
Through the adjustment and optimization of the inter-BSS ED threshold and
TXPower of some BSSs, edge STA’s throughput is improved. According to the
above simulation results, it can be seen that this method can better improve the
serious throughput reduction edge STAs. The design of this protocol is simple.
It can greatly improve the throughput degradation of edge STAs caused by
mismatch between ED threshold and reception sensitivity in BSSs. It has a
strong application prospect and value.
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Abstract. With the surge in demand for latency-sensitive traffic, the
next-generation Wireless Local Area Network (WLAN) standard IEEE
802.11be has recognized the improvement of worst-case latency and jitter
as one of its core objectives. Reservation-based contention-free channel
access scheme achieves lower latency. Nevertheless, the channel reserva-
tion still has some limitations. In a multi-cell scenario, the Access Point
(AP) is not capable of managing external cell users, which will cause
interference to the reserved users during the reservation period, result-
ing in deteriorating channel conditions and increasing latency. Hence, in
this paper, we propose a channel reservation mechanism with multi-cell
coordination capability, enabling the sharing of channel reservation infor-
mation among different cell APs and restricting the corresponding users
to remain in silence during the reservation period, to avoid interference
from internal and external cell users on the reserved users. Moreover, we
propose a management frame protection scheme based on channel reser-
vation mechanism that reduces the probability of management frame loss
by offering channel reservation to the management frames. The effective-
ness of the channel reservation mechanism and the management frame
protection scheme is verified by simulations. It is demonstrated that the
latency of latency-sensitive traffic in a multi-cell scenario using the pro-
posed mechanism is significantly improved over the existing works.

Keywords: Wireless local area network (WLAN) · IEEE 802.11be ·
Channel Reservation · Multi-Cell Coordination · Low Latency

1 Introduction

Recently, latency-sensitive traffic has emerged for various sectors, such as
cloud gaming and remote medical monitoring. This traffic usually requires low
latency and high reliability to meet the demands of their application scenar-
ios, whereas the widely used Wireless Local Area Network (WLAN) standard
IEEE 802.11ax [1] has efficient network performance, but it cannot guarantee
timely data delivery due to the uncertainty of the CSMA/CA channel access
mechanism, and thus cannot meet the requirements of latency-sensitive traffic.
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As a result, the next-generation WLAN standard IEEE 802.11be [2] has listed
the worst-case latency and jitter improvement as one of the core objectives, and
new technologies and features will be introduced in the Physical layer (PHY)
and Medium Access Control layer (MAC) to improve the latency.

The traditional IEEE 802.11 standard defines the Distributed Coordina-
tion Function (DCF) and the Point Coordination Function (PCF). DCF uses
contention-based CSMA/CA mechanism to access the channel and simultane-
ously uses binary exponential backoff algorithm to defer channel access time
to reduce the probability of collision. The standard also proposes Enhanced
Distributed Channel Access (EDCA) mechanism based on DCF to meet QoS
requirements. EDCA classifies traffic into four categories, each with different
priorities and backoff parameters. High-priority traffic has more optimal backoff
parameters, like smaller maximum contention window size. PCF uses contention-
free point coordinators to manage channel access and schedules node transmis-
sions by polling. This method introduces significantly more cost and complexity,
plus the loss of scheduling information due to uncertainty in unlicensed bands.
In contrast, DCF has higher reliability, lower cost, and simpler implementation.
Therefore, DCF has been more widely used. But DCF still has a higher proba-
bility of collision when the number of users is large, and channel access becomes
more difficult, resulting in increased latency. Accordingly, the contention-based
channel access mechanism may not meet the low latency and high-reliability
requirements of latency-sensitive traffic.

The IEEE 802.11ax standard introduces Orthogonal Frequency Division Mul-
tiple Access (OFDMA) technology and Multi-User Multi-Input Multi-Output
(MU-MIMO) technology to strengthen the concurrency capability. Based on
these two technologies, the multi-user uplink transmission scheduling scheme
allows users to access the channel free of competition for latency reduction. The
IEEE 802.11ax standard enhances the Target Wake Time (TWT) technique
introduced by the IEEE 802.11ah standard [3] as well as introduces broad-
cast TWT, which utilizes reservation-based channel access to enable users to
transmit data during the reserved period with less contention, thereby reduc-
ing latency. The next generation WLAN standard, IEEE 802.11be, introduces
Restricted TWT (R-TWT) technology derived from broadcast TWT technology,
a mechanism that reduces latency by providing additional channel protection to
channel reservation period to further reduce contention. These scheduling or
reservation-based channel access methods are more appropriate for transmitting
latency-sensitive traffic than competition-based access methods.

A few limitations exist, however, in the use of the above techniques. One of
the very critical limitations is the interference from OBSSs. In multi-cell sce-
narios, whether using scheduling-based or reservation-based channel access, the
Access Point (AP) cannot effectively coordinate external cell users. While the
channel is idle, the external cell users may transmit data at any time and even
transmit without contention when they have TXOP. Channel conditions dete-
riorate due to the uncertainty of the access channel for external cell users, and
users with low latency demand who are scheduled or have reservation periods
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may not be able to access the channel rapidly, and thus latency-sensitive traffic
cannot be transmitted in time. Therefore, in multi-cell scenarios, APs need to
coordinate with external cell users in an effective way to reduce the competition
from external cell users. Besides, in the multi-cell high-density scenario, when the
AP performs channel reservation or schedule, the relevant management frames
could be lost due to collision, and since the retransmission mechanism does not
apply to such management frames, the users cannot establish communication
with the AP in the period following and thus cannot provide rapid channel
access to the latency-sensitive traffic, which results in increased latency. There-
fore, in multi-cell high-density scenarios, APs need to minimize management
frame transmission loss effectively.

In light of this, this paper investigates the solution to the problem of inter-
ference from OBSSs for channel reservation and management frame loss in a
multi-cell scenario. The contributions of this paper are mainly as follows:

1) A channel reservation mechanism in a multi-cell scenario is proposed. It
reduces the competition by coordinating the channel access of different BSS
users through APs and Wireless Access Point Controller (AC). In the multi-
cell scenario, before the AP allocates reservation periods to users, the channel
reservation information is first forwarded to the external cell AP through the
AC so that it can coordinate the external cell users. With multi-cell coor-
dination, APs can eliminate interference from external cell users, and users
with low latency demand can rapidly access the channel for data transmission
during the reservation period, consequently reducing latency.

2) In addition, this paper proposes a scheme to transmit management frames
using channel reservation, where the AP can transmit management frames
during a regular channel reservation period, while the user remains in silence
during that period, which reduces the probability of management frame loss
and allows the user to receive the channel reservation information correctly,
thereby preventing the latency increase due to channel reservation informa-
tion loss.
The remainder of this paper is organized as follows: In Sect. 2, the related
work is introduced. Section 3 presents the channel reservation mechanism
in the multi-cell scenario and the scheme of utilizing channel reservation to
protect the management frame transmission in the multi-cell high-density
scenario. The performance is simulated and analyzed in Sect. 4. Section 5
concludes the whole paper.

2 Related Work

Many researchers have investigated in recent years for MAC protocol perfor-
mance enhancement. Paper [4] proposed a distributed reservation MAC pro-
tocol called EBA. The node sends information about future backoff values to
other nodes through data frames, and other nodes select backoff values avoid-
ing the already selected values. A centralized channel reservation MAC mech-
anism is proposed in the paper [5]. Nodes transmit data during reserved peri-
ods and compete to obtain channel reservations during unreserved periods. The
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paper [6] proposes a competition-based distributed channel reservation MAC
protocol. Nodes compete during the competitive periods and the nodes that
succeed in the competition broadcast their reservation information of the chan-
nel using RTS/CTS like mechanism before transmitting the data. Nodes reserv-
ing channels send data during the reservation period. A multi-hop distributed
channel reservation mechanism has been proposed in the papers [7,8]. The node
sends multiple future channel reservation information to other nodes through
data frames, so that the reservation information can be sent multiple times. A
collision-free backoff mechanism is proposed in the paper [9]. Nodes can reserve or
release the backoff value by managing frames. In paper [10], a distributed chan-
nel reservation mechanism is proposed. When a node sends data, the channel is
reserved in the form of NAV and the node can send data again after successful
data delivery. Extensive research on TWT has been carried out in academia in
recent years. The paper [11] investigated the effect of clock drift on TWT and
compared two channel access modes under TWT uplink transmission: random
contention access and AP scheduling access, and found that the former provides
lower transmission time, while the latter provides lower power consumption. The
paper [12] investigates the performance gain of TWT and finds that it brings
significant throughput gains when combined with the uplink multi-user feature
of IEEE 802.11ax, despite the additional management overhead required, along
with almost constant average latency when the traffic load varies. The paper [13]
combines the MU-based orthogonal frequency division multiple access (OFDMA)
function of IEEE 802.11ax with TWT scheduling to improve throughput by
negotiating the appropriate target beacon transmission time and staggering the
wake time of nodes to reduce competition. In the paper [14], the MU function
of IEEE 802.11ax is combined with broadcast TWT to improve throughput by
scheduling the suitable number of nodes through AP to maximize their parallel
transmission without collision using the channel resources. The paper [15] pro-
poses a machine learning-based traffic category detection model and an adaptive
TWT wake interval configuration scheme so that the TWT parameters can be
adjusted according to the traffic category of real-time data to reduce competi-
tion and power consumption. A time-aware scheduling scheme based on TWT is
proposed in the paper [16]. The paper [17] treats as a graph coloring problem by
grouping nodes to find the minimum chromatic number enabling as many nodes
as possible to transmit in parallel at the same time, thus improving throughput
and energy efficiency. Although the above research has improved the MAC pro-
tocol performance, it has not paid much attention to the OBSSs interference.
Hence, this paper proposes a channel reservation mechanism in a multi-cell sce-
nario to solve the OBSSs interference by multi-cell coordination, as well as to
solve the management frame loss problem by using channel reservation to trans-
mit management frames.
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Fig. 1. Period classification of channel reservation mechanism and operation of various
types STAs during different period.

3 A Channel Reservation Mechanism in a Multi-cell
Scenario

3.1 Basic Idea

In the channel reservation mechanism, the period is classified into reserved period
and non-reserved period, as shown in Fig. 1. Among them, the reserved period
is further classified into reserved management period and reserved transmission
period, which will be referred to as management period and transmission period
respectively. During the transmission period, the reserved Station (STA) trans-
mits latency-sensitive traffic through randomly contention access channels, while
other STAs enter silence state. During the management period, APs transmit
reservation information over randomly contention access channels, and other
STAs enter silence state. During non-reserved period, all STAs transmit data
over random contention access channels. Benefits from the above classification,
AP can exclude contention of STAs during the management period, thus reduc-
ing the probability of losing management frames and their reservation informa-
tion due to collision. The reserved STAs can rapidly access the channel without
contention during the transmission period, thus eliminating the contention and
conflicts caused by other STAs and thereby reducing latency.

To implement period classification, all nodes will maintain two period lists,
reservation list and silence list. For STAs, the reservation list records the trans-
mission period information allocated to itself, and the silence list records the
reserved period (including transmission period and management period) infor-
mation allocated to other nodes. For APs, the reservation list records the trans-
mission periods allocated to internal cell STAs, and the silence list records the
transmission periods allocated to external cell STAs. Besides, AP maintains an
additional management list to record management period information. STAs
enter the silence state when the Time Synchronization Function (TSF) matches
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any of the silence list recording periods, and the silence state will last for a fixed
duration. Nodes start to randomly compete for access channels when the TSF
matches any of the reservation list or management list recording periods. For
ensuring that the channel remains idle at the beginning of the reserved period so
that the reserved node can access the channel quickly, the node must determine
before each transmission whether the frame exchange sequence can end before
the nearest reserved period, otherwise, this transmission is not performed.

Fig. 2. Multi-cell coordination operation of channel reservation mechanism.

To eliminate the interference of OBSSs, AP needs to notify the reservation
list to the adjacent external cell nodes for multi-cell coordination, as shown in
Fig. 2. AP forwards its reservation list to the adjacent AP through AC, and the
adjacent AP adds the list to its silence list and then broadcasts the silence list to
all STAs in the belonging BSS through management frames, and STAs add the
list to their silence list. As a result of the above operation, the transmission period
information can be shared among the cell nodes, thus excluding the interference
of OBSSs. In addition, the management period should occur cyclically and each
reserved period included in the management frame shouldn’t exceed the next
management period.

3.2 Channel Reservation Mechanism Algorithm

We use the following notation to describe the channel reservation algorithm:

1) Node: A denotes AP1, an(n ≥ 1) denotes the n-th STA associated with A;
B denotes AP2, bn(n ≥ 1) denotes the n-th STA associated with B. etc.
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2) Period: T denotes the current time, TP denotes the transmission period,
and MP denotes the management period. TPi denotes the i-th transmission
period and the same as the management period.

3) List: RL denotes the reservation list, SL denotes the silence list, and ML
denotes the management list. RLi(i ≥ 0) denotes the i-th period in the reser-
vation list and the same for the other lists. We assume that the list is always
in ascending order and there is no invalid period (an invalid period is a
period whose beginning time is less than the current time), so RL0 denotes
the nearest valid reservation period to the current time and the same for
other periods.

Fig. 3. Illustration of node operation and list status at different periods of channel
reservation mechanism in two cell network topologies. (a) Node operation and list status
before management period MP0. (b) Node operation and list status after AP allocation
and exchange transmission period in management period MP0. (c) Node operation and
list status after A sends a management frame in management period MP0. (d) Node
operation and list status after B sends a management frame in management period
MP0. (e) Node operation and list status in the first transmission period TP0. (f) Node
operation and list status in the second transmission period TP1.

The channel reservation algorithm is described in Fig. 3. The green list rep-
resents the reservation list, the red list represents the silence list, the orange
list represents the management list, and the periods in the list are sorted in
ascending order from top to bottom:

(a) Before the management period MP0 is about to arrive, there are no other
periods recorded in the node list except MP0. In the STAs silence list,
SL0 = MP0; in the APs management list, ML0 = MP0.

(b) On the arrival of management period MP0, the node refreshes the list to
delete MP0. APs update the management period, and in the management
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list,ML0 = MP1. A allocates transmission period TP0, and in the reser-
vation list, RL0 = TP0; B allocates transmission period TP1, and in the
reservation list, RL0 = TP1; After the allocation, A and B exchange RL
information and add each other RL to their own SL, and in the A silence
list, SL0 = TP1;In the B silence list, SL0 = TP0.

(c) After the above operation, APs start to contend for channels, and A suc-
cessfully contends and sends management frames to STAs, where a1 is an
STA with low latency demand. a1 receives management frames and adds
RL to its own reservation list, RL0 = TP0, and adds SL and ML to its own
silence list, SL0 = TP1, SL1 = MP1; an(n ≥ 2) receives management frames
and adds RL,SL and ML to its own silence list, SL0 = TP0, SL1 = TP1,
SL2 = MP1.

(d) B After successful contention sends management frames to STAs, where b1 is
an STA with low latency demand. b1 receives management frames and adds
RL to its own reservation list, RL0 = TP1, and adds SL and ML to its own
silence list, SL0 = TP0, SL1 = MP1; bn(n ≥ 2) receives management frames
and adds RL,SL and ML to its own silence list, SL0 = TP0, SL1 = TP1,
SL2 = MP1.

(e) On the arrival of transmission period TP0, the node refreshes the list to
delete TP0. a1 starts contending for the channel and the other STAs enter
the silence state.

(f) On the arrival of transmission period TP1, the node refreshes the list to
delete TP1. b1 starts contending for the channel and the other STAs enter
the silence state. At this time, the node state is similar to the state in (a),
and the process will be repeated for each node in the next management
period MP1.

4 Performance Evaluation

4.1 Simulation Environment and Parameter Settings

In this paper, we use the NS-3-based IEEE 802.11be network simulation plat-
form for simulation. We validate the performance of the scheme by comparing
the latency and throughput of users with low latency demand and other users
respectively in four scenarios: EDCA scenario, R-TWT scenario, channel reser-
vation scenario, and channel reservation scenario combined with management
frame protection scheme (hereafter referred to as enhanced channel reservation
scenario). The simulation parameters are shown in Table 1.

4.2 Simulation Results and Analysis

Figure 4 and Fig. 5 show the trend of the average latency of users with low
latency demand and the average latency of users without low latency demand
in different scenarios when the number of STAs increases in the 2 × 2 multi-cell
network topology, respectively. From Fig. 4 and Fig. 5 we can observe that:
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Table 1. Simulation parameter value table.

Parameter Value

Management period cycle 100 ms

Reserved period duration 1 ms

Number of transmission periods in the management period cycle 5

Traffic rate 1e8bps

BSS size 15×15 m

network topology 2×2

Number of AP in BSS 1

Number of user with low latency demand in BSS 1

Latency sensitive traffic access category VI

other traffic access category BE

VI min/max contention window 15/31

BE min/max contention window 15/1023
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Fig. 4. Average latency of users with low
latency demand in four scenarios of 2 × 2
network topology
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Fig. 5. Average latency of users without
low latency demand in four scenarios of 2×
2 network topology

1) For users with low latency demand. Enhanced channel reservation scenario
latency is the lowest and increases slowly with a larger number of STAs.
Channel reservation scenario latency is only higher than enhanced channel
reservation scenario and increases faster with a larger number of STAs. EDCA
scenario latency and R-TWT scenario latency are the highest, and there is
no significant difference between them, both of which increase rapidly with
a larger number of STAs. Therefore, when the number of STAs becomes
larger, the difference between the latency of the enhanced channel reservation
scenario and the other three scenarios gradually expands.

2) For users without low latency demand. There is no significant difference
between the latency of the four scenarios. The latency increases with a larger
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Fig. 6. Average throughput of users with
low latency demand in four scenarios of
2 × 2 network topology
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Fig. 7. Average throughput of users with-
out low latency demand in four scenarios
of 2 × 2 network topology

number of STAs for all four scenarios. When the number of STAs is less, the
latency increases faster, and when the number of STAs is more, the latency
increases slower.

Figure 6 and Fig. 7 show the trend of the average throughput of users with
low latency demand and the average throughput of users without low latency
demand in different scenarios when the number of STAs increases in the 2 × 2
multi-cell network topology, respectively. From Fig. 6 and Fig. 7 we can observe
that:

1) For users with low latency demand. Enhanced channel reservation scenario
throughput is the highest and remains stable with a larger number of STAs.
Channel reservation scenario throughput is only lower than enhanced channel
reservation scenario and decreases with a larger number of STAs. EDCA sce-
nario throughput and R-TWT scenario throughput are the lowest and there
is no significant difference between them, both decrease with a larger number
of STAs. Therefore, when the number of STAs becomes larger, the difference
between the throughput of the enhanced channel reservation scenario and
the other three scenarios gradually expands.

2) For users without low latency demand. The enhanced channel reservation
scenario has the lowest throughput, and the channel reservation scenario
throughput is only higher than the enhanced channel reservation scenario.
The R-TWT scenario has the highest throughput, followed by the EDCA sce-
nario. However, there is no significant difference between them. The through-
put of all four scenarios decreases slowly as the number of STAs becomes
larger.

The main reasons for the trends in Fig. 4, 5, 6 and Fig. 7 are:

1) For users with low latency demand, when the number of STAs becomes larger,
the network environment deteriorates, leading to an increase in latency as
well as a decrease in throughput. In the EDCA scenario, although users with
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low latency demand enjoy the backoff parameter for easier access to the chan-
nel, they still have difficulty accessing the channel when the number of STAs
is larger and are prone to conflicts, resulting in higher latency and lower
throughput; in the R-TWT scenario, although it is possible to keep other
users in the cell in silence during the reservation period to provide channel
protection for users with low latency demand, it is incapable of managing
users from external cells. Therefore, when the number of external cell users
is large, channel protection is ineffective, resulting in high latency and low
throughput; the channel reservation mechanism, with multi-cell coordination
capability, can silence other users including external cell users during the
reservation period, providing channel protection for users with low latency
demand. However, when the number of STAs is large, the management frames
carrying reservation information are easily lost, resulting in better delay and
throughput than the above two mechanisms, but the improvement is not
significant; the enhanced channel reservation mechanism, with multi-cell col-
laboration and management frame protection capability, can effectively avoid
the loss of management frames and make users with low delay demand free
from interference by other users including external cell users during the reser-
vation period. Therefore, the latency is minimized and the throughput is
maximized.

2) For users without low latency demand, when the number of STAs becomes
larger, the network environment deteriorates, leading to an increase in latency
as well as a decrease in throughput. When the number of STAs is less, the
network environment is better, and the increment in the number of STAs
leads to a sudden deterioration of the network environment and an intensi-
fied trend of latency increase, but the throughput decreases slowly due to the
high number of STAs. When the number of STAs is more, the network envi-
ronment is poor, the increment in the number of STAs only leads to a gradual
deterioration of the network environment, the trend of increasing delay slows
down, and the throughput still keeps decreasing slowly. In the EDCA sce-
nario, users without low delay demand are not restricted, the throughput
is higher, but the impact on delay is smaller. The R-TWT scenario silences
other users in this cell during the reservation period, and the overall net-
work conflict is reduced. For users without low latency demand, throughput
is improved, but the impact on latency is smaller. In the channel reservation
scenario and the enhanced channel reservation scenario, users without low
latency demand cannot transmit during the reservation period, resulting in
a decrease in throughput, but with a small impact on latency.

We can see from the above analysis that the proposed channel reservation
mechanism combining the management frame protection scheme as compared to
the EDCA mechanism, and R-TWT mechanism, can significantly improve the
latency and throughput of users with low latency demand without sacrificing
too much the latency and throughput of users without low latency demand.
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5 Conclusion

To solve the interference problem of OBSSs to channel reservation in multi-
cell scenarios, this paper proposes a novel channel reservation mechanism, and
a management frame protection scheme to solve the management frame loss
problem in multi-cell high-density scenarios. It is demonstrated through simula-
tion that the proposed channel reservation mechanism and management frame
protection scheme can effectively solve the interference problem of OBSSs and
management frame loss, thus improving the latency and throughput of users
with low latency demand.
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Abstract. With the development of next generation mobile communi-
cation and short distance communication, mmWave is becoming more
and more critical. The transmission rate and bandwidth of mmWave are
greater than that of low frequency band. mmWave can effectively provide
large-flow and low-latency service over short distances. Next generation
WLAN, such as 802.11ad/ay, already uses mmWave. mmWave uses the
directional gain antenna, and beamtracking is performed to determine
the new working beam when one end of the communication is displaced.
The beamtracking method is designed in detail in 802.11ad /ay: beam-
tracking is performed after data is sent. This method takes the delay
into account, but it is easy to lose packets when nodes move quickly. To
address this issue, we design an adaptive beamtracking method (ABT),
which adjusts the order of sending data and performing beamtracking
according to the number of consecutive beamtracking request. It can take
both throughput and delay into account. The simulation results show
that the adaptive beamtracking method can achieve the same delay as
the beamtracking method in 802.11ad/ay, and the throughput is greater
than the beamtracking method in 802.11ad/ay.

Keywords: Next generation WLAN · mmWave · Beamtracking ·
802.11ad/ay

1 Introduction

In recent years, with the development of automatic driving, industrial Internet
and virtual reality, people’s demand for large bandwidth services and low latency
services has gradually increased [1]. WLAN such as 802.11ax works in 2.4 GHz
and 5 GHz frequency band, with a maximum bandwidth of 160 MHz and a the-
oretical rate of 9.6 Gbps. This frequency band is also the operating frequency of
Bluetooth and Radar, so the channel is very crowded. In order to avoid the disad-
vantages of low frequency band, in 2013, the WIFI Alliance launched 802.11ad,
which operates at 60 GHz, has a maximum bandwidth of more than 1 GHz and
a maximum rate of 8 Gbps. It uses mmWave to greatly improve the bandwidth
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and rate of short distance communication. The next generation mmWave WLAN
802.11ay is improved on the basis of 802.11ad. By introducing MIMO, channel
bonding and other technologies, the maximum bandwidth is 8.64 GHz and the
theoretical rate is 100 Gbps [2].

mmWave is easy to fade and the communication distance is short. Direc-
tional antenna is needed to improve the gain. Because the beam has direction,
the beam alignment should be carried out first in mmWave communication.
When displacement or occlusion occurs in the communication process, the com-
munication quality will be affected or even communication cannot be achieved.
Therefore, beamforming (BF) and beamtracking (BT) are very important pro-
cesses in mmWave communication. In future communication scenarios, such as
autonomous driving and virtual reality, etc. [3], mobility becomes an impor-
tant feature, and communication with directional transmission is more sensitive
to movement. Therefore, Beamtracking has become the focus of academia and
industry. It means that when one end of the communication is moving, the other
end can find in timely and perform beamtracking, determine the new work beam
pair and notify the other side.

The beamtracking process specified in 802.11ad/ay is as follows [4]: If the
RSSI (Received Signal Strength Indication) of the data packet is lower than
a certain threshold, beamtracking will be performed. In the next transmission,
beamtracking is performed after data is sent, and the beam pair with the largest
RSSI is selected as the new working beam pair and notified to the other side.
However, there is a certain lag in this way. Beamtracking is performed after the
packet is sent, when the move speed of node is very fast, the packet will often fail
to be transmitted. If the node moves continuously and uses this beamtracking
method every time, each data packet will be lost.

For a long time, people are trying to reduce the overhead of beamtracking
from MAC layer, physical layer and channel. In reference [5], starting from the
channel and aiming at the problem that the channel model of the current beam-
tracking algorithm is too simplified, Markov multi-beamtracking algorithm is
introduced to maintain multiple beams for tracking at the same time. In ref-
erence [6], starting from the physical layer, Extended Kalman Filter is used
to track the channel on the static antenna, the error variance estimated by
Extended Kalman Filter is used to calculate the array vector error, and the
minimum mean square error beamformer is used to update the beamforming
weights. Reference [7] proposed a multi base station cooperative beamforming
method to improve the communication quality at the cell boundary. Although
these papers improve the efficiency of beamtracking from the physical layer and
channel, they do not analyze it from the MAC layer. By changing the order of
sending data and performing beamtracking, we can reduce the packet loss rate
when node moves fastly.

To reduce the lag of beamtracking method in 802.11ad/ay, we design an adap-
tive beamtracking method (ABT), which adjusts the order of sending data and
performing beamtracking according to the number of consecutive beamtracking
request. It can take both throughput and delay into account. Post-beamtracking
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means sending data before performing beamtracking. Pre-beamtracking means
sending data after performing beamtracking. Record the number of consecutive
post-beamtracking. If the number reaches the threshold, it indicates that the
current movement of the node is intense and the post-beamtracking method is
likely to fail. In this case, we should switch to pre-beamtracking. In the pre-
beamtracking period, the change value of beam before and after beamtracking
is recorded. If it is less than a certain threshold for n consecutive times, it indi-
cates that the node is moving slowly and can be converted to post-beamtracking.
Simulation results show that the throughput and delay of the proposed scheme
are better than beamtracking method in 802.11ad/Ay, and no extra overhead is
introduced.

The remainder of this paper is structured as follows: Sect. 2 introduces
the beamtracking method in 802.11ad and the problem of post-beamtracking.
Section 3 introduces the detailed design of adaptive beamtracking. In Sect. 4, the
performance of beamtracking method in 802.11ad/ay and adaptive beamtrack-
ing is verified by simulation, and the difference in throughput and delay between
them is analyzed.

2 Related Works and Problem Analysis

2.1 The Beamtracking in IEEE 802.11ad/ay

mmWave uses the directional antenna. According to the width of the directional
beam, the horizontal plane of the device is divided into different sectors, and
each sector has a specific sector ID. The best transmitting beam and the best
receiving beam are required for transmission. In this paper, we assume that each
sector contains only one beam, and one sector ID corresponds to one beam. In
802.11ad/ay, the transmission is made up of beacon interval one by one. The
following figure shows the structure of a beacon interval (see Fig. 1). The BHI is
used for beam training at the beginning of each beacon interval, and the DTI is
used for data transmission [4].

Fig. 1. The structure of a beacon interval.

In BHI, the best transmitting beam TX1 and the best receiving beam RX1 to
be used in this superframe are determined. If no movement or occlusion occurs
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in the DTI phase, TX1 and RX1 can be used in this beacon interval all the
time. Otherwise, the beamtracking is triggered, which is used to find the best
transmitting beam TX2 and the best receiving beam RX2. The figure below
shows the beamtracking process (see Fig. 2).

Fig. 2. The beamtracking process in 802.11ad/ay.

The beamtracking process is divided into the following steps:

Step1: If a station receives a data which RSSI is higher than −68 dBm and less
than −60 dBm, it will carry a beamtracking request when it sends an ACK.
The station that sends the beamtracking request is called the beamtracking
initiator.
Step2: The station that receives an ACK carrying the beamtracking request is
called the beamtracking responder. When beamtracking responder sends data,
TRN-R field is appended. The TRN-R field is used to perform a responder
sector sweep after data is sent. When the sweep is complete, the initiator will
know the best send sector of responder.
Step3: The initiator receives data, replies with an ACK, TRN-T field is
appended. The TRN-T field is used to perform a initiator sector sweep after
ACK is sent. Each sector sweep frame carries the result of the best send sector
of responder in step2.
Step4: The responder receives the ACK and knows its best send sector. We
can also know the best send sector of initiator after TRN-T. When responder
sends data again, Beamtracking Feed Back field is appended, which contains
the best send sector of initiator.
Step5: The initiator receives the Beamtracking Feed Back, changes its sector
and sends an ACK using the new sector. This ACK will finish a beamtracking
process.

2.2 Problem Analysis

The beamtracking in 802.11ad/ay has the following problems. Firstly, the beam-
tracking is triggered by the RX. Secondly, beamtracking is performed after the
data is sent. Thirdly, when node moves fast, beamtracking in 802.11ad/ay will
lose packets.
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As shown in the following figure (see Fig. 3), the blue area is the coverage area
of the current beam pair, the purple area is the coverage area of the next beam
pair. The STA moves fast and the AP is fixed. When the STA is about to leave
the coverage area, one data packet is sent and received by the AP. We assume
that RSSI is greater than −68 dBm and less than −60 dBm. As mentioned above,
the AP will send the ACK with beamtracking request. Since STA moves fast and
has fewer packets, when the STA sends the data with TRN-R field appended, it
has left the coverage area and the data packet is lost.

Fig. 3. The scenario that beamtracking process in 802.11ad/ay will drop packet.

3 Adaptive Beamtracking Process

3.1 Basic Idea

The order of sending data packet and performing beamtracking affects packet
delay and throughput. If beamtracking is performed after data packet is sent, the
packet delay is not affected by beamtracking, but the probability of packet loss
is increased. If beamtracking is performed before data packet is sent, data packet
will be sent successfully, however, the beamtracking takes time, and packet is
affected by the beamtracking, which increases the packet delay. The following
figure compares the post-beamtracking with the pre-beamtracking (see Fig. 4).
It can be found that the pre-beamtracking avoids packet loss but also intro-
duces certain delay. If we can take two methods into account, the packet loss
rate of beamtracking in 802.11ad/ay can be reduced while the packet delay is
guaranteed.
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Fig. 4. The difference between 802.11ad/ay beamtracking and adaptive beamtracking
in packet Delay.

The adaptive beamtracking follows the frame structure of ACK and DATA in
802.11ad/ay, and only changes the process. After beamtracking is triggered, the
order of sending data packet and performing beamtracking is adjusted according
to the number of consecutive beamtracking request. The specific process is as
follows.

3.2 Detail Design

Firstly, two counters are introduced:
Post Counter: During the post-beamtracking phase, the number of consecu-

tive post-beamtracking is recorded. This counter sets to 0 if the RSSI received
is greater than −60 dBm. When this counter is greater than or equal to nP , we
should switch to pre-beamtracking.

Front Counter: During the pre-beamtracking phase, we should record the
times that the beam difference before and after the beamtracking is less than
or equal to Δ. If the beam difference is greater than Δ, this counter sets to 0.
When this counter is greater than or equal to nF , we should switch to post-
beamtracking.

By maintaining these two counters, adaptive beamtracking can be achieved.
The process is as follows. When sending data, the station should check whether
the beamtracking is requested. If beamtracking is not required, sets Post Counter
and Front Counter to 0. If beamtracking is required, according to the current
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beamtracking mode(default mode is post-beamtracking), we’ll go through a dif-
ferent process. During post-beamtracking phase, the beamtracking is performed
after data packet is sent, and Post Counter plus one. If the Post Counter is
greater than or equal to nP , we should switch to pre-beamtracking. During pre-
beamtracking phase, we will follow the rules of the Front Counter and record
the corresponding variables until the Front Counter is greater than or equal to
nF , we should switch to post-beamtracking. The specific flow chart is as follows
(see Fig. 5).

Fig. 5. The adaptive beamtracking flow diagram.
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4 Performance Evaluation

4.1 Simulation Scenario and Parameter Configuration

The simulation platform of this paper is designed according to TCP/IP model
(Table 1).

Table 1. Parameter configuration.

Parameter Value

BSS Number 1

STA Number 1

AP Number 1

Traffic Rate 400 Mbps to 4000 Mbps

Packet Size 80000 bytes

AMPDU Size 1, 2, 4, 8, 16, 32

BI Duration 0.1 s

CCA threshold −68 dBm

BT threshold (−68 dBm, 60 dBm)

Simulator Duration 200 s

4.2 Simulation Results

Fig. 6. Throughput comparison between ABT & beamtracking in 802.11ad/ay in dif-
ferent traffic rate.
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When beamtracking is disabled, the throughput is the lowest. The beamtracking
in 802.11ad/ay can correct sectors, reduce packet loss rate, and improve the
throughput. The adaptive beamtracking method further avoids packet loss and
has the highest throughput (see Fig. 6).

Fig. 7. Delay comparison between ABT & beamtracking in 802.11ad/ay in different
traffic rate.

When beamtracking is disabled, the average latency is the highest. The beam-
tracking in 802.11ad/ay can correct sectors, reduce packet loss rate, and decrease
the average delay. The adaptive beamtracking method further avoids packet loss
and has the lowest average delay. With the increase of traffic rate, the delay dif-
ference of adaptive beamtracking and the beamtracking in 802.11ad/ay increases
first and then decreases (see Fig. 7).

When the aggregate number changes, the advantage of the adaptive beam
Tracking method becomes more obvious. The throughput of the same mode
increases when the aggregate number increases. The throughput of the adap-
tive beamtracking method is always higher than that of the beamtracking in
802.11ad/ay under the same aggregate number (see Fig. 8).

When beamtracking is disabled, the average latency is the highest. The beam-
tracking in 802.11ad/ay can correct sectors, reduce packet loss rate, and decrease
the average delay. The adaptive beamtracking method further avoids packet loss
and has the lowest average delay (see Fig. 9).
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Fig. 8. Throughput comparison between ABT & beamtracking in 802.11ad/ay in dif-
ferent aggregate number.

Fig. 9. Delay comparison between ABT & beamtracking in 802.11ad/ay in different
aggregate number.

5 Conclusion

In this paper, aiming at the lag of beamtracking in 802.11ad/ay, we design an
adaptive beamtracking method. According to the number of consecutive beam-
tracking request, the order of sending data packet and performing beamtracking
is adjusted. In this way, both throughput and packet delay can be taken into
account. Simulation results show that adaptive beamtracking method improves
the throughput compared with the beamtracking in 802.11ad/ay, and the packet
delay of the two methods is similar. In different traffic rate and different aggre-
gate number, the throughput of adaptive beamtracking is higher than the beam-
tracking in 802.11ad/ay.
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Abstract. In a wireless local area network (WLAN), when the con-
tention is fierce, most of the frames are collided and backoff windows are
doubled, resulting in a low channel efficiency. 802.11 be introduces multi-
link opertaions (MLO) but faces nonsimultaneous transmit and receive
(NSTR) problem which limits the prospects of multi-links. In this paper
a new multi-link operation scheme is proposed. When a link is trans-
mitting, antennas from the other link usually suffer huge inteference and
can’t receive properly. In the proposed scheme the interfered antennas
are switched to the transmitting link to monitor collisions. If collisions
are detected, one of the colliders stops transmitting. Collisions are thus
eliminated at the early stage. Simulation shows that using this scheme,
the channel efficiency of a highly competitive network stays at a high
level compared to traditional solutions. Simulation also shows that the
proposed scheme offers better QoS.

Keywords: Multi-link Operation · 802.11be · WLAN · NSTR

1 Introduction

With its simplicity in setting up and high mobility, WLAN has been widely
adopted in households, factories and enterprises as LAN solutions. The preva-
lence of 802.11n/ac/ax in the marketplace has proved its success [1,3]. In 2019,
the project of 802.11be was initiated. As a next generation WLAN protocol,
802.11be has adopted MCS of 4096QAM, bandwidth of 320 MHz and up to 16
spatial streams which work together to achieve a bit rate as high as 46.1184
Gbps, leading to a 30 Gbps MAC layer throughput and better quality of ser-
vice [2]. A paradigm shift made by 802.11be in its protocol family is multi-link
operation (MLO) [4]. Before 802.11be, a device has only one radio. Devices in a
pre-802.11be BSS work on either 5 GHz or 2.4 GHz frequency band. In 802.11be,
multi-link devices (MLD) are introduced which has two or more radios working
independently on different frequency bands.

The new generation of WLAN comes with two problems. Firstly, as the bit
rate is becoming higher, the time used for transmitting MPDUs in a frame
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exchange is becoming smaller. However, the time used in backoff procedure, the
time used to transmit preamble and the time used to transmit control frames
remain constant, which reduces the marginal benefit brought by high bit rate.
Secondly, AP MLDs are often considered to have well isolation among their
antennas that the antennas of each link in an AP MLD are placed far enough
that transmission on one link will not interfere the reception on other links.
However, because STA MLDs have higher mobility and smaller volume and
sometimes cheaper in cost, they have weak isolation between links. When a STA
MLD is transmitting on a link, antennas on other links of the MLD will suffer
huge in-device coexistence (IDC) interference [5], resulting a failure of reception.

The IDC interference makes it impossible for links to work independently.
If a link just waits for the other to finish before working, it will be a waste
of multi-link capability. With the assumption that MLDs have the ability to
perform link switching and the ability to detect jitter of energy in the existence
of IDC interference, this paper proposed a scheme using the idle link to detect
collisions on the transmitting link, which not only reduces the use of control
frames but also avoids failures caused by data collision.

The article is organized as follows. In Sect. 2, we review the operation of
multi-link and have a brief introduction to existing multi-link operation schemes.
Existing problems are analyzed in Sect. 3. In Sect. 4 and 5, the proposed scheme
is described. We will see how the proposed scheme keeps the network from con-
gestion even when contention is fierce. Simulation results and analysis are pre-
sented in Sect. 6. In Sect. 7 we will discuss more details about implementation
and pending work.

2 Review of Multi-link Operation

The standard has offered many types of Multi-Link Operation. For exam-
ple enhanced multi-link single-radio (EMLSR), Simultaneous Transmit and
Receive (STR), and Non-Simultaneous Transmit and Receive (NSTR) includ-
ing PPDU(PHY protocol data unit) alignment and Wait-Slot. In the mode of
EMLSR [4], antennas switch from one link to another to perform MIMO trans-
mission and MIMO reception. In the mode of STR, MLDs can transmit on one
link while receiving on the other link. Because the number of links are doubled,
the theoretical channel capacity are doubled as well. However, in the mode of
NSTR, due to IDC interference mentioned above, MLDs can’t transmit on one
link while receiving on the other link. The transmission on one link will also affect
carrier sensing and energy detection on other links. It’s a challenge to coordinate
all the links while make the largest use of them. PPDU Alignment aligns the end
time of PPDUs on two links to prevent the solicited PPDU (for example block
acknowledgment) from interfering the carrier sensing on the other link required
by the trigger based PPDU process, if the other link is transmitting a PPDU
with trigger [6]. Wait-Slot aligns the beginning of transmission on two links, by
letting the link that firstly finished backoff to wait for the other link to finish.
When both link reach zero [7], they transmit simultaneously, thus neither of the
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two links are interfered nor set idle. A threshold can be set for Wait-Slot process
that if the remaining backoff slots of the lagging link is above the threshold, the
preceding link can skip waiting. PPDU Alignment and Wait-Slot are illustrated
in Fig. 1 and Fig. 2.

Fig. 1. NSTR PPDU alignment.

Fig. 2. NSTR wait slot.

3 Problem Analysis

Multi-link operations mentioned above avoid idling by transmitting on two links
simultaneously, which do improve the channel efficiency. However, in a dense
network where there are many STAs and big uplink traffics, the contention of
channel will be fierce [9]. A traditional method may increase backoff windows
to mitigate the contention, at the cost of a worse latency and throughput per-
formance. When collision happens, STAs in conflict are not aware of the fact
that they are transmitting useless bits, so they keep transmitting till the end,
which makes the channel useless for a period of preamble time plus a data time.
As the 802.11 protocol evolves, the duration of preamble is getting longer and
longer [8,10]. The duration of data is also getting longer with elongated maxi-
mal MPDU aggregation. To reduce the span when channel is useless, RTS and
CTS mechanism could be used in the contention. However, the frame exchange
procedure of RTS and CTS brings an additional overhead of a RTS time plus a
CTS time plus two SIFS time, which is comparable to data’s length and can’t
be neglected [11] (Fig. 3).
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Fig. 3. Collisions make channel useless.

4 Basic Operation of the Proposed Scheme

MLDs using this method are assumed to have the ability to switch the working
link of antennas from one to another within a link switching time of microseconds
or instantly. After link switch, antennas working on the new link are assumed to
have the ability to detect interference from other devices with the presence of self
interference from transmitting antennas of this device. The ability to demodulate
and receive packages is not required.

The procedure begins when a STD MLD having packages in buffer has
updated its backoff counters on both links, and a DIFS or an AIFS of clear
channel has been waited (Fig. 4):

Step 1. The MLD performs backfoff on both links. If one of the link is busy,
as shown in Fig. 5, only one link needs to backoff.

Step 2. If one link finishes backoff firstly, antennas from the other link should
be switched to this link. The bakcoff on the latter link should be paused.

Step 3. MLD begins transmission on the link that firstly finished backoff,
while antennas from the other link begins to detect interference.

Step 4. If no interference is detected during a certain period of time, antennas
should be switched back to original link.

Step 5. If interference is detected during the detection span, this MLD should
stop transmission immediately. And antennas should be switched back to original
link. And wait for the channel to be clear to backoff again.

Step 6. When the transmission is finished, go to Step 1.

Fig. 4. Basic operation of the proposed scheme, when both links are idle.

The duration of detection should be long enough that other STA MLDs in
the same BSS are aware of this transmission.
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Fig. 5. Basic operation of the proposed scheme, when one link is busy.

5 Collision Awareness Mechanism

Collision happens when two or more devices in the BSS have the same number
of backoff slots which is the smallest among all devices. They begein to transmit
at almost the same time. Because when they are transmitting, their antennas
are set to the receiving state, they can’t perceive each other. They don’t stop
until the end of transmission. Because other devices can’t do anything during
the collison, the channel is deemed to be wasted.

With the proposed scheme, devices are able to perceive each other in the
early stage of a collision. One of the colliders can stop its transmission to avoid
interfering the other. In this way, there is always a PPDU being transmitted and
decoded correctly, and channel is not wasted.

It’s necessary to figure out which device should stop transmission when col-
lision is detected. See Fig 6 and Fig 7. Assume both STA 1 and STA 2 reach
the last backoff slot but STA 1 is a bit (microseconds or within a microsecond)
earlier STA 2. When STA 1 is transmitting and using the other link detecting,
STA 2 hasn’t sent a bit. So interference power at STA 1’s detection antenna
equals to

noise (1)

Soon STA 2 begins to transmit, and the interference at STA 1’s detection
antenna becomes:

STA 2′s signal + noise (2)

From STA 2’s view, when STA 1 begins transmission, interference power at
STA 2’s detection antenna equals to:

STA 1′s signal + noise (3)

When STA 2’s begin to transmit and detect, powers at STA 2’s detection
antenna is still:

STA 1′s signal + noise (4)

STA 1 experiences a rise of interference while STA 2 doesn’t. We let the
device that experiences a rise of interference to stop transmission. In this way,
among all the devices that has the same number of backoff slots, the last one
wins.
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Fig. 6. Channel power sensed at STA 1.

Fig. 7. Channel power sensed at STA2.

6 Simulation Results

The simulation results are carried out with a system-level discrete-event network
simulation program. In this program, packages are generated by application layer
in a uniform arrival which is dependent on the traffic rate. Upper MAC are
designed to coordinates lower MACs and manages a package queue that is shared
by its lower MACs. Lower MACs are designed to perform AMPDU assembling
and perform frame exchange with peers. Each low MAC works on a link. PHY
is in charge of determining packages’ durations and energy, and simulate the
decoding process by calculating the overlap of PPDUs at the time of receiving.
Existence of overlapping PPDUs means happening of collision, then the package
is dropped instead of decoded.

This proposed scheme is compared with two basic opeariton and RTS/CTS
aided basic operation illustrated in Fig. 8 and Fig 9. In the comparison scheme,
the link that firstly finishes backoff transmits, with no coordination with the
other link. The other link just stay being interfered.

All devices in the simulation are multi-link devices. STA MLDs are evenly
placed as a circle with the AP MLD at center. Power and distance are adequate
for devices to listen to each other and hidden-node problem is not considered.
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Fig. 8. Comparison scheme 1. The link that firstly finishes backoff performs DATA/
ACK, while the other link stays idle.

Fig. 9. Comparison scheme 2. The link that firstly finishes backoff performs RTS/CTS,
while the other link stays idle.

6.1 Varying Number of STAs

The simulation with varying number of STAs is performed with parameters show
in Table 1.

Table 1. Simulation Parameters.

Parameter Value

Traffic Direction up link signal user

Traffic Rate (Mbps) 500

Band Width (MHz) 320

MCS (802.11be) 13

Maximal MPDU Aggregation 1024

Package Size (Bytes) 1500

Number of AP 1

Number of STA 1–29

Backoff Window (7, 15)

Number of Link 2

The simulation results in Fig. 10 show how throughput changes as the number
of STA increases. And Fig 11 shows how latency changes as the number of STA
increases. As the number of STA increases, the contention becomes fierce. In all
cases, throughput firstly increases and then falls, latency keeps increasing. In
the case of bare DATA/ACK, the throughput reached a maximum of 2 Gbps,
then drops as the number of STAs increases. The RTS/CTS aided case reached
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a maximum throughput of 5.5 Gbps. The congestion didn’t show its effect until
the number of STA goes around 15, the maximal backoff window slots. It also
suffers a throughput drop because much of the channel time is wasted at collided
RTS frames.

Fig. 10. Throughput performance of proposed scheme and comparison scheme. Varying
number of STAs.

Fig. 11. Delay performance of proposed scheme and comparison scheme. Varying num-
ber of STAs.

In the proposed case, the throughput reached theoretical maximum then
drops slowly. The comparison cases wasted most of the channel time at the
collision of PPDUs, so their throughput is low and latency is high compared to
the proposed scheme.

6.2 Varying Traffics

The simulation with varying traffics is performed with parameters show in
Table 1 besides that the number of STA is fixed at 25 and the traffic rate varies
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from 1 Mbps to 1 Gbps. The simulation results are shown in Fig. 12 and Fig. 13
in a log scale.

In all cases the throughput increases as traffic rate increases, then saturated
at a certain value. While latency keeps increasing. In the bare DATA/ACK case,
as traffic rate increases, the frequency of contention goes up. The throughput
drops as contention becomes fierce. In the RTS/CTS aided case, the throughput
is higher than the previous case because RTS has a smaller overhead compared
with DATA PPDU. However, because of the frequent collision of RTS frames,
the throughput didn’t reach theoretical maximum. In the proposed case, the
throughput reached the theoretical maximum. Although collision happens, one
of the conflicting STAs stops while the other remains. The channel is not wasted
by transmitting useless bits, so maximum reached.

The proposed scheme has the lowest latency and highest throughput among
the compared schemes. Fig. 14 shows the fairness performance of the proposed
scheme. Data of Fig. 14 is collected from a 10 STAs simulation. From the pie
plot we can see that a BSS using the proposed scheme have nearly the same
possibility of successful access for its STAs.

Fig. 12. Throughput performance of the proposed scheme verses comparison. while
the other link stay idle.

Fig. 13. Delay performance of the proposed scheme verses comparison scheme
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Fig. 14. The percentage of transmitted data of each MLD during the simulation, of all
transmitted data during the simulation. The pie plot shows the fairness of the proposed
scheme.

7 Conclusion and Future Works

We have proposed a multi-link operation scheme which detects collision at the
early stage with the help of antennas from other links. Due to in-device coexis-
tence interference, antennas of a link couldn’t receive when other link is trans-
mitting, and couldn’t transmit if there are other devices transmitting on current
link. We put the interfered link into use by using it to detect power changes
on other links. The simulation results shows the proposed scheme has a near
theoretical throughput in a dense single BSS, and a relative good latency per-
formance compared with traditional schemes.

There are studies on self interference cancellation showing that dozens of dB
of self interference can be suppressed [14,15]. Implementations of full duplex also
shows it is possible for antennas to detect power change with the presence of
self interference [13]. The detection works at the initial period of preamble. To
facilitate power detection, different structures and coding schemes for preamble
need to be evaluated.

Fairness with the presence of legacy devices remains to be studied.
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Abstract. Mobile robot navigation and human following are two related areas
under the field of robotics that have garnered a lot of interest over the years,
due to their advantages in the real world, in various settings. Modern techniques
depending exclusively on computer vision for environmental data input commonly
rely on state-of-the-art object detectionmethods to obtain data about the location of
detected objects in a scene. However, these detection frameworks do not directly
provide the angular position of obstacles and human targets in images. In this
research project, theMaskR-CNN instance segmentation framework detects static
objects and humans in an environment. A chain of algorithms is then used to
transform the image’s content and pixel information into a one-dimensional array
that can bemapped to the robot’s field of view. The findings show that the result can
aid a mobile robot in estimating the angular position of obstacles and a human in a
scene, which is necessary for collision-free navigation and robot-human following
in an unknown environment. The proposed method also shows adaptivity as it
works outdoors and indoors under poor lighting conditions. It can be used as a
standalone algorithm in robotics simulations with webcams and static images.

Keywords: Robot Navigation · Instance Segmentation · Object Detection

1 Introduction

The research topics associated with developing an autonomous companion robot can be
subcategorized for a direct appreciation of the dilemmas that pervade the subdomains
of this area of interest. Locomotion, perception, path planning [1], and continuous tar-
get tracking [2] all constitute the fundamentals of robot-human following activities,
regardless of the nature of the environment. This research focuses on perception, which
consists of obtaining environmental data to aid the robot in building knowledge of its
surroundings. This perception involves the robot sensing entities around itself – be it a
human target or objects posing as dynamic or static obstacles – along with their position
relative to itself [3].
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2 Background

Cameras have been utilized for many years inmobile robot navigation projects to receive
visual input and build algorithms to help a wheeled robot navigate unguided while
avoiding collisions indoors or outdoors. Monocular and stereo cameras have served
well for such objectives [4, 5], and depth cameras have also been a common choice
for modern techniques [6–11]. Knowing who to track and where to navigate to avoid
collisions is indispensable for a human-following mobile robot. This means that the
distinction between a human and an object is vital. This implies that object detection is
at the core of the activity, and state-of-the-art machine learning models, such as those
made available via the TensorFlow Object Detection API [12], offer viable solutions for
this very challenge.

Nonetheless, robust open-source detection models such as CenterNet [13], Effi-
cientDet [14], SSDMobileNet [15], SSD ResNet [16], and Faster R-CNN [17] typically
output bounding boxes [18], for which the coordinates normally provide information as
to where the classified objects are detected in an image. Thus, in an uncontrolled envi-
ronment where objects may not necessarily be shaped as cubes or cuboids, it becomes
theoretically unreliable for a robot to base its estimation of an obstacle’s angular position
relative to its camera solely on the object’s bounding box upon detection by a trained
model. Image segmentation appears to be practical in addressing this shortcoming. In
recent years, it has become common to employ segmentation techniques as part of sys-
tems developed for person or object tracking. Facebook AI Research’s Mask R-CNN
framework has been a recurrent choice in such studies. It extends from Faster R-CNN
and can generate instance segmentation masks at considerable speeds running at five
frames per second and achieving mask AP of 35.7 when tested on the COCO dataset
with a ResNet-101 backbone [19]. This makes it efficient for general video segmentation
and real-time segmentation on a live camera feed, such as in the case of a navigating
mobile robot equipped with a visual sensor. In [20], Mask R-CNN is used for classifi-
cation on Video Instance Segmentation (VIS), along with an adaptation of the network
by [21]. The framework can further be extended to improve its various components, as
shown in [22], where an enhanced information propagation method is built on top of
Mask R-CNN.

The diversity of robust detectors and low-power sensors today suggests that end-to-
end lightweight robot navigation and human tracking systems can be developed using
state-of-the-art frameworks and techniques, and existing ones can be improved. With
cameras being mainstream in robotics as input sensors, it is worth exploring new ways
of pairing instance segmentation methods with computer vision algorithms to achieve
high-performance object classification, human tracking, and collision-free navigation.

Table 1 presents the results of evaluations of the proposed angular position estimation
algorithm for different RGBD cameras commonly used in the robotics industry [23]. The
results indicate that at lower resolutions on a machine equipped with a Tesla T4 graphics
processing unit, the algorithm can match Mask R-CNN’s execution speed of 5 fps [19].
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Table 1. Angular position estimation algorithm evaluation

Camera RGB
Resolution

FOV Total New
Feature
Maps

1D Matrix
Data Points

Execution
Time (In
Milliseconds)

Microsoft®
Kinect™ 2.0

1920x1080 70°H, 60°V 3 60 842

ASUS®
XtionPro™
Live

640x480 58°H, 45°V 3 80 171

Intel®
RealSense™
Camera D455

1280x800 90°H, 65°V 3 80 439

Orbbec® Astra
Mini™

640x480 60°H, 49.5°V 3 80 185

roboception®
rc_visard™

1280x960 61°H, 48°V 3 80 517

MYNT EYE 752x480 146°D,
122°H, 76°V

3 94 201

3 Proposed Solution

This paper presents a fast way of processing two-dimensional image data from a camera
to estimate the angular positions of objects and a target human in a scene relative to a
robot’s camera. The proposed method is designed in a simulated environment, which
therefore eliminates the need for a real human subject, or additional elements such as
active markers [24]. The results connote a strong relationship between the contents of an
input image obtainable through instance segmentationmasks, the image’s original shape,
and the camera’s field of view (FOV). Computing the data from this triad of information
using this paper’s chain of algorithms makes it possible to estimate the angular position
of elements in a scene relative to the mobile robot’s central field of vision.

The proposed solution uses the TensorFlow backend with Keras and Python 3 and
employs theMask R-CNN framework. The latter is suitable for the project’s objective, as
the required model output for the expected result is a set of instance segmentation masks
corresponding to regions containing persons or static objects in the input image.Here, the
input images are assumed to be frames captured by a camera mounted on a mobile robot
at specific intervals. The goal of this phase is not to implement an end-to-end mobile
robot navigation system but to demonstrate how two-dimensional information from an
image is enough to control a robot’s rotation angle as it navigates without substantial
computational overhead. As the eventual human-following system is set to be fully
implemented in the Robot Operating System (ROS), this can be achieved by accurately
estimating the yaw value that should be published to the mobile robot’s odometry topic
subscribed. Though odometry messages representing a robot’s orientation in free space
generally use quaternions [25], it is possible to obtain Euler angles from quaternions in
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ROS using the Transformations library [26]. During the image processing part of this
project, inferences are run on one image at a time per GPU.With a single GPU, the batch
size is set to 1. A pre-trained model is used instead because training an object detection
or segmentation model on a standard collection such as theMicrosoft COCO dataset can
be time-consuming [27]. For efficacy, the solution relies on the pre-trained weights from
the Mask R-CNN 2.1 release [28] and functions from the source code files available
on the GitHub repository [29]. The backbone utilized is ResNet-101, which has been
measuredwith highermean average precision than other renowned convnet architectures
such as VGG-16 [30] in benchmark tests involving both the PASCAL VOC 2007 and
2012 and COCOdatasets. The class names for the detections list include labels of several
objects commonly found in indoor spaces. Ensuring that labels for indoor items such
as furniture are included among the set of classes recognizable by the model is vital.
This is because the proposed solution explained is meant to be part of an indoor robot
navigation model in subsequent phases of this research.

3.1 Merging Segmentation Masks

The predictions from the model contain the segmentation masks for every classification
in its matrix, grouped in a container of shape (h, w, n), where h is the height of the original
input image, w is the image’s width, and n is the total number of masks returned by the
prediction. Visualizing the results clarifies how the various instances can be depicted in
a single two-dimensional matrix.

The solution’s objective is to yield knowledge about a scene during robot-human
following—specifically obtaining knowledge about the presence of a human and obsta-
cles in a scene. Therefore, the segmentation masks must be consolidated. Because the
masks’ matrices initially consist of boolean values, converting them to integers restricts
them to two equivalent possibilities: 1 or 0. Any value in the converted matrix that reads
0 points to an area in the original image where the pixel did not belong to the mask
class. Conversely, a value of 1 denotes a pixel belonging to the mask in question—or
put differently, it indicates that it corresponds to a recognizable class in that region of
the original image. However, this is not enough to distinguish between a person and an
obstacle during robot navigation. The next step to address this drawback is to re-assign
the numerical values for each mask based on their class, per the class names from the
COCO dataset used to train the Mask R-CNN model.

Where the value is currently one after the switch in data type from boolean values to
integers, a higher positive value is assigned if the name of the class associated with the
mask is ‘person’. Otherwise, a large negative value is assigned because the mask refers
to a static object or obstacle the mobile robot must avoid during navigation. The value
is left intact for other areas where the pixel value is 0. This methodology uses default
values {−4, 0, 4} to update each mask from the prediction results per the mentioned
conditions (Table 2). Upon updating the integers for all masks, anymatrix corresponding
to an obstacle’smask is expected to comprise only the unique values {-4, 0}. On the other
hand, a human’s mask would have the unique values {0, 4}. This pixel re-assignment
step is indispensable to the pooling operation illustrated in Fig. 1.

The subsequent step consists of matrix additions to consolidate all instance segmen-
tation masks into one 2D matrix. The latter aims to hold pixel information about the
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Fig. 1. Illustration for the average pooling algorithm. The discount factor d gets raised to a new
power (incremented by 1) at every vertical stride. This sample uses an input matrix of shape (8, 8)
and a kernel of shape (2, 2) to generate a down-sampled featured map of discounted averages of
shape (4, 4). In practice, input images would be much larger, and dynamic kernel selection would
be required to optimize the downsampling process.

three derived groups of object detections of interest for collision-free robot navigation:
Obstacle, Void, and Human. This information was retained in the previous step through
the pixel values {−4, 0, 4} used in the re-assignment function. In a project with different
conditions, the length and values in the set of pixels would have to be different to reflect
the main objectives.

Here, the sumof allmasks results in a newmatrix of shape (h, w), where h is the height
of the original input image, and w is the original width, just as before. For clarification,
all masks in the prediction results had the same shape. It is not uncommon for generated
masks to have overlapping pixels [20], and although this may be an inconsequential
phenomenon in some ways, it is to be anticipated. Whenever this happens, the sum of
matrix elementsmay produce values lower than−4 or higher than 4. For example, despite
each mask having either {−4, 0} or {0, 4} as a set of unique values, as explained before,
the resulting matrix may be composed of the set {−8, −4, 0, 4, 8}, due to overlapping
pixels.

Table 2. Assigning pixel values in masks

New Values Purpose

−4 A pixel belongs to a static object or obstacle in the current mask’s matrix

0 A pixel that does not belong to any detection in the current mask’s matrix. It may
indicate free space, belong to other masks in the prediction results, or refer to
objects not detectable by the Mask R-CNN model in the original image

4 Pixels that belong to a human detection in the current mask’s matrix
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3.2 Pooling Operations

The extraction of valuable data to estimate the angles of entities in a scene relative to
the mobile robot is performed through an indefinite number of pooling steps. The latter
relies on a set of recommended sliding windows holding no weights. This is analogous
to kernels having all their weights set to 0. They are not used as filters to extract features
from the matrix sum as it would be done with a traditional CNN approach [31], but
they still produce down-sampled feature maps through average pooling. In this case, the
shapes of the proposed default kernels in order of the largest to the smallest are (8, 8),
(4, 4), and (2, 2).

The strides required to slide across an input matrix horizontally and vertically are
calculated using integer divisions. The input’s height is divided by the kernel’s height,
whereas the input’s width is divided by the kernel’s width, as illustrated in Fig. 1 above.
Nevertheless, to adapt the algorithm to the problem at hand, collision-free robot naviga-
tion and human following, the pooling operations start on the input’s bottom left side.
The vertically-reversed pooling operation is to get a discounted average for the fitting
patches of the input feature map. The discount factor introduced here gradually lessens
the pixel averages in different map regions. At every stride in an upward direction, the
discount is amplified. Theoretically, this pooling technique lets objects closer to the
mobile robot’s base take precedence over those farther away or positioned higher off the
ground. The rationale behind this averaging method is that, as a wheeled agent without
the ability to fly, the mobile robot is bound to maintain ground contact at all times.
Obstacles on the floor at a near distance pose a much higher risk of collision than those
that are either further away or high enough for the robot to pass underneath them.

Figure 1 presents a sample matrix sum conveying obstacles represented as red cells
with negative values; a human represented as green cells with positive values; and free
space as white cells with zeros. The pooling operation starts from the matrix’s bottom-
left corner using a kernel of shape (2, 2) and moves towards the right before making
an upward stride to calculate the averages from left to the right. This step is repeated
until the sliding window reaches the input matrix’s top right corner. As the matrix is of
shape (8, 8), the kernel can slide four times to the right and four times upward without
any overlap for a total of 16 average values stored correspondingly in a smaller shape
matrix (4, 4). In this illustration, the array v denotes the sequence of vertical strides
possible, from 1 to n, starting from the bottom. Each value in the sequence is referenced
as v[i] in Fig. 1, with i representing each value’s index inside the array v. The discount
factor’s default value is initialized to 0.9. Any time the kernel makes a stride up, the
discount factor is raised to the power of v[i]. In this case, the discount value goes from
0.91 to 0.94; that is, from 0.9 to 0.6561. Therefore, all the average values calculated by
the sliding window in the bottom row are multiplied by a discount factor of 0.9.

In contrast, the values in the topmost sliding row are multiplied by a discount factor
of 0.6561. In practice, this algorithm takes a feature map. It provides a down-sampled
version of it to use as input for further processing, as visualized in Fig. 2. Nonetheless,
performance must be considered, and it must be noted that excessive down-sampling
may occur in two ways, as explained below.

Firstly, relying on the larger default kernel of shape (8, 8) alone may produce smaller
feature maps rapidly, but this is bound to cause significant information loss. Secondly,
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Fig. 2. A breakdown of the kernel selection algorithm, which ensures that the best kernel is used
at every step to recursively perform the discounted average pooling operation. The processing
stops once the feature map gets smaller than the field of view of the robot’s camera. Here, the
exponent n in the first condition is recommended to be set to 3.

relying solely on the smaller kernel of shape (2, 2) may retain a lot of useful information
but may require too many iterations, thus becoming impractical. Consequently, the pro-
posed technique introduces a kernel selection algorithm for each iteration. As explained
in Fig. 2, the aim is to maintain a balance between rapid downsampling and information
retention at every step. Once no more kernel can be fitted into the returned feature map,
the column-wise sum is calculated and used to determine which part of the captured
scene must be avoided from left to right. The logic is that the final 1D matrix generated
by the column-wise addition represents the robot’s rotation range r in degrees, as noted
in (1). The middle of the range (0°) represents the robot’s central field of vision.

r = [−1 ∗ (FOV /2),FOV /2] (1)

Nevertheless, to further speed up the downsampling process and retain more infor-
mation, a coefficient n is introduced, and the robot’s camera’s field of view FOV is
added to the kernel selection algorithm. The recommendation for this method which
yielded the most desirable performance results in early tests was n = 3, and the field of
view of the camera used in this case was 58 degrees. In the final step, the 1D matrix is
normalized and plotted in a graph for visualization purposes. As seen in Fig. 3, the high
data points in the graph indicate areas from the original image that contain the strongest
human presence, whereas the low points imply the presence of obstacles to avoid. The
lower the point, the likelier it is to refer to an object close to the robot or an obstacle
perceived as relatively large. In an indoor environment with only one human target and
no other person, the single highest data point would indicate their angular position in
the scene relative to the robot’s camera. This can be seen in Fig. 3, where the human
in the dark office room is detected by the model and assigned high data points in the
graph (constituting a peak), as opposed to the detected office chairs causing dips in the
plotted line. The aim is to map the length of the 1D matrix—its count of elements or the
maximum value on the plot’s X-axis—to the field of view of the robot’s camera. This
way, the middle coordinate on the X-axis becomes the 0-degree angle in the real world
or the default rotation angle when the robot is fixated on a direction and not rotating.
The actual 0 coordinate on the X-axis thus represents the far edge of what the robot
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perceives on its left without rotating. The same applies to the maximum value on the
X-axis and the right edge of the robot’s captured image frames. This mapping logic is
demonstrated in Fig. 4, in which the algorithm selects an angle of 21.375° uponmapping
the length of the resulting 1D matrix (80 data points) to the camera’s field of view (57°).
In contrast with Fig. 3, Fig. 4 showcases the angular positioning algorithm in an outdoor
environment, proving that the proposed method is suitable for indoor and outdoor set-
tings. Indeed, the exact rotation angle can be calculated from the result’s 1D matrix in
degrees, and the equivalent can also be obtained in radians. In (2) and (3), x is the index
of the highest value (or data point) in the final 1D matrix, and r is the range of the 1D
matrix or the number of data points describing the scenes as seen in the fifth column of
Table 1. FOV is the camera’s field of view. Below is the mapping formula to obtain the
angle of rotation in degrees:

deg = (x ∗ (FOV /2))/(r/2) − FOV /2 (2)

To obtain the equivalent value in radians, the value of π is introduced. This is useful,
considering angles are typically computed in radians in ROS.

rad = ((x ∗ (FOV /2))/(r/2)) ∗ (π/180) − (FOV /2) ∗ (π/180) (3)

Fig. 3. Live snapshot from a test carried out in an indoor office under poor lighting conditions.
The high data points are assigned to the human target. In contrast, the three detected chairs force
three noticeable dips in the graph, providing the robot with information about areas to avoid. Here,
the angular position estimation algorithm recommends that the robot rotate 22.58° to the left to
get the human target in its central field of vision.
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Fig. 4. Illustration of the angular position estimation algorithm on a static image portraying an
outdoor environment. The segmentation data gets processed, and the results are fed to the mapping
algorithm, which outputs the most suitable degree angle the robot has to turn to face the target.
Here, the output is 21.375° to the right.

4 Conclusion and Future Work

The significance of this research work can be linked to the lack of vision-based scene
perception techniques that can be employed in different settings, especially indoor robot
navigation. Self-driving cars and assistive technology for the visually impaired are two
notable domains that share many requirements that an autonomous wheeled robot would
need to track a human target without collision. The relevance has to do with the sightless
nature of the main agents involved, despite the scenes being prone to various elements to
identify, avoid, and track [32–39]. Restricting a robot’s perception strictly to a specific
set of recognizable items limits the efficacy of the robot’s model in the real world, as the
robot is bound to encounter elements and situations it has not seen before. This could
require the entire technique to be re-engineeredmultiple times. Treating scene perception
as a general problem for which the solution does not technically depend on the exact
modules used is the key to rethinking what it means for a robot to perceive entities and
changes in its environment in real-time. The focus is on determining the position of
objects and a human target relative to the robot’s central field of view. However, the
proposed method can theoretically be extended to include depth information for path
planning. The segmentation framework used could be replaced with amore efficient one.
The default set of values for pixel re-assignment could be extended to include various
groups of objects based on their importance or danger levels. The default list of kernels
proposed could be expanded to include larger kernels for higher-resolution images. The
coefficient from the dynamic kernel selection algorithm could be tweaked based on the
level of pixel information required to retain. The possibilities to amend, improve and
scale the proposed technique are endless. The essential takeaway from this paper is that
it demonstrates a novel yet simple approach for performing scene understanding using
pixel information without extensive training time. It does so primarily by using image
segmentation and applying fundamental matrix mathematics to aid a robot in perceiving
the angular position of entities in its surroundings. Moreover, it works irrespective of the
camera’s RGB resolution (Table 1) and input image size and is invariant to poor lighting
conditions – indoors or outdoors. It is also functional as a standalone system that can
be used as part of a vision-based surveillance system without restrictions on what can
be tracked. It may be used directly on a webcam like in Fig. 3, which means it can be
ported onto different platforms to be integrated with other software and algorithms.

Future work for this research includes implementing this logic into a ROS pack-
age and performing extensive evaluations for real-time robot-human following. It also
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involves assessing the technique’s accuracy regarding navigation in free space and the
presence of multiple obstacles in the real world. In the next phase of this research, these
enhancements shall be carried out and reported in detail, with supporting evidence.
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Abstract. Social risk is one of the important topics in the world today. It is con-
stantly being discussed by scholars. As the largest developing country, China’s
analysis of the social risks brought about by the development of smart grids is
worth learning from. However, few Chinese scholars have explored the social
risks involved in the emerging concept of the Smart Grid (SG). Due to the close
integration of smart grids with emerging technologies such as artificial intelli-
gence, this paper intends to provide a general direction and logic for the social
risks of SGs by discussing the social risks brought by emerging technologies.
Therefore, this paper uses CiteSpace to conduct author cooperation network anal-
ysis, keyword co-occurrence analysis, and keyword clustering analysis on Chinese
social risk literature based on the CNKI database. The keywords are sorted into
five categories, namely risk categories, risk sources, governance tools or means,
results or purposes, and related terms. The risk sources are further subdivided
into three categories: technical, social issues, and events. Then the technical part
is carried out, combined with the characteristics of the SG to explore its impact
mechanism on social risks and put forward corresponding countermeasures.

Keywords: Smart Grid · Social Risk · CiteSpace

1 Introduction

Social risk is the possibility of threats and uncertainties arising from social moderniza-
tion, which will cause irreversible harm to all individuals [1]. In a narrow sense, it can
be considered that social risk refers to the possibility that the behavior of individuals
or groups will cause the destruction of social order [2]. With the acceleration of the
modernization process and the continuous improvement of the level of science and tech-
nology, the possibility of social disorder and social chaos caused by a trivial incident of
an individual or group has increased sharply with the blessing of high technology and
advanced communication technology. Few Chinese scholars have explored the social
risks involved in the emerging concept of the smart grid. Since the smart grid is closely
integrated with emerging technologies such as artificial intelligence, this paper provides
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a general direction and logic for the social risks of smart grids by discussing the social
risks brought by emerging technologies.

Smart grids are grid systems that are upgraded with the development of emerging
technologies. As defined by the U.S. Department of Energy, a Smart Grid (SG) uses digi-
tal technology to improve reliability, security, and efficiency (both economic and energy)
of the electric system from large generation, through the delivery systems to electricity
consumers and a growing number of distributed-generation and storage resources [3].
With the increase of the interaction between the external environment and the power
system, under the background of the continuous increase of the scale of the power grid
system, the enhancement of system nonlinearity, and the constant increase of operating
modes, the data source, and data volume are constantly increasing. The analysis and
control of the power grid are becoming more and more difficult. Challenges are also
increasing. With the development of emerging technologies such as artificial intelli-
gence, the four aspects of “source network load storage” have been greatly improved,
and then the power grid can realize the transformation process from the passive control
of the traditional power grid to the active response of the SG so that to a large extent
avoid risk. Because the smart grid has the characteristics of large-scale distribution,
strong system integration, and obvious intelligence, the social risks it brings are worth
discussing by scholars. As in the case of the cyberattack on the Venezuelan national
grid in 2020, which resulted in the malignant consequences of a massive national power
outage.

Exploring the research status of social risks in SG is helpful to empower risk man-
agement from a theoretical level. However, in developing countries, including China,
the development of the SG is later than that of European and American countries, and
there are few studies on SGs and social risks. Exploring the social risks of China’s smart
grid is conducive to providing theoretical and practical references for other developing
countries. Since less research has been done on the social risks associated with SGs,
which are closely integrated with emerging technologies such as artificial intelligence,
this paper focuses on exploring the possible social risks associated with the emerging
technologies behind SGs to provide a general direction and logic for the study of social
risks associated with SGs. Therefore, this paper selects the CSSCI social risk research
literature based on CNKI, uses CiteSpace for visual literature analysis, sorts out the
research status and research hotspots of China’s social risk, and explores the social risk
source and formation mechanism of the SG based on emerging technologies.

2 Literature Review

According to the US Department of Energy, “A Smart Grid uses digital technology to
improve reliability, security, and efficiency (both economic and energy) of the electric
system from large generation, through the delivery systems to electricity consumers and
a growing number of distributed-generation and storage resources” [3]. The application
of new technologies aims to help the traditional grid improve efficiency and reliability,
making the whole power system more economical [4]. However, with the interaction of
more elements, the Smart Grid (SG), as a new generation of grid system, is bound to
bring more forms and complex risks on top of the traditional grid system, including risks
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from digital communication and computer systems, in addition to human, policy, and
political risks [5]. Scholars have also mentioned the social nature of these risks in their
research. Gunduz and Das argue that disruption of the communication system of the
SG can lead to social disorder and national security issues [6]. In the Chinese context,
“strong SG” is the choice for development. A strong SG is one of the characteristics of
a secure, high-quality, and reliable power supply [7].

Social risk has different definitions in several professional fields such as sociology,
geography, psychology, law and social security, economy and public policy [8]. The
reason why there are different definitions of social risk in various fields is that the
concept of social risk itself is formed by combining the concepts of several different
fields [9]. The term “risk” itself is the definition of insurance, while “social risk” can
be understood as the social dimension of “risk”, thus reflecting the multidisciplinary
intersection of social risk. In addition, a series of concepts closely related to “social
risk”, such as “risk society”, “social governance”, “social security”, and “emergency
management” is defined in the field of sociology and even public administration. The
interconnection of terms from multiple disciplines has resulted in the broad concept of
“social risk. In brief, social risk in sociology refers to the uncertainty of social loss,
which is narrowly defined as a system alongside politics, economy, culture, etc.; social
loss accordingly refers to a loss alongside politics, economy, culture, etc., which can be
considered as a disruption of social order; furthermore, social risk in a narrow sense is
defined as a risk alongside politics, economy, culture, etc. cultural risk, etc., rather than
a risk in a broad sense, involving multiple disciplines; meanwhile, the social risk here
differs from political risk, economic risk, cultural risk, etc., but under certain conditions,
political risk, economic risk, cultural risk, etc., may be transformed into social risk [2].

As one of the theories closely related to the study of social risk, there are three
major theoretical orientations of risk society, namely the institutionalist school, the real-
ist school, and the culturalist school. The representatives of the institutionalist school
are Ulrich Beck and Giddens, who believe that the current globalized society, with the
continuous development of modernity and science and technology, has become a risk
society and that none of the individuals in the society is immune to the risks it contains;
and that with the development of science and technology, the prevalence of globalization,
and the rapid evolution of modernization, risks and their potential destructiveness have
become unparalleled. Further, Beck defines social risk as to the possibility of threats and
uncertainties arising from the modernization of society, which will cause irreversible
harm to all individuals [1]. In contrast to Beck, who is more concerned with technolog-
ical risks, Giddens prefers to emphasize the social risks posed by institutions. Giddens
argues that human interventions in society and nature have continuously shaped social
risks, of which the four institutional pillars of modernity, namely the world nation-state
system, the world capitalist economy, the international division of labor system, and
military totalitarianism, are the source of the risks [10]. Further, Giddens divides risks
in modern societies into two categories, “external risks” and “man-made risks”, based
on the sources of risk generation. External risks consist of emergency contingencies that
occur frequently and are usually planned for, such as natural disasters and social con-
flicts in the traditional sense. Man-made risks, on the other hand, refer to the risks that
arise from the growing knowledge that human beings acquire through their continued
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exploration of the world through knowledge and practice, especially the risks that arise
from the constant changes in science and technology.

Social problems and emergencies, as a source of social risk, have led to many studies
and discussions on their impact on social risk. In addition, technology, as one of the
sources of social risk according to Beck, and also as one of the sources of man-made
risk, its impact on social risk has also triggered many scholars’ studies and discussions.
George S. Day and Paul J.H. Schoemaker define emerging technologies as “having the
potential to remake entire industries and obsolete established strategies” and characterize
them as “traumatic” [11]. Scholars have discussed the multiple forms of societal risks
associated with new mining technologies that bring efficiency and economic benefits,
such as the enhancement of existing risks, the expansion of the scope of existing risks,
and the possible emergence of entirely new risks [12]. The possible social risks perceived
by researchers of Genetically Modified (GM) food have also been explored, and it is
suggested in the article that the ethical and moral risks associated with GM food first
affect consumers’ attitudes towards the technology, which in turn has an indirect effect
on social risk perceptions, i.e. how audiences perceive the ethical and moral risks of
GM food affects their perceptions of GM technology, which further affects their risk
perceptions of GM food [13].

In the world’s smart grid construction as well as the construction of a strong SG
in the Chinese context, AI technology exists as a supporting technology for the smart
grid, helping to upgrade the power system in terms of data processing [14, 15]. In the
Chinese context, some scholars have explored the impact of AI technologies on social
risks, and the study concluded that AI technologies can trigger ethical and moral aberra-
tions, the polarization of social structures, alienation of technological development, high
difficulty in regulation caused by algorithmic black boxes, and difficulty in determining
responsibility for accidents caused by the unknown status of AI as a status [16]. Some
scholars have also discussed the possible social risks brought by the virtual reality-based
immersive platform “metaverse” and given aspects that need attention; on the one hand,
attention should be paid to the negative effects of the highly addictive nature of the
“metaverse”; on the other hand, attention should be paid to. On the other hand, it is
important to pay attention to the oppression of employees due to the telecommuting
property of the “metaverse”, i.e., the invisible violation of employees’ labor rights [17].

The focus on the social risks associated with the SG can be focused on the paths
of social risks associated with high technologies such as artificial intelligence. Summa-
rizing how Chinese scholars view the social risks associated with various types of high
technologies, including artificial intelligence technologies, can help inform the study
of social risks associated with the development of the SGs based on high technologies.
The framework and focus of Chinese research on social risks, as well as the sources
and mechanisms of social risks in China, can provide a reference for research in other
countries and for developing countries to deal with social risks brought about by high
technologies.
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3 Research Methodology and Data Sources

This paper uses CiteSpace 5.8.R3 (Expires June 30, 2022) to conduct a visual litera-
ture analysis to capture the overall research on “social risk”. CiteSpace is an informa-
tion visualization literature analysis software developed by Professor Chaomei Chen of
Drexel University. The software is able to find some hidden connections among a large
amount of related literature based on keywords, citations, authors and institutions, and
present the connections in a visual way. Further, the software can sort out the research
lines, research hotspots in different time periods, and key literature connecting different
research directions based on the literature data, simplifying the process of searching and
filtering important literature and reducing the difficulty of overviewing the current status
of research [18].

In order to sort out the sources and formation mechanisms of “social risk” in China,
theCNKI (NationalKnowledge Infrastructure) database is used as the source of literature
data in this paper. In order to collect the literature on “social risk” as accurately and
comprehensively as possible, the statement “(SU= “social risk” OR TI= “social risk”)
AND KY = “social risk” was entered into Professional Search, where “SU” means
“Subject”, “TI “SU” means “Subject”, “TI” means “Title”, “KY” means “Keyword”,
and select “Synonym Search”, “Dates” select “All”, select “Academic Journals”, and
limit the “Source Type” to “CSSCI” (Chinese Social Sciences Citation Index), in order
to collect as much authoritative literature on the topic of “social risk” as possible. The
search yielded a total of 442 articles, with a publication year range of 1998–2022 and a
total of 20 disciplines.

Fig. 1. China Social Risk Annual Posting Data.

Since 1998, the research intensity of “social risk” has been increasing year by year,
reaching a peak in 2014, when 46 paperswere published, and then In 2015, the popularity
dropped, and although it rebounded, there are still fluctuations (see Fig. 1). In other
words, despite the decline in research enthusiasm, there are still scholars in China who
are concerned with the research on “social risk”.
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4 Visualization Analysis

CiteSpace was used to analyze the literature data samples visually. The literature data
downloaded from theCNKIdatabasewas imported intoCiteSpace for format conversion,
and 442 valid data were obtained. The time span of the literature data was from 1998 to
2022, so the “Time Slicing” was set to “From 1998 JAN To 2022 DEC”. In the panel, the
settings related to “Text Processing” were kept as default, and “Author” and “Keyword”
were selected in the “Node Type” section according to the type of analysis. In the “Links”
section, select “Strength” as “Cosine” and “Scope” as “Within Slices” by default. In the
“Selection Criteria” section, “g-index” is selected by default, and the default k value is
25. “Pruning” is selected differently according to different node types.

In the visualization part, this paper analyzes the literature samples item by item,
because CiteSpace for CNKI literature data source only supports the analysis of author
and institution cooperation network and keyword co-occurrence analysis, because the
cooperation between institutions is less, so only present the visualization analysis about
author cooperation network and keyword co-occurrence. In the keyword analysis section,
in addition to keyword co-occurrence analysis, keyword clustering analysis was also
conducted to obtain the general direction of social risk research.

4.1 Author Collaboration Network Analysis

Table 1. Author Posting Data.

Author Count First Year Last Year Author Count First Year Last Year

Tong, X. 15 2006 2016 Liu, Y. 3 2006 2014

Zhang, H.B. 9 2006 2022 Wen, Z.Q. 3 2016 2019

Wu, Z.M. 8 2005 2020 Zhang, X.L. 3 2017 2018

Zhang, L. 6 2008 2016 Mo, H.L. 3 2019 2021

Bai, W.J. 5 2009 2018 Mo, F. 3 2012 2013

Li, S.Z. 4 2010 2018 Zhong, Z.J. 3 2021 2022

Xie, J.G. 4 2016 2019 Hu, B. 3 2012 2012

Chen, Y.H. 3 2015 2015 Lu, H.W. 2 2008 2009

Chen, S.J. 3 2001 2014 Tao, P. 2 2013 2016

Xia, Y.Z. 3 2008 2016 Chen, J.W. 2 2009 2009

The analysis of research collaboration networks can help to understand the collabo-
ration between authors over time and the intensity of collaboration. The analysis of the
authors’ publications in the original literature data are summarized in Table 1, which
lists the publications on “social risk” since 1998, including the names of scholars, the
number of publications, their affiliation, and the year of the first and last publication. It
can be observed that Tong X. has published the most articles, with 14 articles related to
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“social risk” since he first published them in 2006. Zhang H.B., who shares the same
affiliation with Nanjing University, has also published 9 articles on the topic of “social
risk” since 2006. Compared with Tong X., whose last article on “social risk” was pub-
lished in 2016, Zhang H.B. has been studying “social risk” for a longer period of time
and is still publishing in the field of “social risk” in 2022. The last article on “social risk”
was published in 2016. In addition to these two scholars, there are other scholars who
focus on the topic of “social risk”, such as Wu Z.M. (8 articles), Zhang L. (6 articles),
and Bai W.J. (5 articles).

Using CiteSpace software, the nodes were set as authors based on the default thresh-
old to explore the collaborative relationships among authors. Software calculations
yielded the number of critical nodes 403 (N= 403), 167 critical paths (E= 167), and the
largest CC: 8. Figure 2 shows the analysis of the author collaboration network formed by
CiteSpace, in which all Chinese characters are marked with English translations below
the Chinese, and synonyms may be used to refer to the original academic terms due to
translation problems. The visual analysis of the collaboration network shows that there
are mostly collaborative relationships among authors who publish more articles.

Fig. 2. Author Collaboration Network.

For example, Tong X. collaborated with Zhang H.B. and Zhang L., respectively. In
addition, Zhang H.B. and Zhong Z.J., who had three publications, also had collaborative
relationships. Based on the literature data, Zhong Z.J.’s first research paper on “social
risk” was published in 2021, and he has published three articles in just over a year, which
can be regarded as one of the more dedicated scholars in this field in China. It can also
be seen that many scholars have conducted independent research, i.e., they have not
collaborated with other scholars, such as Wu Z.M., Bai W.J., Xie J.G., Liu Y., Zhang
X.L., and Mo F. In addition, there are also scholars who have made some collaboration
with other scholars, such as Li S.Z., Chen S.J., Xia Y.Z., Mo H.L., Lu H.W., etc.

Specifically, Tong X. is the director of the Center for Societal Risk and Public Crisis
Management Studies, Nanjing University, Jiangsu Province, China, and the director of
Jiangsu Province Social Risk Research Base. He has published many papers on “social
risk”. “As one of his main research areas, he has conducted many collaborative studies
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with other scholars in the field, such as Zhang H.B., Nanjing University, Zhang L.,
Shandong.

University, and Tao P., Among them, Tong X. and Zhang H.B.’s paper on the gov-
ernance of the mass unexpected incidents is widely recognized by the academic com-
munity. They discussed the classification and nature of mass unexpected incidents and
conducted a case study of the more iconic mass unexpected incidents in China, sum-
marized the dynamic model of Unorganized mass unexpected incidents, and proposed
many new ideas related to mass unexpected incidents, which provided a theoretical basis
for subsequent scholars to study mass unexpected incidents [19].

Zhang H.B. is a professor at the School of Government Administration, Nanjing
University, and a researcher at theCenter for Societal Risk andPublicCrisisManagement
Studies, Nanjing University with Tong X. His research interests include social risk,
emergency response, and emergency management. His research areas include social
risk, emergencymanagement, crisis management, and public safety. He has collaborated
with Tong X., Zhong Z.J., and Yan J. In the area of social risk research, Zhang H.B.
has co-authored many papers with Tong X. In addition to the above-mentioned research
papers on mass unexpected incidents, many other studies have received attention from
other scholars. For example, Zhang H.B. is the first author of a research paper exploring
the structure of emergency management in China, in which Zhang H.B. and Tong X.
focus on the internal structure of emergency management practice in China, based on
the major disasters that have occurred in China in the past two decades, such as the
2003 atypical disaster. Disaster events in China in the last two decades such as atypical
pneumonia in 2003 and the Lushan earthquake in 2013 for case analysis, summarizing
the changes in the framework of emergency management practice in China and adding
a theoretical basis for related research [20].

4.2 Keyword Analysis

By using CiteSpace to set the node type as “Keyword” for keyword co-occurrence anal-
ysis, we can observe the frequency of different keywords in the article and then discover
the research hotspots. Figure 3 shows the keyword co-occurrence network formed by
CiteSpace, in which all Chinese characters are marked with English translations below
the Chinese, and due to translation problems, synonyms may be used to refer to the
original academic terms. In addition, to make the visualization graph more concise and
clear, the #Years Per Slice in Time Slicing was set to 3, Pruning was set to “Pathfinder”
and “Pruning sliced network”, and the number of key nodes in the visualization result
was 321 (N = 321), and the key paths The size of the nodes or the Chinese font size
represents the frequency of keywords, while the line between the nodes represents the
presence of two keywords in the same paper at the same time. The font size shows that
scholars focus on “social risk” as well as “risk society”, “social governance”, “public cri-
sis”, “risk governance”, “risk”, “social security”, “social management”, and “emergency
management”. “and “emergency management”. In addition to the keywords related to
“governance”, “management” and “protection”, we can observe the keywords of “artifi-
cial intelligence”, “social transformation”, and “social transformation”.”, “social trans-
formation”, “migrant workers”, “emerging technologies”, “ethnic regions The keywords
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of “artificial intelligence”, “social transformation”, “migrant workers”, “emerging tech-
nologies”, “ethnic areas” and “globalization” have also received more attention from
scholars. Among them, some scholars believe that the social risks caused by artificial
intelligence should not be underestimated. Taking the highly cited paper of scholar Ma
Changshan as an example, he argues that AI can trigger ethical and moral deformation,
the polarization of social structure, alienation of technological development, high diffi-
culty in regulation caused by an algorithmic black box, and high difficulty in determining
the responsibility of accidents caused by the unknown status of AI as a status [16].

Fig. 3. Keyword Co-occurrence Network.

Further, keyword clustering analysis was conducted using CiteSpace based on the
keyword co-occurrence network, as shown in Fig. 4, where all Chinese characters have
English translations marked below the Chinese. In addition, different color blocks repre-
sent different categories formed after keyword clustering, and the ordinal number before
the cluster indicates the size of the cluster, and the smaller ordinal number means the
larger the cluster, i.e., the more keywords included.The CiteSpace visualization software
formed a total of 41 clusters, of which only 25 clusters were shown, such as “#0 risk
society”, “#1 risk”, “#2 social security”, “#4 public crisis” and “#5 communication” “#6
Artificial Intelligence”, “#16 Platform Economy”, “#18 Genetic Weapons”, “#19 Meta-
Universe”, “#20 Genetic Weapons”, and “#21 Genetic Weapons”. “#19 Meta-universe”
and “#28 Simulation Prediction” are relatively small clusters.

From the keywords, we can analyze that scholars focus on four main areas. First,
scholars focus their attention on the mechanisms that explain the sources of risk that
lead to social risks, such as “artificial intelligence”, “emergencies”, “ethnic regions”,
“land conflicts”, and “land conflicts. “land conflicts”, “internet rumors”, and “social
transformation. Secondly, scholars focus on the factors that influence social risk, such
as “communication”, “media”, “cold thinking”, etc. Third, scholars focus on how to
solve social risks, such as “state supervision”, “big data”, “criminal law regulation”,
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Fig. 4. Keyword Clustering.

“criminal law response” etc. Fourth, scholars have focused on the adverse consequences
of social risks, such as “public crises” and so on. That is, scholars have explored the
causes, influencing factors means to resolve, and adverse consequences of social risks
based on different perspectives.

5 Analysis of Social Risk Generation Mechanisms

5.1 Identification of Social Risk Sources

In the part of identifying risk sources, first, based on the keywords identified by CiteS-
pace for manual classification, further, in the classification of risk sources to filter out
technology-related keywords, such as “artificial intelligence”, “network”, “genetic tech-
nology”, “big data”, etc. Next, back to the original article to check whether it is a risk
source or an important antecedent, rather than a category such as governance tools.
Finally, the keyword-based classification, based on the specific content of the original
article, reclassifies the screened keywords related to technology while being a source
of risk to obtain specific technologies, such as classifying “gene editing”, “gene prod-
ucts”, “gene technology”, “gene technology”, “gene weapon” were combined into “gene
technology”, and the terms “universal era” and “Internet of Everything” into “Internet of
Everything”, or “IoE”; “Meta-universe” and “Virtual Reality” into “Virtual Reality Tech-
nology”; “Artificial Intelligence” and “AI Face Changing” into “Artificial Intelligence”.
The “artificial intelligence” and “AI face-swapping” are classified as “artificial intelli-
gence”, etc. At the same time, the keywords in the category of governance tools were also
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filtered, and technology-related keywords such as “big data”, “algorithmic governance”
and “simulation prediction” were selected. The keywords in the category of governance
tools were filtered to identify technology-related keywords, such as “big data”, “al-
gorithmic governance” and “simulation prediction”. Further, when the keywords were
retrieved from the original article, the differences in the roles of the keywords in some
articles were also filtered. For example, “artificial intelligence” is considered by most
scholars as a source or important antecedent of risk, but some scholars categorize it as
a governance tool for social risk.

Table 2. Keyword Classification.

Keywords

Risk Categories Social Risk; Economic Risk; Environmental Risk; Political Risk;
Technological Risk; Ethical Risk; Cost Risk; Operational Risk;
Revenue and Expenditure Risk

Source of Risk Artificial Intelligence; Urbanization; Emergencies; Migrant Workers;
Modernization; Ethnic Areas; Individualization; Gender Imbalance;
Rural; Internet Rumors

Governance Tools Government; Collaborative Governance; Technical Decision Making;
Indicator Systems; Government Responsibility; Public Policy; Legal
Regulation; Early Warning; Public Participation; Social Control

Results or Purpose Public Crisis; Harmonious Society; Social Stability; Equality; Crisis
Events; Social Justice; Social Crisis; Equity and Justice; Balance of
Interests; Balance of Interests

Related Terms Risk Society; Social Governance; Risk Governance; Risk; Social
Security; Social Management; Emergency Management; Governance;
Public Governance; Contemporary China

Based on the four research directions derived from the keywords, the 321 keywords
summarized by CiteSpace were manually classified into five categories: risk category,
risk source (or important antecedent), governance tool or instrument, outcome or pur-
pose, and related terms.Among them, Table 2 shows the classification of the 10 keywords
with the highest word frequency in each of the above five categories, and due to transla-
tion issues, synonymsmay be used to refer to the original academic terms. In Table 2, the
keywords are ranked in order of their frequency, i.e., the keywords ranked first to have
the highest number of occurrences. The analysis shows that in the risk category section,
except for social risk, scholars discuss economic risk and environmental risk most often
together with social risk, followed by political risk and technological risk.Many Chinese
scholars also focus on the impact of AI on social risks, including the types of social risks
it may cause or how to use AI to mitigate social risks. In the process of urbanization,
various types of social conflicts, such as land disputes and labor disputes, occur from
time to time, and thus social risks emerge [21]. Emergencies as antecedents of social
risks have also received much scholarly attention. Further, migrant workers as one of
the highly Chinese-specific phenomena have also received attention from scholars.
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In the part of governance tools or instruments, the role of government is clearly one
of the most concerned and trusted instruments by Chinese scholars. The government-led
risk regulation system is the top priority to counteract a large number of social risks
[22]. In addition, a collaborative multi-subject governance mechanism is also quite rec-
ognized by Chinese scholars. How to start from the grassroots and form multi-subject
collaborative governance to further effectively resolve social risks has been discussed
by many scholars [23]. In the result or purpose part, a public crisis as a crisis event that
threatens public safety and normal social order after the disruption of social club order
is one of the malignant consequences of uncontrolled social risk, and every individual in
society will be negatively affected by the public crisis, which may further cause panic to
intensify the malignant consequences. The transformation of a social risk into a public
crisis is only necessary if the overall system is vulnerable and the risk factors meet the
disaster-causing conditions [24]. On the other hand, in contrast to the malignant con-
sequences of the public crisis category, building a harmonious society and maintaining
social stability is one of the many purposes of controlling social risks.

Overall, the sources of social risk can be divided into two broad categories, namely
technology, social problems, and emergencies. Since the latter two belong to external
risks as defined by Giddens, they usually possess preplanned plans to control and reduce
social risks after they occur. And in the current era of various science and technology
blowouts, more and more emerging technologies are constantly impacting daily life.
While technology facilitates people’s daily life and contributes to industrial development
and even innovation, the consequences are also worth considering. Therefore, this paper
focuses on the mechanism of the impact of science and technology on social risks.

5.2 Identification of Social Risk Sources

Types of Technologies Influencing Social Risks. Table 3 shows the keywords belong-
ing to the technology category obtained after filtering based on the keywords categorized
as risk sources, and the technologies to which they belong. The technology categories
are divided into eight categories: artificial intelligence, Internet technology, genetic
technology, virtual reality technology, nanotechnology, Internet of everything, infor-
mation technology, and communication technology, based on the general categories of
technology.

Based on the frequency of keywords, the impact of AI technology on social risk is
more concerned by Chinese scholars. And scholars focus not only on the technology
itself but also on the technology derived from AI algorithms. Taking face recognition
technology supported by AI algorithms as an example, Sun D.R. focuses on the possible
spoofing attack and the alienation of face recognition technology into the composite
technology Leviathan, the former is the act of people with ulterior motives using fake
identification information to deceive the face recognition technology system and gain
access to it, which breaks the trusted access system and causes social risks. The latter
represents the rapid development of technology that can develop uncontrollably without
proper control, thus causing social risks [25].

In addition, gene technology is also of great interest to Chinese scholars, and the
direction is not limited to genetic weapons, genetic products, gene editing, and gene
technology. In the context of gene technology, scholars have also mentioned the risk of
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Table 3. Technical Keywords.

Technology Keyword

Artificial Intelligence Artificial Intelligence

AI Face Replacement

Internet Technology Cyber

Gene Technology Genetic Weapons

Genetic Products

Gene Editing

Gene Technology

Virtual Reality
Technology

Metaverse

Virtual Reality

Nanotechnology Nanotechnology

Internet of Everything Internet of Everything
Era

Internet of Everything

Information Technology Information Technology

Communication
Technology

Communication
Technology

alienation when discussing its social risks. For example, Yang J. discusses the inevitable
off-target effect in gene editing, i.e., the risk of alienation that is difficult to control due
to the inevitable mistakes in implementation [26]. In addition, Zhang J. argues that the
risk posed by human gene editing is not only brought by uncontrollable technology but
also poses a serious threat to the current stable and peaceful situation of human beings,
i.e., the problem arises from the technical level to the social level [27].

In general, scholars have focused on the double-edged sword effect of technology,
especially the social risks that may be brought by the alienation of technology. And as
technology develops, the social risks it poses will continue to change in terms of content,
form, and intensity [28].

Keywords Characteristics of Technologies that Pose Social Risks. First, there is the
potential to reshape the industry and even benefit humanity. Artificial intelligence refers
to a system in whichmachines can demonstrate intelligence to perceive the environment,
make judgments, and take actions to achieve goals like humans. It can help humans to
deal with problems and predict future trends to a certain extent, and in the process,
without human assistance, artificial intelligence can analyze information from different
sources through various sensors or data inputs and make real-time feedback. Currently,
AI has been applied tomany industries, including healthcare, smart transportation, smart
city, finance and trade, etc. It contains a variety of application scenarios, including
search engines, personalized recommendations for advertising, intelligent voice assis-
tants, intelligent customer service, intelligent translation, driverless, etc., to achieve
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empowerment for many traditional industries and add vitality to emerging industries.
Nanotechnology also has this same characteristic. Nanotechnology is a technology that
uses a single atom or molecule, a substance between 1 and 100 nm in size. As the
basic science and technology of many advanced technologies, it empowers physics and
computer technology and then gives rise to many scientific fields, such as nanophysics,
nanobiology, nanochemistry, nanofabrication technology, etc. Nanotechnology iswidely
used in medicine, energy, aerospace, and even daily use of clothing fabrics, displays,
etc. are all applied to some extent. Gene technology has also changed people’s percep-
tions and is widely used in the pharmaceutical industry to achieve genetic identification
of parentage, genetic diagnosis of genetic diseases, gene therapy for genetics, cloning
technology, and various drugs, such as recombinant drugs and biological vaccines. The
revolutionary disruption of these technologies has greatly improved people’s lives.

Second, there are hidden dangers in the application process. These technologies,
despite their long development time, still have many hidden dangers as of now. For
example, artificial intelligence currently has problems such as data leakage, imperfect
regulations, and technical defects that lead to abnormal work, such as driverless cars that
cause traffic accidents for no reason. In 2018, researchers at the University of Oxford,
the University of Cambridge, and the artificial intelligence organization Open AI pub-
lished a study on the potential for AI to be manipulated for malicious purposes, enabling
remote control of driverless cars, drones, and other AI-based devices, which in turn can
carry out unlawful acts and create social risks [29]. The potential hazards of nanotech-
nology on human health and the environment are of concern to scholars. The human skin
system can effectively prevent macroscopic particles from entering the human body to
safeguard human health from the harsh external environment, however, the particles of
nanomaterials are too small and can simply enter the human body in the form of dif-
fusion or penetration through the skin, which can negatively affect human health [30].
Genetically modified food, for example, is a conservative food in many countries, and
its entry into the market is subject to strict scrutiny by different agencies and levels, and
the controversy caused by genetically modified food is constantly being discussed.

Third, what it can achieve is greater than people’s ability to control it. Artificial
intelligence, for example, is “technologically autonomous”, meaning that artificial intel-
ligence devices based on deep learning algorithms can “think” for themselves and gen-
erate corresponding behavior. In this case, it is difficult to judge the direction and size
of the extension of its capabilities, which exceeds the expectations and cognition of
the R&D personnel, so it is extremely difficult for the R&D personnel to effectively
control the AI to prevent possible malignant results, which generates social risks; in
addition, there is a possibility that the AI will evolve into Artificial Superintelligence,
which will possess intelligence far beyond human imagination, which will inevitably
generate corresponding social risks [31].

In general, the technologies that have received much attention in the study of social
risks usually have the potential to change the status quo and reshape industries and
even benefit humanity, but at the same time, there are still various hidden risks in their
use, which involve every individual in society. As this technology develops further, it
will become increasingly difficult for humans to control it. As a newly emerged power
grid system, the application of artificial intelligence and other high technology is an
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important reason for the SG’s realization. The presence of artificial intelligence and other
technologies allows the grid system to move from passive control to active response.
The application of new technologies in this process also corresponds to the reshaping
of the industry, the existence of hidden dangers, and the inability to fully control the
characteristics. Therefore, the SG may indeed pose social risks in the application of
emerging technologies.

Mechanisms of Technology’s Impact on Social Risks and Countermeasures. Risk
is an inherent property of science and technology [32], while it adds convenience to
human life and achieves breakthroughs to reduce the cost of living or working, its com-
plexity anddestructiveness cannot be underestimated. From the perspective of consumers
or users of technology-based products, in the process of consumption and use, there are
factors that may contribute to social risks, such as the consequences of malicious control
of technology-based products by others, or the potential for malicious consequences of
improper operation during use, which have the potential to disrupt the social order and
therefore generate social risks.

From the perspective of the overall process, first of all, in the research and develop-
ment stage, the technology itselfmayhave certain hiddendangers but also cannot exclude
the possibility of researchers with malicious intentions using technology to design prod-
ucts or services [31]. At the stage of use, there is a possibility that the process of use may
go wrong, be maliciously controlled, or be difficult to control its negative effects, etc.
[16]. Once these situations occur, the wide audience and media dissemination increase
the possibility of social order being disrupted, thus creating social risks. Further, from
the perspective of future design or use, the ability of human beings to control the rapidly
developing technology becomes a potential risk [33], i.e., whether the products produced
by the technology itself can be controlled and whether the consequences of the things
or even the human body transformed by the technology can be controlled.

Although the SG uses machine learning, deep learning, and artificial intelligence
technologies to achieve the majority of known and unknown cyber threats [34], there are
still some cyber security problems [35] since the system is not perfect and themechanism
is not flexible enough. In contrast, there are social risks in the application of science and
technology to the SG in the research and development phase, the operational phase, and
the prospective phase.

Overall, as shown in Fig. 5, there are seven components that contribute to the creation
of social risks in the process of creating products with technology and their use, namely,
hidden dangers or defects in the technology itself, problems with the initial intention
of people using the technology, errors in the methods used by people when using the
technology, malicious control of technology-related products when used by people, side
effects in the product itself, future products that cannot be effectively controlled, and
the Consequences brought about by things or human bodies, where these consequences
also include the consequences of things that technology can accomplish that are greater
than people’s ability to control.

In terms of countermeasures, the first step is to continuously improve the laws and
regulations that govern emerging technologies such as artificial intelligence. Legal regu-
lation to prevent certain social risks, give full play to the advantages and convenience of
emerging technologies, to curb their risks and malignant consequences. However, legal
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Fig. 5. Mechanisms by Which Technology Affects Social Risk.

regulation has lag and incompleteness, it is difficult to carry out prospective restraint,
and there are also certain loopholes that cannot be completely covered, so it is necessary
to constantly update the legal regulation, and play an active role in regulatory agencies,
and constantly monitor the link of emerging technologies that may bring social risks, so
as to control the social risks of emerging technologies at the national level. Secondly, at
the enterprise level, especially the central enterprises involved in the national grid, they
should actively fulfill their corporate social responsibility, adhere to corporate ethics,
comprehensively examine and evaluate the social risks of applying various emerging
technologies, continuously adhere to corporate values and principles, focus on the inter-
ests of corporate stakeholders, and reduce the possibility of malicious development at
the R&D level. Third, in terms of scientific research institutions, we should continue
to explore new technologies, study new technologies and new methods to reduce the
hidden dangers of emerging technologies, continuously improve the theory and practice
of emerging technologies, provide guidance for enterprise applications, and reduce the
uncontrollability of future technological development. Fourth, from a network security
perspective, it is important to adequately prevent external intrusions and, if they do occur,
to use filing to reduce the negative impact on the grid system and thus reduce social risk.

6 Conclusion

This paper analyzed the main factors and countermeasures of social risk brought by the
SG in China based on CiteSpace information visualization literature analysis software,
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including author analysis, keyword co-occurrence analysis, and keyword clustering anal-
ysis, and classified all designed keywords into five categories: risk category, risk source
or important antecedent, management tool or instrument, result or purpose, and related
terms, and extracted keywords related to technology by classifying the risk source. The
risk formation mechanism is analyzed and corresponding countermeasures are proposed
for the emerging technologies associated with the SG. In general, Chinese scholars’
research on social risk focuses on the impact of various social problems, emergencies,
and emerging technologies on social risk. In the technology-specific section, scholars
give different understandings, with some scholars positively viewing the turnaround of
big data technology for social risk control and others cautiously observing the various
risks that may be brought by artificial intelligence technology. In the section of social
risk formation mechanisms, the impact path of emerging technologies on social risk is
analyzed in the context of the SG, and corresponding countermeasures are proposed
for different aspects. In future research, the current status of social risk research can be
explored for other aspects of the SG, and the impact of other categories of emerging
technologies involved in the SG on social risk can be extended to explore the impact
mechanism of social problems or emergencies brought about by the SG on social risk,
in order to expand the research related to social risk.
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Abstract. This study aims to design and develop a virtual reality situational simu-
lation system for the radiation oncology unit in a hospital. This study applies HTC
Vive, Autodesk 3ds Max and Unity 3D to develop a virtual reality simulation
model, followed by programming in the C# language and Visual Studio com-
piler to create a virtual scene for the stereotactic radiography imaging verification
process. The result of this study provides a prototype system.

Keywords: radiography · virtual reality · HTC Vive · simulation system

1 Introduction

In recent years, using virtual reality (VR) related technologies in various industries,
particularly the medical, healthcare, and education sectors, has become increasingly
popular. Integrating information and smart technologies in teaching and training can
address additional challenges faced by traditional methods.

Featuring interactivity and real-time response, VR allows users to freely operate the
computer and view the completed design from any angle and position [1]. VR technology
has shown great promise in the research and development, training, and education of
medical physiology, gastrointestinal endoscopy simulators, clinical anatomy simulators,
among other applications. In addition, it is widely used in the field of medical imaging.
According to foreign studies, VR simulation featuring dynamic interaction and feedback
can help students in related medical imaging degrees cultivate their clinical skills.

By creating a scenario similar to the actual clinical situation, simulation teaching
allows students to continuously practice skills in the virtual clinical scene, while the
clinical supervisor observes their execution process and provides feedback [2]. In radio-
graphy, the integration of VR with the cultivation of radiography talents to perform
online and offline theoretical and practical courses have the advantages of both high
efficiency and convenience.
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2 Literature Reviews

In recent years, VR-related technologies have matured, with various VR products devel-
oped by different industries in response to the introduction of VR technology. VR refers
to an emerging computer technology that combines multimedia and simulation tech-
niques to create a virtual environment that integrates auditory, visual, and other senses,
allowing users to be immersed and interact with it [3].

VR refers to the “simulation of reality.” VR primarily uses real-time 3D rendering to
present immediate, dynamic, and interactive scenes to shorten the gap in the user’s cog-
nition. When assisted by appropriate software and hardware human-machine interfaces,
it allows users to interact with the virtual simulation and, as a result, increases their inter-
est and learning effectiveness [4]. VR devices provide users with immersive experiences
in three-dimensional virtual scenes. The most famous VR headsets at present include
Oculus Rift, 3Glasses, HTC Vive, and PlayStation VR, with the HTC Vive being the
most popular [5].

TheHTCVive is currently one of themost popular VR headsets. Through the “room-
scale” technology, HTC Vive converts a room into a three-dimensional space using
a locater, allowing users to navigate and move around naturally in the virtual world.
In addition, the device allows users to dynamically manipulate objects using motion-
tracked handheld controllers, providing a sophisticated interactive, communicative, and
immersive experience [6]. This study usesHTCVive as theVRhardware and combines it
with auditory and visual VR technologies to provide users with a good VR experience.
The visual part uses interactive question-and-answer and the operation simulation of
virtual objects, whereas the auditory part incorporates objects related to the virtual ones.
The combination of the two will bring a realistic virtual interactive experience.

Image-guided radiation therapy (IGRT) uses advanced imaging technology to better
define the tumor target and is critical in reducing and ultimately eliminating uncertain-
ties. [7] Currently, most radiologic technology programs teach students positioning and
radiation dose techniques in a traditional X-ray laboratory. Virtual simulation provides
a safe and convenient learning environment where students can practice techniques
without the risk of irradiating patients. Instructors can foster deep learning in virtual
simulation laboratory environments by designing the software around specific course
outcomes (e.g., cognitive and psychomotor skills) and engaging in sound educational
strategies and theory [8].

3 Method and System Design

This study aims to develop a VR-based system that can address the challenges and
issues of existing training programs for radiography interns and staff. It is expected
that this system can improve the professional ability of users and, as a result, increase
radiography accuracy. In terms of system simulation, this study will first use Autodesk
3ds Max and Unity 3D to develop a VR simulation model, followed by programming in
the C# language and Visual Studio compiler to create a virtual scene for the stereotactic
radiography imaging verification process.

Figure 1 is the system architecture in this study. The VR terminal device (HTCVive),
shown on the right of the figure, communicates with Unity at the hardware layer together
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with Open VR API and Steam VR API. The system is supplemented with specific
exoskeleton data and object configurations to create a complete set of VR interactive
experiences after compilation by Unity.

Fig. 1. System Architecture

This study sequentially models the pre-planned simulation scenes before importing
the completed model into Unity. Considering compatibility issues, the attributes of the
shader are set independently in Unity. The light source is subsequently adjusted to make
the scene more realistic. Once the scene is constructed, the VR device is connected to
Unity through the API. After the compilation is executed, the API will immediately
judge and process the tracking information of the locator, output it as an image through
operations in Unity, and send it back to the helmet to achieve the final visual feedback
effects (Fig. 2).
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Fig. 2. System Sequence

4 Conclusion and Future Works

Currently, this study only presents preliminary system design and the prototype as Fig. 3
and Fig. 4. In the near future, this study will be used to develop a complete VR radiogra-
phy simulation system. The application of VR technologies in the medical care industry
is gaining popularity. In addition to overcoming the inconveniences of traditional health-
care practice and education, it is capable of significantly improving the workingmethods
and execution efficiency of healthcare in the future. However, some technical challenges
remain, including integration of medical and nursing information systems, clarity and
resolution of screen presentation, accuracy of interaction, and durability of hardware
equipment. Although numerous software-related and hardware-related technical prob-
lems need to be addressed, applications of VR in the medical field have bright future
prospects.
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Fig. 3. Screenshot of X-Ray Machine

Fig. 4. Screenshot of System Instructions
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Abstract. Directional aviation relay networks are widely used to
improve the performance of ad hoc networks. Aiming at the disadvan-
tage of large data packet delay of directional aviation relay network with
single air node, this paper proposes a medium access control algorithm
based on multiple air nodes and bidirectional scanning, which can effec-
tively reduce the total delay of data packets. First, the algorithm divides
multiple air nodes into two groups, using clockwise and counterclock-
wise scanning modes respectively, to provide data relay and forwarding
services for ground nodes. According to the number of air nodes and
their scanning mode, as well as the sector in which the destination node
of the to-be-sent traffic is located, the ground nodes determine whether
the to-be-sent traffic uses a single-aircraft relay two-hop transmission or
a double-aircraft relay four-hop transmission link in a distributed man-
ner. Secondly, the theoretical model of unidirectional scanning and bidi-
rectional scanning algorithm is built, and the theoretical packet delay
distribution law of the two algorithms as well as the optimal ratio of
bidirectional scanning algorithm in reducing packet delay compared with
unidirectional scanning algorithm is obtained. Finally, the performance of
the proposed algorithm is verified by simulation. The simulation results
are consistent with the theoretical analysis, which show that in the case
of 4 to 8 air nodes, compared with unidirectional scanning algorithm,
the total delay of packets in bidirectional scanning algorithm is reduced
by 23.10%–28.81%.
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1 Introduction

Due to the limitation of energy of nodes in network, wireless ad hoc networks
have shortcomings in terms of transmission power and transmission distance,
especially in long-distance networks and scenarios where the line of sight is
blocked by terrain, so it is difficult to guarantee the quality of point-to-point
communication between the source node and the destination node. Therefore,
relay technology is widely used in wireless ad hoc networks to improve the link
state between the source node and the destination node and expand the cov-
erage of the network. A network that uses small unmanned aerial vehicles as a
relay platform to carry directional wireless network communication equipment to
assist ground nodes in data transmission in network scenarios with large spans,
such as in articles [1,2], is called a directional aviation relay network (DARN).
The drones in it are called air nodes.

The directional aviation relay network has the advantages of widening net-
work coverage, improving network throughput, facilitating network management,
reducing packet delay and being easy to deploy. However, its medium access con-
trol protocol design also faces severe challenges such as increased propagation
delay and increased collision probability.

For the medium access control technology of directional aviation relay net-
work, the existing research in [2–11] mainly focuses on reducing collision prob-
ability, avoiding channel competition, optimizing link distance and making full
use of the interval between sending and receiving packets caused by propagation
delay. In [2] Yan Z J et al. proposed a medium access control protocol that divides
the network scene according to the link distance from the ground node to the air
node. In order to solve the problem of the efficiency reduction of medium access
control protocol caused by the increase of propagation delay, in [6–8] Zhou W L
et al. designed an environment adaptive medium access control protocol using
the TBAG protocol framework that is controlled and triggered by the air node
in the scenario of deploying a single air node. In [9] Xiafei Bu et al. proposed
to use orthogonal frequency division multiple access technology to improve net-
work efficiency considering the power consumption of UAVs. In [10] Muhammad
Farhan Sohail et al. applied non-orthogonal multiple access technology to UAV
relay network to improve the total network transmission rate and energy utiliza-
tion and expand the network coverage. In [11] Jiangbin Lyu et al. proposed a
cyclic multiple access protocol by using the periodic change of the signal strength
between the UAV and the ground nodes during the circular motion of the UAV.

Resource allocation is closely related to medium access control technology.
Because the idea of competing for network resource used by traditional DCF
technology will cause waste of time resources in large-scale directional avia-
tion relay networks, scholars at home and abroad have also conducted in-depth
research on resource allocation algorithms applied to large-scale directional avi-
ation relay networks. In [8,9] Zhou W L et al. proposed an algorithm for time
slot resource allocation based on the link distance based on TBAG protocol
architecture. The air node uses the propagation delay of communication with
the long-distance ground nodes to communicate with the short-range ground
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nodes opportunistically, and makes a unified arrangement for the packet send-
ing sequence of all the nodes in the network in the data transmission stage in
current time frame. In [12] Daniel T. Bennett et al. proposed a shortest path
first method to reduce network overhead by optimizing beam switching sequence
and improve the throughput of ground nodes by optimizing time allocation of
beams. In [13] Jin Li et al. proposed a resource allocation algorithm to improve
resource utilization for cellular networks with multiple UAVs.

The current medium access control technologies proposed for directional
aviation relay networks mainly focus on reducing packet collisions, improving
medium access control efficiency, shortening packet propagation delays, or solv-
ing the adverse effects caused by increased packet propagation delay. But few
literatures mentioned the optimization of packet delay, or the application of
multi-air nodes deployment mode in reducing packet delay. Aiming at the prob-
lem of packet delay optimization, this paper proposes a bidirectional scanning
medium access control algorithm for multi-air nodes scenario. The ground nodes
sense the number of air nodes and their scanning mode, and determines in a dis-
tributed manner whether the traffic to be sent uses a single-aircraft relay two-hop
transmission or a double-aircraft relay four-hop transmission mode according to
the sector where the destination node of the traffic to be sent is located. Theoret-
ical analysis and simulation verification confirm the performance of the medium
access control algorithm proposed in this paper in optimizing packet delay.

This paper consists of six chapters. The first chapter introduces the research
background and research significance of DARN. The second chapter introduces
the directional aviation relay network model. The third chapter proposes a bidi-
rectional scanning medium access control algorithm for multi-air nodes scenario.
The fourth chapter analyzes the packet delay performance of the proposed algo-
rithm theoretically. The fifth chapter verifies the performance of the medium
access control algorithm proposed by simulation. And the sixth chapter is the
summary and conclusion of the whole paper.

2 Network Model

The network coverage is a circular area with a radius of RD1. The ground
nodes are evenly distributed in the network, and multiple air nodes that cannot
communicate with each other directly do a uniform circular motion with a small
radius of RD2 around the center of the network. The air nodes can be regarded
as stationary at the center of the network given that RD1 � RD2.

Fig. 1. Time frame structure.

In order to expand the coverage and reduce the interference range, the air
nodes use directional antennas that can realize beam switching to cover the
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Fig. 2. Schematic diagram of multi-air nodes cover the network area.

ground network. There are N identical air nodes that can not communicate
with each other in the network. The width of the directional beam divides the
network into M sectors, and the time is divided into time frames of duration Δ
as shown in Fig. 1. Each air node serves ground nodes in M sectors sequentially
in a scanning manner, and each air node can only cover one sector in each time
frame.

All nodes work in the same frequency band. Due to the problem of co-
frequency interference, at most M air nodes can be deployed in the network,
covering all the M sectors at the same time. And the beams of any two air
nodes cannot cover the same sector at the same time.

Let P (g, d) represents the data packet with ground node g as the source node
and ground node d as the destination node. Let the sector where g is located be
Sg, and the sector where d is located be Sd. Let each air node serve each sector
for the same length of time, denoted as Δ. n represents the air node currently
serving the sector where g is located. n′ is the air node whose scanning mode is
different from that of n and reaches the sector where g is located earlier than
any other air nodes that has the same scanning mode with it. T 2

n is the single-
aircraft two-hop packet delay with air node n as the relay node, and T 2

n′ is the
single-aircraft two-hop packet delay with air node n′ as the relay node. Without
loss of generality, assuming that the scanning mode of air node n is clockwise,
while the scanning mode of air node n′ is counterclockwise.

Figure 2 is a schematic diagram of a network scenario with 8 sectors and 3
air nodes, where n1, n2, n3 represents the 3 air nodes.

3 Bidirectional Scanning Medium Access Control
Algorithm

3.1 Basic Idea

Because the destination nodes of the traffic flow of the source node are evenly dis-
tributed in all the sectors, the multi-air nodes medium access control algorithm
proposed in this paper divides the air nodes equally into two groups. The first
group performs counterclockwise beam scanning, and the second group performs
clockwise beam scanning.
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The medium access control algorithm proposed in this paper is called the
bidirectional scanning algorithm. The medium access control algorithm using
the traditional idea that all air nodes scan in the same direction and work inde-
pendently without affecting each other is called the unidirectional scanning algo-
rithm, and is used for performance comparison in this paper. On the basis of
bidirectional scanning, this paper designs a four-hop relaying link where the data
packet passes through source node, air node A, ground relay node, air node B
and destination node in turn, to further reduce the packet delay.

Fig. 3. Schematic diagram of packet delay optimization.

Figure 3 shows a schematic diagram of the idea of packet delay optimization.
In scenario (a), if select the air node n′ that scans counterclockwise for two-hop
relay, only two beam rotations are needed to complete the packet transmission,
which is better than selecting the air node n that scans clockwise. In scenario
(b), a double-aircraft four-hop relay is used, node n receives the data packets
from the source node, and sends them to the ground relay node when its beam
rotates to sector 6, so that node n′ can receive the data packets again when its
beam rotates to sector 6 and send them to the destination node located in sector
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5 when its beam rotates to sector 5. Only 3 beam rotations are required to deliver
the packets to the destination node, which is better than the two-hop links that
requires 8 beam rotations. In scenario (c), the data packet transmission delay
can be minimized by directly passing the data packets through node n.

Because the air nodes cannot communicate with each other, each air node
will serve M sectors in turn, instead of serving some of the sectors individually.
Approximate analysis shows that the bidirectional scanning algorithm provides
the source node with the option of transmitting data packets in the counterclock-
wise direction, thereby reducing the packet delay by half. If it is considered that
the traffic flows need to be optimized by delivering in a counterclockwise direc-
tion, and the traffic flows that does not need to be delivered in a counterclockwise
direction both accounts for 1/2 of the total traffic, then compared with the uni-
directional scanning algorithm (donate its average packet delay with TDelay), the
bidirectional scanning algorithm can obtain a packet delay optimization ratio of
about 25%:

TDelay − (0.5 × TDelay + 0.5 × 0.5TDelay)
TDelay

= 25% (1)

The air nodes need to maintain a ground node location table that records
the MAC address of each ground node and the sector where it is located, and
periodically broadcast to inform each ground node of sectors where all nodes in
the network are located. Based on the number of air nodes and the scanning
mode of each air node, combined with the sector where the destination node is
located, the ground source node distributedly selects one from the three data
packet transmission links, two single-aircraft relay two-hop transmission links
and a double-aircraft relay four-hop transmission link, to reduce packet delay.

3.2 Algorithm Process Design

To facilitate the description of the algorithm, make the following definitions.

Definition 1. Downlink data transmission request table (DL-REQ). The down-
link data transmission request table with the air node n as source node and ground
nodes as destination node, including the column of destination node.

Definition 2. Uplink traffic request table (UL-REQ). A table formed by air node
n by collecting the uplink traffic request of all ground nodes, including the column
of relay mode (four-hop or two-hop) of the traffic, whether the air node is the
last hop and destination node.

Definition 3. Forwarding queue (FOR-QUE). A queue composed of data pack-
ets with ground node g as relay node instead of destination node.

Definition 4. Sending Queue (SEND-QUE). A queue consisting of data packets
that are most suitable to be relayed and forwarded by the air node n that is serving
the sector according to the relay link selection algorithm.
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Definition 5. Downlink traffic response table (DL-RES). Air node n collects
the downlink traffic response of all ground nodes into this table, which includes
the column of destination node and whether to agree to receive downlink data.

Algorithm 1. Bidirectional Scanning Multiple Access Algorithm.
Input:

1. Number of air nodes (N) and their scanning mode, 2. Sd

1: while True do
2: n serves sector m, sends its own scanning mode and DL-REQ to the sector
3: Ground node g receives information
4: if g is included in the DL-REQ then
5: g replys downlink traffic response to n, ready to receive downlink traffic
6: end if
7: if (FOR-QUE of g is not empty) or (SEND-QUE of g is not empty) then
8: g sends an uplink traffic transmission request to n
9: end if

10: n receives responses from all ground nodes
11: if n has packets as the 2nd hop source node in four-hop relay link then
12: if The DL-RES of n is not empty then
13: n selects the nearest node in DL-RES as ground relay node of the four-hop

relay link and inserts the traffic into the DL-RES
14: else
15: n abandons the four-hop relay for these packets
16: end if
17: end if
18: n executes the resource allocation according to UL-REQ and DL-RES and broad-

casts the time slot allocation result to ground nodes (the resource allocation
algorithm described is not within the scope of this paper)

19: Nodes transmit data according to resource allocation result
20: m = m + 1 // Beam switching
21: if m > M then
22: m = m − M
23: end if
24: end while

To facilitate the theoretical analysis of packet delay, the following definitions
are made:

Definition 6. Waiting delay. The time required from the generation of the data
packet by the ground node to the reception of the packet by an air node.

Definition 7. Forward delay. The time required form the data packet generated
by a ground node is received by an air node to the time when the data packet is
received by the destination node.

Because the two processes do not overlap in time, the discrete probability
distributions of packet waiting delay and forward delay are statistically indepen-
dent.
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The data transmission process of bidirectional scanning algorithm is shown
in Algorithm 1.

In Algorithm 1, in rows 2–10 the air node performs uplink and downlink
traffic collection, in rows 11–18 the air node performs resource allocation based
on the traffic collection results, in row 19 nodes perform data transmission, and
the air node in rows 20–23 performs beam switching.

The ground nodes determine the sending queue through a distributed relay
link selection algorithm, and the algorithm procedure is shown in Algorithm 2.

Algorithm 2. Relay Link Selection Algorithm.
Input:

Number of air nodes and their scanning mode
The sector where the destination node d is located

Output:
Selected relay link

1: for P (g, d) in Data packet queue do
2: Read packet destination address d
3: if d and g are in the same sector then
4: g selects air node n that currently serving the sector to perform double-aircraft

four-hop relay
5: else
6: Calculate T 2

n = Δ × (Sg→clkSd) // Sg→clkSd is the number of sectors went
through by clockwise scanning from sector Sg to sector Sd

7: Calculate T 2
n′ = Δ × (Sn′→aclkSg→aclkSd) // Sn′→aclkSg is the number of

sectors went throuht from Sn′ , the current serving sector of n′ to the sec-
tor where g is located. Sg→aclkSd is the number of sectors went through by
counterclockwise scanning from sector Sg to sector Sd

8: if T 2
n < T 2

n′ then
9: g selects n as the relay node for two-hop transmission and inserts the data

packet P (g, d) into the sending queue
10: else
11: g does not select n as the relay node
12: end if
13: end if
14: end for

4 Theoretical Analysis of Algorithm Performance

4.1 Performance Analysis of Unidirectional Scanning Algorithm
with Multi-air Nodes

Waiting Delay. It can be proved that evenly distributing the beams scanning
in the same direction can make the maximum and average waiting delay of each
sector reach the minimum value at the same time. That is, when the number of
sectors is divisible by the number of beams, the beams are equally spaced, or
when the number of sectors is not divisible by the number of beams, the beams
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are approximately equally spaced. As shown in Fig. 2, the concept of unit is
introduced, and N beams divide all sectors into N units, and the number of sec-
tors in each unit is

⌊
M/N

⌋
or

⌈
M/N

⌉
. The number of units containing

⌈
M/N

⌉

sectors is
(
M − N

⌊
M/N

⌋)
, and the number of units containing

⌊
M/N

⌋
sec-

tors is
[
N −

(
M − N

⌊
M/N

⌋)]
. For example, in Fig. 2, 3 uniformly distributed

beams divide 8 sectors into 3 units, and each unit has 3, 3 and 2 sectors respec-
tively. The air nodes cannot communicate with each other, so each air node will
serve M sectors in turn. Therefore, after M time frames, each sector is served
N times, and after

⌈
M/N

⌉
time frames, each sector will be served at least once.

So
⌈
M/N

⌉
is the upper limit of the waiting delay.

Because the ground nodes select the nearest air node to send the uplink
data packets, and the source node needs at least one time frame to send the
data packets to the air node, the value range of the waiting delay (in time
frames) is

[
1,

⌈
M/N

⌉]
and obey the uniform distribution. Its discrete probability

distribution law is as follow.

P
(
Tunidirectional
Wait = tunidirectionalWait

)
=

⎧
⎨
⎩

N
M , tunidirectionalWait = 1, 2, · · · ,

⌊
M
N

⌋
M−N

⌊
M/N

⌋

M , tunidirectionalWait =
⌈
M
N

⌉ (2)

Forward Delay. Because in the unidirectional scanning algorithm, each air
node is exactly the same. The ground nodes do not need to select the air nodes,
so the packet transmission delay is only related to the number of sectors between
the two sectors where the source node and the destination node are located. And
its probability distribution law is:

P
(
Tunidirectional
Forward = tunidirectionalForward

)
=

1
M

, tunidirectionalForward = 1, 2, · · · ,M (3)

Total Delay. The probability distribution of the total delay of the data packet
of the unidirectional scanning algorithm is equal to the distribution of the sum of
the two independent random variables, the waiting delay and the forward delay.
Its distribution and mathematical expectation of the total data packet delay of
unidirectional scanning algorithm are as follow.

P
(
Tunidirectional
Delay = tunidirectionalDelay

)

=

⎧
⎪⎪⎨
⎪⎪⎩

N×(tunidirectional
Delay −1)
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⌊
M
N

⌋
+ 1

1
M , tunidirectionalDelay =

⌈
M
N

⌉
+ 1, · · · ,M + 1

1
M − N×(tunidirectional

Delay −M−1)
M2 , tunidirectionalDelay = M + 2, · · · ,

⌈
M
N

⌉
+ M

(4)
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(
1 − N

2M
×

⌊
M

N

⌋)
×
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M

N

⌋
+ 1

)
+

1 + M

2
(5)



324 G. Ma et al.

4.2 Performance Analysis of Bidirectional Scanning Algorithm
with Multi-air Nodes

Analytical Method. The situation of the multi-air nodes bidirectional scan-
ning algorithm is more complicated and it is difficult to carry out accurate per-
formance analysis. Therefore, the analysis of bidirectional scanning algorithm
is estimated based on the theoretical analysis results of unidirectional scanning
algorithm. And the optimal ratio that can be obtained by bidirectional scanning
algorithm compared with the unidirection scanning algorithm in the average
total delay of data packets is estimated. In two special scenarios, the 8-sector
4-air node scenario and the 8-sector 8-air node scenario, Matlab is used to enu-
merate all possible cases of the sector where the source node is located, the sector
where the destination node is located, and the sector where the beam is located
when the source node generates a packet in bidirectional scanning algorithm.
All possible combinations of these three parameters are enumerated, the total
packet delay of each case is obtained and the distribution law is calculated. The
mathematical expectation is also obtained to test the estimation results.

Waiting Delay. Compared with the unidirectional scanning algorithm, the
bidirectional scanning algorithm divides all air nodes into two groups, which
provide relay services for ground nodes respectively. Since the destination nodes
are evenly distributed in the network, the probability that the source node selects
two groups of air nodes is considered equal. Therefore, the waiting delay of the
bidirectional scanning algorithm is approximately twice that of the unidirectional
scanning algorithm, and its distribution law is:

P
(
T bidirectional
Wait = tbidirectionalWait

)
=

{
N
2M , tbidirectionalWait = 1, 2, · · · ,

⌊
2M
N

⌋
M−N

2 ×� 2M
N �

M , tbidirectionalWait =
⌈
2M
N

⌉ (6)

Forward Delay. When the delay TDelay of selecting an air node that scans
clockwise is more than M /2, selecting another air node that scans counter-
clockwise for relay may have a shorter forward delay of (M − TDelay) < M/2.
Therefore, it is approximated that the forward delay of the bidirectional scan-
ning algorithm can be optimized to 1/2 of the unidirectional scanning algorithm,
and its distribution law is:

P
(
T bidirectional
Forward = tbidirectionalForward

)
=

2
M

, tbidirectionalForward = 1, 2, · · · ,
M

2
(7)

Total Delay. The distribution law of the total packet delay in the bidirectional
scanning algorithm can also be obtained by calculating the distribution of the
sum of two independent random variables, the waiting delay and the forward
delay. Its distribution law and mathematical expectation are as follow.
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4.3 Performance Comparison of Unidirectional and Bidirectional
Scanning Algorithms

For the mathematical expectation of the total packet delay, compared with the
unidirectional scanning algorithm, the optimal ratio that the bidirectional scan-
ning algorithm can achieve is:

γ =
E

(
Tunidirectional
Delay

)
− E

(
T bidirectional
Delay

)

E
(
Tunidirectional
Delay

) (10)

In the 8-sector 4-air node scenario and the 8-sector 8-air node scenario, the
estimated optimal ratios of bidirectional scanning algorithm are as follow.

γ|M=8,N=4 = [(3/2 + 9/2) − (5/2 + 5/2)]/(3/2 + 9/2) = 1/6 ≈ 16.67%
γ|M=8,N=8 = [(1 + 9/2) − (3/2 + 5/2)]/(1 + 9/2) = 3/11 ≈ 27.27% (11)

It can be seen that compared with the unidirectional scanning algorithm, the
bidirectional scanning algorithm can further optimize the packet delay. In the
scenarios of 8 sectors and 4 air nodes, and 8 sectors and 8 air nodes, the optimal
ratio of bidirectional scanning algorithm compared with unidirectional algorithm
obtained by computer is 19.27% and 31.82% respectively, which is close to the
estimated result.

5 Simulation and Verification

5.1 Simulation Scene Construction

The performance of the proposed medium access control algorithm is tested and
verified by using the NS3 simulation platform in the Linux operating system,
and the performance of the two kinds of medium access control algorithms in
the multi-air nodes scenario is compared.

The network range is equally divided into 8 sectors according to the direc-
tional beamwidth. The number of ground nodes are set to 16, 32 and 64 in turn,
which are evenly distributed in all the sectors. The data packet generation of
each traffic flow obeys the periodic process, and the destination nodes are also
evenly distributed in all the sectors. And there are 1, 4 and 8 air nodes in turn.
Therefore, there are 9 simulation scenarios in total, and the specific parameters
are shown in Table 1.
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Table 1. Simulation parameter notation and configuration.

Notation Parameter meaning Value

M Number of sectors 8

N Number of air nodes 1, 4, 8

Δ Duration of a time period 15 ms

RD1 Radius of network coverage 150 km

RD2 Radius of the circular motion of air nodes 1 km

5.2 Simulation Results

The average packet delay of all simulation scenarios is shown in Fig. 4. When
there are 4 air nodes in the network, the theoretical analysis results and simula-
tion results of the packet delay probability distribution of the two algorithms are
shown in Fig. 5. When there are 8 air nodes in the network, the theoretical anal-
ysis results and simulation results of the packet delay probability distribution of
the two algorithms are shown in Fig. 6.

The average packet delay decreases with the increase of the number of air
nodes. Compared with the single air node deployment scheme, the multi-air
nodes deployment scheme can significantly reduce the average data packet delay.
When there are 4 and 8 air nodes, compared with scenario with only one air
node, the average packet delay of the bidirectional scanning algorithm is reduced
by 85.39% and 89.47%, and the delay of unidirectional scanning algorithm is
reduced by 82.39% and 85.21%, respectively.

The bidirectional scanning algorithm can further optimize the packet delay
based on the unidirectional scanning algorithm. When there are 4 air nodes,
compared with the unidirectional scanning algorithm, the bidirectional scanning
algorithm reduces the average packet delay by 23.10%. And when there are 8 air
nodes, compared with the unidirectional scanning algorithm, the bidirectional
scanning algorithm reduces the average packet delay by 28.81%. The simulation
results are consistent with the theoretical optimization ratios of 19.27% and
31.82%. In this paper, the duration of a time frame is used as the delay interval,
and the percentage of data packets in each delay interval is counted. It can be
seen from Fig. 5 and Fig. 6 that the packet delay distribution obtained by the
simulation is consistent with the results obtained by the theoretical analysis.

In terms of throughput, compared with the single-air node scheme, the
throughput of the multi-air nodes scheme is significantly increased, while the
throughput of the bidirectional scanning algorithm is similar to that of the uni-
directional scanning algorithm.
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Fig. 4. Average data packet delay.

Fig. 5. Probability distribution of data
packet delay with 4 air nodes.

Fig. 6. Probability distribution of data
packet delay with 8 air nodes.

6 Conclusion

In this paper, a multi-air node-oriented bidirectional scanning medium access
control algorithm is proposed for the directional aviation relay network. The
distributed relay link selection algorithm enables the ground nodes to dynami-
cally adjust the data packet transmission link according to the number and scan-
ning mode of the air nodes, shortening the total delay of data packets from the
source node to the destination node. Simulation results demonstrate that multi-
air nodes can significantly reduce packet delay and increase network throughput.
And compared with the traditional unidirectional scanning algorithm, the bidi-
rectional scanning algorithm proposed in this paper can further reduce the delay
of packets. When the number of air nodes is not less than 4, compared with
unidirectional scanning algorithm, the packet delay can be reduced by about
23.10%–28.81%. In terms of average packet delay and delay probability distri-
bution, the simulation results are in good agreement with theoretical analysis.
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Abstract. In recent years, with the development of Internet of Things
and UAV network, Ad Hoc networks have increased the number of nodes,
enhanced node mobility, and become more sensitive in delay. However,
the existing Ad Hoc network routing protocols have some disadvantages,
such as high signaling overhead, slow response speed and slow conver-
gence speed. In order to improve the efficiency of routing protocols, we
propose a backbone routing protocol based on SDN (software defined
network). The core idea of the protocol is as follows. Firstly, there is a
logical centralized controller to implement the control plane strategy such
as backbone node selection algorithm, and the centralized controller can
switch between deep control and shallow control flexibly according to the
network state. Secondly, the backbone nodes exchange control signaling,
and other nodes transmit data through the backbone nodes, which can
reduce the signaling cost and ensure the response speed and convergence
speed of routes. Simulation results in multiple topologies show that the
centralized backbone routing protocol significantly reduces the overhead
of establishing routes and improves the throughput.

Keywords: Backbone routing protocol · SDN · High efficiency · Ad
hoc network

1 Introduction

Ad Hoc network is a wireless network that contains no infrastructure. In Ad
Hoc network, each node has the routing function. Nodes exchange signaling to
form the routing table. Because nodes in Ad Hoc networks can move freely and
do not depend on infrastructure, Ad Hoc networks are widely used in scenarios
with complex communication requirements such as emergency communications,
military exercises, UAV communications, disaster relief, and intelligent commu-
nications [1].

Ad Hoc networks have the advantages of easy to deploy, unlimited topology,
and fast to organize network. However, due to the lack of infrastructure, end-
to-end transmission between nodes needs to be established based on routing
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protocols. Nowadays, routing protocols in Ad Hoc networks can be divided into
two categories: proactive routing protocol (table driven routing protocol) and
on-demand routing protocol. In recent years, with the development of the needs
of the Internet of Things and UAV network, Ad Hoc networks have increased the
number of nodes, enhanced node mobility, and become more sensitive to delay.
Therefore, how to improve the efficiency of routing protocols has become the
focus of academic research.

On-demand routing protocols only look for paths when nodes need to send
data. The location-based anonymous routing proposed in literature [2] achieves
the anonymity and security of nodes in Ad Hoc networks. The Ad Hoc on-
demand distance vector routing proposed in literature [3] avoids the prob-
lem of DSDV, makes nodes store the required routes, minimizes broadcast
demand, reduces memory demand and unnecessary duplication to save resources.
Although the existing on-demand routing protocols have been improved in terms
of network security and resource saving, they have not improved in terms of route
response speed and convergence speed. This is because the on-demand routing
method needs to find the path before sending data each time, and then sends the
data packet after finding the path, which greatly increases packet delay. When
the path fails to find, the resources and time of the protocol package will be
wasted, and the network stability will be greatly reduced.

In the proactive routing protocol, the node broadcasts and forwards pro-
tocol packets to form a routing table regardless of whether it needs to send
packets. The OLSR model based on security clustering proposed in reference [4]
extends the network lifetime by motivating the normal behavior of nodes. The
resource-aware OLSR routing mechanism in mobile Ad Hoc networks proposed
in literature [5] relies on battery power and available bandwidth to select MPRs,
which improves the availability of the network and prolongs the service time of
the network. Although the existing proactive routing protocols have good avail-
ability, they still have the problem of excessive signaling. This is because whether
the node sends packets or not, it will broadcast protocol packets periodically and
forward these to form a routing table. A large number of protocol packets will
cause congestion in the network, occupy channel resources, affect packet sending
and receiving, and bring huge overhead to the node.

According to the survey, the existing studies on these two protocols are
formed in a certain perspective, which cannot meet the Ad Hoc network scenario.
In order to deal with the scenario of Ad Hoc network with increasing number of
nodes and enhanced mobility, and solve the problems of large overhead and slow
convergence rate of existing routing protocols, we design a backbone routing
protocol based on SDN. The core idea of the protocol is as follows. There is a
logical controller in the whole network, which is responsible for the selection of
backbone nodes. The controller also uses the Dijkstra algorithm to select bridge
nodes which will establish full connectivity between backbone nodes through
the bridge nodes. The current network status is judged by collecting network
information periodically. The shallow control function is used for networks with
rapidly topology changes, and the deep control function is used for networks with
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slowly topology changes. Only backbone nodes need to forward routing control
information, and the controller adjusts the policy based on the network status.
In this way, the signaling overhead is effectively reduced, the network service life
is prolonged, and the route response speed and convergence speed are improved
to ensure the reliability of network.

The structure of this paper is as follows: Sect. 2 describes the backbone rout-
ing architecture based on SDN; Sect. 3 introduces the design of the protocol from
the control plane and the data plane. Section 4 shows the simulation verification
results in different scenarios. Section 5 gives the final conclusion.

2 Backbone Routing Architecture Based on SDN

In the traditional network layer, the control plane is combined with the data
plane and deployed on each node in a distributed architecture. This architecture
makes it difficult to update the version of the control plane and has few functions.
SDN separates the data plane from the control plane. Data planes are deployed
in distributed mode, and the control planes of all nodes are centralized. In this
way, the network is easy to manage and can be programmed to meet special
service requirements. In addition, routes can be allocated according to traffic to
realize load balancing.

Fig. 1. Backbone routing architecture based on SDN.

Referring to the traditional SDN architecture, we design a backbone routing
protocol based on SDN. The centralized control backbone routing architecture



332 Y. Yang et al.

consists of two parts: the controller and the nodes in the network. The SDN
controller obtains node information, link status, working status and other infor-
mation reported by the nodes in the network through the interface. Based on
the information, the SDN controller makes decisions and sends them to nodes
to realize the configuration of network resources and the setting type of nodes.
The above figure shows the specific architecture diagram (see Fig. 1).

The SDN controller in the centralized control backbone routing protocol
designed in this paper has the function of adjusting the management network
policy in real time. By collecting node information in the network regularly, the
controller determines the network status and decides whether the shallow control
strategy or the deep control strategy should be adopted.

When the topology changes slowly, the SDN controller will determine that
the current network is stable and the position of nodes changes very little in
a short time. In this case, deep control is adopted. SDN controller will collect
the position, power, working status and other information of the nodes in the
network, according to the selection algorithm of backbone node, selecting the
backbone nodes and its corresponding non-backbone nodes in a BSS. At the
same time, according to the topology information of the nodes in the network,
the routing table of the backbone nodes is calculated and updated, and the infor-
mation is delivered to each node in the network through the interface to complete
the node role division and the update of the backbone routing table. Since the
SDN controller calculates the routing table from the global perspective, the path
result may be shorter than the path obtained by the method of exchanging pro-
tocol packets, which accelerates the response speed and convergence speed of the
route.

When the topology changes rapidly and nodes move quickly, the SDN con-
troller will determine that the current network is unstable and nodes will join or
leave the network at any time. In this case, shallow control is adopted. The SDN
controller selects backbone nodes based on the collected information to complete
node role assignment. The backbone routing table is established and maintained
by the Ad Hoc network through exchanging protocol packets. Nodes send and
receive protocol packets automatically according to the specified process. The
shallow control has more functions and can flexibly respond to topology changes.

In any scenes, the SDN controller will collect the information of the nodes in
the network regularly, make real-time responses to the changes in the network,
and make different decisions according to different network states, thus reducing
the overhead of exchanging protocol packets and ensuring the reliability of the
network.

3 Protocol Design

3.1 Control Plane

In this paper, nodes in Ad Hoc network are divided into different BSS (Basic
Service Set). Backbone node refers to BSS header node and bridge node in each
BSS. Non-backbone node refers to other nodes in the BSS. The most important
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Fig. 2. The control plane functions.
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function of the SDN controller is to select the backbone node. The backbone
node algorithm used in this paper is as follows. According to the location, power
and other information of nodes, SDN controller preferentially sets nodes which
have high power, large coverage area and more covered nodes as backbone nodes.
According to the coverage of the backbone nodes, the controller uses the Dijkstra
algorithm to select the bridge nodes while will enable the backbone nodes to
establish connections. In addition, the nearest backbone node is selected as the
BSS header for the remaining nodes. In this way, BSS partition is completed.

Another important function of logic controller is to select different control
strategies according to different network states.

In deep control, the SDN controller uses the backbone node selection algo-
rithm to select the backbone nodes, and then uses the existing routing protocol
to obtain the backbone routing table according to the topology of the backbone
nodes in the network. The node roles and routing table are delivered to nodes to
realize the reasonable allocation of network resources. In this mode, backbone
nodes can be selected to reduce the overhead of exchanging protocol packets,
and routing table can be formed in a short time to accelerates route response
speed and convergence speed.

In shallow control, the SDN controller uses the backbone node selection algo-
rithm to select the backbone nodes, and then delivers the node roles to the
nodes to complete the division of node types and cells in the network. This
mode reduces the overhead of exchanging protocol packets by selecting backbone
nodes, reduces the instability caused by rapid topology changes, and improves
the network throughput.

The following picture shows the function diagram of the control plane, which
contains six UAV nodes (see Fig. 2). At the beginning, each node has no role
and the color is black, and each node needs to report information to the SDN
controller. The SDN controller performs backbone node selection and delivers
the results. In part 4, the red UAV is the selected backbone node, and the black
UAV is the BSS member node. By reporting information periodically, the SDN
controller can discover the changes of network topology and update the role
information timely. Part 5 to Part 6 describes the process of the SDN controller
from discovering the change of topology to completing the update of node roles.

3.2 Data Plane

The design of data plane is divided into two parts: protocol packet design and
data packet design. The following figure shows the interaction flow of protocol
packet and data packet between backbone nodes and backbone nodes or between
backbone nodes and non-backbone nodes in the same BSS (see Fig. 3).

The protocol packet includes the HELLO packet and TC packet. The HELLO
packet is used to maintain the link status with other nodes, one-hop neighbor
table, and two-hop neighbor table. The TC packet is used to form the backbone
routing table. All nodes on the network need to send HELLO packets period-
ically. Only backbone nodes need to periodically send TC packets to generate
the backbone routing table.
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Fig. 3. The data plane functions.

For data packet, according to the different types of source nodes, the data
forwarding process can be divided into two categories:

(1) If the source node is a non-backbone node, the data needs to be forwarded
to the BSS header node of the same BSS. The BSS header node queries
the next backbone node to be forwarded according to the backbone routing
table, and the BSS header node of the destination BSS forwards the data to
the destination node.

(2) If the source node is a backbone node, the next backbone node to be for-
warded is queried according to the backbone routing table, and the BSS
header node in the destination BSS is forwarded to the destination node.
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In this protocol, the candidate range of MPR nodes is narrowed to backbone
nodes, and non-backbone nodes will not be selected as MPR nodes. This is
because only the backbone node needs to maintain the routing table and is
responsible for the routing and forwarding of data, while the non-backbone node
does not need to maintain the routing table. The data of a BSS member node only
needs to be sent to the BSS header node, and the routing function is completed
by the BSS header node. Reducing the number of MPR nodes can reduce TC
packet flooding and save channel resources.

4 Simulation Verification

To compare the performance of backbone routing protocol and OLSR, we design
two different scenarios: chain scenario and random distribution scenario. All
variables are the same except the routing protocol. The throughput and protocol
packet proportion of the two protocols are compared.

4.1 Simulation Scenario One: Chain Scenario

In this scenario, backbone nodes are arranged in a chain and non-backbone nodes
are randomly distributed around backbone nodes, as shown in the following
figure (see Fig. 4). The yellow node is a backbone node (BSS header), and the
green node is a non-backbone node (BSS member). The line between the yellow
node and the green node indicates that they belong to the same BSS.

Fig. 4. Chain scenario.

4.2 Simulation Scenario One: Result Analysis

In different protocols, the throughput varies with the traffic rate. As can be seen
from the figure (see Fig. 5), when the rate is less than 10 Mbps, the channel is not
saturated, so the throughput of both protocols increases with the increase of the
traffic rate. When the rate is 10 Mbps, the throughput reaches the maximum.
When the rate is greater than 10 Mbps, the channel reaches saturation and
the throughput remains stable. At different traffic rate, the throughput of the
backbone routing protocol is always higher than that of OLSR (Table 1).
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Table 1. Simulation parameters.

Parameter Value

Traffic Rate 0.01 Mbps to 50 Mbps

Simulator Duration 10 s

Number of nodes 25

Fig. 5. The throughput of chain scenario.

Fig. 6. The protocol packet proportion of chain scenario.

In different protocols, the protocol packet proportion varies with the traf-
fic rate. As can be seen from the figure (see Fig. 6), protocol packet proportion
decreases first and then tends to be flat. When the rate is less than 10 Mbps,
the number of data packet increases with the rate, so the protocol packet pro-
portion decreases gradually. When the rate is 10 Mbps, the number of packets
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tends to saturate. When the rate is greater than 10 Mbps, the proportion of pro-
tocol packets remains unchanged. At different traffic rate, the protocol packet
proportion of the backbone routing protocol is always lower than that of OLSR.

4.3 Simulation Scenario Two: Random Distribution Scenario

In the random distribution scenario, the coordinates of twenty-five nodes are
randomly generated. The backbone nodes are selected by SDN controller, and
then the bridge nodes are selected by Dijkstra algorithm. The network topology
of scenario two is generated, as shown in the following figure (see Fig. 7 and
Table 2).

Fig. 7. Random distribution scenario.

Table 2. Simulation parameters.

Parameter Value

Traffic Rate 0.01 Mbps to 100 Mbps

Simulator Duration 10 s

Number of nodes 25

Backbone Node ID 8, 9, 14, 16, 18, 23, 25

Bridge Node ID 4, 7, 10
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4.4 Simulation Scenario Two: Result Analysis

Fig. 8. The throughput of the random distribution scenario.

Fig. 9. The protocol packet proportion of the random distribution scenario.

In different protocols, the throughput varies with the traffic rate. As can be seen
from the figure (see Fig. 8), when the rate is less than 50 Mbps, the channel is not
saturated, so the throughput of both protocols increases with the increase of the
traffic rate. When the rate is 50 Mbps, the throughput reaches the maximum.
When the rate is greater than 50 Mbps, the channel reaches saturation and
the throughput remains stable. At different traffic rate, the throughput of the
backbone routing protocol is always higher than that of OLSR.
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In different protocols, the protocol packet proportion varies with the traf-
fic rate. As can be seen from the figure (see Fig. 9), protocol packet proportion
decreases first and then tends to be flat. When the rate is less than 50 Mbps,
the number of data packet increases with the rate, so the protocol packet pro-
portion decreases gradually. When the rate is 50 Mbps, the number of packets
tends to saturate. When the rate is greater than 50 Mbps, the proportion of pro-
tocol packets remains unchanged. At different traffic rate, the protocol packet
proportion of the backbone routing protocol is always lower than that of OLSR.

5 Conclusion

In this paper, a backbone routing protocol based on SDN is designed to solve the
problems of excessive signaling overhead, slow response speed and slow conver-
gence speed of existing Ad Hoc network routing protocols. A logical centralized
controller performs backbone node selection, switches control policy between
deep control and shallow control according to the network status flexibly and
timely, reduces signaling overhead, and ensures the response speed and conver-
gence speed of routes. Simulation results in multiple topologies show that the
proposed centralized control backbone routing protocol significantly reduces the
overhead of route establishment and improves the throughput.
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Abstract. The rapid economic development has promoted the rapid
increase of mobile traffic and mobile devices. Short-range wireless net-
works working in unlicensed frequency bands have attracted widespread
attention due to their advantages of openness, freeness and high rate.
Therefore, there are many types of short-range wireless networks work-
ing in unlicensed frequency bands, such as WLAN, Bluetooth, ZigBee,
etc. When the above two or more networks are arranged in the same
place, serious interference between the networks will be caused by spec-
trum overlap. The hybrid MAC network can flexibly configure time slots
of Time Division Multiple Access (TDMA) and Carrier Sense Multi-
ple Access with Collision Avoid (CSMA/CA). Therefore, a coexistence
method of short-range heterogeneous network based on cell cooperation
(CM-HNCC) was proposed to solve the coexistence of hybrid MAC net-
work and Wi-Fi. This algorithm can reduce the delay of high priority
traffic and improve the throughput of hybrid MAC network under the
premise of ensuring network fairness. Finally, the effectiveness of CM-
HNCC is verified by establishing mathematical model and simulation.

Keywords: Short-range heterogeneous network · Unlicensed frequency
band · High-priority traffic · Community collaboration

1 Introduction

The rapid development of global economy has promoted the rapid increase of
communication traffic, but the spectrum resources are limited [1]. Therefore,
WLAN (IEEE802.11be/IEEE802.11ax), Bluetooth, ZigBee and other networks
working in ISM (Industrial Scientific Medical) band have been developed rapidly
because of their advantages of openness, freeness and high rate [2].

Heterogeneous network refers to the network where multiple access networks
and internet service provider (ISP) coexist, and is a common form of wireless net-
work. The emergence of heterogeneous network makes the fusion and coexistence
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of heterogeneous network become the development trend of future communica-
tion. Scholars have done a lot of research on the coexistence of heterogeneous
networks. Lin et al. [3] dynamically adjusted the value of the contention window
(CW) to obtain the maximum throughput. In order to address the performance
degradation of long term evolution (LTE)and wireless fidelity (Wi-Fi) hetero-
geneous networks in dense scenarios, S. Sagari et al. [4] proposed dynamically
selecting access channels by sensing channel state. If the channel to be accessed
is found to be idle, then the channel is accessed, otherwise, continue to find other
channels. A. Dziedzic et al. [5] used machine learning to determine the number of
current Wi-Fi cells, and adjusts the duty ratio of LTE according to the number
of Wi-Fi cells. C. Chen et al. [6,8] discussed the coexistence performance of LTE
and Wi-Fi under the condition of fixed CW length. Y. Song et al. [8] studied
how to obtain the maximum system throughput by obtaining the optimal CW
length.

However, there are few studies on the coexistence of hybrid MAC networks
with other networks. In this paper, we introduce a hybrid MAC networks, and
study its coexistence with Wi-Fi. Both the hybrid MAC network and Wi-Fi
work in ISM band. When they work in the same area at the same time, they
will interfere with each other. TDMA time slot in hybrid MAC network will
be affected by Wi-Fi, which will cause collision and reduce the performance of
hybrid MAC network. In CSMA/CA time slot, due to the addition of Wi-Fi,
the number of competitive nodes increases, which further increases the collision
probability and reduces the performance of hybrid MAC network and Wi-Fi.

A coexistence method of short-range heterogeneous network based on cell
cooperation (CM-HNCC) is proposed to solve this problem. The main idea is that
predict the high and low priority traffic (represented by LT) of hybrid Mac and
the traffic of Wi-Fi, then calculate the TDMA duration according to the traffic.
When the hybrid MAC network is in the time division multiple access (TDMA)
time slot, Wi-Fi stops sending packets to ensure the transmission quality of
hybrid MAC network. CW of LT traffic in the hybrid MAC network is appro-
priately adjusted, so as to increase the competitiveness of Wi-Fi in CSMA/CA
time slot. Finally, the performance of Wi-Fi is guaranteed, the throughput of
hybrid MAC high priority traffic (represented by HT) is improved, and the time
delay is reduced.

The paper is outlined as follows. In the Sect. 2 we mainly introduce the frame
structure of hybrid MAC network. In Sect. 3 CM-HNCC is introduced. In Sect. 4
the theoretical throughput calculation method is introduced. In Sect. 5 validates
the effectiveness of CM-HNCC by simulation results. Concluding remarks are
given in Sect. 6.

2 Architecture of Hybrid MAC Network

The time slot distribution of hybrid MAC network is shown in Fig. 1. T-s time
slot uses TDMA communication technology. C-s time slot uses distributed coor-
dination function (DCF) mechanism. Hybrid MAC network will send beacon
frame at B time slot.
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Fig. 1. Time slot distribution of hybrid MAC network.

In C-s time slot, DCF mechanism is adopted [9]. The DCF mechanism is a
basic access method for nodes to access wireless channels. It combines CSMA/CA
technology and acknowledge character (ACK) technology, and uses binary expo-
nential backoff to avoid conflicts. The DCF mechanism is shown in Fig. 2. If the
node senses that the channel is the state of ideal within a DIFS (distributed inter
frame spacing) duration, it will select a random value in the initial contention
window (0, CW − 1) as the initial value of backoff counter. When the backoff
counter decreases to 0, the data will be transmitted (as shown in Fig. 2(a)).
Collision occurs if the backoff counter of two or more nodes decrease to 0 at
the same time, that will double the contention window (as shown in Fig. 2(b)).
Select a random value in the doubled CW to repeat the above process. When the
CW reaches the maximum contention window (CWmax), the size of the CW will
remain unchange if a collision occurs again. The HT traffic and the LT traffic of
the hybrid MAC network compete for the channel in C-s time slot. The initial
CW of HT traffic is smaller than the initial CW of LT traffic. The CWmax of
HT traffic is smaller than that of LT traffic. Therefore, the probability that the
HT traffic successfully sends data in the C-s time slot is greater than that of LT
traffic.

In T-s time slots, each node transmits data within the time period allocated
by the center control node (CCN). There will be no packet collision and loss in
T-s time slots if the channel is ideal. Priority delivery of HT traffic is ensured in
T-s time slot. LT traffic can also be sent in T-s time slots when there is only LT
traffic.

3 CM-HNCC

The CM-HNCC algorithm consists of three steps, as shown in Fig. 3: Step 1 -
forecast the traffic of hybrid MAC network and Wi-Fi. Calculate the length of
T-s time slot using Algorithm 1. Step 2 - update the CW of LT traffic using
Algorithm 2. Step 3 - Wi-Fi keep silence in T-s time slot.

The hybrid MAC network has T-s and C-s time slots. Priority delivery of
HT traffic is ensured in T-s time slot. LT traffic can also be sent in T-s time
slots when there is only LT traffic. In C-s time slot, HT and LT traffic access the
channel using DCF mechanism. CM-HNCC algorithm requires Wi-Fi to keep
silence when hybrid MAC network is in T-s time slot to ensure the quality of
service (QoS) of HT traffic. The length of T-s time slot is very important. The
longer the T-s time slot length, the less friendly it is to Wi-Fi. If T-s time slot
length is too short, QoS of HT traffic cannot be guaranteed. This paper proposes
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Fig. 2. DCF mechanism.

Fig. 3. CM-HNCC.

Algorithm 1 to solve this problem. The core idea of this algorithm is to confirm
the length of T-s time slot according to the proportion of various traffic rate.

Bvo indicates the traffic rate of HT. BBE indicates the traffic rate of LT.
Bbe indicates the rate of Wi-Fi. Tmin indicates minimum value of T-s time slot
duration. T1 indicates the time duration needed for a successful transmission
in hybrid MAC network. T2 indicates the time duration needed for a successful
transmission in Wi-Fi. TTDMA indicates the length of T-s time slot.
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Algorithm 1. T-s time slot confirmation algorithm based on traffic prediction.
Input: Bvo BBE Bbe Tmin T1 T2

Output: TTDMA.
1: TTDMA = 0
2: tvo = 0 tBE = 0 tbe = 0 tvo tBE tbe respectively indicate the transmission

duration of HT and LT, transmission duration of Wi-Fi traffic.
3: tvo = Svo/T1

4: tBE = SBE/T1

5: tbe = Sbe/T2

6: if tvo + tBE + tbe < 1 then
7: TTDMA = tvo · (tvo + tBE)/(tvo + tBE + tbe)
8: else
9: TTDMA = tvo/(tvo + tBE + tbe) · (tvo + tBE)/(tvo + tBE + tbe)

10: end if
11: if TTDMA < Tmin then
12: TTDMA = min (Tmin, tvo)
13: end if
14: return TTDMA

CM-HNCC algorithm requires Wi-Fi to keep silence when hybrid MAC net-
work is in T-s time slot. The QoS of HT can be guaranteed by that way, but this
method reduces the ability of Wi-Fi to compete for channel resources. To solve
this problem, Algorithm 2 was proposed. Algorithm 2 can dynamically increase
the CW of LT to increase the ability of Wi-Fi to compete for channel resources
in C-s time slot.

CWold indicates the initial value of contention window of LT business in
hybrid MAC network . d indicates the adjustment step of contention window.
CWnew indicates the initial value of contention window of LT after update. Pu
represents the theoretical throughput of Wi-Fi after increasing CW of LT traffic.
Pu can be calculated by formula 16.

Finally, Wi-Fi keep silence when hybrid MAC network is in T-s time slot.
The hybrid MAC network first broadcasts beacon frame, which contains beacon
interval, T-s time slot duration, T-s time slot duration and other information.
After the STAs of hybrid MAC network receive the beacon frame, they set them
own T-s time slot period and C-s time slot period according to the information
from beacon frame.

Algorithm 2. competitive window adjustment algorithm.
Input: TTDMA CWold d
Output: CWnew

1: CWnew = 0
2: Po represents the theoretical throughput of Wi-Fi at TTDMA = 0
3: while Pu · (1 − TTDMA) < Po do
4: CWold = CWold + d
5: end while
6: CWnew = CWold

7: return CWnew
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Nodes of Wi-Fi can also receive beacon frame sent by hybrid MAC network.
AP of Wi-Fi puts T-s time slot duration into its own beacon frame (See Fig. 4).
The beacon frame contains a quiet element field, and Wi-Fi silence can be real-
ized through network allocation vector (NAV). The structure of quiet element
field is shown in Fig. 5. Quiet element field contain 8 bytes in total. Quiet Count
(QC) means that Quiet Period (QP) will start after the time of TBTT · QC.
QP is the silent period. Quiet Duration is the duration of silence. Quiet Offset
(QO) is the time offset. In this paper. Quiet Duration is the length of T-s time
slot of hybrid MAC network, QC is 0, QP is 1, QO is 0.

Fig. 4. Beacon frames interaction.

Fig. 5. Quiet element structure.

The silence time and duration of Wi-Fi are shown in Fig. 6. When the nodes
of Wi-Fi receive the beacon frame sent by CNN, they obtain the corresponding
silence time and duration from the beacon. Nodes of Wi-Fi keep silent for the
corresponding period of time without sending any packets. After the end of
silence, nodes of Wi-Fi normally compete for the channel to send packets.

Fig. 6. Wi-Fi keep silence in TDMA time slot.
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4 Analysis of Theoretical Throughput

G. Bianchi et al. [10] use a very simple method to analyze the saturated through-
put of IEEE802.11 working in DCF mechanism. Ahmed N et al. [11] analyze the
unsaturated throughput of IEEE802.11 with single traffic. In the case of hidden
terminals, Fu-Yi Hung et al. [12] analyze the saturated and unsaturated through-
put of Wi-Fi with single traffic. However, there is little research on the saturated
throughput of heterogeneous network. Therefore, this paper proposes an analysis
method to analyse the theoretical throughput of heterogeneous network, in the
assumption of ideal channel conditions, no hidden terminal and finite number of
terminals. This method can accurately obtain the throughput.

Theoretical analysis is divided into two parts. Firstly, the Markov model is
used to study the backoff stage of a Wi-Fi node and a hybrid MAC network
node, and further obtain the probability of nodes in each state. Then we analyze
the behavior of each node and calculate the theoretical throughput.

Suppose that the maximum backoff stages of Wi-Fi is m1 and the CWmin is
w1. The maximum backoff stages of hybrid MAC network is m2 and the CWmin

is w2. As shown in Fig. 7, there are (m1 + 1)·(m2 + 1) states of the whole Markov
chain. Each state is represented by p (i, j). i indicates that the node of Wi-Fi
has collided i times and j indicates that the node of hybrid MAC network has
collided j times.

According to the knowledge of statistics, if the contention window is (0,W ),
then the average number of backoff value is (W + 1)/2. The probability of a
node sending a packet in a backoff slot is 2/(W +1). Therefore, when the status
is p (i, j), the probability that a Wi-Fi node sends packet in a backoff slot is

Fig. 7. Backoff stages markov chain model.
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Pbi = 2/(2i · (w1 + 1)). The probability that a hybrid MAC network node sends
a packet in a backoff slot is Puj = 2/(2j · (w2 + 1)).

P indicates the average probability of each node sending packets in a backoff
slot. n1 indicates the number of nodes in hybrid MAC network. n2 indicates
the number of nodes in Wi-Fi network. n = n1 + n2 indicates the total number
of nodes of heterogeneous network. Pij−ideal indicates the probability that the
backoff slot is idle in state p (i, j).

Pij−ideal = (1 − Pbi) · (1 − Puj) · (1 − P )n−2
. (1)

Pij−sb indicates the probability that a node of Wi-Fi successfully sends packets.

Pij−sb = Pbi · (1 − Puj) · (1 − P )n−2
. (2)

Pij−su indicates the probability that a node of hybrid MAC network node suc-
cessfully sends packets.

Pij−su = (1 − Pbi) · Puj · (1 − P )n−2
. (3)

Pij−cbu indicates the collision probability between a node of Wi-Fi and a node
of hybrid MAC network.

Pij−cbu = Pbi · Puj · (1 − P )n−2
. (4)

Pij−sB indicates the probability that the background traffic sends package suc-
cessfully.

Pij−sB = (1 − Pbi) · (1 − Puj) · (1 − P )n−3 · P. (5)

Pij−cbB indicates the collision probability between a Wi-Fi node and the back-
ground traffic flow.

Pij−cbB = Pbi · (1 − Puj) ·
[
1 − (1 − P )n−2

]
. (6)

Pij−cuB indicates the collision probability between a node of hybrid MAC net-
work and the background traffic flow.

Pij−cuB = (1 − Pbi) · Puj ·
[
1 − (1 − P )n−2

]
. (7)

Pij−cbuB indicates the collision probability between a node of hybrid MAC net-
work , a node of Wi-Fi and the background traffic flow.

Pij−cbuB = Pbi · Puj ·
[
1 − (1 − P )n−2

]
. (8)

When the markov chain reaches the steady state, the inflow probability of
each state is equal to the outflow probability. According to this theorem, the
steady-state probability Pij of each state can be calculated by numerical method.

The throughput of system can be calculated by Eq. 9. Tbs indicates the suc-
cessful transmission duration of Wi-Fi. Tbc indicates the collision duration of
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Wi-Fi. Tus indicates the average successful transmission duration of hybrid MAC
network. Tuc indicates the collision duration of hybrid MAC network. The suc-
cessful transmission duration and collision duration of Wi-Fi and hybrid MAC
network can be calculated by Eq. 10.

S =
Ls(payloadinformationtransmittedinaslottime)

Lsum (engthofaslottime)
(9)

(
Ts = H + Tpayload + SIFS + δ + ACK + DIFS

Tc = H + Tpayload + DIFS + δ
(10)

where H = MAChdr + PHYhdr represents the transmission duration of package
header. δ represents propagation delay. SIFS (short inter frame space) refers
to short frame interval. DIFS (DCF inter frame space) indicates DCF frame
interval. ACK indicates the transmission duration of ACK.

In state p (i, j), the duration of idle time , duration of successful transmission
time and duration of collision time can be calculated by Eq. (11–13).

Tij−ideal = Pij−ideal · σ · Pij (11)

Tij−s = Pij−sb ·Tbs+Pij−su ·Tus ·Pij+Pij−sB ·
[

Pij−sb · Tbs · n1 + Pij−su · Tus · n2

Pij−sb · n1 + Pij−su · n2

]
·Pij

(12)

Tij−c = Pij−cbu · max (i + 1, j + 1) · Tbc + Pij−cbB · (i + 1) · Tbc · Pij

+Pij−cuB · (j + 1) · Tuc · Pij

+Pij−cbuB · max (i + 1, j + 1) · max (Tbc, Tuc) · Pij

(13)

where σ represents the length of a backoff slot. Tij−ideal indicates the idle time
duration under the state of p (i, j). Tij−s indicates the successful transmission
duration under the state of p (i, j). Tij−c indicates the collision duration under
the state of p (i, j).

In state p (i, j), Tij−bs indicates the successful transmission duration of Wi-Fi.
Tij−us indicates the successful transmission duration of hybrid MAC network.

Tij−bs = Pij−su · Tus · Pij + Pij · Pij−sB ·
[

Pij−su · Tus · n2

Pij−sb · n1 + Pij−su · n2

]
(14)

Tij−us = Pij−sb · Tbs · Pij + Pij · Pij−sB ·
[

Pij−sb · Tbs · n1

Pij−sb · n1 + Pij−su · n2

]
(15)

The theoretical throughput of Wi-Fi (Sbe) can be calculated by Eq. 16. The
theoretical throughput of hybrid MAC network (Su) can be calculated by Eq. 17.



Coexistence Method of Short-Range Heterogeneous Network 351

Sbe =

m1∑
0

m2∑
0

Tij−bs

m1∑
0

m2∑
0

Tij−ideal +
m1∑
0

m2∑
0

Tij−s +
m1∑
0

m2∑
0

Tij−c

(16)

Su =

m1∑
0

m2∑
0

Tij−us

m1∑
0

m2∑
0

Tij−ideal +
m1∑
0

m2∑
0

Tij−s +
m1∑
0

m2∑
0

Tij−c

(17)

Then the total throughput of Wi-Fi and hybrid MAC networks can be cal-
culated by Eq. 18.

Ssum =

m1∑
0

m2∑
0

Tij−s

m1∑
0

m2∑
0

Tij−ideal +
m1∑
0

m2∑
0

Tij−s +
m1∑
0

m2∑
0

Tij−c

(18)

5 Performance Evaluation

The simulation platform used is integrated System & Link Level Simulation
Platform [13]. This simulation platform can simulate the short-range wireless
network at system level and link level.

When n1 = 5, m1 = 4, n2 = 5, m2 = 4, the steady-state probability of each
state in markove chain is shown in Table 2.

Figure 8 shows the variation of throughput of Wi-Fi, hybrid MAC network,
and heterogeneous network with CWmin of hybrid MAC network. The CWmin

of Wi-Fi is 31, and the number of STAs in both the hybrid MAC and Wi-Fi is
5. As can be seen from the Fig. 8, the theoretical throughput and simulation
throughput of Wi-Fi are basically equal. The theoretical throughput of hybrid
MAC network is approximately equal to the simulation throughput. The total
simulation throughput is approximately equal to the theoretical throughput. The
results show that the theoretical model is correct (Table 1).

The number of nodes in both Wi-Fi and hybrid MAC networks is 5. The
CWmin of HT traffic is 7. Set the CWmax of HT traffic to 31. The CWmin of LT
traffic is 31. The CWmax of LT traffic is 511. The C-s time slot is 20000µs. The
T-s time slot changes dynamically. The CWmin of Wi-Fi is 31 and the CWmax is
511. The change of the throughput of Wi-Fi and the total throughput of hybrid
MAC with the HT traffic rate is shown in Fig. 9(a). The variation of HT traffic
time delay with HT traffic rate is shown in Fig. 9(b).

As can be seen from Fig. 9(a), the throughput of Wi-Fi is basically unchanged
after using CM-HNCC, which shows that this method can ensures the fairness
between networks. The throughput of hybrid MAC is improved after using CM-
HNCC. As can be seen from Fig. 9(b), CM-HNCC can significantly reduce the
time delay of HT and ensure the real-time performance of HT.
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Table 1. System parameters and additional parameters used in simulation.

Parameter names Wi-Fi hybrid MAC network

Propagation delay σ 1µs 1µs

Packet header H 8µs 10µs

Packet transmission duration 148µs 179µs

SIFS 16µs 16µs

DIFS 43µs 43µs

ACK transmission duration 32µs 32µs

Slot time 9µs 9µs

Table 2. Steady-state probability of markov chain.

P (i, j) j = 0 j = 1 j = 2 j = 3 j = 4

i = 0 0.2747 0.1384 0.0741 0.0398 0.0030

i = 1 0.1284 0.0724 0.0369 0.0190 0.0014

i = 2 0.0634 0.0350 0.0181 0.0091 0.0009

i = 3 0.0322 0.0165 0.0085 0.0043 0.0006

Fig. 8. Simulation and theoretical throughput vary with CW of hybrid MAC network.

The abscissa of Fig. 10(a) and Fig. 10(b) is the HT rate of the hybrid MAC
network. The traffic rate of Wi-Fi, HT and LT are equal. Before and after using
CM-HNCC algorithm, the throughput of Wi-Fi has no obvious change, which
shows that CM-HNCC algorithm can ensure the fairness between networks.
When the traffic rate is low, the total throughput of hybrid MAC network does
not change significantly. However, with the increasing of traffic rate, the CM-
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Fig. 9. Throughput and HT time delay changing with HT traffic rate.

Fig. 10. Throughput and HT delay changing with traffic rate.

HNCC algorithm can significantly increase the total throughput of the hybrid
MAC network. It can be seen from Fig. 10(b) that the CM-HNCC algorithm can
significantly reduce the time delay of HT traffic.

6 Conclusion

In heterogeneous networks consisting of Wi-Fi and hybrid MAC network, CM-
HNCC was proposed to solve the problem of coexistence of Wi-Fi networks
and hybrid MAC network. CM-HNCC can ensure fairness between networks
and improve network performance. The Wi-Fi network can be IEEE802.11be or
IEEE802.11ax.

When the traffic rate of the heterogeneous network consisting of Wi-Fi and
hybrid MAC network is low, the throughput of the hybrid MAC network is not
significantly improved by using CM-HNCC algorithm, and the time delay of HT
is not significantly decreased. With the increase of traffic rate, the throughput
of hybrid MAC network is improved, while the time delay of HT is significantly
reduced.
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Abstract. Companies are adopting green marketing strategies as consumers are
looking to purchase green products due to growing concerns for the environ-
ment. However, to gain market share, some firms opt to greenwash in adver-
tisements. This is when claims regarding green performance outweigh the sub-
stantive truth. Underpinned by the attitude-behaviour-context theory, this study
examines the relationship between greenwashing perceptions, green purchasing
intentions and green advertising skepticism. In order to effectively collect the
questionnaires from users, this study uses push technology as the medium for
sending the questionnaires which yielded 247 respondents across Asia, Europe,
andNorth America. The results show that green-washing perceptions significantly
negatively affect green purchasing intentions and positively affect green advertis-
ing skepticism. Also, green advertising skepticism significantly negatively affect
green purchasing intentions. These findings add theoretical value to the under-
explored relationship between greenwashing perceptions and green consumer pur-
chasing behaviours. It also provides substantive globalized evidence for companies
showing that greenwashing in advertising has detrimental effects on product sales.

Keywords: Green marketing · Greenwashing perceptions · Green purchase
intentions · Green advertising skepticism · Push technology

1 Introduction and Literature Review

Over the past 30 to 40 years there has been a growing concern towards the environment.
Initially, this consideration came from developed western countries yet more recently
the same thought process is proclaimed in developing nations due to the increased envi-
ronmental damage caused by rapid industrialization. Governments and national bodies
are imposing stricter laws to ensure sustainability of the planet. Being environmentally
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friendly truly has become a global issue. There is emphatic growing evidence in multi-
ple sectors that showcase this change: government, energy, tourism, product packaging,
clothing and slow fashion, organic food, architecture and green building design to name
just a few [1]. Consumer’s also care about the environment with environmental con-
sideration and sustainability contribution along with personal and health benefits a key
indication of their keenness to purchase green products [2, 3]. Indeed, early research
shows consumers want to purchase environmentally friendly products [4]. As such,
some companies have adapted towards green marketing to meet the changing needs
of consumers by producing green products instead of traditional or conventional ones
which may be more harmful to the environment [5]. Green products have been defined
as having less environmental impact compared to traditional products in that they have
the ability to be recycled or conserved and are environmentally-friendly as they do not
harm the environment or deplore the planet of its natural resources [6].

1.1 Greenwashing

In light of this information some companies have seen the opportunity to implement
green business strategies as a model revolved around talking instead of acting [7]. The
overcommunication of environmental performance can be construed as greenwashing
[8]. Indeed, if a consumer believes or suspects that an organization is promising more
environmental benefits than they actually deliver, this application of green marketing
can instead be regarded as greenwashing [9]. As the purpose of this study has a partic-
ular focus on products, greenwash is defined as when a company misleads a consumer
regarding its environmental practices or environmental benefits of a service or product
[10]. Precisely, if consumers believe that a company is fulfilling its social responsibility
by engaging in environmental activities a consumer would be willing to purchase prod-
ucts from this company even if the price is higher than a traditional product [11]. As
such, another definition and use-case for the application of greenwashing is that it can be
strategically used to only reveal positive information about environmental performance
and omit the negative information in an effort to build up a positive corporate image [12].
Ultimately, not all companies have the correct capabilities to partake in genuine green
marketing strategies which allows firms to differentiate their products and seize new
green markets via the increased green product demand and green purchasing intentions
[13, 14] of consumers who are environmentally concerned [4, 5].

1.2 Green Purchasing Intentions

One definition of green purchasing intentions is the likelihood a consumer will buy a
product based upon their environmental views towards that product or service or make
purchases towards companieswith a perceived reputation of engaging in environmentally
friendly behaviours [15, 16]. Indeed, it has been suggested the consumers buy these
products as a means to protect, or at least, not destroy the environment [17]. This is
an important issue for research as there exists a research gap between the association
of greenwashed products on green purchasing intentions; in particular, on the extent
to which consumers are willing to buy these services or products [16, 18]. Indeed, it
has been suggested the consumers buy these products as a means to protect, or at least,
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not destroy the environment [17].This is an important issue for research as there exists
a research gap between the association of greenwashed products on green purchasing
intentions; in particular, on the extent to which consumers are willing to buy these
services or products [16, 18].

1.3 Green Advertising Skepticism

Due to the evidence showcasing the large number of corporations engaging in green-
washing and their reasons for doing so, it is only natural that there has been a growing
consumer skepticism towards companies. Skepticism in its most general form is the
inclination or tendency of a person to doubt or distrust others [19]. This concept has
been researched in the fields of philosophy, politics, psychology and sociology [20, 21].
Whereas business settings research have generally focused on skepticism in general
advertising [22], corporate social responsibility [23], cause-related marketing [24] and
green advertising [25].

Indeed, as greenwash continues to grow alongside the growth in demand for green
products, consumers are paying more attention to it [14]. Studies conducted by GFK
(2013) and Eurobarometer (2009) found that 39% and 48% of consumers did not trust
the environmental claims of products. A big factor of this growing skepticism has come
from the consumer desire to ensure they do not feel an opportune advantage has been
taken of them and that the products they purchase are genuinely contributing to the
wellbeing of the environment [26, 27].

1.4 Reasons for Study

This study looks at consumers on the global level with a primary focus on North Amer-
ican, European, and Asian markets. As such, this paper can offer generalized results on
global green purchasing behaviours and understandings of perceived ability to identify
greenwashed adverts. Overall, the findings of this study are expected to contribute to
greenmarketing as awhole, particularly in the backpack product industry, aiding compa-
nies and consumers alike in understanding causes and consequences of green purchasing
intentions in greenwashed situations.

2 Hypothesis Formulation and Research Framework

2.1 Theoretical Support

The research framework is illustrated in Fig. 1. This paper chose to underpin its the-
oretical explanations of behaviour using the attitude-behaviour-context (ABC) theory
[28]. The theory operates by taking a means-end approach effect where a person behaves
according to the gains they expect from that behaviour [29]. The framework has been
useful in explaining how attitudes result in certain behaviors. In particular, past studies
have shown the relationships between greenwashing perceptions or green skepticism
and green purchasing intentions [3, 30]. Attitude is at the center of attempts to predict
behaviour and attempt to explain it [31]and is understood as the evaluative rating of
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Fig. 1. Research model

an object, which consists of beliefs, perceptions and the evaluation of outcomes [28].
However, attitude alone does not guarantee a behaviour, as behaviours are dependent on
contextual factors such as availability, costs, societal trends and personal relationships
[29].

2.2 Greenwashing Perception and Green Purchasing Intention

Greenwash occurs when a company misleads a consumer regarding its environmental
practices or environmental benefits of a service or product [10].Greenwashingperception
is consumers’ ability to identify greenwashing [32]. When a consumer recognizes a
companies’ increased communication regarding the environment which is coupled with
an inaction to support those claims, they are discouraged from purchasing the companies
products [32].

In consumer sectors, up-to-date research has shown a significant indirect negative
relationship between greenwashing perception and green purchasing intention [4, 33]
as well as a significant direct negative relationship [26, 30, 34]. As such, this research
hypothesizes:

H1: Greenwashing perception has a significant negative impact on green purchase
intention.

2.3 Greenwashing Perception and Green Advertising Skepticism

Green skepticism is when a consumer doubts or distrusts the environmental performance
or benefits of a green product [22, 35]. Evidence shows that green skepticism can arise
from products being mislabeled, misinterpreted, misrepresented, or questionably certi-
fied - which are all forms of greenwashing. They all showed a significant positive rela-
tionship, meaning that greenwashing perception leads to green advertising skepticism
in consumers [1, 26]. As such, it is hypothesized:

H2: Greenwashing perception has a significant positive relationship on green
advertising skepticism.
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2.4 Green Advertising Skepticism and Green Purchasing Intention

Green advertising skepticism can be understood as consumers’ cynicism towards mis-
leading or exaggerated claims found in green advertisements [36, 37]. This can be
understood as a negative cognitive component of attitude towards green product adver-
tising [35, 38]. When a consumer doubts the environmental quality of a product they
evaluate them less favourably compared to when they have no such doubt [5]. Goh and
Balaji [3] found that green skepticism significantly negatively impacts green purchasing
intentions and that this is supported by the mediating effects of environmental concern
and subjective environmental knowledge. As such, it is hypothesized:

H3: Green advertising skepticism has a significant negative relationship on green
purchasing intentions.

3 Methodology and Measurements

3.1 Data Collection and the Sample

This research paper used the questionnaire survey method to test its hypotheses. Ques-
tionnaire is delivered to phone users using push technology. As major studies in the
industry before it, consumer-level was the unit of analysis [4, 30]. A question was asked
to assess if the respondent had any prior experience buying green products in the past.
If yes, further questions were asked to determine the extent of green purchasing habits.
Questions from the survey were derived from established previous research. Ultimately,
a closed-ended questionnaire consisting of demographic data (gender, age, ethnicity,
education background, occupation, income per month and green purchasing habits) as
well as three latent constructs (green advertising skepticism, greenwashing perception,
green purchasing intention). All questionnaire items were offered on a 5-point Likert-
scale ranging 1 to 5; “strongly disagree” to “strongly agree” and two statement questions
offered on a “yes” or “no” answer format.

3.1.1 Introduction of Push Technology

To effectively describe how the respondents responded and to clearly understand the
development process, the system environment diagram is shown in Fig. 2. The publisher
first developed the preliminary questionnaire based on reference articles and specialists
confirmed its feasibility before uploading the questionnaire questions to the database
for storage (Green Block). Respondents received and filled out the questionnaire (Red
Block), and the results were sent to the data center for downloading and subsequent data
analysis by the researcher (Yellow Block).
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Fig. 2. System environment Framework (Color figure online)

3.1.2 The Screenshot of Delivered Content Using Push Technology

As shown in Fig. 3, the system transmits relevant information, including (a) Greenwash
articles and related news, (b) questionnaire description, and (c) this survey, through
push technology. Respondents subscribe to the system beforehand, and when the system
receives new content, it immediately pushes the new content to respondents, and they
can view the relevant information.

(a) (b) (c)

Fig. 3. Content of questionnaire using push technology (Color figure online)
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3.2 Measurement of Variables

3.2.1 Green Purchasing Habits

The following section was used to establish green purchasing habits from a demographic
perspective. This is not a direct variable. If the answer to question (1) was “no”, they
proceeded directly to the next section of the survey. If the answer to question (1) was
“yes”, they proceeded to answer four more questions. (1) I have purchased a green
product before; (2) I have purchased a green, sustainable, or environmentally friendly
backpack before; (3) I frequently buy products which are considered environmentally
friendly; (4) I only exclusively purchase green products compared to traditional products;
and (5) I inform myself about a product’s environmental impact before purchasing it.

3.2.2 Greenwashing Perception

Greenwash is defined as “the act of misleading consumers regarding the environmental
practices of a company or the environmental benefits of a product or service” [10]. Five
questions are used to measure greenwashing perception. (1) This product misleads with
words in its environmental features; (2) this product misleads with visuals or graphics
in its environmental features; (3) this product possesses a green claim that is vague or
seemingly un-provable; (4) this product overstates or exaggerates how its green func-
tionality actually is; and (5) this product leaves out or masks important information,
making the green claim sound better than it is.

3.2.3 Green Advertising Skepticism

Green advertising skepticism is defined as the consumers’ cynicism towards misleading
or exaggerated green advertising and its claims [36, 37] as well as the negative cognitive
component of consumers’ attitude toward green products and consumers’ tendency not to
believe the environmental claimsmade in advertising [38, 35]. Survey adapted fromWei,
Kou, and Lee [39]. (1) Most green claims in advertising are intended to mislead rather
than to inform consumers; (2) I do not believe most green claims made in advertising;
and (3) I believe green claims in advertising are exaggerated; and (4) Consumers are
better off without green advertisements.

3.2.4 Green Purchasing Intention

Green purchasing intention is defined as the likelihood to buy a product or service from
a company based upon their reputation for being environmentally friendly [15, 16]. The
survey statements were adapted from by Zhang et al. [30], in turn adapted from Abdul-
Muhmin [40]andGoh andBalaji [3]. (1) I will purchase this backpack from this company
because of its environmental concern; (2) I am willing to buy other backpack products
from this company because of its environmental performance; and (3) I am happy to
purchase any of the company’s backpack products because they are environmentally
friendly.
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3.2.5 Control Variables

Demographic frequencies are shown in Table 1. Gender was measured and divided
into four groups. Age was measured and divided into seven groups. Education was
measured and divided into five groups. Income was measured and divided into five
groups. Occupation was measured and divided into five groups. Income was measured
and divided into seven groups. Green product purchasing behaviours were alsomeasured
anddivided as a binary dummyvariable.Demographic frequencies can be seen inTable 1.

Table 1. Demographics.

Gender N %

Male 149 60.3

Female 94 38.1

Gender-variant 1 0.4

Prefer not to say 3 1.2

Age

18–24 59 23.9

25–34 121 49

35–44 33 13.4

45–54 15 6.1

55–64 8 3.2

65+ 10 4

Prefer not to say 1 0.4

Education

High school 23 9.3

Bachelor 133 53.8

Master 78 31.6

Doctorate 8 3.2

Prefer not to say 5 2

Occupation

Student 51 20.6

Unemployed 15 6.1

Self-employed 37 15

Employed 133 53.8

(continued)
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Table 1. (continued)

Gender N %

Retired 11 4.5

Income

Under $20,000 NTD 38 15.4

$20,001–$45,000 NTD 37 15

$45,001–$75,000 NTD 46 18.6

$75,001–$100,000 NTD 46 18.6

$100,001–$150,000 NTD 14 5.7

$150,001 + NTD 34 13.8

Prefer not to say 32 13

Purchased a green product before

No 58 23.5

Yes 189 76.5

4 Results

4.1 Reliability and Validity

This study examines the reliability of the constructs by examining Cronbach’s alpha
coefficients. As shown in Table 2, the Cronbach’s alpha coefficient of green advertising
skepticism, greenwashing perception, and green purchasing intentions are 0.781, 0.870,
and 0.865 respectively. They all exceed the minimum level of 0.7, which indicates
acceptable reliability and internal consistency.

The factor loading of each variable is above the recommended 0.6 threshold, showing
acceptable structure validity of the measurements. To assess the discriminant validity
the measurement of Average Variance Extracted (AVE) is used. As shown in Table 2,
the square root of all construct’s AVEs are higher than the correlations among all the
constructs which shows the acceptance of the discriminant validity of the measurement.
Additionally, the AVEs of green advertising skepticism, greenwashing perception and
green purchasing intentions are 0.553, 0.606, 0.687, respectively. They all exceed the
minimum level of 0.5, which indicates that the convergent validity of the measurement
is acceptable.

Table 2. Validity.

Constructs Items Loadings AVE CR Cronbach’s Alpha SQRT AVE

Green Advertising
Skepticism

GAS1 0.8093 0.553 0.829 0.781 0.91

GAS2 0.8216

(continued)
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Table 2. (continued)

Constructs Items Loadings AVE CR Cronbach’s Alpha SQRT AVE

GAS3 0.7683

GAS4 0.5409

Greenwashing
Perceptions

GWP1 0.8211 0.606 0.885 0.870 0.94

GWP2 0.7874

GWP3 0.7750

GWP4 0.7832

GWP5 0.7228

Green Purchasing
Intentions

GPI1 0.8116 0.687 0.868 0.865 0.93

GPI2 0.8445

GPI3 0.8300

4.2 Correlation Analysis

The means, standard deviations and correlation matrix are calculated which can be
seen in Table 3. The data suggests that greenwashing perception is significantly nega-
tively correlated with green purchasing intentions (p < 0.01). Green advertising skepti-
cism is significantly positively correlated with greenwashing perception (p < 0.01) and
significantly negatively correlated with green purchasing intentions (p < 0.01).

Table 3. Descriptive statistics and correlation analysis

Correlations

No. Variables Mean SD 1 2 3

1 Green Advertising Skepticism 2.98 0.80 1

2 Greenwashing Perception 3.18 0.88 .48** 1

3 Green Purchasing Intention 2.85 0.93 −23** −38** 1

Note: ** Correlation is significant at the 0.01 level (2-tailed)
* Correlation is significant at the 0.05 level (2-tailed)

4.3 Hypothesis Testing

Initially, multiple linear regression was used to assess the research question. Tests were
conducted to evaluate the prediction of the dependent variable, green purchasing inten-
tions, from the independent variables, greenwashing perceptions, and green advertising



Factors Influencing Greenwashed Products 365

skepticism. The path of greenwashing perception toward green purchasing intentions
was negatively significant (B=−0.396, t (236) = −6.57, p < 0.01, R^2 = 0.212). The
path of greenwashing perception on green advertising skepticism is positively significant
(B = 0.463, t (236) = 7.924, p < 0.01, R^2 = 0.259). The path of green advertising
skepticism towards green purchasing intentions was negatively significant (B=−0.235,
t (236) = −3.731, p < 0.01, R^2 = 0.119) (Table 4).

Table 4. Outcome of hypotheses.

Hypotheses Results

H1: Greenwashing perception has a significant negative impact on green purchase
intention

Supported

H2: Greenwashing perception has a significant positive relationship on green
advertising skepticism

Supported

H3: Green advertising skepticism has a significant negative relationship on green
purchasing intentions

Supported

5 Conclusion

Although past research has shown that higher greenwashing perceptions lead to lower
green purchasing intentions, there has been limited research incorporating green adver-
tising skepticism in an effort to explain this relationship. This research has generated the
following findings regarding overall green purchasing intentions and green advertising
skepticism in the contexts of greenwashing.

First,we have extended evidence that greenwashing perceptions significantly directly
negatively affect green purchasing intentions [26, 30]. In other terms, the more a con-
sumer is able to perceive a product as greenwashed, the less likely they are to purchase
it. This is important as it suggests that a consumer who can identify a greenwashed
product knows that it is not as beneficial to the environment as is claimed, and therefore
chooses to forgo purchasing the, potentially harmful, product. It shows that consumers
care about the green quality of the products they purchase.

Second, we found that themore a consumer perceives greenwashing themore skepti-
cal they are towards green advertising. These findings concur with previous research and
add more value to a scarcely explored relationship [26, 3]. This suggests that a consumer
who is highly skeptical of green advertisements is less likely to have strong purchasing
intentions for that green product.

The findings from the direct relationship between green advertising skepticism
and green purchasing intentions suggest that higher skepticism results in lower green
purchase intentions. As such, it is in a company’s best interest to avoid increasing
green skepticism towards it’s adverts as it reduces product judgements, but also to its
brand/organization. This can be achieved by implementing believable and truthful green
adverts and not participating in greenwashing activities, such as any of the seven green-
washing sins. Indeed, consumers are becoming more aware of greenwashing as the
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demand for green products grows which has naturally increased their skepticism and
intent to pay attention to foul marketing strategies [14]. Here, it is important to acknowl-
edge that skepticism is not a permanent state and opinions and attitudes can be changed
when provided with clear and convincing evidence [35]. Therefore, we recommend that
a company disclose all the relevant information pertaining to environmental performance
at all marketing interaction steps the consumer experiences (e.g., manufacturing, prod-
uct packaging, shipping and be clear on their ecommerce website) in order to reach a
truthful green position. In sum, the recommendations here should help managers reduce
consumer green advertising skepticism on current products and impede further green
advertising skepticism on future products.
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Abstract. Image recognition has been widely used in many places in our life. For
license plate recognition, it can replace the manual inspection and registration of
vehicles in the parking lot to complete automation, and it can also facilitate the
management of the place to track the entry and exit of vehicles. In this implemen-
tation, we use OpenALPR and Tesseract to realize the basis of image recognition,
use Python to connect the real-time image of the camera at the entrance of Tung-
hai University, and connect the database to compare the license plate and build a
webpage to display it, so as to help the school traffic security personnel to be able
to It is more convenient to judge whether the current vehicle entering the campus
is a qualified vehicle, and to solve the traffic jam at the school gate during peak
hours.

Keywords: License plate recognition · Image recognition · OpenALPR ·
Tesseract · Real-time streaming

1 Introduction

1.1 Research Background and Motivation

Image recognition is a very important part in the field of artificial intelligence applica-
tions, especially the use of artificial intelligence and machine learning in cooperative
processing. Image recognition is actually quite widely used, from basic handwritten text
recognition, object recognition, face recognition, even automated image description and
driverless cars are applications that integrate deep learning and image recognition. In
addition, applications in this area are bound to be widely used in the future, replac-
ing human visual judgment with software, and even surpassing human beings. This is
indispensable foundation for future technology.
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With the advancement of network transmission technology, the application of the
Internet is no longer limited to the transmission of text or pictures. The maturity of the
interactive multimedia network combining sound and video is an inevitable trend. A
large amount of multimedia information is rapidly developed on the Internet by a new
transmission technology called “streaming technology”. In addition, compared to the
traditional multimedia information stored on the Internet, it must be downloaded to the
local computer before it can be played. The streaming technology allows the client to
download a small amount of data in advance to start playing, saving a lot of waiting time;
another advantage of the streaming technology is the use of the client buffer memory,
so that the data does not need to be physically stored, directly It is read and played from
the buffer memory and discarded, which effectively saves the local disk storage space.
Based on the vigorous development of the two, we decided to combine the two [1] as
the implementation goal.

1.2 Research Purposes

The license plate recognition system has been used in many places to control the entry
and exit of vehicles, but schools still use manual methods to do this work, so I hope
this implementation will help schools to complete their homework in a more efficient
way. In this article, the license plate recognition applicationwill be implemented, and the
recognition rate is expected to reach the system on themarket, so that the implementation
results have commercial value.

1.3 Area of Research

This topic uses the existing open source suite OpenALPR as the main license plate
recognition suite, and uses the Tesseract optical character recognition engine to train
the model to improve the recognition accuracy, and integrates this system with real-time
streaming, web pages, and databases to make a set a complete license plate recognition
system that can be practically applied in daily life. Figure 1 shows the structure of the
research process.

2 Related Literature Review

2.1 OpenALPR

OpenALPR is an automatic license plate recognition librarywritten inC++. The software
is distributed in commercial and open source versions. OpenALPR uses OpenCV and
Tesseract OCR library. It can run as a command-line utility, standalone library, or as a
background process. The software also integrates with video management systems such
as Milestone XProtect.

2.2 RTSP

Live Streaming Protocol is a network application protocol designed for use by entertain-
ment and communications systems to control streaming media servers. This protocol
is used to establish and control media dialogue between terminals. Figure 2 shows the
operational architecture of RTSP.
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Fig. 1. Research Process Architecture Diagram.

Fig. 2. RTSP Architecture Diagram.

2.3 Image Recognition

The visual image detection technology is to input the image into the analysis instrument
for image analysis, especially widely used in the image monitoring system.

2.3.1 OpenCV

OpenCV is a cross-platform computer vision library for developing real-time image pro-
cessing, computer vision and pattern recognition programs. Figure 3 shows the operation
architecture of OpenCV.



A Real-Time Streaming Application for License Plate Recognition 371

2.4 OCR

Optical character recognition refers to the process of analyzing and identifying image
files of text data to obtain text and layout information. Input has different storage formats
and different compression methods for different image formats. Currently, there are
OpenCV, CxImage, etc.

2.4.1 Tesseract

Tesseract is an OCR engine that supports multiple operating systems and is consid-
ered one of the most accurate open source OCR engines. Figure 4 shows the Tesseract
architecture diagram.

Fig. 3. OpenCV Architecture Diagram. Fig. 4. Tesseract Architecture Diagram.

3 Thematic Research and Development

3.1 Overall Development Process

The system architecture is shown in Fig. 5. Our overall production process and software
setup are carried out on Ubuntu, using the monitor stream at the gate of Tunghai Uni-
versity as the identification object, and the license plate identification using the open
source software OpenALPR for development, and then establishing a database to store
the license plates The relevant information is compared with the identification result,
and finally a webpage is created to display the identification result. Figure 6 shows the
operation flow chart of the whole system.

Fig. 5. System Architecture Diagram. Fig. 6. Flow Chart of the Whole System
Operation.
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3.2 Research Methods

We use OpenALPR for license plate recognition. OpenALPR is a license plate recog-
nition system written in C++. In the system, images are detected, binarized, character
analysis, license plate edge search, license plate correction, and character cutting. The
results are imported into Tesseract OCR for identification. The overall operation process
of OpenALPR is shown in Fig. 7.

Fig. 7. OpenALPR Identification Flow Chart.

1. Detection
Find the location of possible license plates in the imagery

2. Binarization
Binarize license plate

3. Char Analysis
Find the characters in the license plate through the binarized image

4. Plate Edges
Find the border of the license plate

5. Deskew
Re-output the size and orientation based on the license plate frame found
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6. Character Segmentation
Split out each character in the license plate

7. OCR
Identify each character and output possible results and confidence

8. Post Processing
Build a list of high-probability license plates based on the output of OCR

3.2.1 Dentification Research

During the development process, we first studied some operating instructions of the
OpenALPR system and the parts that allow us to perform recognition optimization, and
thenwe began to study someproblems of image recognition. Test how tomake the system
output the highest accuracy and highest confidence after identification. In order to adjust
the content of the system to suit our physical environment, we make many adjustments,
the first is to adjust the angle, OpenALPR almost completely detects images that have
not been adjusted at all angles. There are not any license plates, so we must first adjust a
good angle and input the parameters into OpenALPR. After this step, most of the license
plates can be recognized. Then, in order to improve the detection, we have to change the
license plate format to Taiwan’s data [2, 3], but since there is no Taiwan license plate
format data in OpenALPR, we create the Taiwan license plate data by ourselves, let the
system recognize the license plate better. After the completion, it is found that there is
still a problem that has not been solved. Using the ready-made model to identify, the
number 3 of the license plate is easily recognized as 5, and the new license plate is the
most serious. Therefore, we trained the local license plate model [4], collect about 200
Taiwan license plates (as shown in Fig. 8), make the license plate binary and segment
each character [5], and then compare the license plate set we trained with the Internet
Open source license plate set integration, using train-ocr to train Taiwan’s.traineddata,
the test results can be as accurate as 99% in a good environment.

3.2.2 Implement Integration

When establishing a streaming connection, because we are using an open source version,
we cannot directly import RTSP live streaming images into OpenALPR for identifica-
tion. Therefore, we have studied some ways to deal with this problem, and finally found
the most efficient and delay. The lowest method, after the above research and imple-
mentation, we can achieve low latency and high accuracy. In addition, a website is also
established to display the results of license plate recognition. It is produced through
HTML, CSS, JAVAScript, PHP, and Apache. The real-time streaming image of the
gate will be output on the webpage. When a vehicle enters and undergoes license plate
recognition, the recognition result can be displayed. A pop-up window at the top of a
webpage.

3.3 Instructions

In the following, we will introduce the method of making a complete license plate recog-
nition system to improve the accuracy rate and the integration of other systems in detail,
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which are mainly divided into training model, angle adjustment, country establishment,
license plate format, license plate output, real-time streaming connection, production
Websites, build databases.

3.3.1 Train the Model

OpenALPR uses Tesseract as OCR, and the way we make the model of Tesseract is to
use Train-OCR. First, each license plate collected is binarized (as shown in Fig. 9), and
each character is divided and definition, and finally integrate all the segmented image
files into a large.tif image file (as shown in Fig. 10), and train the image file and box file
to Train-OCR to get the training result the.traineddata file.

Fig. 8. Crop the Collected Vehicle
Photos into Pure License Plates.

Fig. 9. Define the Characters in the License Plate.

Fig. 10. Characters are Cut and Integrated into a.tif Image File.

3.3.2 Angle Adjustment

OpenALPR provides an instruction to adjust the angle. After inputting the image of the
field to be adjusted (as shown in Fig. 11), you can use the pop-up window interface to
make adjustments. After adjustment, parameters can be generated (as shown in Fig. 12).
After entering the corresponding file and re-make, it can automatically adjust the image
of the imported image recognized by the system. In our test, it can greatly improve the
detection degree of the license plate compared with the original image.
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Fig. 11. Adjust the Front Vehicle Image. Fig. 12. Adjusted Vehicle Image.

3.3.3 The Establishment of National

In the current version of OpenALPR, license plate information is provided for the United
States, the European Union, Singapore and other countries. By default, the system will
use the national data of the United States for license plate recognition, but if you want
to improve license plate detection, you can use your own However, there is currently no
national data for Taiwan [6]. The function of the national data is that after the license plate
recognition system reads the image, it will identify the length and width of the license
plate, the length and width of the license plate characters, the px of the license plate,
and the characters of the license plate. px, the combination of characters and lengths in
the license plate, etc., if it does not conform to the set national format, even if there is a
license plate in the image, the system will still judge that there is no license plate. The
output format conforms to the license plate of Taiwan, which can save the system from
outputting some wrong outputs. At the same time, it can also identify the license plate in
the most appropriate position, and it will not waste resources to calculate some images
when the state is very bad as soon as the license plate is scanned.

3.3.4 License Plate Format

Each country’s license plate has a different format. In Taiwan, we have the first two
characters in English, the last four in numbers, and the first three in English and the last
four in Chinese, and so on. So we established In order to obtain the license plate format
from Taiwan, the recognition result must conform to the content in our document (as
shown in Fig. 13), and the result will be output.

Fig. 13. Set Taiwanese Self-use (Rental) Passenger Car License Plate Style.
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3.3.5 License Plate Output

We use Python to output the result of license plate recognition. The reason for this part is
that each frame will output the result of license plate recognition once when recognizing
dynamic images, so therewill bemany identical outputs, Or sometimes itmay be because
the angle of the car is too oblique when it first enters the recognition area or when it
finally leaves the recognition area, resulting in different outputs. Therefore, we compare
the recognition output of the previous license plate with the output of the next license
plate recognition. If the similarity between the previous output and the next output is
more than 0.7, it will be regarded as the same car, and only the license plate with the
highest confidence after recognition will be output., if the similarity of the license plate
before and after the comparison is below 0.7, it will be regarded as a different car, and the
license plate of the next car will be output and entered into the confidence comparison
of the next car.

3.3.6 Live Streaming Connection

Because we are using the OpenALPR open source version, the RTSP signal cannot be
directly identified to the system. To connect OpenALPR to the real-time image, the
RTSP signal needs to be converted into MJPEG using FFmpeg and FFserver before it
can be read by OpenALPR. However, in our test results, we found that this method will
have a delay of more than ten seconds, so later we switched to using Python to read
our OpenALPR suite. Using this method, we can directly let the open source version
of OpenALPR receive RTSP signals. License plate recognition, the delay time is also
greatly reduced.

3.3.7 Web Production

We use the front-end three Musketeers HTML, CSS, JavaScript to make the front-end
of the web page, and the back-end uses PHP, and connects JavaScript and PHP through
AJAX, so that the recognized license plate results are transmitted from the back-end
to the front-end, We use the webpage to display the real-time video streaming screen.
After the vehicle is identified by the license plate recognition system, the result of the
identification of the license plate will be displayed in the floating window at the top of
the webpage (Fig. 14), the light signal is connected to the database after license plate
recognition to determine whether the vehicle is a qualified vehicle that has applied for
admission to the school. The control of the light signal is set by using the return value
of the database. When the recognized vehicle is a school vehicle. The database will
return TRUE when it does not match, and it will return FALSE if it does not match.
By using Python to capture the returned value, control the change of the light number.
The light number is connected to the database after the license plate recognition to
determine whether the vehicle has applied for admission to the school. For qualified
vehicles, the green light will be on if the license plate matches, and the red light will
be displayed when the license plate does not match. However, after the school traffic
security personnel tested and used it, they believed that the output of the font color is
more intuitive. Therefore, we will remove the light and change it to the desired interface
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of the traffic security team. In this way, traffic security personnel can more quickly and
easily determine whether a vehicle needs to be intercepted.

Fig. 14. The Old Version Webpage Shows the Output Screen.

3.3.8 Build a Database

WeuseMySQL to build a database, and put in the license plate numbers that are qualified
to be registered in the school. In addition, the license plate information entering the
campus on the day and the number of vehicles entering the campus each day, including
the time and identification results, will be recorded, which can facilitate management
personnel to check the situation of vehicles entering the campus.

4 Implementation Results

4.1 Implementation Notes

In the implementation of this project, themonitor screen at the gate of TunghaiUniversity
is used as the subject of the implementation, and OpenALPR is used as the license
plate recognition system to identify the vehicles entering the gate, and the output is
compared with the license plate data in the database to verify the result. Output on the
web. Authorized personnel are not limited to specific devices when using, as long as the
device has Internet access, users can view the results of image recognition through the
web at any place and at any time.

4.2 Implementation Display and Identification Data

After we used the gate of Tunghai University to test through real-time video streaming
and pre-recorded videos at various times throughout the day, 261 of the 275 vehicles
tested could be correctly identified [7], and about three of the remaining erroneous parts
were identified by a few characters. Most of them are not recognized due to the high
speed of the car, so almost all of them can be accurately recognized when using our
system at a speed of about 20 km per hour [8, 9]. Below we provide some pictures
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of the test results. Figure 15 shows the background output of the OpenALPR system.
Figure 16 shows the identification results displayed on the web page. Figure 17 shows
the identification output at night.

4.2.1 License Plate Recognition System Background Interface

We use Python to import the OpenALPR package we made, connect the real-time video
stream at the gate of Tunghai University, and use Python to judge whether it is the same
car and select the license plate with the highest confidence for the result of license plate
recognition. The output will be displayed on the terminal.

Fig. 15. Implementation Demonstration 1—Background Terminal Output Screen.

4.2.2 Display Styles on Web Pages

The actual webpage screen is as follows. After the vehicle enters and is identified by the
system, it will take a screenshot of the current screen, and use a pop-up window at the
top of the webpage to display the license plate identification result. If the result of the
comparison with the database is that the school vehicle font will be displayed in black
font, otherwise it will be displayed in red font.

4.2.3 Night Test

Many license plate recognition systems on the market need to install a strong light on
the license plate at night because of the brightness problem. We have also suggested
installing it at the school gate, but the traffic security team is afraid that the light will
interfere with the driver and cannot install it for safety reasons., at the beginning, our
system could not successfully identify without a training model, so we improved by
increasing the training set. After testing, the correct vehicle number can be recognized
at night, even when there is a locomotive, pedestrian interference or from behind the
vehicle.

4.2.4 School Vehicle Record

If the traffic security personnel want to inquire about the information of the vehicles
entering the school, they can click the “RECORD” button at the top of the webpage to
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Fig. 16. Implementation Demonstration
2—The Actual Web Page Displays the Output
Screen.

Fig. 17. Implementation Demonstration
3—Night Recognition.

view the database (as shown in Fig. 18), which stores all the recognized license plates,
entry time and whether it is a school vehicle. In order to prevent the database from
becoming too numerous, the content of the database will be refreshed every day. If you
want to view a vehicle, you can also use the search box above. Entering the car number
can only display the information of the car (as shown in Fig. 19), allowing managers
to quickly make inquiries. In addition, you can also click the “COUNT” button at the
top of the web page to record the statistics of vehicles entering the school every day (as
shown in Fig. 20).When organizing activities, it is convenient for schools to estimate the
number of vehicles in the school in advance for scheduling and adjustment of personnel
or vehicles.

Fig. 18. Implementation Demonstration 4 - Viewing the Information of the Vehicle Entering the
School through the Website.

Fig. 19. Implementation Demonstration 5—Searching for Information on Enrollment of Speci-
fied Vehicles.
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Fig. 20. Implementation Demonstration 6—Daily Entry Vehicle Statistics.

5 Conclusion

5.1 In Conclusion

The result of the implementation is the combination of license plate recognition and live
streaming. The license plate recognition rate can reach a very high recognition rate in
both day and night, and the recognition time is nearly instant, achieving low latency.
The light output on the webpage will judge whether the vehicle currently entering the
campus is a qualified vehicle according to the license plate information in the database.
The result is indicatedbydifferent colored lights, greenqualifiedvehicles, redunqualified
vehicles, intuitive and easy to understand, convenient for authorization personnel use.
And establish another table to count the vehicles entering the school,make the application
of the whole license plate recognition system more complete, reduce a lot of manual
inspection time and save human resources at the same time, and bring relief solutions to
traffic jams during peak hours.

5.2 Features of This System

There are some differences between this license plate recognition system and the license
plate recognition system of the general parking lot. Generally, the parking lot only needs
to store the vehicle information in the database after the vehicle enters. Our database has
a list of approved vehicles that can enter. And when the vehicle enters, the information
of the vehicle is stored in another table for record; in the identification part, the vehicle
needs to be stationary when the identification is performed in the general parking lot,
and ours can be identified when the vehicle is moving; the camera installed in the general
parking lot The distance between the location and the license plate is also very close.
At night, there is strong light near the license plate to increase the detection degree.
However, the environment we made does not allow us to have this condition, but we can
also make a good accuracy rate.
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