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Abstract. This paper examines the possibilities of realistic simulations of robotic
systems employed for intelligence and reconnaissance operations in the outdoor
environment. Including simulation into the development process accelerates and
facilitates testing, verification, and evaluation of algorithms, and prevents poten-
tial damage of expensive hardware. To achieve fast and flexible development,
we utilize a widely used Robotic Operating System (ROS) framework, which,
together with Gazebo simulator, enables to deploy robots and test algorithms in
both real-world and simulation. Gazebo supports a wide range of customization
options, including the creation of own worlds, robots, and sensors. Moreover, the
solution allows to deploy a multiple heterogenous robots within one simulation
instance to test cooperative missions. To demonstrate the potential of this simula-
tion concept for intelligence operations, we introduce a scenario involving several
flying and terrestrial robots during a Chemical, Biological, Radiological, Nuclear,
and Explosive (CBRNE) mission comprising a radiation source search. For this
purpose, we deployed realistic robotic platforms into the aerial photogrammetry-
based 3D world, and, above all, we improved the standard radiation plugin to
collect credible data. The results indicate that the concept fulfills requirements for
intelligence and reconnaissance robotic operation simulation.

Keywords: Simulation · mobile robots · Unmanned Aircraft System ·
Unmanned Ground Vehicle · swarm · ROS · Gazebo

1 Introduction

In the last twenty years, robotics, especiallymobile robotics, has been on the rise.Modern
robotic systems are equipped with a variety of sensors, actuators, computers, and other
equipment, that aim to accomplish a desired mission, a task that can be performed by a
human, or an activity that a human does notwant or cannot perform.A robot competent in
performing these tasks must be capable of basic movement, orientation, perception, and
decision-making. Therefore, robots are complex hardware devices with complicated
software. Sensors are expensive, hardware is difficult to work with, and the risk of
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accidents is high. These reasons make the development extremely expensive. There is
pressure and a tendency to move the development, testing, and debugging of algorithms
to simulators, which greatly speed up, simplify and cheapen robot development and
research [1–4].

The 2020 survey showed that approximately 72% of robotics organizations use sim-
ulators for their activities [5]. Types of commonly used robotic simulators are described
and compared in the literature [6]. With correctly modeled robots and simulation envi-
ronments, the software used in the simulation can be directly used in the real world [7].
Therefore, this article deals with the possibilities of simulating mobile robots in real-
world inspired environments for fast and effective detection of CBRN threats. Obtaining
information through CBRN reconnaissance will contribute to the protection of military
units and ensure awareness within the fulfillment of Intelligence analyses of a battlefield
to identify and specify CBRN threats. Moreover, the cooperation of the swarm of flying
robots (Unmanned Aircraft Systems, UASs) with terrestrial robots (Unmanned Ground
Vehicles, UGVs) takes advantage of fast aerial mapping and ground reconnaissance with
high sensitivity.

2 Materials and Methods

2.1 Gazebo

Gazebo is an open-source 3D robotics simulator developed by Open Source Robotics
Foundation used for indoor and outdoor missions [2]. Nowadays, simulation plays an
important role in robotics research, and it is used for design, development, verifica-
tion, validation, testing, and proving entire robotics systems. Today’s robots represent
complex hardware devices including numerous sensors, and they may be deployed to
fulfill different tasks in various environments. Therefore, well-designed robotic sim-
ulators accelerate the development time. The Gazebo has become the most popular
robotic simulator because it provides many options to simulate indoor and outdoor 3D
environments, numerous robots, objects, and sensors that are protected before the dam-
age, unlike real-world experiments. Moreover, Gazebo enables easy integration into the
Robotic Operating System (ROS) [8], a widely used robotic framework. The application
itself consists of two main parts: first, gzserver, which executes the physics update-loop
and sensor data generation; second, gzclient, which runs a graphical user interface. Both
components are independent of each other [1].

2.1.1 World

The Gazebo world represents a simulated environment where the robots operate and
perform desired tasks, and typically it embodies a simplified representation of a portion
of a real-world environment to achieve authentic conditions. The world, 3D model, may
be assembled in two major ways: manually utilizing a software tool for 3D modeling, or
byusing a technique for environment scanning such as laser scanningor photogrammetry.
The latter approach is advantageous especially outdoors since it enables to obtain a 3D
representation of a large-scale area with minimal effort and with a reasonable level of
detail. Within this paper, we use UAS photogrammetry-based model of a real-world in
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COLLADA format, which is compatible with theGazebo. Theworld has an approximate
area of 2 ha, and since it involves flat areas, numerous buildings, vegetation, and other
non-traversable zones, it represents a suitable world for simulating the operation of a
heterogeneous robotic system (Fig. 1).

Fig. 1. The Gazebo world generated from the UAS photogrammetry-based 3D model.

2.1.2 Unmanned Ground Vehicle

The simulation scenario presentedwithin this paper involves the deployment of simulated
a UGV (Fig. 2), namely a four-wheel skid steering mobile robot based on a real UGV
Orpheus. This custom-built platform was designed for reconnaissance purposes, and it
stands out for its mechanical robustness andmaneuverability in an outdoor environment.
The robot integrates ROS-based software to enable motion control and reading sensor
data in both the real-world and simulation. Within the proposed scenario, the UGV
has equipped with a 2′′ × 2′′ NaI (Tl) radiation detector (see Gazebo Radiation Plugin
section).

Gazebo loads models and worlds from the self-descriptive System Description For-
mat (SDF) file. This approach is unsuitable for editing by hand and dynamic robot
configuration because SDF is not scriptable. Therefore, the SDF file contains similar
duplicate link descriptions. The solution for the swollen code is a parser for the Unified
Robot Description Format (URDF) that provides macro for XML language (XACRO).
URDF is XML robot model representation. The format consists of an exclusive robot
tag, its links, and nested visual and collision tags. The independent definition of visual
and collision properties enables collision simplification with the simultaneous preser-
vation of the robot’s looks. This simplification saves computation time and resources.
Joints combine links together.
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Inertial tags are required in each link for proper parsing to SDF format. This tag
defines themass of links and theirmoment of inertia. Hence, themain physical properties
are determined. The gazebo tag is optional and defines other simulation properties such
as damping, friction, contacts, and repulsion force. It also includes plugins for specifying
a link’s behavior [1].

Fig. 2. Orpheus model in Gazebo simulator.

XACRO provides a math constant, simple math, and parametric macros for a signifi-
cant reduction of a line of code. XACROmakes code more clear and adjustable. Making
a robot with macros allows adjusting (by loading a YAML file) the robot’s settings,
especially its sensors, without managing multiple similar files with robot descriptions.

2.1.3 Unmanned Aircraft System

The software architecture for the UASs is based on several components, namely, on the
PX4 flight stack, the MRS UAV control and estimating system [3], and custom-made
high-level algorithms for mission control (Fig. 3). Except the PX4, which is designed
for flight controllers (such as Pixhawk, for example), the components are ROS-based,
and run on the on-board computer while using real robots. However, all the software
may run on a PC together with the Gazebo simulator to evaluate algorithms before real
experiments.

In general, the models of UASs for Gazebo are created similarly to the UGV model
described above, and theMRSUAV system already includes several simulated platforms
inspired by real vehicles. For our simulation, we employed Tarot t650 UAS (Fig. 4), and
integrated the radiation plugin (see Gazebo Radiation Plugin section) into the system.
The solution enables the deployment ofmultiple robots simultaneously and performs var-
ious tasks from waypoint following to complex algorithms such as autonomous landing,
for example [9].
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Fig. 3. System architecture of Unmanned Aircraft System.

Fig. 4. Simulation of UASs in Gazebo world.

2.1.4 Gazebo Radiation Plugin

Radioactivity simulation is done with the help of two plugins attached to the detector
and radiation source model in the Gazebo simulator. The source is modeled as a point
radioactivity source with constant activity. The physics of the radiation measurement
consists of two principles: first, it depends on the number of particles that go through the
simulated detector, which is strongly correlated with distance; second, the attenuation
due to obstacles between sources and sensor is taken into account. The plugins are based
on the gazebo_radiation_plugin ROS package, which also consider the situation when
the radiation source is close to the detector, and intensity goes to infinity according to
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the inverse square law. The implementation captures half of the released particles when
the distance goes to zero, which reflects reality satisfyingly [4].

We reimplemented the plugin for ROS2, and improved it to respect the effects of
the radiation background, and sensor’s dead time, a phenomenon causing the detector
cannot to count particles due to the previous particle pass. Therefore, the package was
adjusted to behave similarly to a real NaI(Tl) detector. The difference between ideal
sensors and sensors with dead time illustrates Fig. 5.

Fig. 5. The response comparison of an ideal sensor and the sensor with dead time.

The property of dead sensor time τ is modeled as a function that transforms input
ideal rate λin to output real rate λout .

λout = λine
−λinτ (1)

2.2 Simulation Scenario

To demonstrate Gazebo’s capabilities for simulating multi-robot CBRN missions, we
built a real-world scenario involving a squad conducting a CBRN reconnaissance using
robotic assets in an urban area with potential radiation contamination.

The contamination is characterized by a single-point radiation source, namely, a Co-
60 isotope exhibiting the activity of 170 MBq, positioned in the container in the vicinity
of the middle building. However, in terms of the simulated robotic reconnaissance, these
parameters were not available.

The robotic mission consists of two main phases. The former rests in the automatic
aerial radiation data collection employing three identical UASs equipped with compact
1.5 × 1.5′′ NaI(Tl) detectors. To obtain rough, equally distributed data in the minimum
amount of time, the area of interest is divided into three portions and mapped by the
individual UASs in parallel. The goal is to operate at a minimal, obstacle-free altitude,
and fly in parallel lines with spacing equal to half of the above-ground level (AGL)
altitude.
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The latter phase involves terrestrial reconnaissance by using the UGV fitted with a
2 × 2′′ NaI(Tl) detector. The UGV operation is intended to be manual, i.e. remotely
controlled, or semi-automatic constituting an operation mode comprising waypoint-
following. In general, the waypoints may be created utilizing the photogrammetry-based
map manually or automatically. The latter approach is feasible, for example, by using
Maneuver Control System CZ software developed at the University of Defense, which
calculates the shortest and safest route ofmovement based on a combination of the effects
of surface character, elevation, weather, enemy deployment and own troops [10, 11]. In
any case, the goal is to visit the potential radiation hotspot found in the interpolated aerial
radiation map, and collect more accurate radiation data suitable for a spectral analysis
and source identification.

3 Results

The UAS operation lasted approximately 5:08 min in the simulation time and 5:50 min
in the real time at PC with Intel(R) Core(TM) i5-10210U CPU 1.60 GHz, 8 GB DDR4
RAM. Across the 2.1 km long flight at 20 m AGL (Fig. 6), more than 10 thousand
radiationmeasurementswere performedwith aminimumandmaximumvalues of 67 and
245 CPS (Counts Per Second), respectively (Fig. 7). After the radiation data processing
and interpolation, a single hotspot may be clearly recognized just above the location
containing the source (Fig. 8). Based on the approximate hotspot position, waypoints for
the ground reconnaissance were manually selected, and UGV followed the coordinates
automatically. This part of the mission lasted 3.5 min in the real time, and about 200
radiationmeasurements were accomplishedwithin 180m long ride. Thanks to the higher
sensitivity of the onboard detection system and smaller distance from the source, the
data exhibit minimum and maximum value of 169 and 3688 CPS, respectively (Fig. 9).

Fig. 6. The flight trajectories of the individual UASs.
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Fig. 7. Aerial radiation data collected by all the UASs.

Fig. 8. Interpolated aerial radiation data collected by all the UASs.

Fig. 9. Terrestrial radiation data collected by the UGV.
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4 Discussion and Conclusion

Within this paper, we presented basic possibilities of highly realistic simulations for
autonomous robotic operations during reconnaissance missions. The employed simula-
tion software, Gazebo, integrates a physics engine with sufficient accuracy for desired
tasks and enables setting up the simulation realistically in terms of the environment,
robotic platforms, and sensors.

We demonstrated that the simulation environment, orworld,may be easily assembled
from the aerial photogrammetry or laser scanning-based 3D models of real-world study
sites allowing us to test various scenarios in natural conditions. The models of the
robotic platformswere created concerning their actual physical parameters, including the
drive type, which is essential to achieve reliable behavior while traversing the terrain or
moving in the environment, in general. Gazebo enables the deployment of a large number
of heterogeneous robotic platforms within one simulation instance to test cooperative
missions involving robot interactions; the main limitation rests in the availability of
computational resources. To demonstrate the capability of utilizing various sensors, we
used customized gamma radiation sensors to detect radiation sources. Similarly, other
sensors can be incorporated into the simulation as well. Currently, the following sensors
are available: RGB camera, depth camera, laser rangefinder, LiDAR, GPS, IMU, and
others.

The goal of the presented simulated mission including the operation of four robots
(two different platforms), and radiation hotspot localization was not to demonstrate
advanced navigation and localization algorithms, but rather to introduce an overall con-
cept. We plan to utilize this approach to test high-level algorithms for mission control
during scenarios comprising a swarm of UASs fulfilling reconnaissance goals, and thus
prevent potential failures and damages of real robots.
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