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Abstract. Modern computing systems are highly affected by large per-
formance variability, resulting in a long tail in the distribution of the net-
work latency. For communication-intensive applications, the variability
comes from several factors such as the communication pattern, job place-
ment strategies, routing algorithms, and most importantly, the network
background traffic. Although recent high-performance interconnects such
as Dragonfly+ try to mitigate this variability by employing advanced
techniques such as adaptive routing or topological improvements, the
long tail is still there.

This paper analyzes the sources of performance variability on a large-
scale computing system with a Dragonfly+ network. Our quantitative
study investigates the impact of several sources, including the locality
of job placement, the communication pattern, the message size, and the
network background traffic. To tackle the difficulty in measuring the
network background traffic, we propose a novel heuristic that accurately
estimates the network traffic and helps to identify those highly-varying
communications that contribute to the long tail. We have experimen-
tally validated our proposed background traffic heuristic on a collection
of pattern-based microbenchmarks as well as two real-world applications,
HACC and miniAMR. Results show that the heuristic can successfully
predict most of those runs in long-tail at job submission time on both
microbenchmarks and real-world applications.
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1 Introduction

The growing gap between communication and computation in high-performance
computing emphasizes the importance of optimized data communication. It is
today well-understood that, to reach the Exascale, computing systems should
provide high-performance network interconnects that deliver both high band-
width and low latency.

The Dragonfly+ topology [47] is a modern hierarchical interconnect that has
been recently introduced as an extended implementation of Dragonfly [30]. Such
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interconnect not only provides better network utilization and scalability in com-
parison to Dragonfly but also improves router buffer utilization [47]. However,
despite Dragonfly+’s improvements compared to its predecessor, it still suffers
from performance variability, especially with higher network congestion. Perfor-
mance variability affects both system and applications’ performance, and the
batch scheduler must have a more precise estimation of applications’ runtime to
make accurate scheduling decisions [53,67].

Several users use large-scale compute clusters simultaneously, with differ-
ent utilization patterns regarding program workflow, number of nodes, and
data communication. While single-node computes units are typically not shared
between users, the network is a shared resource. Network elements such as routers
and links, shared among several jobs, are subject to contention. They negatively
impact users’ program performance by degrading I/O and slowing communica-
tion time. To address these issues, recent work has focused on monitoring, pre-
dicting, and balancing network traffic [12,32,33,58], as well as taking topological
and network designing aspects into account [7,9,22,52]. In fact, the network has
been identified as the main reason for performance variability [5,10,11,48].
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Fig. 1. Long-tail of the latency distribution on Dragonfly+.

1.1 Motivations

As performance variability is affected mainly by the network, it is essential to
understand how network latency behaves on modern large-scale compute clus-
ters. Figure 1 shows the frequency distribution of 1000 iterations of a latency test
(MPI Reduce in this case) on 16 nodes of the Marconi100 compute cluster with
a Dragonfly+ topology. Interestingly, the results show a so-called long-tailed
distribution. While a majority of the communication latencies are distributed
around the median, more than 15% of the runs’ latencies are larger than the
85th percentile (1.92 ms). The presence of such a long tail in the distribution
also indicates that the distribution is not symmetric (e.g., not Gaussian), and
there is a large gap between the mean and median. Also, the long tail nega-
tively impacts the overall network performance by making the job execution
highly unpredictable. While such performance variability is related to several
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network-related factors, our work aims to analyze the main reasons behind such
performance degradation, from the application’s communication patterns to the
external network traffic involving all users.

At the topology level, our work focuses on the Dragonfly+, which has bet-
ter network utilization [47] than Dragonfly (known to suffer from performance
variability [37,50]) and it is becoming a common topology in newly developed
supercomputers [34,42].

1.2 Contributions

This paper conducts a performance variability study on a large-scale compute
cluster with Dragonfly+ topology. The study comprises the analysis of several
known sources of performance variability, in particular network-related aspects,
including: different communications patterns, the impact of message size, the
locality of job placement, and the effect of network background traffic generated
by other users. The latter, in particular, is difficult to measure; to this end, we
propose an easy-to-measure heuristic that estimates such traffic. As a part of
the study, we further point out the effect of the adaptive routing strategy on the
communication performance of Dragonfly+.

To the best of our knowledge, this is the first work that analyzes Dragonfly+
performance variability on a real supercomputer. While most related work relies
on simulating background traffic [28,57], our approach is based on real-world
data of background traffic extracted from a large-scale compute cluster. Insights
from this analysis provide valuable feedback for job placement policy implemen-
tations on Dragonfly+ as well as network design for large-scale clusters.

The main contributions of this paper are:

– The first detailed analysis of communication performance on a large-
scale Dragonfly+ network based on real-world data: We analyze differ-
ent inter-node communication scenarios and show the performance variability
of microbenchmarks with varying job placements.

– A novel heuristics for background traffic estimation, which is easy to
measure and based on information known at job submission time.

– A comprehensive correlation analysis between estimated background
traffic and the communication performance, with different communi-
cation patterns and message sizes.

– An evaluation of the background traffic’s impact on the long-tail of
the latency distribution.

– Further extension of the evaluation on two communication-intensive
real-world applications: HACC1 and miniAMR.

The rest of the paper is organized as follows: Sect. 2 and 3 introduce, respec-
tively, related work and experimental setup. Section 4 presents our analysis of
latency distribution, and Sect. 5 describes our background traffic measurement
approach and its analysis. Section 6 is the discussion, and Sect. 7 concludes the
paper.
1 Hardware Accelerated Cosmology Code.
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2 Related Work

A large part of the execution time of HPC applications is spent on transferring
data between nodes; for this reason, considerable research efforts have been paid
to investigating network topologies [4,20,26,39] and, on the application side,
studying, analyzing, and optimizing communication on top of existing topologies
[2,16,18,46,51,54,55].

Performance variability is often correlated with heavy-tailed distributions,
which are probability distributions whose tails are not exponentially bounded [3].
In fact, when scaling up and increasing the complexity of a computing system,
the tail of the latency distribution, which is not long in small systems, becomes
more dominant at the large scale [14].

Bhatele et al. [5] analyzed the performance variability of Dragonfly with peri-
odic system profiling of mini-applications; based on this analysis, they trained a
machine learning model that predicts future executions. Groves et al. [19] studied
the performance variability of the MPI Allreduce collective in the Aries Drag-
onfly network and considered the relationship between different metrics such as
process count, Aries counters, and message size with communication time, and
showed the impact of background traffic on the performance.

Research on performance variability has investigated locality aspects and
studied how topological locality and communication patterns affect different
applications’ performance [63]. Other research, however, considered other met-
rics such as network designs [13,44,60], routing strategies [8,15,27,38,40,50],
congestion control [35,45] and background traffic [65]. Wilke et al. [61] discuss
and compare existing challenges of Dragonfly and Fat-tree and show how differ-
ent configurations and routing algorithms may affect QoS. They further illustrate
the performance variability of Dragonfly while having various background traffic
and different routing strategies. Alzaid et al. [1] have explored the Dragonfly
network and measured the impact of different link arrangements between nodes
and routing strategies on communication between nodes. They showed how data
transfer through different links might be affected while the links tolerate different
bandwidths.

Job allocation strategies have been recognized as a determinant factor in
communication performance [29,36]. Level-Spread proposed by Zhang et al. [66]
is a job allocation policy on Dragonfly that puts jobs in the minor network
level that the current job can fit in to not only benefit from the node adja-
cency but also balance link congestion. Brown et al. [6] analyzed the relation
between MPI communications and I/O traffic in Fat-tree networks; their analy-
sis considers different parameters such as job allocation policies, message sizes,
communication intervals, and job sizes. Wang et al. [59] have performed a com-
parative analysis of network interference on applications with nearest-neighbor
communication patterns, considering various job placement strategies on Drag-
onfly. They show that having a trade-off between localized communication and a
balanced network in job placement can reduce network interference and alleviate
performance variability. In another work [58], they carried out an in-depth per-
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formance analysis on Dragonfly and demonstrated how balanced network traffic
and localized communication could impact different workloads.

Although related work has studied performance variability in Dragonfly, to
the best of our knowledge, none of them have deeply investigated this variability
in Dragonfly+. Moreover, we specifically show how background traffic affects
different communication patterns, i.e., which collectives are more vulnerable to
background traffic. Unlike most related work on background traffic, our analysis
is based on real-world data (experiments have been conducted during a three-
month time span at different times in order to have different background traffic)
rather than simulations. Hence, the background traffic is generated by other
users we have no control over, and we are not producing such traffic artificially.

3 Experimental Setup

Our analyses have been performed on a large-scale compute cluster, Mar-
coni100 [34], available at the CINECA supercomputing center, which is currently
ranked 18th in the TOP500 ranking [56].

3.1 Computing

The Marconi 100 cluster is an IBM Power System AC922 [43] consisting of 980
nodes, each of which is equipped with two IBM POWER9 AC922 multicore
processors with 16 cores at 2.6 (3.1 turbo) GHz and four NVIDIA Volta V100
GPUs with 16GB, and 256 GB of per-node memory. All in all, the total number
of CPU cores is 347,776, and it provides 347776 GB of memory.

3.2 Network

The internal interconnect of Marconi100 is a Mellanox InfiniBand EDR Dragon-
fly+. Figure 2 presents the Dragonfly+ topology implemented in this supercom-
puter. As shown, there are four large groups of nodes, each of which is called an

Fig. 2. The Dragonfly+ topology in Marconi100.
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island. Within islands, there are smaller groups of nodes connected to one switch
called groups. The main topological difference between Dragonfly and Dragon-
fly+ is that in Dragonfly+, intra-island routers are connected as a bipartite
graph to improve the scalability.

It is worth mentioning that the Operating System is Red Hat Enterprise 7.6,
IBM Spectrum-MPI 10.4 [25] is installed on the cluster, and SLURM [62] has
the duty of resource management on this system. In addition, Adaptive Routing
[17] is the default routing strategy used to prevent contention of the links and
handle failures on the hardware.

3.3 Microbenchmarks and Applications

The main analysis and evaluation are done based on the OSU collection of
microbenchmarks [41], which consists of three collectives, to which we added
two real-world applications as summarized in Table 1. Moreover, to show the
performance variability, each experiment is repeated in 1-millisecond intervals
1000 times in a loop (as suggested by [24] to perform at least 300 iterations),
and, in all experiments, 1 MPI process is assigned to each physical node to leave
other cores for the OS. Also, 16 physical nodes are allocated to the cluster in
collective communications and application evaluations to partially involve all the
islands in the communication.

Table 1. Benchmarks and applications used for the analysis.

Benchmark/App Description Evaluated sizes

Broadcast Program calling Spectrum MPI Bcast 22, 210, 215, 220(bytes)

Reduce Program calling Spectrum MPI Reduce 22, 210, 215, 220(bytes)

All-to-All Representative of Spectrum MPI Alltoall 22, 210, 215, 220(bytes)

HACC [21] Includes various communication patterns 10M particles

miniAMR [23] Includes various communication patterns 4K 3D blocks

4 Network Latency Distribution Analysis

This section provides an analysis of the network latency on a Dragonfly+. First,
we show the performance variability considering different locality levels for node
allocation. Then, we show how the performance of microbenchmarks is affected
when having different job allocation scenarios. Note that to make sure we are
using the best-fitting distribution with minimum error in distribution plots, more
than 100 different distributions have been fitted to the data.

4.1 Job Placement Locality and Performance Variability

Performance variability is the difference in an individual program’s performance
in consecutive executions. This section shows the impact of different job place-
ment (node allocation) strategies on performance variability.
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In our analysis, we consider three locality levels according to the Dragonfly+
topology and analyze the performance variability when having the following
three node allocation scenarios:

a) Same Group: In this case, all required nodes are allocated in a single
group. Therefore, only one network switch is involved in the communication
between every two nodes.

b) Same Island: Nodes are allocated on one island, but they are distributed
across different groups of that island. Hence, there is less locality than in
the previous scenario.

c) Different Islands: Nodes are distributed on different islands. In this case,
there is no limitation on allocating nodes; they are allocated everywhere on
different islands and groups. In doing so, less locality is imposed.

(a) Broadcast (b) Reduce (c) AlltoAll

Fig. 3. Communication time frequency distribution of collective communications for
1000 iterations, with different allocation locality scenarios.

According to the defined locality levels, we focus on the role of both commu-
nication patterns and job placement on the performance variability and long-tail.
In fact, we analyze different communication patterns to understand how they
affect performance variability. The selected microbenchmarks include one-to-all
(MPI Broadcast), all-to-one (MPI Reduce), and all-to-all (MPI AlltoAll).

We refined the analysis with a by-pattern study as shown in Fig. 3. This
figure shows the frequency distribution of under-study collectives with different
allocations on 16 nodes. For the same group job placement, all 16 nodes are
allocated on the same group and connected through a single switch. For different
islands mode, four nodes are allocated on each island in different groups. As
illustrated, Broadcast (Fig. 3a) shows the best performance and shortest tail for
all three allocation strategies; in fact, it benefits local communications more than
other patterns, especially for the same group: it is not only faster than others
(average time= 0.2), but also its peak is higher, which means that communication
times of different iterations are very similar and there is a low performance
variability. In Fig. 3a, the peaks of different islands and same island are 19 and
6, respectively, and they possess a peak much lower than the same group (68).
However, they still show higher peaks than the correspondings in Reduce and
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AlltoAll. For the Reduce (Fig. 3b), the average communication times of the same
group and same island are almost the same (1.17 and 1.18 ms, respectively).
However, with different islands we observe a slower average communication time
(1.4 ms) and a much longer tail, reaching 10 ms. Finally, AlltoAll (Fig. 3c) is the
slowest and most variable collective when all the nodes are on different islands.
Its frequency distribution shows a very long tail (notice that the end of its tail
is not shown in the figure), with a maximum observed communication time
reaching 13 ms and a peak of 2.

Although allocating all nodes on the same group has been beneficial for col-
lective communications, the number of nodes in each group of Dragonfly+ is
limited (up to 20 nodes in Marconi 100), and the job scheduler cannot exclu-
sively allocate to the same group more than the existing physical nodes. Even
worse, large-scale compute clusters are typically used by several users that sub-
mit multiple jobs; in fact, very often, other nodes in the same group are already
allocated by other users’ jobs. In such cases, the job scheduler should necessarily
allocate a job to nodes on different groups of that island or other islands unless
we are willing to wait hours or even days until all the nodes in the same group
are idle.

By default, SLURM [49] tries to place jobs on the currently idle nodes in
the same group if the user does not specify particular nodes (in the host file).
Because of the limited amount of idle nodes that can be found in the same group,
SLURM’s job scheduler looks for the switches (groups) with the fewest number
of idle nodes and chooses the idle nodes connected to that switch, and repeats
this process until it assigns all the requested nodes. So, based on the requested
number of nodes by the user and the availability of cluster nodes, it may decide
to assign jobs to nodes on different groups of the same island, or it spans over
different islands, which the latter is the more probable scenario according to our
observations.

5 Background Traffic Analysis

In real-world supercomputers, a single user does not operate on a dedicated
system; instead, it submits jobs concurrently with other users. While resources
such as computing nodes are typically allocated so that they are not shared
between users at the same time, unfortunately, there is a resource for which
some degree of contention is unavoidable: the network.

Intuitively, the larger the number of active jobs, the more probable the net-
work congestion. More precisely, network congestion is more probable when
users’ jobs involve a larger number of nodes.

This section analyzes how the background traffic generated by other users’
jobs affects the performance variability. In particular, we first define a simple
heuristic that approximates the amount of network activity generated by other
users’ jobs. Successively, the analysis focuses on the correlation between back-
ground traffic with several communication patterns and message sizes.
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5.1 Background Traffic Heuristic

The network congestion due to other users’ activity is an essential cause of
high-latency runs when using a large-scale compute cluster. We indicate with
network background traffic: the external network traffic made by other users
who are running their job simultaneously. To quantify how much such network
activities impact the latency of our program communications, we have monitored
the SLURM job queue before executing our jobs (i.e., we queried the squeue
command before program execution).

In this way, we obtained information regarding the number of running and
pending jobs, running jobs’ runtime, as well as the number of nodes allocated
by each job. Since we have no information about pending jobs and it is unclear
when they will be running, they are not considered in our background traffic
analysis. Besides, the running jobs that allocate only one node are excluded
from our calculations because they have no communication with other nodes
and, therefore, no effect on the background traffic (we experimentally observed
many jobs that only allocate one node). Therefore, only jobs with the running
status that allocate at least two nodes have been taken into account.

To better understand the background traffic with a simple and countable
metric, we define a simple heuristic named background network utilization (b),
which is defined as the number of unique nodes allocated by the running jobs and
whose allocation includes at least two nodes over all the available nodes of the
cluster. In other words, it shows the ratio of nodes contributing to communication
to all the physical cluster nodes.

Formally, the background network utilization b ratio is defined as follows:

b =
Nc

Nt
(1)

where:

Nc: number of unique nodes contributing to communication
Nt: total number of cluster physical nodes

In some cases, one node may be shared among different jobs by the scheduler
in order to fully utilize its resources, e.g., each job takes a computation resource;
which means that the node is being utilized by more than one communicating
job, and we cannot count this node in our heuristic only once since the node
produces higher background traffic. In order to take such cases into account,
we count the shared node as many times it appears in the jobs’ node lists that
allocate more than two nodes. Hence, considering the appearance of some nodes
more than once in the nodes list, the number of all running nodes can become
larger than the cluster’s physical nodes (Nt), which is a constant number. In an
effort to resolve the problem and refine the heuristic, we consider the overhead
of shared nodes by multiplying b by a new ratio which is: the number of nodes
contributing to communication (consider some nodes might be counted more
than once) to all the allocated running nodes (Similarly, we count each node as
many times they appear in the jobs’ nodes list). By doing so, we ensure that
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we consider nodes contributing to different jobs and having communication with
other nodes. Therefore, the refined version of the background network utilization,
which will be considered in the rest of the paper, is defined as follows:

b =
Nc

Nt
∗ N ′

c

Na
(2)

where:

N ′
c: the number of nodes contributing to communication (containing duplication)

Na: all allocated running nodes (containing duplication)

Ideally, the value of b is 1 (or 100, if the percentage is taken into account)
if running jobs allocate all the nodes and all of them are actively involved in
communication, while b is 0 if non of the nodes are communicating or there is
no active job at that moment. In order to make sure the measured b is showing
a more accurate background network utilization and it has not changed during
the microbenchmark’s execution, we perform the squeue query also after the
execution of each test and capture the b value only if the difference between two
b values calculated is less than a threshold (5% in our experiments).

Note that some other network-related metrics, such as vendor-provided coun-
ters, can be also measured in some clusters to make precise network congestion
measurement. However, not in all compute clusters are these counters available
or accessible by non-admin users. Moreover, using such counters, the proposed
method would not be portable to other clusters with different network infrastruc-
ture vendors. Therefore, we rely on data provided by SLURM, which is available
on most clusters.

(a) Broadcast

(b) Reduce

(c) AlltoAll

Fig. 4. The relation between background traffic (b) and the average communication
time of different collectives with different message sizes.
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5.2 Correlation Analysis

To evaluate how much the communication time is affected by the background
traffic, we analyzed the correlation between the previously introduced b metric
and the communication time over many runs with different workloads in terms
of data sizes and communication patterns. In the evaluation, we used the Pear-
son Correlation Coefficient (r) [31] and Spearman Rank Correlation (ρ) [64] to
analyze the relation between the two metrics. While Pearson’s correlation shows
if there is a linear relationship between data, Spearman’s correlation evaluates
the monotonic relationships in the data. In both, r, ρ: r = +1 or ρ = +1 means
that there is a strong positive correlation between the variables, while r = 0 or
ρ = 0 means independent variables. Figure 4 shows the correlation between back-
ground network utilization b and communication time for Broadcast (Fig. 4a),
Reduce (Fig. 4b), and All-to-All (Fig. 4c) pattern, with different data sizes on
16 nodes allocated on different islands. We do not explore point-to-point com-
munication here since it is not significantly affected by the background traffic.
There are 22 points on each plot, and each point represents the average time of
1000 iterations. Experiments are performed in a three months time frame and
represent experiments under different cluster utilization, i.e., different recorded
background network utilization.

As shown in Fig. 4, the message transmission time is correlated with the
background network utilization metric (b) and, overall, with increasing traffic,
the communication time increases. In addition, as a general trend, with growing
message size from 22, 210, and 215 to 220 bytes, the correlation between back-
ground network utilization and communication time becomes stronger, which
means: the larger the data size is, the more the collective communication is
affected by background traffic. Further, the correlations in Reduce collective for
larger data (215 and 220 bytes) are higher than in others, meaning that in this
collective, the communication time is highly dependent on the background traf-
fic. Also, comparing the Pearson and Spearman correlations, Spearman shows a
better fit for our use cases since it usually shows a more strong correlation.

It is worth mentioning that although background traffic is an essential factor
that affects performance variability in communication-intensive jobs running on
supercomputers, it is not the only player. Other reasons come from MPI itself,
system activities, background daemons, garbage collection, queuing activities in
intermediate servers and network switches, etc. [14,48]. Having said that, our
background network utilization ratio is also an estimation relying on the obtain-
able information from other users. Hence, there might be possible errors in the
measured runtimes, which is why some communications with smaller background
network utilization have larger communication times, and the correlations are
not +1.0 in Fig. 4.

5.3 The Impact of Background Traffic on Long-Tail

We have seen how performance variability is affected by the network background
traffic for specific input sizes and communication patterns. In this section, we
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(a) Broadcast (b) Reduce

(c) All-to-All

Fig. 5. Frequency distribution of communication times of 1000 iterations of Broadcast,
Reduce, and All-to-All with different background network utilization.

go back to the motivation example and focus our analysis on the background
traffic contribution to the long-tail effect. Figure 5 shows the frequency distribu-
tion of the execution time of 1000 iterations of 3 collectives on 16 nodes with
message size 220 bytes, with nodes allocated on different islands. For all three
collectives, the higher the background network utilization, the lower the peak,
and the longer the tail. For the Broadcast (Fig. 5a) and b = 0.17 (17%), the peak
is very high, and there is a significant gap in the distribution of the higher and
lower traffics; with higher background network utilization (b = 0.70), the tail of
its corresponding distribution line is so long, which indicates that the commu-
nication performance is highly variable, ranging from 0.2 ms to 8 ms. Moreover,
our experimental result reveals that the average execution time of 1000 iterations
of Broadcast for b = 0.70 can be up to 6.4x larger than b = 0.17. Therefore, the
Broadcast is highly affected by the background traffic, and, even if all the nodes
are distributed on different islands, lower background traffic’s performance can
be as good as allocating all the nodes on the same island.

Similarly, in Figs. 5b and 5c, we observe that the distribution spreads at larger
intervals with increasing background network utilization, and the tail becomes
longer. For AlltoAll, especially when there is high background network utiliza-
tion, the tail of the distribution is longer, the peak is lower, and the average
communication time is larger than Broadcast and Reduce. Also, the mean of
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distribution with b = 0.74 is around 1.6x larger than b = 0.21. In addition,
unlike others, in AlltoAll, a significant shift in the peak of the charts (Median)
of different background network utilizations is observed. In fact, this shift in the
peak of different traffics is because of the All-to-All’s inherent communication
intensity: in this pattern, all nodes send their data to the others, and more data
is sent through the network, making the network links more congested.

Besides, for higher background network utilization of Reduce and AlltoAll,
the frequency distribution becomes dual (bimodal), which means that the higher
amounts of iterations mainly happen at two different times instead of one. This
behavior is related to the adaptive routing algorithm employed in this Dragon-
fly+ network. In adaptive routing, the router has multiple paths to choose from
for each packet. In this way, some packets traverse on the shortest (minimal)
path, and some go through an alternative, longer (non-minimal) one. Hence,
some communications happen slower than the majority due to the penalty of
selecting the non-minimal path. As demonstrated in Figs. 5b and 5c, when the
network tolerates higher background network utilization, going through the non-
minimal path becomes more probable that this either causes the distribution tail
longer or makes it dual. Note that we cannot change the routing strategy since
we are performing our experiments on a real compute cluster. Overall, it is clear
how the background traffic pushes the tail. While the adaptive routing strat-
egy helps mitigate the problem, there are cases where the problem still exists,
particularly when there is very high background traffic.

5.4 Application Analysis

So far, we have shown the impact of network background traffic and routing
strategy on micro-benchmarks. In this section, we investigate the impact of back-
ground network utilization on two communication-intensive real-world applica-
tions that have shown to be affected by network congestion:

– HACC: a cosmology framework that performs n-body simulation to simulate
the formation of structure in an expanding space.

– miniAMR: a mini-application that performs a stencil calculation on a unit
cube computational domain.

Figure 6 shows the network latency distribution for HACC and miniAMR with
both histogram and the frequency distribution. As shown in Fig. 6a for HACC,
the average execution time and the peaks of b = 34 (the orange distribution)
are 1.37 and 8.9, respectively. In contrast, for b = 58 (the blue distribution), the
average time and peak reach 1.43 and 5.2, respectively. In other words, with a
24 percent increase in b, the average execution time increases by 4.4 percent.
Moreover, both distributions in Fig. 6a are single and bell-shaped. However, the
blue line is broadly distributed, and its tail reaches 2.5, while the orange line’s
tail is 2.1.

On the other hand, in Fig. 6b, when b changes from 51% to 64% and changes
by 13, the average goes from 7.71 to 7.86 (2% increase). In contrast to all the
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(a) HACC (b) miniAMR

Fig. 6. Frequency distribution of 1000 iterations of HACC and miniAMR applications
with two different background network utilization.

observations, in this figure, both plots have multiple peaks, and a different behav-
ior has been observed. Regarding the previous analysis on the two applications
[65], in HACC, around 67% of the overall execution time of the application
belongs to MPI operations. However, a tiny fraction (0.1%) is related to block-
ing collective communications. On the contrary, in miniAMR, 27% of total time
belongs to MPI operations, in which 9.2% of the overall execution time belongs
to only MPI Allreduce, which means miniAMR performs more collective com-
munications with the All-to-All pattern.

As we have demonstrated in Figs. 3 and 5, the All-to-All pattern is more prone
to be affected by the network background traffic, and it has shown the flattest dis-
tribution when it is exposed to higher network background traffic in comparison
to others. Moreover, the routing’s effect can make its distribution bimodal. Look-
ing over miniAMR’s code, there are more than 10000 MPI Allreduce operations
which make the All-to-All pattern dominant. In Fig. 6b, the distribution becomes
flat-topped that the main reason is because of its dominant All-to-All pattern,
and its distribution is an aggregation of all of its dominant MPI Allreduce com-
munication latencies. Having said that, the routing algorithm will also play a role
here because of the communication intensity of the All-to-All pattern, and we
could expect a multi-modal distribution because of mixing many MPI Allreduce
distribution patterns.

6 Discussion

Our analysis of network latency distribution on a large-scale compute cluster
with Dragonfly+ topology led to several insights. In terms of node allocation,
there is a remarkable discrepancy between the same group and the two other
allocation policies. When all the nodes are allocated to a single group, there is
only one hop between every two nodes, which makes the communication min-
imally affected by the global background traffic. For the same reasons, in this
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case, the minimal and non-minimal paths are the same for the adaptive routing
(in contrast with the two other cases). So, it exhibits a latency distribution with
the shortest tail and the higher peak. Hence, if there are enough available idle
nodes on the same group, it is worth allocating all the required nodes there.

When analyzing the latency distribution according to the communication
patterns, the Broadcast is the pattern that has significant benefit from the local-
ity of the job allocation; in fact, results show that Broadcast has the shortest tail
and higher peak and is faster than Reduce and All-to-All for both same group
and same island allocations. However, when nodes are allocated on different
islands, Broadcast is highly affected by the background traffic, showing a very
long tail compared to the cases with lower background traffic. Moreover, when
the background traffic is very low, Broadcast’s allocation performance on dif-
ferent islands can be as variable as allocation on the same group. Nevertheless,
since the introduced background network utilization has been between 0.40 and
0.70 most of the time, there is very little chance of being in this situation. On
the other hand, All-to-All is the pattern with the most extended tail when the
job placement expresses little locality on Dragonfly+. Although its distribution
when allocating on the same group is similar to the Reduce on the same group,
when performing All-to-All on different islands, the distribution tail becomes
very long due to the higher amount of communication in All-to-All.

Among all possible sources of performance variability, it has been shown that
the background traffic is the key factor in the performance variability of different
collectives on Dragonfly+. Usually, with the increase in background traffic, the
communication time of collectives takes longer. Additionally, collective commu-
nication increases with higher background traffic and larger message sizes.

On top of that, we have experimentally observed a two-peak distribution
of the communication latency typically due to the adaptive routing algorithm,
which offloads some packets to an alternative, longer path under congestion.
Finally, when analyzing the latency distribution of a real-world communication-
intensive application, the distribution is mostly affected by its dominant com-
munication pattern, and the overall average execution time increases with an
increment in the network background traffic.

7 Conclusion

In this paper, we showed the performance variability of Dragonfly+ and analyzed
the impact of background traffic on the long-tailed distribution for different com-
munication patterns. We proposed a novel network background traffic estimation
method that relies on the data gathered from the job scheduler’s execution queue.
We further showed the relation between performance variability and message size
and demonstrated how the adaptive routing algorithm impacts the distribution.
Overall, this study considers different metrics, including communication pat-
terns, message sizes, job placement locality, and background traffic, to show how
they contribute to performance variability and long-tail. We have experimen-
tally validated our proposed background traffic heuristic on a large-scale cluster,
a collection of pattern-based microbenchmarks, and two real-world applications.



138 M. Salimi Beni and B. Cosenza

The insights coming of this paper can help either the user or the sched-
uler to make more optimal decisions by first, estimating the network congestion
according to the user-level information, and second, submitting the job at an
appropriate time to have the minimum network interference.
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