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Preface

This volume contains the papers presented at the 17th International Conference on
Risks and Security of Internet and Systems (CRiSIS 2022), which was organized in
Soussse Tunisia, December 7-9, 2022. It continued a tradition of successful conferences:
Bourges (2005), Marrakech (2007), Tozeur (2008), Toulouse (2009), Montréal (2010),
Timisoara (2011), Cork (2012), La Rochelle (2013), Trento (2014), Mytilene (2015),
Roscoff (2016), Dinard (2017), Arcachon (2018), Hammamet (2019), Paris (2020), and
Ames (2021).

The CRIiSIS conference constitutes an open forum for the exchange of state-of-the-
art knowledge on security issues in Internet-related applications, networks, and systems.
Following the tradition of the previous events, the program was composed of high-
quality contributed papers. The program call for papers looked for original and significant
research contributions to the following topics:

— Access control and delegation

— Al and machine learning-based security approaches
— Blockchain and distributed ledger technologies

— Cryptography, biometrics, watermarking

— Distributed systems security and safety

— Modeling and verifying secure systems

— Security of Internet of Things

— Security of smart cities

In response to this call for papers, 39 papers were submitted. Each paper was
single-blind reviewed by at least three reviewers, and judged according to scientific and
presentation quality, originality, and relevance to the conference topics. The Program
Committee selected 14 regular papers and 4 short papers. The program was completed
with excellent invited talks given by Benjamin C. M. Fung (McGill University, Canada),
Dajin Wang (Montclair State University, USA), and Layth Sliman (Paris 2 Panthéon-
Assas University, France). Finally, the conference included one tutorial given by Lamia
Chaari (University of Sfax, Tunisia).

We would like to express our appreciation to the authors of the submitted papers,
the Program Committee members, and the external referees. We owe special thanks to
the Organizing Committee for the hard work they did locally in Sousse.

December 2022 Slim Kallel
Mohamed Jmaiel

Mohammad Zulkernine

Ahmed Hadj Kacem

Frédéric Cuppens

Nora Cuppens-Boulahia
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Context Correlation for Automated
Dynamic Android App Analysis
to Improve Impact Rating of Privacy
and Security Flaws

Kris Heid®@® and Jens Heider

Fraunhofer SIT, Rheinstr. 75, 64295 Darmstadt, Germany
{kris.heid, jens.heider}@sit.fraunhofer.de

Abstract. Privacy and security flaws in apps are commonly detected by
static and dynamic analysis approaches. However, the realistic impact rat-
ing for detected flaws is often limited. Static approaches lack runtime infor-
mation and dynamic analysis miss program structure information. We aim
to build a dynamic analysis environment and rate the flaw impact based
on the data flow context. We correlate the traced API call chains with data
sources and sinks of processed information. This way, the actual runtime
information is used and program structures for significant data flows can be
reconstructed. Therefore, this publication proposes a method for collecting
execution traces based on automated function hooking and mechanisms to
create and analyze data flow graphs from these traces. We demonstrate the
scalability of our privacy and security analysis by automatically analyzing
and evaluating the top 1000 free apps from Google Play. Manual app anal-
ysis and damn vulnerable app projects prove the high quality results of our
automated approach during evaluation.

Keywords: automated dynamic analysis - data flow graph - privacy -
security - android - context correlation

1 Introduction

Smartphones are more and more integrated into our everyday private as well as
business life. Many people rather own a smartphone than a personal computer,
since everything can be done with a smartphone nowadays. Many companies offer
their services in dedicated apps whereas only a website is available for usage on
a classic personal computer. Running a program/app on the device instead of
calling a website is often more comfortable to the user. However, apps can have
a much deeper access on the smartphone compared to a website. This inherently
brings privacy and security concerns onto the table. Smartphones are extremely
valuable targets since they store much personal information. Additionally, these
devices are always online and accompany the user everywhere.

It is nowadays well known that most apps contain libraries to profile users
and evaluate or maybe sell such data. The terms and conditions and privacy

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Kallel et al. (Eds.): CRiSIS 2022, LNCS 13857, pp. 1-17, 2023.
https://doi.org/10.1007,/978-3-031-31108-6_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-31108-6_1&domain=pdf
http://orcid.org/0000-0001-7739-224X
http://orcid.org/0000-0001-8343-6608
https://doi.org/10.1007/978-3-031-31108-6_1

2 K. Heid and J. Heider

policy should reveal which information is collected and where such information
goes. But is this text understandable and more important is it actually correct?!
Also, security issues in apps are common even though (hopefully) not purposely
put into the app.

Common people only have weak measures to control the behavior of an app,
such as the permission system. However, it is unclear for a user, whether an app
for example requesting access to contacts does this to only display them or to
also upload them to a third party server.

Our motivation is to deliver such privacy and security related data on large
scale to users. To deliver valuable information to users, it is not sufficient to
protocol access to relevant resources. Just like in the example above, it is more
relevant, what is done with such resources/data. This is the point where our
novel context correlation comes into play. We observe data sources and data
sinks of the smartphone as well as security and privacy related data processing
in between. Tracing such data flows in a static analysis is quite common and
well researched. However, creating and correlating such data dependencies for
a dynamic analysis environment is relatively new. Static and dynamic analysis
approaches both have their strengths and weaknesses, and we try to bring the
data dependency graph from static analysis into the dynamic analysis world.

Our proposed automated dynamic analysis environment is able to:

1. Install and launch an app on an Android smartphone or emulator

2. Interact with an app and handle login fields as well as context specific input

(for example an address for a navigation app)

Protocol relevant Android APT calls and network traffic

4. Evaluate protocolled data and automatically generate privacy and security
issues with predefined detection rules.

©w

We do an automated analysis of the top 1000 free apps from Google Play to
demonstrate that our approach works well.

The remainder of this publication is structured as follows: Sect.2 gives an
overview of related work and their shortcomings in this area. Section 3 illustrates
our analysis environment and Sect. 4 highlights the context correlation approach.
Section 5 shows evaluation results and how well context correlation works in
practice for the top 1000 apps. This section also proves the reported issue quality
through a manual crosscheck and a check against damn vulnerable app projects.
Section 6 concludes our work and highlights our future plans.

2 Related Work

Static analysis methods for the data flow analysis from sources to sinks is already
well researched. A well known publication that gained wide attention in 2014 is
FlowDroid [1]. FlowDroid was one of the first tools to achieve full context and
data flow sensitivity and correlate privacy leaks and malicious app behavior.
This concept has been picked up, improved and varied over the past years with
for example DroidSafe [5], AppContext [10], Klieber et al. [7], Yavuz [11] and
many more. Data flow analysis in a static context is very convenient since good
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techniques exist to trace and model data flow and analyze variable dependencies.
In contrast, dynamic analysis doesn’t have access to such information. Dynamic
environments typically rely on tracking a limited set of (operating system) API
methods, and observe the app’s interaction.

TaintDroid [4] was one of the first and most recognized publications in the
area of dynamic analysis. TaintDroid used a modified java virtual machine for
taint tracking sensitive private information. Private data is tagged and the data
flow of the jvm-variable is traced. However, since Android 5 translates byte-code
to ARM binary-code, this method became obsolete. TaintMan [12] and ARTist
[2] use dynamic taint tracking on Android 5’s new ART runtime to re-enable
prior techniques. CopperDroid [8] discovered the dependability of Android spe-
cific properties which frequently changed, and thus proposes higher abstraction
to especially analyze malware behavior. DroidTrace [13] is a ptrace based sys-
tem also designed for malware tracing. In summary, malware analysis is besides
tracking sensitive private data the main driver behind dynamic analysis. Mal-
ware detection oftentimes identifies malware by a sequence of APT calls/syscalls,
whereas privacy protection rather focuses on the data flow from source to sink.

For analyzing the vulnerability and with such the security of an app, it is
necessary to correlate data flow with (multiple) critical API calls. An attempt
of a combined static and dynamic security analysis has been proposed by Tang
et al. [9]. However, the most of the security analysis is done during the static
code analysis, and the dynamic analysis is only limited to a few API methods
without data-flow dependency. Zhou [14] proposes in a position paper a pipeline
to detect privacy leaks through data flow from sources to sinks in a dynamic
environment. The idea doesn’t cover security aspects, but comes close to our
concepts. However, the implementation and evaluation of this tool remains open
in their publication.

2.1 Contribution

In conclusion, there are many publications targeting malware detection in a
dynamic environment, plenty privacy analysis environments, but slim to none
security analysis environments. To the best of our knowledge, this work is the
first dynamic analysis environment linking data flow through hooked system
APIs. We did not find any other work, which is able to provide private data to
an app and trace private data through hashing or encryption functions to a data
sink solely with a dynamic analysis.

3 Dynamic Analysis Environment

The purpose of the analysis environment is firstly to execute the app and provide
its UI with input, which means clicking buttons, filling out text fields, swiping
and more. During this process, we observe the app’s background behavior with
hooks to the Android API. In this publication we only briefly describe our envi-
ronment in the following and in Fig. 1 due to page limitations. A more detailed
description can be obtained through our previous publication [6].
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App Stimulation Device/Emulator Behavior Monitor
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Fig. 1. Tool Composition for a Dynamic Analyzer

App Stimulation: Contains the automated UI and background interaction. It
is able to enter privacy sensitive data, such as personal information, login
credentials and context aware input such as a specific address for navigation,
the user’s name and age and much more. We chose the Appium! framework
to read the currently shown Ul elements and evaluate the context. If for
example text input elements with the labels: username, password and a login
button (or variations) are found, appropriate input data will be provided.

Behavior Monitor: Hooks system API methods of interest and thus traces
the app’s interaction with the device or emulator. Frida? is used to monitor
usages of the Android API. Each Android API method hook logs information
such as the function name and argument signature. Also, function argument
and return values are logged. In case of complex objects, a hash as given by
the .hashCode() function is used to identify instances.

Network Monitor: Is a proxy to monitor and decrypt network traffic. We chose
mitmproxy [3] since it has a convenient Python API to programmatically
control it. Most other proxy tools lack such an interface.

Control Logic: Orchestrates device setup and teardown. It also collects all
generated data during the app interaction such as network traffic, UI entered
information and execution traces. In the last step the log evaluation sub
module analyzes the collected data and generates issues if security or privacy

! http://appium.io/.
2 https://frida.re.


http://appium.io/
https://frida.re

Dynamic Context Correlation 5

flaws have been discovered. This step is the main contribution of this work
and will be explained in detail in the next section.

4 Context Correlation and Issue Generation

We create a graph in order to correlate the app context and generate security
and privacy issues. In short: Recorded API calls of the Behavior Monitor are
linked together in a graph. Edges model data dependencies for arguments and
return values and object reuse (different method calls on the same object). Net-
work traffic flows are also put into the graph and argument and return value
elements of the API calls are linked to it. Then, privacy sensitive data sources
(data entered into the UI) are collected and data dependencies are also linked
to existing graph nodes. Data sinks are a defined set of nodes (network traffic,
API methods) without outgoing edges.

Privacy and security analysis passes of our tool operate on the graph to anno-
tate information and findings. After all passes finished, annotated information
on connected graph nodes are correlated. This correlation allows more detailed
insights on security issues. This step also reduces the number of generated issues
by covering multiple issues in a single one and remove duplicates.

As an example, one could think of an app which encrypts private data with
an insecure legacy encryption algorithm (DES) and send it over an unprotected
network connection (http). Without correlation, an insecure encryption and an
unrelated unprotected network access would be reported. With correlation, inse-
curely encrypted private data send over an unprotected network connection will
be reported. This gives the user a way better understanding and ability to judge
the issue’s criticality.

After this brief overview, the following sections describe our approach in more
detail.

4.1 Privacy Sensitive Data Sources

We have based our privacy sensitive data sources on the definition from Flow-
Droid [1] and extended it with commonly used properties found in today’s
Android versions. We currently track sensitive data as described in the follow-
ing. Thereby, we do not detect access to these methods by API hooks since data
values can often be retrieved via multiple methods. We just read all values of
interest and store them to later on detect them in the graph.

Call History: The list of incoming, outgoing and missed calls.

SMS: All incoming and outgoing messages (SMS) stored on the phone.

Contacts: Contact names, numbers and e-mail addresses stored in the phone’s
contact DB

Calendar Entries: Entries stored in the calendar DB with a unique date, time
and comment.
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Device Properties: There exist some device properties which are often used
for fingerprinting/device identification such as Wifi/Bluetooth MAC, serial
number, IMEI, build version, brand, device, manufacturer, GSM operator,
hardware SKU /platform, unique Android ID, advertisement ID and installed

apps.

The aforementioned values are (where possible) generated to unique values
before app interaction. For each collected raw value, also other common rep-
resentations, such as base64 and hexadecimal aliases are calculated in order to
later on find the values in alternative representations.

4.2 Data Sinks

We define data sinks as data locations, were (private) data is stored accessibly
to others. This could be a transmission to a server, but also improper storage
on the phone where another application could pick up the data. We currently
support the following data sinks:

Network. Outbound network traffic is a potential data sink. All network traffic
is recorded by a proxy, which can later on be searched for significant data.

Filesystem. The whole filesystem is a data sink. However, there are filesystem
locations accessible by the respective app only, and other locations accessible
by all installed apps. The latter being of course more concerning. We are able
to identify which file has been read/written/modified including databases and
Android’s Key storage as well as what has been modified in file.

Intent. We monitor all intents, which are used to pass data among apps.

LogCat. Personal information could also be leaked through LogCat. Other apps
are able to access an app’s LogCat, under certain conditions.

Potential other, currently unimplemented, data sinks would be outgoing voice
calls or SMS, Bluetooth and NFC. We left out voice call and SMS since it is
not possible for an app to do such on latest Android versions, without user
interaction in system settings. Bluetooth and NFC has been omitted, due to the
lack of fitting communication partners in our test environment.

4.3 Graph Generation

The created graph in this step is a directed graph which represents data flow,
as well as method calls as edges between the nodes. Thus, it’s a combination of
a data flow graph and a call graph. Nodes in this graph are logged API calls,
network data or data sources such as the provided private data described in
Sect.4.1. API calls or network data can be declared as data sinks.
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Listing 1.1. Graph generation pseudocode

1 foreach node in [apiCalls, personallnformationSources, networkTransmissions]
2 graph.add(node)
3
4  foreach startNode in graph.apiCallNodes():
5 //get all nodes with newer timestamp until new object with same hash appears
6 newerNodes = newerNodesUntilObjHashRedefine()
7 foreach laterNode in newerNodes:
8 if startNode.instance() == laterNode.argument()
9 || startNode.instance() == laterNode.instance()
10 || startNode.returnValue() == laterNode.argument()
11 || startNode.returnValue() == laterNode.instance()
12 connect(startNode, laterNode)
13
14  foreach node in graph.apiCallNodes():
15 if isEncryptionOrHashOperation(node):
16 cipherSourceNode = ciphertextAsSourceNode(node)
17 graph.add(cipherSourceNode)
18 connect(cipherSourceNode, node.findFirstEncryptionParent())
19
20 foreach sourceNode in graph.personalInformationSourceNodes():
21 foreach apiCallNode in graph.apiCallNodes():
22 if sourceNode.plain() == apiCallNode.argument()
23 || matchesAlternativeEncoding(sourceNode.plain(), apiCallNode.argument()):
24 connect(sourceNode, apiCallNode)
25 foreach cipherSourceNode in graph.cipherSourceNodes():
26 if cipherSourceNode.contains(sourceNode):
27 connect(sourceNode, cipherSourceNode)
28 foreach netNode in graph.networkTransmissions():
29 if netNode.isInContentOrHeader(sourceNode.plain())
30 || netNode.isInContentOrHeaderInAlternativeEncoding(sourceNode.plain()):
31 connect(sourceNode, netNode)

The graph is generated by the simplified pseudocode described in Listing 1.1
and it is described in the following steps:

1. Add all logged API calls and network transfers to the graph, which are at first
completely unconnected. Each node contains a timestamp of its respective
recorded APT call.

2. For each node — Collect all newer nodes until no more nodes are available or
another node has the same Object hash as the current node. For all collected
nodes — Try to make a connection with the current node. Connections hold
a source and a target tag. Source tags are:

inst: The instance of the object is used in another API call
ret: The return value of the method is used in another API call
priv. data: Predefined privacy sensitive data is used in another API call
The according target tags are:
inst: A method is called on this object’s instance
arg: An object or value is used as an argument into the respective
method
content: An object or value is found in the content of the node which is
mostly used for network transmissions.
Thus, a source and target combination declares how the two API calls are
related. Complex object instances are identified by their hash code (java’s
hashCode () method). Primitive data type values are used as is.
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Table 1. Observed API calls

ID | Method Args. Sig Arguements Obj. hash | ret. type | ret. obj

A1 SecretKeySpec.init | byte|], String [23,33,56,...], DES 18f3a - -

A2 | Cipher.createCipher | String, Provider DES/CBC/ - Cipher | Cipher@48c1db9
PKCS5Padding, null

A3 | Cipher.init int,Key,SecureRandom | 1 48c1db9 | void

SecretKeySpec@18f3a,
MySecureRnd@c47915f
A4 | Cipher.update bytel] [4,45,23,...] 48c1db9 | byte[| null
A5 | Cipher.doFinal byte[], int 10,0,0,...], 0 48c1db9 | int 8

3. Encryption, signature and hashing functions consist of multiple API calls to
first initialize the operation and later execute the operation with data. While
algorithm misconfiguration happens in the first part and data dependency
happens in the last part. Encryption source nodes are added to the graph to
link misconfigured algorithms with the processed (privacy sensitive) data.

4. Add all source nodes to the graph and calculate for each source value the alias
representation such as base64, hexadecimal. Each data source is associated
with a protection level (Low/Med./High), indicating the value’s data leakage
severity.

5. For all source nodes — Iterate over all other nodes — Create a connection,
if the source node’s data or alias can be found in another node’s API call
method argument or network transmission content.

4.4 Example Graph

An example call graph, generated from recorded API calls in Table 1 and network
traffic is shown in Fig. 2. For example: Table1 ID A2 Cipher.createCipher()
returns an object instance with the hash code 48c1db9 on which the method
init(), update() and doFinal() is called. In Fig.2 this is represented by the
nodes and edges A2—A3—A4—A5. Also, private data S1 is used as an argument
to node A4 (update()) which will then encrypt the argument. During graph
generation, encryption/signature/hashing chains consisting of an initialization
function with multiple update function calls, which successively fill in the data
to the cryptographic operation, are identified. The node S1 (GPS location data)
is linked to its encrypted representation in node S4, which is linked to A3, the
initialization function of the encryption/signature/hashing chain. This content
relation between data sources and initialization functions binds the encrypted
content to the node representing the encryption parameters to ease the corre-
lation later on. The recorded network traffic is searched for data as defined by
source nodes S1, S2,... including return values of encryption/signature/hashing
chains. The ciphertext returned by Ab is then found in the network traffic of
node N1 and a link is created. In the next step, the graph can be traversed by
different analyzers to create privacy and security related issues.
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priv. data

priv. data

content
encr(GPS loc)

priv. data

Fig. 2. Generated graph and generated issues with (blue) / without(- - - dashed)
correlation and graph dependency. Legend: A=API call, N=Network Transmission,
S=private data source, [=Issue

4.5 Graph Analysis: Issue Creation

We have implemented different analysis passes to find different privacy and secu-
rity related issues. Some analysis passes just require for one specific API call.
For example Table 1 A2: Cipher.createCipher("DES/CBC/PKCS5Padding,null)
can directly be declared as insecure due to the used DES cipher algorithm, as its
56-bit keys can nowadays be recovered by brute forcing quite efficiently. Other
analysis passes require looking at several API calls, like for example reusing cryp-
tographic salt, which is insecure. Different API methods connected via different
dependency edges have to be analyzed if they reuse the same salt.

The graph is enriched in analysis passes with discovered properties. Such
properties do not necessarily trigger the creation of a reported issue but can
also contain later on used information for other analysis passes. However, severe
flaws generate reported issues, which are also attached on the respective graph
node(s). The issues on connected nodes can be combined later on in the context
correlation phase, to form an enriched single issue.

As a first proof of concept, the analysis passes span five categories with a total
of 19 security and privacy related checks, which are constantly further extended
with more detection patterns:

— AdTracker:
e Analyze network endpoints for known AdTracker domains
— Cryptography checks:
e Own (mostly insecure) random number generator implementations
e Insecure hashing, encryption and signature algorithms (such as DES,
MD5, etc.)
e Long enough key length (like at least 128 for AES)
Insecure cryptographic configurations (like ECB mode or RSA without
padding)
Zero initialization vectors on AES/CBC
Reuse of initialization vectors
Usage of constant salt or seed
Low iteration count for key derivation functions
Trust-all trust managers
Permissive host name checks
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— Filesystem checks:

e Privacy sensitive data written to the filesystem
Written file locations to be publicly accessible by all apps
Proper password storage location (KeyChain)
Proper storage location for public and private keys/certificates
Stored data is in the correct location: JPEG in the /sdcard/DCIM folder,
mp3s in the /sdcard/music or /sdcard/ringtones folder etc.
— LogCat checks:

e Privacy sensitive data in LogCat messages
— Network checks:

e Insecure connections, like http

e Privacy sensitive data has been submitted via the network

Whenever one of the above checks finds an issue, a detailed issue report is cre-
ated. This report is attached to the respective nodes in the graph. The report
contains information like: issue type (privacy/security), a CWE if applicable,
source (private data source), destination (data sink), protection (AES, https),
data type (name, address,...), data encoding (plain, base64), severity, textual
description. However, not all issue fields are filled, since such information is
often not fully available at the time of this issue creation. Properties found and
attached to graph nodes in later analysis passes can also influence or enrich fields
of connected nodes. This is why an issue correlation pass runs when all other
passes completed.

4.6 Issue Correlation Pass

The goal of this step is to enrich issue information and associate related issues.
This gives deeper insights on what the app does in the background. This step is
given as simplified pseudocode in Listing 1.2. All graph nodes with an associated
issue are collected. For these nodes, all parent nodes (incoming connections in the
directed graph) and parents of parents are collected and the existing values for
source, data type and data encoding are merged. All children nodes (outgoing
connections) are collected to update the destination (sink) of the issue. After
the issues have been correlated, all issues have to be collected, while sorting out
duplicates and issues already covered by other issues through the correlation
step.

Example: Improved Issue Quality. The improved issue quality through this
correlation step and the usage of the graph’s dependencies, is highlighted in the
following example, extracted from Table1 and Fig.2. We construct the issues
that would be created with and without the graph and the issue correlation
to demonstrate enriched issue context. The extractable flaws from Table 1 and
Fig. 2 without a graph and correlation are: usage of insecure DES encryption
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Listing 1.2. Issue correlation on graph (pseudocode)

1 foreach node in graph.allNodesWithIssues():
2 if node.issue().source() == null:
3 foreach parent in node.getParents():
4 if parent.isSourceNode():
5 node.issue().mergeSource(parent)
6 node.issue().mergeDataType(parent)
7 node.issue().mergeDataEncoding(parent)
8 node.issue().setRelated(parent.issue())
9
10 if node.issue().destination() == null:
11 foreach child in node.getChildren()
12 if child.issue().hasDestination():
13 node.issue().mergeDestination(child)
14 node.issue().setRelated(child.issue())
15

16 Set issues = new Set()
17 foreach node in graph.allNodesWithIssues():

18 foreach issue in issues:

19 if issue.equalsNeglectTimeAndUID(node.issue())

20 && !issue.parentsAndChildren().contains(node):
21 issues.add(node.issue())

22

23 print(issues)

Table 2. Issues created without dependency graph and correlation

ID | type CWE | source dest | protection | data type | data enc | severity | textual description
1 |security | 327 |dev. props |- DES - - medium | DES is a weak algorithm. ..
2 | security | 327 medium | Self implemented random. . .

Table 3. Issues created with dependency graph and correlation

ID | type CWE | source dest protection | data type data enc | severity | related | textual description
security | 327 | dev. props | web.com | DES GPS location | - high 2,3 DES is a weak. ..

2 |security | 327 | — web.com | DES - - medium | 1,3 Self impl. random ...

3 |security | 327 | dev. props | web.com | DES GPS location | plain high 1,2 Sending private. ..

and an own random number generator implementation. In detail, the issues are
shown in Table2 and in the graph in Fig.2 as nodes I1 and I2. Without a
dependency graph and correlation, one would not find the private data which is
insecurely encrypted as well as the ciphertext of the private data in the network
transmission.

The described graph approach is able to gather more information by using the
created dependencies and the issue correlation. Node A3 with issue 12 attached
can be enriched by searching parent nodes for sources and thus finding the
encrypted GPS location as data source. Also, issue I1 is found in the node A3’s
parents and set as related. By searching node A3’s child nodes, one finds the
network transmission as destination to enrich issue I2 and also issue I3 can be
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set as related. The same process is applied to issues I1 and I3 where respective
source, destination and related fields are enriched. Thus, without the graph and
issue correlation, the app would be judged as: "The app uses a self implemented
random number generator and a weak encryption algorithm". However, applying
graph dependencies and issue correlation, we are able to relate the issues and
give a much stronger judgment: "The app encrypts the user’s GPS location with
a weak encryption algorithm and additionally uses a self implemented random
number generator for this encryption. The resulting ciphertext then is sent to a
network server."

In conclusion, the judgment without graph and correlation information triv-
ializes or doesn’t fully detect the app’s behavior, with such information the
behavior is better described and from a security and privacy perspective far
from uncritical.

5 Evaluation

We have analyzed the top 1000 free apps in Google Play (according to 42Mat-
ters®). With this larger scaled analysis, we want to demonstrate that our analysis
environment described in Sects. 3 and 4 works well and scales. We also want to
show the benefit of our proposed correlation step and that this is applicable
on real world apps and gives the analyst a real benefit. Four Pixel 4a running
Android 11 were used in our test environment. On average, it took 27min to
conduct the dynamic analysis per app, including 10min app stimulation (UI
interaction) and 15min automated collected data evaluation.

5.1 Overview and Statistics

From all 1000 tested apps, we have discovered issues on 912 apps, with a total of
26348 issues. Most apps hold less than 15 issues, whereas the maximum number
of discovered issues was 663 for a single app. This app heavily reused initialization
vectors. From the total of 26348 issues the issues fell into the categories:

Ad Tracker usage ‘ 2468 ‘ 9%
Improper file system storage usage ‘ 6167 ‘ 23%
Transmission of privacy sensitive data through network ‘ 8561 ‘ 32%

Weak or vulnerable cryptography usage ‘ 9290 ‘ 36%

3 https://42matters.com.
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The following CWEs where discovered in the issues:

CWE 921 (sensitive data storage without access control) 30 <1%
CWE 295 (improper certificate validation) 55 <1%
CWE 319 (clear text sensitive information transmission) 113 | <1%

CWE 312 (clear text sensitive information storage) 5940 |23%
CWE 327 (broken cryptographic algorithm) 9235 | 35%
CWE 359 (private data exposure) 10832 | 41%

(
(
(
CWE 940 (improper verification of communication channel) 281 | 1%
(
(
(

The most issues (36%) were found with cryptographic algorithms. Also, many
exposures of privacy sensitive information were discovered. All CWEs that our
analysis is able to detect were also discovered in the real world apps.

We try to judge the severity of the issue in our vulnerability and privacy
analysis. We classified 93% of all incidents as low severity and 7% of high severity.
The 4557 high severity issues consisted of the following CWEs:

CWE 295 (improper certificate validation) ‘ 55 ‘ 3%
CWE 319 (clear text sensitive information transmission) ‘ 113 ‘ ™%
CWE 940 (improper verification of communication channel) ‘ 281 ‘ 16%
CWE 327 (broken cryptographic algorithm) ‘ 1272 ‘ 74%

Figure 3 shows the detected privacy sensitive data which has been detected
as data sources for issues. The build-ID is most often subject to issues, also
the Google advertisement ID and installed apps are often issue data sources.
Such information is often used for fingerprinting. Also, the user’s location (GPS
position and city) is often submitted, which is understandable for navigation
apps, but also other apps submit the user’s exact location, where we cannot see
a direct necessity regarding the app’s functionality. Other interesting submitted
private data is the user’s age, which is often requested during registration and
names of contacts in the address book.

5.2 Deep Manual Issue Inspection

We did a static manual analysis of apps containing the highest critical issues in
order to verify the findings of the automated dynamic analysis. Critical issues
are the ones with private data transmission over an unprotected communica-
tion channel. In total, six apps were discovered in this highest category. App
developers were informed about the discovered weaknesses beforehand.

dating.app.chat.flirt.wgbcv (159200) Basic dating and chat app
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Build-1D [ 39.6%
Google-Advertisement-1D [T 12.16%
product device [T 10.95%
installed apps [ 7.28%
incremental build version - 4.71%
GPS-position - 4.36%
E-Mail [ 2.45%
location ZIP code [ 2.28%
build fingerprint . 1.63%
user age [ 1.52%
generic textinput [ 1.43%
location coutry [ 1.24%
WiFi-IPV4 address [ 1.13%
contact name [ 0.79%
timezone [ 0.66%
location city [J 0.63%
route to address I 0.55%

Fig. 3. Used private data (data sources) in issues

automatic: Private, Ul entered data transmitted via unprotected network

manual: A Cordova app, running a single JavaScript which communicates
only via HTTP with the server. Intercepting the traffic allows modifica-
tion of profile details, chat messages and many more. The only (weak)
authentication mechanism is the Android ID.

com.atpc (481) YouTube music downloader
automatic: Private, Ul entered data transmitted via unprotected network

manual: Search queries are transmitted for auto complete suggestions to
http://suggestqueries.google.com via POST. We judge the finding as
lower criticality, since search queries can be manipulated or intercepted,
of which the user should be aware of being sent to the internet and thus
are not private. Anyways, it would be easy to request queries via HT'TPS
tunein.player (265323) Radio app
automatic: Private, device properties transmitted via unprotected network
manual: The Android ID, build ID, screen resolution etc. are unprotected
transmitted to http://b.scorecardresearch.com. The website is used for
tracking user behavior. We judge this issue as not that critical since it
is usual behavior of ad trackers even though it would be better to use
HTTPS for this communication.
de.eos.uptrade.android.fahrinfo.berlin (1001210) Berlin public transport.
Buy tickets, see routes & departures. (Issue already fized in the latest release)
automatic: Insufficient certificate check in protected communication.
manual: The app uses a custom host name certificate checker which allows
all host names. Allow all checker can be enabled in the program code and
it is enabled by default. We acknowledge the high criticality of this issue,
since it is possible to buy tickets via the app. Attackers could loot credit

card information or steal bought tickets.
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com.alibaba.intl.android.apps.poseidon (74201) Alibaba B2B Trading
platform
automatic: Insufficient certificate check in protected communication.
manual: The app uses different self implemented host name certificate
checker of which some allow all host names, others insufficiently check
host names and others are wrappers to system checkers. Due to complex-
ity and obfuscation we can’t tell in detail where which checker is used.
We observed the allow-all checker to be only used for delivering images.
However, using this number of custom host name verifiers highly increases
the chances of insecure implementations.
com.wondershare.filmorago (646) Video cutting studio
automatic: Insufficient certificate check in protected communication.
manual: In the static manual analysis, the issue is verifiable. We were not
able to identify which content is loaded without a proper certificate check,
due to obfuscation. However, we observed a transmission of a fingerprint
via http POST without proper certificate checking.

In summary, one can say that the automated analysis discovered all severe issues
correctly. The manual static analysis revealed the same issues as the automated
analysis. Nevertheless, in some cases we lowered the issue’s criticality after man-
ual inspection. This shows, that automated analysis gives good results on a broad
number of apps, but educated security experts are able to judge the practical
criticality on a finer grained level.

5.3 Damn Vulnerable App

The previous section analyzed vulnerabilities in real world apps. However, it is
hard to argue that an app where the automated analysis did not find an issue,
really has no issue. Therefore, we chose three different projects for damn vulner-
able apps to evaluate if our environment detects known vulnerabilities. During
our search for vulnerable app projects we discovered that many projects are
nowadays abandoned, not buildable or unsuitable for the intended use case of
an automated analysis. Finally, we found three vulnerable app projects which
are usable for an automated privacy and security analysis: AndroGoat?, Pivaa®,
MSTG-Hacking-Playground®. The selected apps each contain a button which
exhibits a vulnerability or privacy issue on click. This allows us to build a test
case which clicks a button, analyzes the app behavior and checks it against the
expected issue. The results of these tests are shown in Table 4. The tables con-
tain a vulnerability description in the first column, the second column indicates
if our automated analysis environment contains checks for this vulnerability as
listed in Sect.4.5. We are aware, that we have not implemented checks for every
available vulnerability on Android and oftentimes such checks are not possible
in an automated environment. The last column of the tables indicate if our

* https://github.com /satishpatnayak/AndroGoat.
5 https://github.com/htbridge/pivaa.
5 https://github.com /OWASP /MSTG-Hacking-Playground.
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Table 4. Provided and detected vulnerabilities by damn vulnerable app projects

AndroGoat vulnerabilities I|D Pivaa vulnerabilities I |D MSTG-Hacking-Playground I|/D
Root Detection v | v/ Weak Initialization Vector v |/ Bad Encryption "ars
Emulator Detection - | - Possible MITM Attack v |/ Keychain Password Extraction | - | -
Insecure Storage Shared Prefs v | v Remote URL in WebView - | - Private Internal Data Storage |v |v
Insecure Storage SQLite v | v Object deserialization found - | - Private External Data Storage |v | v
Insecure Storage Temp File v |V User input in SQL queries - Shared Pref. Private Data ara
Insecure Storage SD Card v |/ Missing tapjacking protection | - | -  Private Data SQLite "ars
Keyboard Cache - | - Enabled Application Backup | - | -  Private Data Logging ars
Insecure Logging v |/ Enabled Debug Mode - | - Private Data to Server ars
Input Validations - | - Weak encryption v |V Keyboard Cache
Unprotected Android Components | - | -  Hardcoded encryption keys - | - Disable Clipboard EditText
Hard coding issues - | - Dynamic load of code - | - Memory Dump - -
Network intercepting HTTP v |/ Public accessible files v |/ Webview Remote/Local -
Network intercepting HTTPS v |/ Usage of HTTP protocol v |/ SQL Injection - -
Network intercepting Cert. Pin. v | v/ Weak hashing algorithms v |/ Content Provider Injection - -
Misconfigured Network Security - | - Predictable RND Gen. - | - Code Injection - -
Android Debuggable - | - Unprotected Content Provider | - | -  Network intercepting HTTPS | v |/
Android allowBackup - | - Exported Broadcast Receiver - SSL Pinning ars
Custom URL Scheme Exported Service -
Broken Cryptography v |V JS enabled in a WebView - -

setPluginState in WebView - |-

Temporary file creation "ara

Hardcoded data - -

Untrusted CA acceptance ars

Banned API functions - -
Note: Self-signed CA in WebView - |-
I = Check Implemented in analysis Path Traversal - -
D = Analysis Detected Issue Cleartext SQLite database - -

environment was able to detect the app’s vulnerability successfully. Fortunately,
all app vulnerabilities that we have implemented checks for were also discov-
ered. This means that our automated analysis environment has a high detection
ratio on real world apps regarding the common flaws documented by the known
vulnerable apps.

6 Conclusion and Future Work

This publication introduced a new method to correlate the context in an auto-
mated dynamic analysis and with this step achieve more expressive issue reports.
The evaluation highlighted the approach’s scalability and the high quality of
the reported issues. Through the correlation step, the automatically generated
reports deliver a comprehensible description of the flaws and most important,
the relation of the flaws. The detection rate for known vulnerabilities in vulner-
able demo app projects was 100% for all implemented checks. As future work
we are planning on extending analysis passes as new vulnerabilities appear. As
future work, we are would like to deliver issue reports to interested users and
developers to increase the overall security of Android apps.
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Abstract. Among the difficulties encountered in building datasets to
evaluate intrusion detection tools, a tricky part is the process of labelling
the events into malicious and benign classes. The labelling correctness is
paramount for the quality of the evaluation of intrusion detection systems
but is often considered as the ground truth by practitioners and is rarely
verified. Another difficulty lies in the correct capture of the network
packets. If it is not the case, the characteristics of the network flows
generated from the capture could be modified and lead to false results.
In this paper, we present several flaws we identified in the labelling of the
CICIDS2017 dataset and in the traffic capture, such as packet misorder,
packet duplication and attack that were performed but not correctly
labelled. Finally, we assess the impact of these different corrections on
the evaluation of supervised intrusion detection approaches.

Keywords: intrusion detection - dataset labelling + machine learning

1 Introduction

Information technologies revolutionized our communication, collaboration, pro-
duction, and consumption. Since they are now so profoundly connected with crit-
ical systems and crucial data, they are regularly targeted by malicious users that
seek to break information confidentiality, integrity or availability. Many security
mechanisms have been proposed against such attacks, notably Network Intrusion
Detection Systems (NIDS) that aim at identifying attacks by monitoring net-
work traffic in the target system. This detection involves the analysis of network
traffic, generally by looking for traces of known attacks. Unfortunately, NIDS
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are prone to false positives and false negatives that can significantly impact cost
and performance. For this reason, their performance must be carefully evaluated.
This evaluation relies extensively on the use of benchmark datasets of network
traffic. These datasets consist of two parts: the network data (either raw network
packets or a more high-level network flow description) and the labels, i.e., the
class (benign or attack) in which each packet or flow belongs.

Due to privacy and confidentiality reasons, there are only a few public
datasets of real traffic for evaluating NIDS [12]. To circumvent those constraints,
other datasets are generally obtained by generating network traffic in a testbed.
One of these datasets is CICIDS2017 [14]. Though currently considered to be
of good quality and widely used, it has nevertheless been criticized. Engelen et
al. [4] notably pointed out some flaws in CICFlowMeter, the tool used to create
flow descriptions from raw traffic capture, as well as issues with labels of some
network flows that should not be labelled as attacks (network flows without a
payload).

We discovered several new problems in CICIDS2017: most notably, several
port scan attacks were not properly labelled, and a non-negligible part of the
traffic capture was duplicated, leading to feature extraction and labelling issues.
In addition to providing corrected traffic captures and labels, we took advan-
tage of this opportunity to investigate why some references of the literature [11]
exhibited high recall and precision values even though the dataset has serious
labelling issues. We thus present in this paper three contributions:

— we first release a fixed version of the CICIDS2017 dataset for both labels and
network captures,

— we propose a patch for CICFlowMeter that avoids processing malformed input
data,

— we evaluate the consequences of the different dataset corrections on the eval-
uation of several popular intrusion detection models.

The rest is organized as follows. Section2 presents some related works on
network datasets and intrusion detection models. Section 3 highlights the iden-
tified errors of labelling and how to fix them. Finally, we measured the impact
of the corrections on the evaluation of supervised approaches in Sect. 4.

2 Related Works

2.1 Datasets

Several datasets have been proposed to evaluate the performances of intrusion
detection tools. DARPA9S [8] was one of the first datasets provided to the aca-
demic community. Several datasets like KDD99 or NSLKDD [15] were then
derived from this first dataset. Even though they are still widely used by the
research community, these datasets have been heavily criticized [5,16] and are
generally considered obsolete. In 2015, the UNSW-NB15 dataset [10] was pro-
posed to offer modern traffic to evaluate NIDSes. This dataset is not well fitted
for anomaly-based intrusion detection as the experiment duration is only about
30h, and there is no period of time free of attacks. In 2018, the Canadian Institue
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for Cybersecurity (CIC) provided the CICIDS2017 dataset [14] and, together
with the Communications Security Establishment, the CSE-CIC-IDS2018 [3].

CICIDS2017 uses a network architecture with machines using several com-
mon Operating Systems (OS), namely GNU/Linux, macOS and Windows,
along with a firewall, switches and routers. The traffic is emulated through a
testbed architecture. This architecture is divided into a victim network with
four machines and an attacker network with fifteen machines. The traffic was
collected on work hours during five days, from Monday to Friday. Only the first
day of the week is free from attack. During the four remaining days, a large vari-
ety of attacks was conducted. The attacks in the datasets are brute force attacks
(FTP and SSH), Web attacks like XSS and SQL injection, Deny of Service
(DoS) attacks and its distributed version (DDoS), port scan, botnet communi-
cations and infiltration. The CSE-CIC-IDS2018 includes the same attacks, but
the network architecture is much larger and more complex. The network traffic
is captured for ten days instead of only five in CICIDS2017.

In CICIDS2017 and CSE-CIC-IDS2018, the authors provided the raw network
captures as pcap files and the network flow descriptions as CSV files. These net-
work flow descriptions contain high-level descriptions of a network flow between
a source (that initiated the communication) and a destination. The descriptions
include various network statistics, notably source IP, destination IP, source port,
destination port, protocol, packet number and flow duration. These flows are bidi-
rectional, meaning that each one contains information on both sides of the commu-
nication, from source to destination and from destination to source (in contrast,
for example, to the NetFlow format proposed by Cisco). The translation from net-
work traffic to network flow descriptions is performed by the CICFlowMeter tool'.

2.2 Machine Learning Use on CICDS2017

Most papers that use these datasets rely on machine learning models to learn
and detect attacks. In that case, the datasets are generally split in two: one
part is used for learning the model (called the “train set”), and the other part
is used for evaluation (called the “test set”). The popular models [7], [11], [9] for
these datasets include decision trees, k nearest neighbors, naive Bayes classifier,
Random Forest [1], SVM [2], and multilayer perceptron [6]. These methods are
used in a supervised learning setting, where the train set is labelled and contains
both benign and malicious traffic. For example, Maseet et al. [9] obtain very
high performances on CICIDS2017: out of the seven experimented supervised
methods, five of them have an F1-Score, a recall and a precision higher than
0.99. In almost all these works, researchers based the learning and the evaluation
on the network flow descriptions and not the raw network captures.

2.3 Previous Criticism on CICIDS2017

In 2021, Engelen et al. [4] revealed several issues they found in the CICIDS2017
intrusion detection dataset. They found several flaws in the CICFlowMeter tool
and that some attacks in the dataset were not well executed and thus ineffective.

! https://github.com /ahlashkari/ CICFlowMeter.
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About the first issue, CICFlowMeter wrongly splits TCP connections because
of a wrong implementation of the TCP connection termination. This phe-
nomenon has two consequences. The first one is to create a lot of erroneous
network flows since it splits a unique network connection into multiple ones.
The second consequence is that the direction of the network flow description
can be inverted. In that case, all the forward and backward data are swapped,
including the IP addresses, which is damageable when it comes to labelling the
dataset since the network flows are labelled based on their source and destination
IP addresses. Engelen et al. released a fixed version of CICFlowMeter that avoids
many labelling issues. In the rest of the article, we will only use this updated
tool, not the original one.

The authors also found that some attacks were conducted without sending
malicious payload. This is an issue because the attacks become ineffective, so the
maliciousness of these packets is debatable. To overcome this issue, they decided
to create another class of labels to account for these attack attempts.

In 2022, Rosay et al. [13] presented other issues related to CICFlowMeter,
such as feature duplication, miscalculations and wrong protocol detection, as well
as label issues for several attacks. However, their handling of TCP termination
is not perfect and misses some packets leading to distorted statistics. For this
reason, we work with Engelen et al. flow descriptions.

3 Errors in the CICIDS2017 Dataset and the
CICFlowMeter Tool, and Their Fixes

Pursuing the work of Engelen et al., we found four different issues in the
CICIDS2017 dataset: a case where CICFlowMeter failed to properly create cor-
rect flow descriptions, incoherent timestamps, some duplication in the network
captures, and an attack that is omitted from the labels.

The first two issues have consequences on the network flow descriptions and
lead to an inversion of the source and the destination of the network flow descrip-
tions that may impact labels. The third issue has only an impact on the network
flow descriptions. The last one has an impact on the labels directly.

To explain why the first two issues may impact the labels, we must explain
the labelling process we used. It must be noted that we do not have insights into
how the authors of CICIDS2017 labelled those network flow descriptions after
they generated the network flow descriptions from the network capture with the
CICFlowMeter tool. However, Engelen et al. provide an automated script to
label the network flows as attacks using their source IP address, destination IP
address and timestamp. Indeed, the documentation of the CICIDS2017 dataset
provides the time periods and the IP addresses concerned by the attacks. We
used the same process to label the network flows. As this process takes into
account the source and destination, an inversion of those IP addresses may lead
to errors in the labels of the network flows.

Those four issues are presented in the next subsections. The fixed version is
available on the repository https://gitlab.inria.fr/mlanvin/crisis2022.
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3.1 CICFlowMeter Issue with Misordered Packets

CICFlowMeter is a tool that extracts network flow descriptions from pcap files
that contain network captures. The network flow descriptions generated by
CICFlowMeter are bidirectional and distinguish a source (the machine that ini-
tiates the communication) and a destination. As a reminder, the initial TCP
handshake consists in exchanging three messages (SYN from source to destina-
tion, SYN-ACK from destination to source, and ACK from source to destination)
to establish a connection. We identified a remaining flaw in CICFlowMeter that
occurs when pcap files are not sorted by timestamps, as it happens in the origi-
nal dataset of CICIDS2017. In that case, the tool reads the network packets in
the order of the network capture files, but the SYN-ACK packet can sometimes
be stored before the SYN packet in the pcap file, even though, according to the
timestamp, the SYN packet did occur before the SYN-ACK one.

16:01:11.009724 IP 192.168.10.50.http > 172.16.0.1.20823: Flags [S.]
16:01:11.009723 IP 172.16.0.1.20823 > 192.168.10.50.http: Flags [S]
16:01:11.023740 IP 172.16.0.1.20823 > 192.168.10.50.http: Flags [.]
16:01:11.023744 IP 172.16.0.1.20823 > 192.168.10.50.http: Flags [P.]

Listing 1: Misordered packets from CICIDS2017. The timestamp is the leftmost
column, and the flags are the rightmost column. Flags [S] mean SYN, [.] mean
ACK and [S.] means SYN-ACK.

Table 1. Flow description of Listing 1. CICFlowMeter inverted source and destination.

Src IP Src Port | Dst IP | Dst Port | Protocol | Timestamp
192.168.10.50 | 80 172.16.0.1 | 20823 6 07/07/2017 16:01:11

As an example, the Listing 1 illustrates this phenomenon with an extract of
one network connection of the pcap files of CICIDS2017. We can observe that the
first packet in the network capture is a SYN-ACK even if its timestamp is not
the earliest. CICFlowMeter uses the first received packet to infer the source and
destination. Therefore, the source and destination are exchanged in the resulting
network flow description provided in the CSV files, cf. Table 1. Table2 shows
the number of misordered frames in the network capture per day (the number of
frames can be considered as very close to the number of packets in our case). The
figures show that Wednesday and Friday are the two days with the maximum
number of misordered packets, with about twice as many misordered packets as
the other days. We know Dos/DDoS attacks are performed on these two days,
so our hypothesis is that the packet misordering seems to be related to the kind



Errors in the CICIDS2017 Dataset and the Differences It Makes 23

of attack that is performed. Since a high number of packets characterizes these
attacks, there might be a race condition during the packet capture and store.
A solution to this misbehaviour is sorting the pcap files before processing
them with CICFlowMeter. The tool reordercap? can perform such an operation.
The version of CICFlowMeter? proposed by Engelen et al. now includes our
patch that verifies the packets’ order in the network capture to avoid this issue.

Table 2. Numbers of misordered frames in the different pcap files

Pcap files #Misordered frames | #Frames | Proportion(%)
Monday-WorkingHours.pcap 3234 11709971 | 0.028
Tuesday-WorkingHours.pcap 3721 11551954 | 0.032
Wednesday-WorkingHours.pcap | 12654 13788878 | 0.092
Thursday-WorkingHours.pcap | 3655 9322025 0.039
Friday-WorkingHours.pcap 7094 9997874 0.071

3.2 Incoherent Timestamps

Another issue we found in the CICIDS2017 network captures is that the times-
tamps can be incoherent with the protocol. For example, in Listing 2, the packet
SYN-ACK has a lower timestamp than the packet SYN, even though, according
to the TCP protocol, such configuration should not happen. This produces the
inverted flow description of the Table3 for the same reason as in the previous
subsection.

14:48:12.894976 IP 192.168.10.3.88 > 192.168.10.8.49173: Flags [S.]
14:48:12.895030 IP 192.168.10.8.49173 > 192.168.10.3.88: Flags [S]
14:48:12.895032 IP 192.168.10.8.49173 > 192.168.10.3.88: Flags [.]
14:48:12.895095 IP 192.168.10.3.88 > 192.168.10.8.49173: Flags [.]

Listing 2: Excerpt of a network connection from CICIDS2017 with ordered pack-
ets in the pcap file but with a disordered logic. The timestamp is the leftmost
column, and the flags are the rightmost column. Flags [S] mean SYN, [.] mean
ACK and [S.] means SYN-ACK

We have no hypothesis on what produced this issue, and it is difficult to
fix automatically. For this reason, we did not fix it. However, such incoherent
timestamps can cause CICFlowMeter to invert source and destination because,
in this case, it considers the sender of the SYN-ACK packet to be the source.

2 https://www.wireshark.org/docs/man-pages,/reordercap.html.
3 https://github.com/GintsEngelen /CICFlowMeter.
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Table 3. Extracted flow description from the misordered packets presented on List-
ing 2. CICFlowMeter inverted source and destination.

Src IP Src Port | Dst IP Dst Port | Protocol | Timestamp
192.168.10.3 | 88 192.168.10.8 | 49173 6 06/07/2017 14:48:12

3.3 Dealing with Data Duplication

Observing the network captures, we found many duplicated packets in the data.
Listing 3 contains an example of such duplicated packets. We can see the rep-
etition of the SYN and RST packets: the time interval between two identical
packets is only a few microseconds. Besides, their content is the same.

We cannot be sure of the cause of that phenomenon as we do not have enough
detailed information on the network capture. As the time interval between two
identical packets is very small and as UDP and ICMP packets are duplicated,
we can rule out the hypothesis that this behaviour is normal due to the TCP
retransmission mechanism. For now, our main hypothesis is that the port mirror-
ing on the main switch of the CICIDS2017 testbed was not configured correctly.
We did not analyze the network capture entirely, but we only saw duplicated
packets between the testbed’s internal hosts. That could be explained by the
fact that all the ports of the switch connected to internal hosts are configured
to mirror incoming and outcoming packets to the mirror port. That hypothesis
is reinforced by the fact that broadcast packets to the internal subnetwork are
duplicated 13 times, which corresponds to the number of internal machines.

We corrected this issue with the tool editcap® that can find and remove dupli-
cated packets within a given time window. Using this tool with a time window of
500us, we measured how many packets were duplicated during the whole week of
the CICIDS2017 dataset. The Table 5 reports the number of duplicated packets
per day. On average, more than 497000 packets are duplicated per day, repre-
senting 4.5% of the packets per day. The duplication modifies the network flow
description that is extracted by the tool CICFlowMeter. For example, the traffic
shown in Listing 3 is transformed by CICFlowMeter into the flow description
shown in Table 4. Its numbers of forward and backward packets are two because
of the duplication, even though only one forward and one backward packets were
actually exchanged in the network. As our experiment will show in Sect. 4, this
duplication has serious impacts on the performances of the classifiers.

Table 4. Excerpt of the flow description of Listing 3

Src IP Src Port Dst IP |Dst Port| Total Fwd Pkts| Total Bwd Pkts
192.168.10.8 3632 192.168.10.9| 28316 2 2

4 https:/ /www.wireshark.org/docs,/man-pages/editcap.html.
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15:45:30.347074 IP 192.168.10.8.distcc > 192.168.10.9.28316: Flags [S],
seq 2582752148, win 8192, options [mss 1460,nop,nop,sack0K], length O
15:45:30.347078 IP 192.168.10.8.distcc > 192.168.10.9.28316: Flags [S],
seq 2582752148, win 8192, options [mss 1460,nop,nop,sack0K], length 0
15:45:30.347258 IP 192.168.10.9.28316 > 192.168.10.8.distcc: Flags [R.],
seq 0, ack 2582752149, win 0, length O

15:45:30.347261 IP 192.168.10.9.28316 > 192.168.10.8.distcc: Flags [R.],
seq 0, ack 2582752149, win 0, length O

Listing 3: Example of duplicated network packets CICIDS2017

Table 5. Number and proportion of duplicated packets per day.

Day Number of Total number Proportion of
duplicated packets| of packets |duplicated packets
Monday 514,241 11,709,971 4.39%
Tuesday 482,553 11,551,954 4.18%
Wednesday 480,209 13,788,878 3.48%
Thursday 556,013 9,322,025 5.96%
Friday 466,448 9,997,874 4.67%

3.4 Attack Omission: Labelling Issues and Correction

While using CICIDS2017 to evaluate machine learning models, we noticed an
excessive number of false positives when processing Thursday’s traffic. According
to CICIDS2017 documentation, there is an infiltration step where the victim is
meant first to download a malicious file or use an infected USB flash memory
from 2:19 PM to 3:45 PM and then the infected machine is meant to perform a
port scan afterwards. In the original CSV files, only 36 network flows are labelled
as part of the infiltration. However, by analyzing the network flows corresponding
to our false positives, we found some common network characteristics that led
us to find a port scan that was not correctly labelled. We estimate that several
tens of thousands of network flows are related to this port scan.

This preliminary experiment was done manually. However, manually labelling
tens of thousands of network flows related to these attacks would have been too
expensive and prone to error, so we decided to use an automated method. We
could have used a rough method and labelled all the traffic between the infected
machine and the other machines during the period of the infiltration attack. This
is for example the method used by Engelen et al. [4] to label attacks. However,
such a method would have introduced labelling errors as there is also benign
traffic between the infected machine and the other machines. We estimate that
this rough method would label about 7,000 benign flows as attacks out of the
80, 000 total flows between the infected machine and the others, so close to 10%
of wrong labels. We thus decided to deduce from the port scan attack what
network characteristics we could use to label the network flows correctly.
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Table 6. Number of emitted and received packets and associated number of network
flows for the traffic between 192.168.10.8 and all the machines belonging to the subdo-
main 192.168.10.0/24 from 2:15 PM to 3:50 PM on Thursday.

With duplication Without duplication
Fwd Packet | Bwd packets | Count | Fwd Packet | Bwd packets | Count
2 0 31436 1 1 38228
2 2 30042 1 0 31138
1 1 13840 5 4 315
1 2 1099 1 6 191

We know that the attacks take place on Thursday between 2:15 PM and 3:50
PM and that the infected machine’s IP address is 192.168.10.8. Due to some
source/destination inversion that is difficult to fix (see Subsect. 3.2), we will look
into every network flow with this IP address either as the source or destination
IP address. Our labelling method is refined by taking into account the number of
forward (from source to destination) and backward (from destination to source)
packets characteristics.

There are multiple ways of performing a port scan, but the general idea is
that the attacker will probe a port with a packet and deduce from the behaviour
of the scanned machine whether the port is open or not. There are two typical
situations: the scanned machine either replies by emitting one packet or does
not reply, depending on the port’s status, the kind of scan and the network
configuration. With certain port scan techniques like SYN scan, the attacker
expects an answer from the scanned machine to infer the port’s status, and with
others like Null, FIN, or Xmas scans, an opened port will be revealed by the
absence of response®. An absence of response from the scanned machine can also
be observed if the dedicated firewall or the host-based firewall filters the packet.
With these considerations in mind, we can propose patterns to filter the network
flows based on the number of forward or backward packets: we expect attacks
to have one emitted packet and either one or zero received packets.

The Table 6 presents the top four patterns that gather the maximum number
of network flows from and to the victim, either with or without the duplicated
packets. On the right part of the table, when there is no duplication, the patterns
“1 forward - 1 backward” and “1 forward - 0 backward” are indeed the most
frequent patterns, and other patterns are negligible (the patterns “5 forward - 4
backward” and “1 forward - 6 backward” are mostly not related to the port scan
according to the manually inspected examples). There are also about a hundred
occurrences of the patterns “2 forward - 2 backward” and “2 forward - 0 backward”
that we believe are also part of the port scan. There are port scans that use
protocol quirks and whose flow is not properly reconstructed by CICFlowMeter.
These incorrectly reconstructed flows include ICMP reconnaissance by Nmap,

5 https://nmap.org/book/man-port-scanning-techniques.html.
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ACK scans and UDP scans. So, for the dataset without duplication, we use the
patterns “1 forward - 1 backward”, “1 forward - 0 backward” and “2 forward - 2
backward” and “2 forward - 0 backward”.

When taking duplicated packets into account (left part of the table), the
expected pattern “1 forward - 1 backward” was only the third most frequent
pattern. Indeed, the first two patterns, “2 forward - 0 backward” and “2 forward
- 2 backward” are the duplicated equivalent of the expected pattern (“1 forward
- 1 backward” and “1 forward - 0 backward”) but seen twice, i.e., with two
emitted and/or received packets instead of just one. This is the consequence of
the duplication problem described in Subsect. 3.3.

In addition to the duplication phenomenon, sometimes timestamps are
shifted between the two observations of the same network flow. When these
two effects combine, it can produce some unexpected behaviours where a simple
SYN and RST connection is duplicated into SYN - RST - SYN - RST packets,
and then transformed into SYN - RST - RST - SYN packets due to timestamp
errors. In this case, there are one emitted packet (a SYN packet) and two received
packets (two RST packets), so a “1 forward - 2 backward” pattern. The last SYN
packet triggers the creation of a new flow having the pattern “1 forward - 0
backward”. So, for the dataset with duplication, we use the same patterns as
for the dataset with duplication (that are still valid because not all packets are
duplicated), and we add the “2 forward - 2 backward”, “2 forward - 0 backward”,
“1 forward - 2 backward” patterns.

Besides, we manually exclude the network flows associated with legitimate
protocols (DNS, LDAP, NTP, and NETBIOS-NS) that are present in the network
traffic. Our heuristic could have mislabeled them.

To summarize, we labelled every network flow as a port scan attack if the flow
happened on Thursday between 2:15 PM and 3:50 PM, if it comes from or to IP
192.168.10.8, if its protocol is neither DNS, LDAP, NTP or NETBIOS-NS, and
if its numbers of forward and backward packets respect the patterns mentioned
earlier.

We applied this filter and counted the numbers of network flows related to
port scan per IP address. We counted about 4,060 port scans for all six Ubuntu
machines, about 5,300 for the Windows 7 machine, about 6,900 for the Mac
machine, about 8,000 for the two Windows 10 machines and about 12,000 for
the Window 8.1 machine. The number of ports that are scanned by a default
Nmap scan is about one thousand. Since the number of identified flows for half
of the machines is around four thousand, our hypothesis is that they are four
scan attacks of the network.

4 Assessment of the Consequences on Intrusion Detection
Models Performances

Finding and fixing these issues in CICIDS2017 is a great opportunity to examine
the current experimental evaluation performed on this dataset and assess its
consequences on the performances. More specifically, we would like to answer
the following research questions:
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— Q1: How does the pcap ordering fix affect the performances of these models?

— Q2: How does the correct labelling of the port scan affect the performances
of these models?

— Q3: How does the flow deduplication affect the performances of these models?

— Q4: How could previous articles obtain very high performances with machine
learning algorithms in the presence of these issues?

In this section, we first describe our experimental evaluation protocol, evalu-
ate several supervised classification models, namely decision trees, random forest,
naive Bayes and support-vector machine classifiers, and finally answer the four
research questions we defined.

4.1 Experimental Evaluation Protocol

To answer the research questions raised previously, we build several train sets
and test sets based on the network captures files with different corrections to
assess their effect. The corrections include the reordering of the pcap file before
applying CICFlowMeter (denoted as R for the rest of the article). If the pcap file
isn’t reordered, then the labels provided by [4] are used. Our second correction
is the addition of the new port scan labels denoted as P. We will also assess
the impact of the duplicated network packets, and we denote the presence of
duplicated packets by D.

As we described in Sect. 3.1, the labelling script proposed by [4] sets three
kinds of labels: “benign”, “malicious” and “attempted”. To simplify the experi-
ments and the analysis of their results, we decided to label these attempts as
benign. We also ran our experiments by labelling them as attacks: the differences
were slight and did not impact our conclusions. The train and test set config-
urations are detailed in Table 7. We distinguish three sets of experiments. The
goal of the first set (RD and RPD) is to observe the effect of the reordering
of the pcap file by comparing with D and PD and answer Q1. The second set
(RD and RPD) is built to assess the impact of the port scan addition on the
labels provided by Engelen et al. and answer Q2. The last set of experiments
(R and RP) consists in assessing the removal of the duplicated packets in the
network capture and answering question Q3. It must be noted that we think
the correct version of the dataset is the one noted RP, i.e. with the port scan
correctly labelled, the reordering of the packets and without duplication.

We evaluated four supervised models: a naive Bayes classifier, a support-
vector machine (SVM), a decision tree and a random forest. We chose these
supervised models since they obtained the best performances for intrusion detec-
tion given the survey [11]. A benchmark on CICIDS2017 [9] also highlighted the
good performances of the decision tree and naive Bayes models on the dataset.
We used the scikit-learn library implementation for all these models. We used
standard configuration for the different models except for tree-based models, for
which we limited their maximum depth to 15 to prevent overfitting.

We adopted a particular strategy for splitting the dataset into train and test
sets to conduct a fair study. Indeed, we did not want to put mislabelled flows in
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Table 7. Experimental configurations depending on capture and labelling corrections

Sets name | Reordered (R) | Scan Port added (P) | Has Duplicates (D)
D v

PD v v

RD v v

RPD v v v

R v

RP v v

the train set. Otherwise, if the train set were mislabelled, the supervised methods
would certainly have poor performances on the test set.

To train the models on consistent data, the train set only includes correctly
labelled flows but not any flow that Engelen et al. classified as “attempts”. More
precisely, we first collected about 65% of each attack, except for the newly dis-
covered port scan attack. This means that the attack types (except the new port
scan attack) are present in the training data with about the same proportion as in
the dataset. Then, we added as many benign flows as to have a balanced dataset
with as many benign examples as malicious examples. This dataset depends on
the applied correction, so there are several train sets. However, each one of the
three sets of experiments shares a common train set.

From the raw features provided by CICFlowMeter we drop features with
constant values: Fwd URG Flags, Bwd URG Flags, URG Flag Count. We also
drop Flow ID that is unique to each flow. Besides, we drop Src IP, Dst IP,
Timestamp since they could make the models learn shortcuts such as identify-
ing malicious IP addresses or attack campaign periods. The Src Port feature
is removed since it is random and could lead to overfitting. Flow descriptions
containing NaN values are dropped. Finally, we normalize the data by centering
and scaling each feature as it is necessary for SVM.

To assess the impact of the labelling corrections, we rely on classic metrics
used in intrusion detection: the numbers of True Positives (attacks correctly
detected), True Negatives (benign traffic correctly identified), False Positives
(alarms caused by benign traffic) and False Negative (attacks not detected).
More specifically, we use the True Positive Rate (TPR, or recall), which is the
proportion of attacks that are correctly detected, and the False Positive Rate
(FPR), which is the proportion of benign traffic that generates false alarms. We
could not use the classic area under the ROC (Receiver Operating Characteristic)
curve as it is not easily obtainable on ordinal models such as decision trees.

4.2 Experiments Results

The Figs.1 and 2 show respectively the TPR and the FPR obtained by the
models for the different labelling corrections.

Q1 : How does the pcap ordering fix affect the performances of these models?
This experiment relies on train and test sets D and RD, as well as PD and
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Fig. 1. TPR of the different supervised models given the different experimental con-
figurations.
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RPD. The reordering affects the creation or deletion of only about four thousand
network flows, which is less than 0.2% of the total count for the whole week. We
also measured a bit more than four thousand network flows with the source and
destination that are swapped after reordering. This also represents about 0.2%,
which is only a small percentage of the total number of network flows. Reordering
the pcap files fixes the source/destination inversion issue and produces more
accurate labelling. With the reordering, all the metrics are slightly better, but
the differences are so slight (the mean change on all metrics is less than 0.1%)
that we decided not to include them on the charts for the sake of brevity.

Q2: How does the correct labelling of the port scan affect the performances
of these models? This experiment relies on train and test sets RD (no port scan
label) and RPD (with port scan label). We can consider two cases, depending
on the labels of the considered dataset used as the ground truth for computing
the metrics. With RD labels, the port scan attack flows that are detected are
counted as false positives because the port scan is not labelled (even if the port
scan is really present in the network data). With RPD labels, the port scan
attack flows that are detected are counted as true positives because the port
scan is labelled. Once the port scan attack is correctly labelled, we observe in
the Fig. 1 that the tested supervised models lose, on average, about 20% of recall.
It means that these models do not correctly detect a vast proportion of the newly
labelled attack. Since the FPR from all models is reduced by about 3% for all
models after correctly labelling this attack, we can understand that these models
detected at least some part of the port scan.

The drop of the recall is very surprising because there is already a correctly
labelled port scan attack in the train set, so the models should be able to detect
this new attack correctly. This question is discussed along with Q3.
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Fig. 2. FPR of the different supervised models given the different experimental con-
figurations.

Q3: How do the duplicated packets affect the performances of these models?
This experiment relies on train and test sets RD and R, as well as PRD and
RP. The Fig. 1 shows that without duplication, the models are able to detect the
new relabelled port scan attack correctly: we can see that the recall goes from
about 80% on RPD to close to 100% on RP. In other words, the duplication
issue prevented the models from identifying this attack correctly. The duplication
has little effect on other attack detection: the recall is about the same between
RD and R. The TPR change a little (upward or downward depending on the
model) between RD and R, but it seems difficult to draw any conclusion.

To explain that effect on the recall, we analysed the explanation of the deci-
sion tree prediction for the two port scan attacks with and without duplication.
The decision paths are similar, with some differences on the decision related
to the following features: Flow IAT Min, Flow IAT Mean, Bwd Packets/s and
Flow Packets/s. The duplication directly impacts these features because, as
we saw in Subsect. 3.3, the duplication causes two packets in both ways instead
of having one emitted packet and one received packet. Therefore the backward
number of packets per second is doubled as well as the number of packets per
second. For the two other features, the Inter-Arrival Time (IAT) is modified
since the duplication makes duplicated packets very close in time. This reduces
a lot the minimum and the mean IAT values. So, the duplication of the packets
disturbs significantly the flows extracted by CICFlowMeter.

So, with duplication, the models do not detect the port scan attack correctly
because it mostly consists of flows with duplicated packets that do not match the
behaviours learned on the other correctly labelled port scan, which do not have
duplicated packets. Without duplication, the newly labelled scan port matches
the learned attack behaviour.

Q4 : How could previous articles obtain very high performances with machine
learning algorithms in presence of these issues?
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Previous experiments use the same scenario as our dataset RD. As we can
see, we can achieve very high recalls with classic models without fine-tuning.
Besides, except for the Naive Bayes model, all of them have a relatively small
FPR. As we can see on Fig.2, part of these false positives are related to the
newly labelled scan attack. For this reason, results such as those obtained by [9]
look like overfitting. Overfitting is also one of the conclusions of the survey [7]
on intrusion detection models used on CSE-CIC-IDS2018. For the recall, we
observe that the results on the correct dataset RP are as good as on the original
dataset RD, while the recall drops when we label correctly the missing port
scan (dataset RPD). We also observe that the FPR raises for the dataset R
compared to RD. It seems that two issues we found (the missing port scan and
the duplication of packets) offset each other and allow the ML models to obtain
good results on the original dataset RD.

5 Conclusion

CICIDS2017 is often used to evaluate the performances of NIDS. However, it
has several flaws in both its traffic captures and its labelling. First, the tool
CICFlowMeter misbehaves when packets are misordered in the traffic capture,
which leads to source/destination inversion and wrong feature values in the net-
work flows. Second, the traffic capture contains incoherent timestamps. Third,
about 5% of the packets are duplicated, modifying the network characteristics
of the flows used for detection. Finally, the infiltration step contains a port scan
attack that was not labelled as such either in the original authors’” CSV files
or in the revision of the labels provided by [4]. Once the dataset was fixed and
relabelled according to these modifications, we measured the intrusion detec-
tion performances of several supervised models that are often used. The newly
labelled port scan attack is not entirely detected by the models, leading to a loss
of recall of about 20%. However, we get back to good performances on the new
port scan attack by removing duplicated packets. We allow us to conclude that
previous work could not obtain a precision close to 100% without overfitting.
Finally, the security community could benefit from merging our corrections with
the features calculations and protocol handling of [13].

Through this article, we highlighted the importance of the quality of the
network intrusion detection datasets to evaluate the NIDS accurately. A good
quality comes from a clean labelling process, and an accurate network captures
management to prevent packet duplication, for instance. Without these prereq-
uisites, the evaluation is distorted, and the models learnt on the dataset may be
unfit for realistic network characteristics.

We would advise dataset authors to provide as many details as possible on
their labelling strategy, how they perform attacks, their network infrastructure
and post-processing steps on the provided data. For future work, we want to
improve detection explainability to understand false positives better and help
analyse the corresponding alarms. This would allow to detect such data and
labelling mistakes more easily.
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Abstract. Security issues of unmanned aerial vehicles (UAVs) have received
great attention. A new dataset named UKM-IDS20 has been recently developed
for intrusion detection in UAVs to distinguish between abnormal and normal
behaviors. The feature selection process in datasets is essential in improving IDSs
performance. Decreasing features reduces the complexity of the storage and exec-
utive load. This paper investigates the influence of feature selection IDS for UAV
networks. To achieve our goal, we propose the IGC-MLP algorithm. In the begin-
ning, the algorithm utilized feature selection algorithms to determine the optimal
features. Then, the resulting features are applied to the multilayer perception clas-
sification model. We evaluate our algorithm in two scenarios (15 and 20 features).
The evaluation demonstrates that our model achieves better accuracy (99.93%).
Consequently, reducing the number of features reduces memory size and CPU
time needed for intrusion detection.

Keywords: Attribute Selection - Unmanned Aerial Vehicles - Deep Learning -
Intrusion Detection System - Neural Network - IDS +- MLP

Introduction

The process of selecting a particular attribute is performed in two steps. While the first
step concerns which subset is created, the second step deals with the order [1], [2]. More
specifically, in the first step, a subset is created and compares the candidate group by the
searches updated with the selected group until the desired results are reached. The new
candidate sub-group is better than ever based on a particular assessment. Therefore,
this group is called the best group, and this process continues until the end state is
achieved. Next, the second step works on arranging the attributes and what specific
characteristics are used to find the importance of those attributes. [3] Two types of
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Fig. 1. UAV Communication

algorithms have been implemented in the literature for attributes selection: 1) Filter
approaches algorithm and 2) Wrapper approaches [4] (Fig. 1).

Security issues of unmanned aerial vehicles (UAVs) have received significant atten-
tion. For intelligent IDS development, the UAV domain shows particular challenges. For
example, dataset availability, control configurations, UAV platforms, and communica-
tion protocols. The IDS is required to help the UAVs to determine attacks as their attacks
increase. In a specific environment, the IDS continuously oversees the actions, such as
system calls of a particular operating, Syslog records, and network traffic. The moni-
toring aims to detect whether these actions are symptoms of a specific attack or a legit-
imate use [4]. Intrusion detection can be classified into two categories: Anomaly-based
Intrusion Detection or Signature-based Intrusion Detection [5]. In anomaly detection,
statistical models and heuristic rules are elaborated according to abnormal and normal
activities. These activities are utilized to classify the behavior, whether it is as malicious
or benign [6]. To improve the detection performance, artificial intelligence methods are
also used to detect new attacks [7]. On the other hand, Signature-based Intrusion Detec-
tion aims to determine and classify (or misuse detection) the attack according to pre-
defined patterns. It is also called misuse detection. Even though keeping good levels of
false alarm rates, the intrusion can be performed in several ways. This behavior effec-
tively deals with well-known Distributed Denial of Service (DDoS) attacks. However,
the available methods are not efficient when a new attack occurs.

This paper studies the attribute selection algorithms’ impact on IDS in UAVs. This
study utilizes a very recent dataset (named UKM-IDS20) [8]. Therefore, we propose an
algorithm comprised of two parts. Firstly, a statistical signature characterizes the traffic
and then selects an estimator model to reconstruct the attack traffic. Furthermore, this
procedure is robust and does not correspond with any particular attack. Moreover, any
attack that does not follow the initial model follows these steps: Detection, Analyz-
ing, and Managing. Accordingly, the performance and security of the network will be
improved [5].

In the literature, flexible signature-based network intrusion detection systems
(NIDS)) has been proposed to overcome this disadvantage. Secondly, the selected fea-
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tures are applied to the multilayer perception (MLP) classification model. Therefore,
we named our algorithm IGC-MPL. Two feature groups (15 and 20) are chosen for the
evaluation. Finally, the evaluation metrics of this study are accuracy, F-measure, and
recall. The remainder of this research is organized as follows. Some previous works
on IDS-based UAVs are reviewed in Sect. 2. The feature dataset UKM-IDS20 and the
adopted feature selection algorithms are described in Sect. 3. Section4 presents and
evaluates the proposed algorithm to study UAV performance. Conclusion Finally, the
conclusion and future direction are drawn in Sect. 5.

Intrusion Detection System
Anomaly Intrusion Misuse Intrusion Hybrid intrusion Host based Intrusion
Detection Detection detection Detection

Fig. 2. Categories of IDS.

2 Literature Review

As mentioned earlier, the detection methods of IDSs are categorized into: Anomaly
detection and misused detection. According to the literature, both types have certain
drawbacks. Furthermore, intrusion detection could be Host-based Intrusion Detection or
Network Detection System. In Hybrid Intrusion Detection, Host-based Intrusion Detec-
tion Systems and Network Intrusion Detection systems (i.e., Anomaly Detection Sys-
tems (ADS)) are combined [8] (see Fig. 2).

In the cyber security field, Artificial Intelligence (Al) techniques are implemented
in IDSs. In an autonomous system, a manually generated test is a basic form of test-
ing [9]. Al deals with and studies a human tester creating scenarios; accordingly, its
performance is evaluated [10]. Therefore, datasets have been proposed for comparing
and evaluating different NIDSs [11]. Each data point in labeled data is dedicated to
a class of attack or normal. The number of false alarms and correct detection is uti-
lized as an evaluation metric. However, for anomaly-based intrusion detection, the lack
of available public datasets is one of the crucial challenges [12]. Therefore, over the
last few years, this challenge has attracted many scientific and industrial communities
to create several intrusion detection datasets, such as UNSW-NB15 [13], CIDDS-001
[14], and CI- CIDS 2017 [15]. However, to keep track of the latest continuous devel-
opment, there is no common index of exiting datasets. GPS Spoofing and Jamming are
widespread attacks on the UAVs; however, performing these tests can be challenging in
several areas. The dataset contains a log from a benign flight and one where the UAV
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Table 1. IDS Dataset Comparison.

Dataset Developed year | Traffic Type | References
DARPA 1998 1998 Emulated | [27]

KDD *99 1999 Emulated | [19]
UNSW-NBI5 2015 Emulated [13]
CSE-CIC-IDS2018 | 2018 Real [2]
ECU-IoFT 2022 Real [29]

Table 2. IDS Dataset with attack categories.

Dataset Attack Categories

DARPA 1998 Probe, DoS, R2L and U2R

KDD *99 Probe, DoS, R2L and U2R

UNSW-NB15 Fuzzers, Analysis, Backdoor, DoS, Exploits, Generic, Shellcode,

Worms, and Reconnaissance
CSE-CIC-IDS2018 | DoS, Heartbleed, Brute-Force, Botent, DDoS, infiltration, and Web

attacks
ECU-IoFT API Exploit, Wi-Fi Cracking, and DE authentication
UAV attacks GPS spoofing and jamming and Benign Flight

experiences GPS spoofing and jamming [16]. The most popular datasets and their main
attacks are summarized in Tables 1 and 2, respectively.

As a subsection of artificial neural networks (ANNs), deep learning has been imple-
mented in different areas, where the ANNs have a deep architecture that spans multiple
hidden layers [17]. In determining the indications of an attack, the iterative process
is not easy for a human to perform, such as network traffic, parsing logs, and docu-
ments demand a reverse-engineered code [18]. To harness their discriminative capa-
bilities, several kinds of machine learning models were developed [19]. Deep learning
has recently been paid more attention. It studies data and its behavior through multi-
ple discriminative or generative algorithms [20]. To improve the anticipation of neural
networks, stacking many hidden layers together has been implemented. Consequently,
complex patterns in the data can be identified more accurately [21].

Implementing the engineering-based machine learning models faces significant
challenges: 1) To improve the efficiency of the learning models and 2) To manipu-
late huge numbers of features [22]. For this purpose, the feature selection (FS) method
is an efficient way to tackle these challenges [23]. Accordingly, with the FS, irrelevant
or redundant features are reduced (eliminated). As a direct consequence, prediction
performance is improved, and cost-effective performance is achieved [24]. Before clas-
sification begins, as a critical preprocessing, FS removes some features that have not a
significant impact. This process may increase the classification performance. Thus, FS
is an essential step, especially in vast search data. It’s worth mentioning that, due to
feature interaction, the complexity of FS heightens as the features’ number increases.
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According to several factors, the FS algorithms are categorized into supervised, semi-
supervised, and unsupervised models. The factors are: output type, search strategies,
evaluation criterion, learning methods, and training data. [25] Based on learning meth-
ods, models are classified into embedded, wrapper, and filter methods [3]. The algo-
rithms of ranker-based FS are classified into two principles. Firstly, based on the effect
of the feature on data analysis or classification. Secondly, based on the most impact on
the algorithm performance (e.g., accuracy) that was assigned subset creation (i.e., uses
desired features to develop a ranking list based on its score) [26].

3 Dataset and Methods

3.1 Dataset

According to [27], the UKM-IDS20 dataset was created in fourteen days. In the first
week, normal connection records were established. Network simulation attacks are
recorded in the second 7 days. It is essential to mention that attack activities were sep-
arately simulated. The TShark tool has collected raw packets from the network. [28]
During two weeks, data of 586 MB was recorded from the captured packets. Table 3
illustrates the UKM-IDS20 dataset features.

Table 3. UKM-IDS20 dataset features

Feature | Name Feature | Name Feature | Name
ftr.1 dur ftr.17 | src_ttl ftr.33 | fst_src_sqc
ftr.2 Trnspt ftr.18 | dst_ttl ftr.34 | fst_dst_sqc
ftr.3 SIvs ftr.19 | pkts_dirctn ftr.35 | srcre
ftr.4 flag_n ftr.20 | src_byts ftr.36 | dst_re
ftr.5 flag_arst | ftr21 | dst_byts ftr.37 | src_fast_re

ftr.6 flag_uc ftr.22 | src_avg_byts ftr.38 | dst_fast_re

ftr.7 flag_sign | ftr.23 | dst_avg_byts ftr.39 | ovrlp_count

ftr.8 flag_synrst | ftr.24 | strt_t ftr40 | long_frag_count
ftr.9 flag_a ftr.25 |end-t ftr.41 dns_ratio

ftr.10 | flag_othr | ftr.26 | dst-host_count | ftr42 | avg.rr

ftr.11 | src_pkts ftr.27 | host_dst _count | ftr.43 | http_rgsts_count
ftr.12 | src_pkts ftr.28 | rtt_first_ack ftr44 | http_redirct_count

ftr.13 | urg_bits ftr.29 | rtt_avg ftr45 | http_clnt_error_count
ftr.14 | push_pkts | ftr.30 |avg_t_sent ftr.46 | http_srv_error_count
ftr.15 | no_Inkd ftr31 | avg_t_got ftr47 | Class name

ftr.16 | arp ftr.32 | repeated ftr48 | Class binary

To provide the ability to extract attributes that are related to time series, the time
separation was applied. Not all the collected data was handled manually during each
capturing time. The developers generated some data from the network’s services (for
example, ADDS). [24] The generated traffic (captured and recorded in the dataset) by
services is real because of utilizing genuine testbed software [8]. While Table 4 outlines
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the types of attacks in UKM-IDS20 dataset, Table 5 summarizes the training and testing
sets for the connection records of each type in the dataset.

Table 4. Types of Attacks in UKM-IDS20 dataset.

No. | Type of attacks Instances
1. | Normal 8909
2. | TCP flood 588
3. | Port scanning 597
4. | ARP poisoning 592
5. | UDP data flood 553
6. | Mass HTTP requests | 601
7. | Metasploit exploits 547
8. | BeEF HTTP exploits | 500

Table 5. Classification of connections’ records in the UKM-IDS20 dataset.

Type Normal | ARP poisoning | DoS Scans | Exploits Total
UDP data flood | Mass TCP flood Metasploit exploits | BeEF
HTTP HTTP
requests exploits
Training set | 7,140 | 476 461 461 467 474 | 441 404 10,308
Testing set | 1,769 | 116 140 140 121 123 | 106 96 2,579

3.2 Attribute Selection Algorithms

The datasets used in identifiers contain many features representing the features of inter-
net traffic flows. Meanwhile, the features are divided into two parts of great importance
in the detection process and little importance in the detection process. Thus, selecting
more effective features can increase the accuracy and speed of IDs by using algorithms.
[14] Feature selection is applied to understand data better and select a subset of impor-
tant features and is formulated as a multi-goal problem. This work uses three types of
algorithms specialized in selecting features [29].

1. InfoGainAttributeEval (Information Gain Attribute Evaluation (IGAE)): Evaluates
the worth of an attribute by measuring the information gained with respect to the
class. It is calculated as follows: InfoGain(Class,Attribute) = H(Class) - H(Class—
Attribute).
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2. GainRatioAttributeEval (Gain Ratio Attribute Evaluation (GRAE)): Similarly, this
type evaluates an attribute’s worth by measuring the gain ratio with respect to
the class. It can be determined as follows. GainR(Class, Attribute) = (H(Class) -
H(Class—Attribute))/H(Attribute).

3. CorrelationAttributeEval (Correlation Attribute Evaluation (CAE)): Evaluates the
worth of an attribute by measuring the correlation (Pearson’s) [30] between it and
the class. Nominal attributes are considered on a value-by-value basis by treating
each value as an indicator. An overall correlation for a nominal attribute is arrived at
via a weighted average.

3.3 Creating MLP Model

Artificial Neural Networks (ANNSs) are structures inspired by the workings of the brain.
[31] These networks can estimate model functionality and handle linear/nonlinear func-
tions by learning from data relationships and propagating into unseen situations. One
of the most famous of these artificial neural networks (ANNSs) [32] is Perception multi-
layered (MLP), which has the advantage. This powerful modeling tool performs a super-
vised training procedure using model data with known outputs. This procedure creates
a nonlinear function model that makes it possible to predict output data from specific
input data.

4 Modeling

In this paper, we utilize the attribute selection algorithms (InfoGainAttributeEval, Gain-
RatioAttributeEval, and CorrelationAttributeEval) with MLP to create our algorithm
(IGC-MLP), where the letters of IGC are the first letter of the algorithm. The pseudo-
code of the IGC-MLP is shown in Theorem 1.

Our algorithm aims to improve the efficiency of classifiers and achieve more accu-
rate classification of data compared to cases where all features are applied. As men-
tioned earlier, UKM-IDS20 includes 48 features. The benefits of choosing features
include understanding the data, reducing the required storage space, and reducing oper-
ating costs. In the dataset, the search space size is significantly increased with the num-
ber of features 48. In practice, global search technologies are not feasible to come up
with an adequate solution and face the problem of existence for penetration.

Theorem 1. The IGC-MLP algorithm
Input: Dtrain train dataset, Dtest test dataset, Fi (i= 1,2...,n) (the number of fea-

ture) Output: S feature subset

Two kind of working applied in the strategy (first with 15 Feature and second with
20 features) Initialize feature set as empty, S=0.

//Add feature Calculate and threshold Fij of each feature; Calculate total number
of features. Assuming the number of features after adding is N1, initialize NI1=0. for t
= [ : K if feature is impacted then S = S ADD Fij; //add to feature subset (using three

algorithms for feature selection as IGC) NI = NI + 1; —end End
Train classifier by the features in S.
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// Creating classification model; (applying MLP Neural Network) // Classify the
test data by the model, and the classification accuracy is Cadd.

// Remove feature FFi (i= 1,2...,n) represents the features of feature S subset after
selecting features. tempC = Cadd; for p = 1 : NI tempS = S - FFi; // Train classifier
by the features in tempS, and get a classification model; Classify // the test data by the
model, and the classification accuracy is Ct. if Ct ; tempC; //Remove feature tempC =
Ct; //Update threshold of accuracy —end end

5 Performance Evaluation

We utilized the UKM-IDS20 dataset to perform our evaluations and considered bench-
marks within Network Intrusion Detection System (NIDS) research. Furthermore, using
these datasets assists in drawing comparisons with existing methods and research. This
paper evaluates the following metrics: Accuracy, Precision, Recall, False Alarm, and
F-score [21]. They are calculated according to the number of detections divided into
TP, TN, FP, and FN. Very briefly, TP, TN, FP, and FN are the number of true posi-
tive, true negative, false positive, and false negative detections, respectively. IGC-MLP
algorithm is evaluated in two feature patterns: 15 features and 20 features. The classifi-
cation algorithm is then applied by creating a model based on the training data set using
MLP. Then, the model is applied to the examination data set. Lastly, the true and false
ratios of the classification are calculated to determine the model’s accuracy and time
consumption.

5.1 Scenario 1: 15 Feature

Fig. 3 shows the output result of the selection algorithms. As the number of features
in the dataset increase, the algorithms start selecting according to their perspectives.
After selecting the best-influenced features, the classification algorithms were applied
to these results to reach the best results that effectively affect the dependence on these
attributes to reach the final result of intrusion detection. Figure 4 depicts the training
model with neural network MLP.

5.2 Scenario 2: 20 Feature

Similarly, however, for the 20 features scenario, Fig. 5 shows the output result of the
selection algorithms. As the number of features in the dataset increase, the algorithms
start selecting according to their perspectives. After selecting the best-influenced fea-
tures, the classification algorithms were applied to these results to reach the best results.

After conducting the outcomes of the scenarios, we calculated the evaluation met-
rics as follows: Recall, F-Measure, Correctly Classified Instances, Total Number of
Instances, and Accuracy. Table 6 and Fig. 6 summarize the measurements. For instance,
in scenario 1, Recall and F-measure are the same as in training and Test. However,
scenario 2 is not similar, where training reached 0.999 while testing reached 0.995.
Additionally, the Table 5 demonstrates that correctly classified instances and the total
number of instances are almost similar. Lastly, the accuracy of scenario 2 became 99.93,
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Scenario 1: 15 features
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Table 6. Comparison of the performances between two scenarios.

Evaluation metrics Scenario 1 (15 Scenario 2 (20
features) features)

Training | Testing | Training | Testing
Recall 0.998 0.998 0.999 0.995
F-Measure 0.998 0.998 0.999 0.995
Correctly Classified Instances | 10289 | 2458 10301 | 2451
Total Number of Instances 10308 | 2463 10308 | 2463
Accuracy 82.99% |80.99% |99.93% |99.51%
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Table 7. Comparison of the performances between current study with pervious study in [8].

Dataset | Accuracy of Our Study | Accuracy of Study [8]
Training | 99.93 96.46
Tersting | 99.51 94.66
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Fig. 7. Comparison between our study and the study [8].

whereas it is 82.99. Consequently, the findings demonstrated that IGC-MLP is very reli-
able for intrusion detection.

Lastly, Table 7 and Fig. 7 demonstrate the superiority of our work in compare with
HOE-DANN [8] in terms of accuracy of detection. Specifically, our work outperformed
[8] in both training and testing, where the increasing was 3.

6 Conclusion

This paper proposed a features evaluation algorithm (IGC-MLP), where three types
of algorithms specialized in selecting features have been utilized. A new dataset for
intrusion detection was applied (called UKM-IDS20) for IDS to distinguish between
network normal and abnormal behavior. Two scenarios (pattern features) were chosen,
20 and 15 features. The MLP neural networks were applied to achieve better classifi-
cation for the attacks. The comparisons between the scenarios are conducted in terms
of Recall, F-measure, correctly classified instances, the total number of instances, and
accuracy. The findings demonstrated that IGC-MLP is very reliable for intrusion detec-
tion. Results indicate that the accuracy can reach 99.93% greater. This is because it can
accurately detect attacks using fewer features. Instead of classifying groups into normal
versus intrusion activities, In the future, we plan to extend our work to consider more
groups so that the algorithm can classify diverse types of intrusion within the datasets
of IDS.
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Abstract. Privacy is today a mandatory property to implement in mod-
ern systems and particularly in Healthcare systems where patients’ per-
sonal data is exchanged between different persons and services. Many
solutions are currently implemented for privacy preservation, mainly for
EHR (Electronic Health Record) data exchange and storage. Neverthe-
less, when dealing with electronic alerts about the patient’s emergent
health state, current systems still suffer from scalability issues. Indeed,
privacy implementation generally requires cryptography and intercep-
tion techniques which slow down alert arrival to its destinations. In this
work, we propose a Big data-based system called PRIAH which stands
for PRIvate Alerts in Healthcare. In this system, all alerts contain no
identification indications about the patient’s identity, so that only autho-
rized users can access patients’ private data. The originality of PRIAH
consists in the optimal integration of three subsystems for ensuring pri-
vate alerts: A machine learning-based component for alert detection, a
pseudonymization system for privacy implementation, and a Big data
streaming system for scalability. The system evaluation shows that the
integration of the three sub-systems has no significant overhead com-
pared to Big data non-secure systems.

Keywords: Big Data - Internet of Things - Privacy - Data
Processing - Machine Learning - Alerts - Pseudonymization -
Healthcare

1 Introduction

In Healthcare systems, multiple sensors or IoT (Internet of Things) devices are
deployed to collect data that monitors users’ activities, state, and environment
and make automated decisions to protect patients’ well-being [1]. These decisions
can take place at the edge of the network for minimal latency or may be sent to
Big data [2] systems on the server-side for storage and future diagnosis (Fig. 1).

Nevertheless, patients encounter concerns about the protection of their data
that can easily be spread to non-authorized persons and organizations without
their consent. Indeed, according to a recent IBM’s Cost of a Data Breach report
[3], the average Healthcare data breach costs its victims $7.13 million, the highest
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Fig. 1. Smart hospital architecture.

cost in 2020 across all industries. That is almost double the global average cost.
Of these incidents, 80% resulted in the exposure of customers’ personally iden-
tifiable information. These incidents are likely to occur in emergencies where
the priority is given to saving patients regardless of their privacy constraints.
Another reason that explains why privacy is rarely implemented in Healthcare
real-time alerts is the technical implementation overhead. Indeed, privacy code is
generally based on data interception and encryption techniques [4] that generally
slow down the alert dissemination to destinations.

On another side, recent Big data streaming technology comes with interesting
solutions to process big volumes of data in real-time [5]. But, there are generally
no standard solutions for privacy-preserving, and recent works [6] cannot be
applied directly to Healthcare systems that deal with emergency alerts since
the focus is mainly put on protecting EHR storage and safeguarding Healthcare
information dissemination and processing [7].

In this paper, we propose an extension of a Big data-based system for Health-
care alert processing called PRIAH which stands for PRIvate Alerts in Health-
care. The main contribution of PRIAH compared to state-of-the-art works is the
efficient integration of the following three sub-systems to ensure a scalable alert
dissemination while preserving patients’ privacy:

— Alert identification and dissemination sub-system: PRIAH identifies alerts
using machine learning techniques that discriminate abnormal patients’ state
from normal information messages. A message labeling distinguishes alerts
from normal messages and a Big data publish /subscribe message broker allows
disseminating alerts to their destinations.

— Privacy preservation sub-system: Following an edge-cloud architecture, alerts
are identified and pseudonymized at the edge to avoid sending private data
over the network. Furthermore, privacy is respected for monitoring data, stor-
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age data, and alerts so that accessing to data is allowed only with patient
consent. Only a trusted security component allows revealing the patients’
identities.

— Real-time notifications and scalability: We rely on a Big data streaming sys-
tem for collecting, disseminating, and processing alerts in real-time. Alert
detection and privacy-preserving components are integrated in the Big data
system and rely on the scalability features of Big data streaming technology
to have no significant overhead on the overall system performance.

The proposed system is applied to a smart hospital use case and can be
generalized to other kinds of Healthcare systems. The rest of the paper is struc-
tured as follows. Section 2 presents background details about the main treated
concepts. Section 3 presents related works. Section 4 describes the proposed solu-
tion, including a high-level architecture and its components. Section5 displays
the main results and evaluation. Section6 concludes the paper and refers to
future work.

2 Background

The background section introduces fundamental fields concerning the contribu-
tion of this work.

2.1 Smart Hospital Ecosystem

In smart hospital architecture, data is collected from sensors, treated on the
edge-server side, and finally consulted by end-users. We describe hereafter the
main system components.

— Health sensors: Wearable sensors are an example of patient devices that
present different monitoring functions (e.g., heart rate, blood oxygen satu-
ration, and sleep patterns). These sensors measure health parameters and
vital signs wherever patients or their caregivers need them [8].

— Edge router: Also known as the border router, which is a specialized router
residing at the edge or boundary of a network. This node ensures the connec-
tivity of its network with wider networks [9]. The border router is a special
node characterized by more computational ability. It is used in analysis tasks
and reduces calculations from the server-side for more accurate and faster
results.

— Server: Allows data storage and processing in real time.

— Users: We distinguish two kinds of users. First, real-time users are nurses and
doctors from emergency services that need to handle urgent interventions.
Second, database users are doctors, nurses, researchers who need access to
data stored in the database.

Collected data contains multiple information depending on sensors, but all
sensors convene on specific information which is: device-id, data-category, data-
value, patient-name, and time. In this work, we used the format of data described
in Fig. 2.
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Temperature 36
) Heart Rate 60
View for researcher -
Oxygen level 60%
No | Time Date ID sensor | Category | Attribute Data type | Value Patient
01 | 22.03 | 02.07.2021 | Sensorl Normal General | Temperature | 36 K9DF24563
data
02 | 22.04 | 03.07.2021 | Sensor2 Normal Heart Heart Rate 60 MCVBC57
data
03 | 22.04 | 03.07.2021 | Sensor3 Urgent Heart Oxygen level | 60% 396ASWN
data
04 | 22.06 | 03.07.2021 PC-2 Normal Medical Address QFM [[FAADOMGPU |
data

Fig. 2. Format of a pseudonymized packet and a view.

2.2 Privacy-preserving Strategies

Many privacy-preserving techniques have been developed. De-identification
method is an operation of hiding the data or some data fields, this operation
can be reversible or irreversible where it is possible to keep information about
that data point for analytical reasons. Many techniques often mentioned when
confidentiality and privacy of data are required:

— Correspondence table are generally table made up of two columns: the Value
represents the input value of real data, and pseudonym which represents the
associated post-processing value.

— Anonymization refers to the removal of information that could lead to an
individual being identified, either on the basis of the removed information or
in combination with other information.

In this work, we focus on data anonymization. A well-known technique is
pseudonymization which has gained additional attention, where it is referenced
as both a security and data protection by design mechanism [10].

General Data Protection Regulation (GDPR), which is a European law that
targets personal data protection of citizens, defines pseudonymization as the pro-
cessing of personal data in such a way that the data can no longer be attributed
to a specific data subject without the use of additional information [11].

The pseudonymization permits data handlers to use personal data more liber-
ally without fear of infringing on the rights of data subjects since the de-identified
data is held separately from the “additional information”. This technique will
improve the system security since allowed persons will have the ability to reverse
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the operation and get clear data. In principle, a pseudonymization function maps
identifiers to pseudonyms. Encryption is considered a robust pseudonymization
technique. The block cipher is used to encrypt the patient identifier using a
secret key, which is both the pseudonymization secret and the recovery secret.
For example, the name of the patient is encrypted with a key in his EHR so that
only his doctor or other medical staff have this key to decrypt the message and
identify the patient.

2.3 Alert Detection and Edge Computing Paradigm

Since different sensors in the smart hospital generate multiple and several types
of data and since data flow needs high-speed computing, edge computing is
presented as a solution for ensuring minimal latency in IoT systems. Recent
works propose the placement of an alert or anomaly detection module on edge
for better resource utilization and optimization [12].

The anomaly detection module identifies the abnormal behavior of the system
by determining the ordinary behavior and by using it as a baseline. In Healthcare
systems, patients have been treated in various situations and any deviation from
the ordinary behavior of the human body is considered an alert and should
notify emergency service to intervene and act in real-time. Therefore, a machine-
learning algorithm OC-SVM (One-Class Support Vector Machine) is used to deal
with outliers detection. One-class SVM is a variation of the SVM that can be
used in an unsupervised setting for anomaly detection [13]. While the regular
SVM finds a max-margin hyperplane that separates the positive examples from
the negative ones for classification. The One-Class SVM finds a hyper-plane
that separates the given data-set from the origin such that the hyperplane is as
close to the data points as possible. OC-SVM mode is trained in only one class,
referred to as the normal class. The model learns all the features and patterns
of the normal class. When a new observation is introduced to the model, then
based on its learning, the OC-SVM detects if the new observation deviates from
the normal behavior then it classifies it as an anomaly.

In our previous work [1], we have shown that implementing anomaly detection
component at the edge level improves the overall system reliability by providing
accurate e-health decision making. For this reason, this approach is adopted in
this current work.

2.4 Big Data and Streaming Processing

Big data streaming systems are essential tools to manage many data flows or data
streams. A building block is Big data Message Brokers, which are nodes that
manage topics, store events, and perform processing. Multiple brokers can be
used over several nodes to allow higher performance. Furthermore, applying the
publish/subscribe communication pattern, brokers allow dispatching messages
following a set of topics. In our context, we have at least two topics: normal
data indicating the patient’s monitoring information and alerts indicating an
emergency. Producers are nodes that send streams of data to topics in the
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broker. Consumers are nodes and users that are allowed to read streams of
data from topics in the broker. Healthcare team members are consumers of the
messages sent about patients’ health.

In our context, Real-time processing enables Healthcare systems to capture
events, process them very quickly and extracts insights or perform operations on
the data in real or near real-time. Those events and alerts related to patients’
emergency health states hold personal information of patients that should be
protected [14]. Unlike classical batch processing which implies the processing
of static data, streaming processing involves processing dynamic or continuous
data. For processing, we used Apache Kafka which is a processing framework
that aims to provide a unified, real-time, low-latency system for handling the
data streams [15].

3 Related Work

Related works can be divided into three major fields: Alert identification and
dissemination, Privacy preservation implementation and Real-time alerts and
notifications.

3.1 Alert Identification and Dissemination

Many researchers aim to deploy and integrate alert detection to identify anoma-
lies that exhibit deviations from normal patterns. In [16], authors employed and
evaluated five machine learning algorithms to detect anomalies in heart rate
data. An overview of health monitoring based on IoT technologies is presented
in [24], where authors also introduce WISE a health monitoring system frame-
work, which enables the real-time monitoring of the patients. Authors in [18] pro-
pose an loT-based heart attack detection and alert system. It compares measured
heart rates data with normal rates, and if there is a large difference, then an alert
is identified. This system is continuous, safe, and accurate in monitoring heart
rates. In our previous work [1], we have presented an efficient anomaly detec-
tion system for smart hospitals, which combines two modules: event detection
to detect patient health anomalies and intrusion detection for network anoma-
lies. Both modules work together to ensure efficient monitoring. In our work, we
adapt the anomaly detection component we developed so far to develop the alert
detection system for PRIAH.

3.2 Privacy Preservation

There are different proposed solutions to protect data in the e-health databases
or EHR (Electronic Health Record) such as [7]. The authors combine
pseudonyms, anonymity, ABAC (Attribute-based access control), and RBAC
(Rule-based access control) techniques to achieve security and privacy in medical
records. Authors in [19] propose a pseudonymization approach that preserves the
patient’s privacy and data confidentiality in EHR. It allows (direct care) primary
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use of medical records by authorized Healthcare providers and privacy-preserving
(non-direct care) secondary use by researchers. In [20], authors implemented the
AT&T scheme for managing the access control mechanism of patients’ data
using encryption. In [21], an encryption-based solution is proposed in IoT sen-
sors. Homomorphic strategy and DES algorithm are the main features of this
solution. This solution in [22] ensures content privacy by encrypting the data
exchanged using symmetric keys, that are in turn encrypted according to the
proposed L-IBE encryption scheme. Those solutions focus on improving and
optimizing cryptographic algorithms to secure data and preserve its privacy.

While these work only consider EHR privacy mainly for secure storage, in
our work, we additionally focus on protecting privacy in alerts, which raises
scalability and real-time challenges.

3.3 Real-Time Processing of Alerts

In the context of real-time processing, several works concentrate on monitoring
systems. An e-health framework for patient monitoring based on the Internet
of Things (IoT) and Fog computing is presented in [23]. In this system, data
is collected and sent to the cloud server through a specific REST API by the
JSON data model, allowing communication with health care providers (admin-
istrators and doctors), where they can receive recommendations, notifications,
and alerts. The work in [24] introduces Big data architecture for a real-time net-
work intrusion detection system for [oT streaming data. It uses different machine
learning algorithms, where results show high detection accuracy and consider-
able throughput achieved based on Apache Flink. This work only focuses on
anomalies that may be related to sensor failures or network intrusions. In other
works [25], authors present a scalable solution based on a privacy-preserving
predictive clinical decision scheme called PCD, that could predict diseases while
protecting the privacy of patients. They use a homomorphic encryption scheme
to encrypt data and RNN model for prediction. For scalability and performance
evaluation, authors only focus on the accuracy and time efficiency of the RNN
model and do not consider the overall system evaluation, especially the end-to-
end alert dissemination delay which is critical in e-health systems in emergency
cases.

Compared to related work, the contribution of PRIAH consists in ensuring
in a single system the three properties (1) the accuracy of alerts detection,
(2) the patients’ privacy preservation, and (3) the real-time dissemination and
processing of alerts. Alert detection and privacy implementation modules can be
enhanced or adapted to the Healthcare context. Nevertheless, we believe that
the proposed architecture can be reused in different Healthcare contexts.

4 PRIAH Approach

Figure 3 describes the PRIAH architecture and its main components, where we
implement an alert detection component and a pseudonymization module in
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multiple edge routers. The edge router is located in different patients’ rooms. If
the alert detection component detects an anomaly, it produces an alert to the

emergency service. These alerts as well as normal data are consumed by the
database module for future exploitation by database users.
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Fig. 3. PRIAH architecture.
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4.1 PRIAH Components at the Edge

PRIAH have two key component that’s reside on the edge, which is a specialized
router with more computational resources.

4.1.1 Pseudonymization Module PAM

The PAM acts as an encryption engine. The received packets from different
sensor nodes are treated at PAM level. This latter extracts and encrypts personal
information in the collected data (Boxes with red shape in Fig.2) as follows:

— It extracts the personal information from the patient name field in the packet
or if the data type reveals information about patients such as address.

— It uses different pseudonymization techniques. This module replaces personal
information with a pseudonym.
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4.1.2 Alert Detection Component (ADC)

ADC detects anomalies related to the patient’s health status by generating alerts
for emergency services. For that, it produces two different topics, the first is
related to alert (Alert_p), and the second is related to normal data for storage
(Normal_p). These two types of messages are sent to the message broker in the
server. The received data from PAM is classified based on machine learning
algorithm. For the choice of machine learning algorithm, we rely on previous
work [1], where OC-SVM algorithm have shown high detection rate. Compared
to rule-based processing, machine learning algorithms can detect any abnormal
behavior in the health states of patients, since a model is built to recognize
normal states, and any deviation from such pattern is detected as abnormal
data. The alert detection phase occurs after extracting the attribute and the
data value from the packet. The attribute presents the class of machine learning
algorithms.

4.2 PRIAH Components at the Server Side

Centralized components are located in the server side to communicate with other
edge nodes. We rely on a publish/subscribe broker where edge component pro-
duce data and end users consume data after treatment.

4.2.1 Message Broker

The message broker plays an important role in the PRIAH solution linking all
system components, exchanging different information. Therefore, the ADC after
receiving the pseudonymized message, produces the alert (Alert_p) and the nor-
mal data (Normal_p). The Database consumes those parameters for future diag-
nosis. Meanwhile, real-time users consume direct alerts (Alert_p) for emergency
intervention.

4.2.2 Rule Based Access Control Module RBACM

Views in the database are referred to as “virtual tables”. A view also has rows and
columns, just as they are in a real table in the database. The creation of the view
can be done by selecting fields from one or more tables present in the database.
A view can either have all the rows of a table or specific rows based on certain
conditions. This will restrict access to a table, yet allow users to access non-
confidential data via views. Afterwards, data is consumed in a pseudonymized
format and stored in the database. Data is extracted as views following the user
access right. For example, it is possible to restrict access to the sensor table that
contains the ID of sensors but allow access to a view containing the data type
and value (Fig.2). Every database user has a specific role, and for each role,
users have access to a specific view. Note that in all cases and independently of
the views, the personal data that can reveal the patient’s identity, like his name,
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ID, and localization, is pseudonymized. Similarly, as real-time users, database
users have a decryption key which allows them to consult personal information
if needed. For example, doctors may need access to all fields of their patients’
personal information.

Access control is based on an authentication mechanism. The user first asks
for his authorization from the server, and requests data from the database, then
she/he asks for his login and password for authentication. Next, she/he consults
the corresponding view depending on his right.

4.2.3 Encryption Key Exchange Module EKEM

Since the PAM changes personal information into a pseudonym, it requires a
periodic update of the encryption key. This update can be done automatically
or the system administrator can intervene for the update. The EKEM acts as
a synchronization engine. It sends the encryption key to different components.
The system administrator only updates the encryption algorithm, the shared
key, and related parameters. The synchronization is then performed and keys are
exchanged. In our system, Diffie-Hellman (DH) key exchange method is used.
The principle is that each part of the system has a public key that is visible to
everyone and a private key that only the holder can see. Combining those two
keys enables secure exchange of the new encryption keys.

4.3 System Administrator

The system administrator has two main tasks. She/he is in charge of updating
encryption keys with the EKEM, and she/he defines access roles and security
policies for database users through the RBACM component as well.

4.4 End-Users

In smart hospital infrastructure, there are two distinct types of end-users:

4.4.1 Real-Time Users

In emergency and crisis cases, the emergency services, called “real-time users”
too, receive urgent data about patients, so that they can intervene and save
lives. Different emergency services are available depending on data attributes.
For example, with a heart attack, the cardiology emergency service is the one to
intervene. Others real-time users have access to alerts but without any personal
information for statistics.

4.4.2 Database Users
Database users can be doctors, researchers, nurses, and other Healthcare
providers that consult data they are authorized to.

— Researchers are allowed to consult specific fields but not personal data fields.
For that, they don’t have the decryption key.
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— Doctors have access to all their patient’s data.

— Administrative services in the hospital have access to personal information
such as names, locations, and addresses.

— Doctor may need an external consultation from another doctor or consultant
(advisor) to diagnose his patient’s disease or to submit treatment suggestions
(after getting patient consent to seek specialist advice). The advisor can con-
sult the patient’s data permanently and continuously, and does not need his
personal information. He only needs certain fields of the patient’s data. So,
he will only access to certain field through RBACM.

— Patients can decide if one of their relatives can have full access to their data.
For example, if the patient suffers from a difficult disease, so, in this case, a
relative can replace the patient.

5 Implementation and Results

In this section, two main parts are presented. The first part deals with the
simulation process to implement the proposed system. The second part describes
the used data-set and the evaluation of the alert detection component. The last
part presents the performance of the system.

5.1 Implementation

In this section, we present the major tools and algorithm used to implement the
system architecture.

5.1.1 Simulation Setup:

The simulation parameters for the system performance evaluation are shown in
Table 1. Using Apache Kafka as Big data technologies allow us to increase the
number of sensors, and therefore the amount of data.

Table 1. Simulation parameters

Parameter Value

Working environment | Laptop with 8 GB of ram and 1.60 GHz x 8 of processor

Programming language | Python 3.6.9

Message broker Kafka 2.8

Encryption AES in CBC mode with a 128-bit key for encryption;
using PKCS7 padding

Database Mysql

Message format String
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5.1.2 Pseudonymization Implementation:

Since both EKEM and PAM holds a public key, with Diffie-Hellman (DH) key

exchange method, the PAM can securely receive the pseudonymization key.
The PAM extract personal data (Fig.2) from the received packet, then

encrypt this field and re-inserted in the packet to be delivered to the ADM.
For that, we used python library cryptography.fernet to encrypt the data.

5.1.3 Alert Detection Implementation:

A one-class SVM with non-linear kernel (RBF) with parameters (nu = 0.1, kernel
= “rbf” and gamma = 0.1) [28] is implemented in ADC. As a programming
language, Python v3.6 is used, and the machine learning library scikit-learn is
considered to implement One-class SVM.

5.2 Evaluation

For the evaluation, we focus on evaluating the alert detection component and
the end-to-end latency of system.

5.2.1 Evaluation of Alert Detection:

To evaluate the efficiency of ADC, the performance of the proposed system was
evaluated based on the Anomaly Detection Rate (ADR) metric, which identifies
the rate of abnormal events and observations in a period [1]. A data-set contain-
ing 3000 instances of normal human body data (temperature and heart rate) is
used for training the OC-SVM algorithm [26]. The simulation shows that:

— Using a data-set of heart failure from kaggle [27], results show an ADR of
100% for detecting abnormal behavior of heart failure.

— In a scenario of fever illness simulated by increasing the value of temperature
and heart rate, results show an ADR of 78% for abnormal data detection.

5.2.2 System Performance:

For the performance evaluation, the end-to-end latency from consumer to pro-
ducer is calculated for PRIAH against a system without privacy implementation.
The end-to-end delay refers to the time taken for a message to be transmitted
across a network from source to destination. In our scenario, we calculate the
time between the edge router until the end-users passing by the Kafka broker.
We do not take into account the communication delay between the edge and the
server and between the server and the end-users.

Figures4, 5 presents the simulation evaluations of PRIAH:

— The first evaluation consists of calculating the end-to-end delay of 1 mes-
sage with multiple pseudonymization techniques: Per substitution, AES and
DES encryption compared to a nominal behavior of the system without
pseudonymization. Results (Fig.4) show that the end-to-end delay increases
by about 20% of overall time (2 milliseconds) for the substitution mode and
about 30% of overall time (3 milliseconds) for AES and DES encryption. This
evaluation allows having an estimation of the encryption time compared to
the overall PRIAH processing time measured in the second evaluation.
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— The second scenario consists of simulating a producer that sends data across
the Kafka Broker to the consumer. While varying the number of sent messages
from 100 to 3000 messages, the end-to-end latency is calculated for each
system. Results (Fig.5) show that after 3000 messages the end-to-end delay
with the privacy framework increased by 15% of overall time compared to the
normal system (from 17000 ms to 27000 ms).

Figure 5 shows the simulation process where PRIAH end-to-end latency is
slightly higher than the normal system, which presents an acceptable time over-
head. Furthermore, these two evaluations show that PRIAH time is mainly spent
in the cryptography operations used for pseudonymization. The interception
functionalities at the edge for message classification and at the Kafka Broker
level for message dispatching are not costly compared to the pseudonymization
processing delay. This means that with PRIAH system architecture and with
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improved techniques of pseudonymization, introducing the privacy feature in an
IoT e-health system has no significant overhead.

6 Conclusion

Privacy is still a challenging topic in Healthcare systems where personal informa-
tion of patients is exchanged especially for alerts, while scalability and real-time
processing challenges are incremented to the privacy requirement. In this work,
PRIAH is an extension of an IoT system that relies on recent Big data technol-
ogy for Healthcare alert dissemination in real-time. For that, a set of components
are inserted to ensure (1) alert detection from the set of collected data and (2)
pseudonymization of these alerts. The system ensures that alerts, stored data,
and any information related to private patient life are communicated to Health-
care services or third-party services only following the patient consent. For future
work, we are interested in exploring other pseudonymization techniques and test-
ing them in PRIAH. Furthermore, since we believe that PRIAH can be reused
for different Healthcare other than smart hospitals, we are interested in using
PRIAH for other emergency applications.
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Abstract. Today, malware threats are more dangerous than ever with
thousand of new samples emerging everyday. There exists a wide range
of static and dynamic tools to detect malware signatures. Unfortunately,
most of those tools are helpless when coming to automatic detection
of polymorphic malwares, i.e., malware signature variants belonging to
the same family. Recent work propose to handle those difficulties with
symbolic execution and machine learning. Contrary to classical analysis,
symbolic execution offers a deep exploration of malware’s code and, con-
sequently, contribute to building more informative signatures. Those can
then be generalized to an entire family via machine learning training. The
contribution of this tool paper is the presentation of SEMA - a Symbolic
Execution open-source toolchain for Malware Analysis. SEMA is based
on a dedicated extension of ANGR, a well-known symbolic analyser that
can be used to extract API calls and their corresponding arguments.
Especially, we extend ANGR with strategies to create representative sig-
natures based on System Call Dependency graph (SCDG). Those SCDGs
can be exploited in two machine learning modules based on graphs and
vectors. Last but not least, SEMA offers the first federating learning
module for symbolic malware analysis.

Keywords: Malware analysis - Symbolic execution - Federated
learning - Malware Classification/Detection + Automation tool - Open
source

1 Context

Approximately 450K new malware emerge every day. For companies, the average
cost of an attack is 2.4 millions dollars [3]. Detection and classification of malware
is an important challenge. There exists a wide range of static and dynamic tools
to detect malware signatures [8]. Most of those tools are helpless when coming to
automatic detection of polymorphic malwares, i.e., malware signature variants
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that belong to the same family. Unfortunately, studies show that most infection
faced by industries are caused by a polymorphic variant of known malware [23].

Let us illustrate the situation with a simple malware whose objective is to
display the string *“I’m evil”’. Imagine that, using a honeypot, we captured
a first version of the malware that contains the string as an argument of a
printf function. Static analysis tools such as Yara [22] could detect such mal-
ware by matching the pattern ¢“I’m evil’’ directly in the binary file. Unfortu-
nately, this detection can easily be tricked by creating a variant. This variant
could be obtained by splitting the string as shown in Line 16 and 17 of Code 1.
A solution to this problem is to exploit dynamic analysis. Such analysis allows
the malware analyst to monitor the execution of a malware at each step (via,
e.g., a sandbox). In addition to inspecting the instructions of the file, dynamic
analysis makes it possible to explore the content of the memory with tools such
as Volatility [2] or Cuckoo sandbox [18]. Let us consider Code 1 again, in which
the string I’m evil is not present in the code, but it will be present during the
execution. Indeed, it is obtained as the result of the strcat function via the
symbolic function func (Lines 14-15) applied to the arguments I’m (Line 16)
and evil (Line 17). However, this solution is not a panacea. Indeed, dynamic
analysis focuses on one concrete execution in a dedicated environment. The mal-
ware could detect that it is in an environment where he is being observed and
decide to escape detection by hiding its behavior [4]. Malware Code 1 uses a time
trigger, i.e., Sleep(500000) (Line 3) and check (Line 5) if the sleep action has
really been completed (uptimeBis-uptime). It also checks for the presence of a
debugger (function IsDebuggerPresent) in the isolated environment. If one of
those conditions is met, the malware will naively perform harmless behaviours,
i.e., showing the hello world! message at Line 6. If none of them is detected,
its malign behaviour will be executed.

1 ULONGLONG uptime 1
= GetTickCount () ;

ULONGLONG uptime
= GetTickCount () ;

w N

Sleep (500000) ;
ULONGLONG uptimeBis =
GetTickCount () ;
if ((uptimeBis — uptime) <500000
|| IsDebuggerPresent ()){
MessageBox (NULL, "Hello world!",
" MB_OK) ;
}else{
char message[20] = "";
HINSTANCE hlib =
LoadLibrary ("msvert. d11");
MYPROC func =
(MYPROC) GetProcAddress (hlib ,
"strcat");
"T'm ");
"

(func) (message,
(func) (message,
MessageBox (NULL, message ,
MB_OK) ; }

evil I1M);
W
:

Code 1. Malware code example

Sleep (500000) ;
ULONGLONG uptimeBis =
GetTickCount () ;
if ((uptimeBis — uptime) <500000
|| IsDebuggerPresent ()) {
MessageBox (NULL, "Hello world!",
" MB_OK)
}else {
charx fl[2] = {"cat","str"};
char buf[10],message[20];
strcpy (buf, fl1[1]);
strcat (buf, f1[0]);
HINSTANCE hlib = LoadLibrary ("
msvert. d11");
MYPROC func =
(MYPROC) GetProcAddress (hlib ,
buf) ;
(func) (message, "I’m ");
(func) (message, "evil!l'");
MessageBox (NULL, message, "",
MB_OK); }

Code 2. Variant of the code in Code 1
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A way to detect such behavior is to explore all the execution paths of the file
under analysis. This approach is used in tools such as STAMAD [15]. STA-
MAD translates the program into a push-down system from which the program’s
behaviour can be extracted into a data dependency graph over APIs. Such graph,
whose structure is directly obtained by the disassembly procedure, is built in a
static manner by inspecting the disassembly code. Consequently, the approach
can be tricked by obfuscation such as the one presented in Code 2 that hide the
strcat call via string combinations (Lines 10-13). To tackle those challenges, we
offer SEMA, a Symbolic Execution open-source toolchain for Malware Analysis.

2 The SEMA Toolset in a Nutshell

STAMAD [15] explores all behaviors of the system statically via disassembling.
This may lead to obfuscation problems such as those listed above. A solution
to get around those issues is to apply Symbolic Execution [10,11]. There, the
program is symbolically executed with symbolic input variables in place of con-
crete values. The main advantage being that all calls that are executed will be
present in the symbolic trace. Consequently, symbolic analysis can be seen as a
multi-trace analysis extension of dynamic malware analysis. Symbolic traces are
merged to build a System Call Dependency Graph (SCDG). SCDGs are graphi-
cal representations of API interactions [12,13,16,19]. Note that, as the number
of symbolic traces may grow exponentially, it is rare to obtain a complete SCDG
in a reasonable amount of time. This is problematic as detection/classification
shall be as fast as possible. Consequently, SEMA implements heuristics from [7]
to explore “interesting” parts of the program and obtain a compact SCDG.

Once the SCDG is built, SEMA uses machine learning algorithms for classi-
fication and detection. In its current version, SEMA implements three machine
learning techniques. The first one is based on graph mining and exploits the
well-known gspan [25] algorithm. This procedure, which is based on graph iso-
morphism, is able to extract a common sub-graph from a set of SCDGs of mal-
ware that belong to the same family. This sub-graph represents the signature of
the family and can then be used in the detection process. The second approach
is based on graph kernel, i.e., a function measuring the similarity between pairs
of graphs. Such functions, which allows us to detect similarities that are beyond
isomorphism [9,24], can be exploited in Support Vector Machine (SVM) [7] algo-
rithms. The last technique uses an autoencoder to compute vectors representing
each SCDG and then applies deep neural network algorithms as described in [14].

Last but not least, in the spirit of what has been done for Android in [17],
SEMA offers the first federating learning module for symbolic malware analysis.
There, each client trains its own classifier with its own malware and only shares
the parameters of the trainer via homomorphic encryption [20]. This addition
aligns with SEMA’s goal of allowing as many open source contributions as possible
(new strategies, new learning algorithms) while maintaining the confidentiality
of the malware sets used by the clients.
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3 The Architecture of SEMA

SEMA is an open source tool [5] to analyse, detect and classify malware. It is
implemented in Python (version 3.8) with already more 10,000 lines of code. It
is designed to be highly modular to facilitate public contributions to its differ-
ent core blocks. The architecture of SEMA consists in three main components:
SEMA-SCDGs, SEMA-Classifier, and SEMA-Federated Learning.

SEMA-SCDGs is implemented as an extension of the Angr symbolic execu-
tion framework [21]. This extension is dedicated to the efficient computation
of SCDGs for malware analysis. SEMA-SCDGs is able to handle ELF and PE
files at the exception of .NET files or malware exhibiting control flow manipu-
lation/virtualization. It implements all the heuristics (infinite loop, state-space
search strategies, graph compaction, ...) proposed in [7]. An interface allows to
create its own exploration methods or plugins to improve malware exploration
depending on specific needs. Most of the windows API functions have their sig-
natures stored in JSON files corresponding to different windows library. Thanks
to those information, SEMA-SCDGs can keep the stack consistent during symbolic
execution and offer a default behaviour when meeting those functions : extract-
ing the arguments from the stack and returning a symbolic value from the API
function. Some frequent API calls (more than 80) have been implemented as
Simprocedures which consists of a summary of their effect on the control flow of
the executable. Finally, SCDGs are outputed as JSON files containing the calls
and arguments found during exploration.

SEMA-Classifier implements the malware detection/classification compo-
nent. It takes multiple JSON files containing SCDGs as an input and allows to
train classifiers and save them. As said in Sect.2, models are based either on
graph mining with gSpan [25], on graph kernel and support vector machine, or
on deep learning. Similarly to SEMA-SCDGs, SEMA-Classifier is highly modular
and allows to easily add new classifiers. This module can also load previously
trained models and use them on unknown binaries to classify them.

The last component, SEMA-Federated Learning, offers a federated learning
version of SEMA. There, n devices communicate with each other via a server in
order to train an accurate classifier for malware detection. Each client trains its
model with its own data set. In the current version of SEMA, we restrict ourselves
to the deep neural approach where each trained model can be characterized by a
set of parameters. Such parameters are shared with a server that uses a secured
aggregator to obtain a better training from individual ones without having access
to individual data. The latter is done thanks to homomorphic encryption. This
new model is again dispatched to the client to improve its training [6].

4 SEMA in Action

SEMA is accessible via the command lines that are described in the GIT repos-
itory [5]. Let us illustrate some of these commands. Assume that we want to
exploit the module SEMA-SCDGs to create the SCDG corresponding to a given
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binary named Example.exe located in databases/. This can be done with the
following command:

python3 ToolchainSCDG/ToolChainSCDG.py --verbose databases/Example.exe

The options for this command are described in [5]. As an example, the -method
CBFS option will prioritize an exploration with breadth-first search. The option
-symb_loop NUM is used to limit the number of loop iterations to NUM).

We can then use SEMA-Classifier to train the classifier on SCDGs that are
already computed and saved, e.g., in output/save-SCDG/ directory)

python3 ToolchainClassifier/ToolChainClassifier.py --train output/save-SCDG/

By default, the classification model used is a Support Vector Machine. A switch
to Gspan classification is available via the -classifier gspan option. These
two modules can be combined to analyse and classify binaries, which is done
with the following command:

python3 ToolChainClassifier.py FOLDER/FILE

Finally, thanks to SEMA-Federated Learning Module, we deploy a collaborative
learning among two (or more) clients as follows:

#First, we launch client 1 and client 2.

./run_worker.sh --hostname=clientl and ./run_worker.sh --hostname=client?2
#Then, we launch the tool at the master node.

python3 ToolChainFL.py --hostnames clientl client2 BIN_FOLDER SCDG_FOLDER

The classifiers obtained by these commands can then be used to classify a new
malware using deep learning with the following command:

python3 ToolChainFL.py --classification --classifier dl1 NEW_PROGRAM

It should be noted that SEMA has been made compatible with pypy3. A
dataset containing malware extracted from [1] is included in the project. A col-
lection of SHA-256 hashes from more than 1800 samples within 15 families is
also included. Both have been tested on the entire toolchain. Different combina-
tion of parameters has been tested regarding exploration, SCDGs building and
classifiers. Those experiments highlights the benefits of graph kernels to make a
better usage of SCDGs.

5 Conclusion

This short paper presents SEMA, a new open source toolchain for malware analysis
via symbolic execution and (federated) machine learning. The tool is able to
detect variants of malware that are out of scope of classical static/dynamic
analysis. This clearly shows the usefulness of introducing techniques from formal
verification into this discipline. SEMA is fully open source and easily extendable
to new strategies for symbolic analysis or for classification. As future work, we
plan to study such strategies as well as to consider other aggregator schemes
such as multiparty computation. We also plan to extend the federated learning
component with other machine learning algorithms.
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Abstract. This survey paper focuses on the use of blockchain technol-
ogy to ensure security and privacy properties in e-health applications.
For that, background information on blockchain technology was con-
ducted, followed by a classification of e-health applications based on data
life-cycle components related to security and privacy concerns. Then,
we discuss the security and privacy requirements of an e-health system
and how blockchain can address these requirements, accompanied by a
detailed examination of the data security and privacy solutions offered by
five blockchain platforms. Lastly, we provide some guidelines and recom-
mendations for using blockchain to secure e-health applications and pre-
serve patient privacy. This work provides technical and intuitive insights
into concepts, requirements, development, and deployment technologies
for healthcare professionals and system designers interested in adopting
blockchain to maintain the security and privacy of healthcare systems.
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1 Introduction

Healthcare digitalization or e-health as it is commonly known, has recently been
a topic of interest for researchers and scientists. Its goal is to find a cost-effective
solution to improve therapy and patient care, as well as to assist users in making
better-informed decisions about their health [1]. It involves many industries, such
as hospitals, diagnostic labs, pharmacies, doctors, and insurance companies, to
synthesize a complete image analysis of the patient. However, integrating medical
data scattered across a variety of stakeholders, protecting sensitive information
against unauthorized breaches, and providing patients control over their data
access are more challenging [2]. Furthermore, the widespread adoption of the
internet of things (IoT) in e-health to improve communication between patients
and health professionals for treatment effectiveness and patient monitoring raises
security and privacy concerns [3].

Blockchain is a distributed technology [4] that has recently emerged as a key
tool in the e-health sector. It has the potential to address e-health data manage-
ment issues, system interoperability, secure access and share of medical records,
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and patient privacy. Blockchain-based e-health systems can achieve an enormous
level of access control and protection against unauthorized users for medical data.
It also provides a patient-centric and transparent data sharing process to boost
trust among healthcare stakeholders while preserving the privacy of patients,
as well as, distributed data management to get beyond the single point of fail-
ure of centralized systems. In addition, it achieves medical data integrity and
authenticity through a data provenance mechanism based on cryptographic hash
functions. [5]. This technology has evolved in a number of e-health industries to
improve medical data security and privacy, including electronic health records,
pharmaceuticals supply chain management, clinical trials, and more [6]. Along-
side, to meet the growing demand for blockchain solutions, several blockchain
platforms have improved their data privacy and security solutions. Others were
released with built-in security and privacy mechanisms.

This survey aims to provide a guideline to healthcare system designers and
developers who want to employ blockchain technology to address security and
privacy concerns. For that, the following steps are established: a classification
of e-health applications; an analysis of the security and privacy requirements
of these applications; and a discussion about the benefits of blockchain adop-
tion to fulfill the requirements. Thanks to a proposed Framework, the system
designer can determine which platforms are appropriate for her/his healthcare
application. Indeed, the Framework allows for providing necessary guidelines and
recommendations for using blockchain to secure e-health applications.

Earlier survey work [6-9,11,13,19] generally addresses two topics at the same
time: either e-health and security or blockchain and e-health or blockchain and
security. In this survey, we focus on the intersection of the three topics: e-health
applications, security and privacy requirements, and blockchain platforms. Fur-
thermore, we classify e-health applications based on the data life cycle related
to security and privacy issues rather than the e-health fields. For that, we dis-
tinguish data collection, data sharing, data storage, and data processing com-
ponents. This classification allows us to cover a wide range of applications and
anticipate future e-health application needs. We provide a Framework based
on the following criteria: data life cycle components in e-health applications,
data security and privacy requirements, and existent blockchain platforms. This
assists developers and healthcare professionals in determining the best solution
for deploying blockchain to protect their applications and in selecting a suitable
platform given the security and privacy requirements of an e-health application.

The remainder of this paper is structured as follows: Sect.3 reviews the state
of the art on the use of blockchain technology for e-health systems. Section 4
presents background information on blockchain technology and classification of
different e-health applications. Section 5 details the security and privacy require-
ments of e-health applications. Section 6 examines blockchain platforms’ data
privacy and security solutions. Finally, before concluding the article with pos-
sible future directions, we give some guidelines to secure e-health applications
with blockchain technology.
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2 Research Strategy

Since it is a survey paper, our main purpose is to integrate and update the
findings of the past studies regarding the same topic. We made sure to gather
relevant studies from various scientific databases between 2018 and 2022 to carry
out the review, such as Google Scholar, IEEE Xplore, IEEE Access journal,
PubMed, Elsevier Science Direct, Web of Science, Springer, and MDPI journals.
Only blockchain research applied to eHealth, blockchain for security and privacy,
and blockchain platforms were chosen as selection criteria. Papers not related to
our study were excluded.

To answer the question: what kind of blockchain is appropriate for e-health
security and privacy? We begin by identifying components affiliated with e-
health applications following the data life cycle. Therefore, we distinguish data
collection, data storage, data sharing, and data processing components. Then,
we list the security and privacy requirements for the different components. On
the other hand, we study the different blockchain technologies and solutions by
examining five platforms’ levels of data security and privacy. A Framework is
then proposed to attribute appropriate blockchain technologies and solutions to
each component requirement. A system designer has to specify the data life-cycle
components he or she needs, the security requirements of his or her application,
and then use the Framework to identify the appropriate technology to use.

3 State of the Art

Several surveys on the adoption of blockchain technology in various healthcare
applications have already been published. In this section, works are discussed
considering three criteria: e-health application classification, security and privacy
requirement identification, and blockchain technologies categorization based on
each platform’s security and privacy solutions.

In [7], authors provide a systematic review of the adoption of blockchain tech-
nology in e-health applications. This study answers four main questions: What
is the advanced profile for implementing blockchain in the healthcare industry?
What are the most common applications of blockchain in healthcare? What are
the current issues that prior blockchain-based healthcare studies have identi-
fied? and What are the potential healthcare avenues that would benefit from
blockchain implementation? Additionally, H6lbl et al. [8] and Agbo et al. [9]
published systematic reviews that analyzed the applications of blockchain for
different healthcare fields and highlighted the challenges, most used platforms,
and possible research directions. Other surveys have focused on the adoption of
blockchain in a specific healthcare application, such as Electronic Health Record
(EHR) [11], supply chain management [13], Clinical Trials [14], and more. How-
ever, compared to our work, these works categorize various e-health applications
according to the e-health domain, which is limited to classifying the numerous
applications in the e-health industry as well as future applications and iden-
tifying their security and privacy needs. Adding to that, none of these works
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examines the key features of blockchain in maintaining privacy and security in
the health field, as well as the security and privacy levels of blockchain platforms.

In [5] and [16], security and privacy requirements of healthcare data are
considered. They address the potential of blockchain technology to fulfill these
requirements. Authors of [15] focused on the security and privacy requirements
for blockchain-based electronic medical data sharing. They provided a compre-
hensive analysis of its security and privacy risks and needs, as well as techniques
and strategies for implementing these security and privacy aspects. Further,
some other research analyzes the capability of blockchain for specific require-
ments such as access control [17] and identity management [18], or specified
use case like cloud-based e-health applications [19] and the Internet of Medi-
cal Things (IoMT) [20]. These works do not include a consideration of e-health
applications classification and component related to their security and privacy
identification as well as the suitable blockchain platform for implementation.

Some blockchain platforms for healthcare are compared in [22] and [23], how-
ever little emphasis is placed on each platform’s privacy and security levels.
Thus, e-health system developers can not decide which platform is appropriate
for securing their applications and protecting patient privacy.

Compared to the state-of-the-art, our main work contributions are as follows:

(1) We provide a Framework for classifying e-health applications based on
data life-cycle components rather than application fields. This allows us
to address a much larger range of applications than the existing ones.

(2) This survey addresses three fields at the same time: e-health applica-
tion classification; security and privacy requirement identification; and
blockchain technologies categorization because it focuses on a specific topic,
which is blockchain usage in securing e-health systems. The other surveys
have a larger scope and address two of the discussed fields at the same time.

4 Background

4.1 Blockchain Technology Overview

Blockchain is an immutable and distributed ledger technology for peer-to-peer
networks that allows data to be stored and shared securely and transparently
across several network nodes [24]. Due to the use of consensus mechanisms and
cryptographic techniques, blockchain platforms provide several benefits such as
accountability, traceability, transparency, and security of the data stored in
the network, commonly called ledger. It provides a fully decentralized root of
trust that avoids the use of central authorities, allowing confidence to be built
between previously untrustworthy or unknown stakeholders and consumers. On
the blockchain, a smart contract is a self-executing, self-verifying, and tamper-
proof computer program. If the program’s rules are met, smart contracts enforce
the agreement between various system entities without the involvement of a third
party. Smart contracts that incorporate blockchain technology can perform tasks
in real-time at a low cost and with increased security.
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The Blockchain architecture is dependent on the access privileges granted
to the network entities to read and write on the ledger and reach consensus
agreements. Three main blockchain architectures can be distinguished [26]:

— Public blockchain (permissionless) is an open network that anyone can
join without revealing any personal information, read, write, and participate
in the consensus mechanism. It is a fully decentralized network that connects
unidentified parties.

— Private blockchain (permissioned) is a network where the participating
nodes must be granted access to the network, via an invitation or permission,
to perform operations over the distributed ledger or participate in consensus.
Thus, the governing organization determines the level of security, permissions,
authorizations, and accessibility.

— Consortium blockchain (Federated) is a combination of public and pri-
vate blockchains. The governance is shared by different stakeholders. Its fun-
damental goal is to increase cooperative effects in order to tackle a certain
industry’s persistent issues. Consortium blockchain can be used by organiza-
tions with common goals to improve data security, accountability, and trans-
parency.

4.2 e-Health Applications

Healthcare data is a collection of all the information relevant to organizations and
individuals involved in the e-health industry. As follows, we identify application
components relevant to an e-health application’s security and privacy based on
the data life-cycle. This allows us to classify various existing and future e-health
applications.

— Data collection: the acquisition of medical data related to patients and
healthcare providers faces numerous security and privacy challenges. This pro-
cess requires data authenticity, integrity, and availability to improve health-
care quality and reduce medical errors. One example of data collection-related
security and privacy problems is the Internet of Medical Things (IoMT).
ToMT’s remote patient monitoring service consists of a set of medical IoT
devices equipped with a variety of intelligent sensors that can sense their
environment and collect biomedical signals from patients, allowing health-
care professionals to obtain a complete real-time image of the patient’s health
conditions and make an appropriate decision. However, the integration and
the connectivity of medical things in the IoMT environment introduce var-
ious vulnerabilities and privacy concerns. IoMT devices are vulnerable to
numerous wireless and network attacks due to their dependency on wireless
connections. An attacker can compromise an IoT device and alter its data or
breach a patient’s critical information [27].

— Data storage: medical data gathered from various patients or healthcare
organizations should be kept safe and should preserve patients’ privacy. This
is more challenging, especially when distributed storage is needed due to
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granular access control, consistency, immutability, and auditability require-
ments. Electronic health records (EHR) are the most prevalent system
for patient medical data storage. It contains a patient’s personal informa-
tion, physiological health metrics, medical history, laboratory test results, and
pharmaceutical prescription data. EHRs are created by healthcare providers
based on the diagnoses of healthcare professionals and laboratories [11]. Secu-
rity and privacy issues in this e-health application are owing to the distributed
data storage component. Maintaining a distributed, auditable, and consistent
EHR among several healthcare providers to synthesize a complete analysis
of the patient, as well as, providing patient-centric health records (patients
own their medical data access) to address patients’ self-sovereignty are more
demanding. Further, as these medical records are so large, a high storage
capacity is required. On-chain and off-chain collaboration storage model has
been developed to efficiently solve this problem [12]. Indeed, off-chain data
can be any structured or unstructured data that is too large to be effectively
stored on the Blockchain, or that must be modified or destroyed, and only a
pointer to this data is retained on the ledger (On-chain) for auditability and
transparency needs. Off-chain transactions also provide greater confidential-
ity and anonymity to participants since information is not publicly broadcast
to all blockchain network peers.

Data sharing: integrating and exchanging patients’ medical data scattered
across different healthcare providers is a critical need for e-health service
development. However, the confidentiality, integrity, and unlinkability of data
as well as user authentication and fine-grained access control should be pro-
vided for security and privacy considerations. Maintaining data traceability
for accountability purposes enables more suitable and efficient use of health-
care information by legitimate users, and prevents any potential misuse that
may jeopardize patient privacy. In the Pharmaceutical Supply Chain, ver-
ifying the provenance of medical products and their authenticity is a major
challenge for the healthcare sector because of the complexities of product and
transaction flows. Indeed, counterfeit drugs are a huge public health issue
that has a significant influence on human lives and treatment outcomes. It
affects all pharmaceutical stakeholders as its actors falsify information, such
as improper labeling, as well as, incorrect and erroneous ingredients. Hence,
authenticity and traceability, when sharing medical goods’ information, in the
pharmaceutical industry are extremely crucial [13].

Data processing refers to the analysis and the exploitation of collected and
stored data. This process should provide data security and privacy preserva-
tion. Disease Diagnostic is an example of a use case where security and
privacy problems are associated with data processing components. Since med-
ical data is inextricably linked to the diagnostic’ accuracy, its authenticity,
integrity, and consistency are critical. Furthermore, one of the key issues in
this components is when highly de-identified patient data is required. Health-
care professionals rely on the analysis of vast volumes of anonymous data to
offer a picture of how a disease is dispersed as accurately as possible without
knowing any patient’s personal information [9].
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5 Security and Privacy Requirements for e-Health
Applications

Centralizing data management is one of the key reasons for security and privacy
concerns in the healthcare industry. Data interoperability among diverse health-
care stakeholders, system security, and, most importantly, the confidentiality
and privacy of patient medical information are some of these issues. The single
point of control created by the centralized handling of medical data by affiliated
companies creates security concerns and exposes the system to threats and vul-
nerabilities. Since healthcare data includes personal and sensitive information
about patients and healthcare providers, a successful cyberattack on the control
point can compromise the data integrity and confidentiality of all the related
systems, as well as, illegitimately steal and breach some private data for finan-
cial gains. Similarly, ambiguity in the ownership of patient data leads to privacy
concerns and to the issue of illegal access to stored data and its manipulation
without the patient’s permission [2].

The key features of blockchain as a secure, immutable, transparent, and
decentralized technology have the potential to address these security and pri-
vacy requirements in the healthcare system. Therefore, blockchain networks are
used to securely store and share patient data across many healthcare providers.
As well as, assisting in gaining insight, improving medical record analysis, and
properly identifying major and even dangerous medical errors. Also, the perfor-
mance, security, and transparency of medical data sharing and storing in the
healthcare system can all be improved, which can help alleviate concerns about
data tampering in healthcare.

Medical data of different healthcare industries are extremely privacy-
sensitive. Therefore, healthcare stakeholders should place a greater emphasis on
the security and privacy of these sensitive data. It should be fully safeguarded,
with the essential cyberattack protection, data encryption, user authentication
and fine-grained access control, as well as security operations and certifications
that match the most recent standards.

The following, is a list of security and privacy requirements for a healthcare
applications and how blockchain can meet these criteria [15]:

— (R1) Integrity of data: refers to the accuracy of medical information in a
transaction. It should not be tampered during the process of broadcasting,
mining, and storing on the blockchain ledger. This property can be achieved
by the inherent hash chained storage mechanism of the blockchain.

— (R2) Authenticity of data: refers to the truthfulness of medical data, users
of a healthcare blockchain must verify that medical data in a transaction is
genuine, that it was supplied by the rightful owner, and that it had not been
faked. This property can be ensured by a digital signature signed by the owner
of the medical data who generates and submits the transaction to blockchain
network, allowing users to validate the transaction’s legitimacy by verifying
the signature with sender’s public key.
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(R3) Confidentiality of data: refers to the property that sensitive data
kept in the blockchain ledger is not divulged to unauthorized people or orga-
nizations. Since the blockchain health data is fully encrypted, unauthorized
parties can not access it. Also, the ability to create private transactions sup-
ported by some blockchain technology offers a high level of confidentiality to
medical data.

(R4) Traceability and auditability: refers to the feature of keeping a
log of every access and update of data, as well as capturing user activity
in the healthcare system in chronological order. Hence, any nodes of the net-
work can deny the provided data. Since every transaction is cryptographically
associated with a user and its hash is maintained on the distributed ledger in
chronological order(timestamped), we held a fully traceable history log.
(R5) Availability of data: healthcare data must be provided when needed
without delay for timely diagnosis and treatment. The blockchain’s hash chain
structure prevents malevolent users from deleting or altering transactions.
Adding to that, the blockchain’s distributed network topology and consensus
mechanism with Byzantine fault make some attacks like DDoS attack more
challenging.

(R6) Authentication of users: refers to the trustworthiness of the request-
ing entity. Only the authentic party has access to or can edit the health data.
This feature can be ensured using public key cryptography techniques as well
as using wallet for identity management.

(R7) Anonymity of users: refers to the concealment of a patient’s iden-
tity from the public and unauthorized entities. It ensures that the data is
maintained in such a way that patient identification remains anonymous. It
can be ensured through public key infrastructure, identity mixing services,
anonymous signature and non-interactive zero-knowledge proof method.
(R8) Unlinkability of transactions: unlike the anonymity property stated
above (not disclosing real identity), users demand that transactions relating
to their medical data cannot be linked. Because once all of a person’s trans-
actions are connected, it is simple to infer other information about the user,
such as the chronic disease, by combining transaction statistics with some
background knowledge about the user. Anonymity of users can ensure the
unlinkability of their transactions.

(R9) Granular access control: refers to the feature that only authorized
users have access to the medical data. Patients may require minimum disclo-
sure of their medical data and related information when they are shared with
others in a healthcare blockchain system. The use of public-key cryptography
and smart contract can ensure this requirement.

(R10) Patient control : members of the blockchain network are unable
to share medical data without the patient’s authorization. In fact, patients
should be able to choose who has access to which parts of their medical infor-
mation. Using smart contracts and data encryption, patients can maintain
control over their own data and identities (self-sovereign identity) [21].
(R11) Consistency of data: refers to the requirement that medical data in
each transaction kept in the node ledger are consistent with other nodes. The
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blockchain consensus mechanism ensures this feature by requiring nodes to
confirm new blocks and maintain consistency by time-stamping and attaching
the freshly generated block to the ledger.

6 Blockchain Platforms and Their Security Solutions

Blockchain has been described as a disruptive technology with the potential to
significantly impact a wide range of sectors. In this section, we focus on the
platforms providing the best-suited security and privacy built-ins for healthcare
applications. A snapshot of five platforms’ best practices and data privacy solu-
tions is captured by analyzing how effectively these technologies address the
(Ri) requirements described in Sect. 5.

6.1 Hyperledger Fabric

Hyperledger Fabric is a private blockchain technology maintained and created by
the Linux Foundation and IBM, with a significant focus on privacy and security
levels [28]. Fabric’s security is built on Transport Layer Security (TLS) protocol
and certificate processing to ensure data integrity (R1) and authenticity (R2).
The functional element of this security is dependent on the correct set up of the
Hyperledger certificate authority (CA) and the Access Control List (ACL) with
proper key management. In addition to smart contract (chaincode) capabilities to
meet (R10) requirement, Fabric uses some added levels for privacy and security
enforcement:

— Fabric uses a Membership Service Provider (MSP) to authenticate, authorize,
and manage identities on a permissioned blockchain network. This identity
management layer enables the development of security policies that specify
which entities are permitted to do which operations, hence addressing the
(R6) criteria.

— Fabric’s Channels enable a set of entities to build a private ledger that sep-
arates their interactions from those of other entities. It is a sub-network of
the real Hyperledger network that has its own set of regulations for access.
Thus, preserving the confidentiality (R3) of information exclusively within
the nodes that are in the channel. In addition, Fabric supports creating private
data collections (private transactions), which allows a subset of organizations
on the network to endorse, commit, or query private data without having to
construct a separate channel. This meets the (R9) needs by offering transac-
tion privacy at a more fine-grained level than channels.

— Fabric allows anonymous client authentication using: Identity Mixer or with
Zero-Knowledge Asset Transfer (ZKAT). Strong privacy is promoted where
not only the anonymity (R7) of transaction participants is preserved but also
the complete unlinkability (R8) of the exchanged assets.

— Fabric consensus algorithm built on Crash Fault Tolerant (CFT) consensus
algorithms ensures network availability (R5). It also addresses (R4) and
(R11) by maintaining time-stamped transaction on the ledger.
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6.2 Hyperledger Besu

PegaSys designed and maintains Hyperledger Besu [30], an open-source
Ethereum client that includes a private data manager called “Orion” and an
Ethereum node. Privacy in the Besu platform refers to the ability to keep trans-
actions private among involved entities. Thus, other parties are unable to view
the transaction content, sender, or list of participants ((R3) criteria). Besu pri-
vate transactions are restricted or unrestricted. Only the nodes participating
in the transaction receive and store the payload of restricted private transac-
tions. However, the payload of an unrestricted private transaction is sent to all
nodes in the network, but only the nodes involved in the transaction can read
it ((R9) need). This functionality is implemented thanks to the “Orion” Pri-
vate Transaction Manager. Orion maintains transactions that are only shared
amongst relevant peers, and a hash of the transaction is stored on an Ethereum
blockchain network of choice, allowing peers to check transaction ordering (R4)
and integrity (R1) from a shared and trustworthy source. It’s also responsible
for generating and maintaining private/public key pairs to authenticate users
(R6) as well as managing all nodes in the network. Further, Besu enables smart
contract deployment to require the (R10) need, as well as, a consensus mech-
anism based on Byzantine Fault Tolerant (BFT) for the availability (R5) and
consistency of data (R11) [29].

6.3 Quorum

Quorum is an Ethereum-based distributed ledger system maintained by Con-
senSys enterprise that allows the building of permissioned blockchain networks
with transaction privacy support [31]. The Tessera Privacy Manager provides the
core aspects of Quorum privacy. The payload of private transactions is encrypted,
resulting in only the nodes indicated in the transaction having access to the pay-
load information ((R3) need). It is responsible for managing the quorum network
nodes, peers’ key information for authentication (R6), providing the cryptog-
raphy operations ((R1) criteria), and maintaining a local off-chain database to
store encrypted payload data. The centralized platform security of Quorum is
based on end-to-end encryption and TLS protocol, ensuring that all aspects of
the platform are secure at all times. Quorum uses EthSigner to sign transac-
tions, fulfilling the (R2)requirement. It deploys GoQuorum smart contract to
meet (R9) and (R10) requirements. Further, it uses the “Quorum-Chain” con-
sensus algorithm which is based on majority voting to validate and create a
time-stamped block on the ledger ((R4) and (R11)). For better fault tolerance,
Quorum employs the Istanbul BFT consensus mechanism (R5).

6.4 Corda R3

Corda R3 is an open-source distributed ledger technology maintained by the R3
organizations [23]. It can be applied to establish networks in which several peers
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reach a distributed agreement on a transaction order that is only visible to trans-
action participant ((R3) need). It is flexible and scalable and ensures a high level
of privacy and security. Corda requires that each node verify its identity before
being allowed to join the network ((R6) need). A notary is a node responsible
for authenticating identities and disseminating certificates, adding to verify the
uniqueness ((R1) and (R2) needs) and timestamping (R4) of the transactions
without requiring worldwide broadcasting. Corda ensures that data stored by
actors is consistent (R11) as operations to change that data are performed.
Corda’s confidential identities preserve the privacy of the user’s identity, but not
the asset’s details. There is an ongoing investigation of zero-knowledge proofs
(ZKPs) and/or trusted execution environments (TEEs) that allow verification
of a transaction without revealing the content [32]. Corda employs Byzantine
Fault Tolerant State Machine Replication (BFT-SMaRt) to address the (R5)
requirement.

6.5 Cosmos

Cosmos [33] is a constantly growing ecosystem managed by the Interchain Foun-
dation (ICF). It’s a network of independent and interoperable blockchains that
can securely exchange data with one another. Cosmos’ mission is to address some
of the challenges faced by other blockchains, such as scalability, usability, and
governance, by providing appropriate tools for developers to easily build sepa-
rate blockchains for a range of use cases. Establishing an Internet of blockchains
network allows blockchains to maintain sovereignty, execute transactions quickly,
and communicate with other blockchains in the Cosmos ecosystem. This vision
is achieved through a set of open-source tools like the Tendermint consensus
algorithm, Cosmos SDK, and Inter-Blockchain Communication protocol (IBC)
designed to let people build custom, secure(addressing (R1), (R2) and (R3)),
scalable, and interoperable blockchain applications rapidly. The Cosmos SDK
allows developers to implement modules that satisfy their application’s business
logic, such as the Auth and Authz modules for authentication (R6) and autho-
rization (R9) needs. Adding to that, It deploys Tendermint BFT consensus to
guarantee data availability as long as less than a third of validators are not mali-
cious (R5). The hub and zones of the Cosmos network communicate with each
other via the IBC protocol, maintaining consistency (R11) and keeping track
of each asset held by a zone ((R4) need).

To achieve privacy in Cosmos blockchain systems, several projects have
emerged aiming to implement new protocols and layers, such as Oasis Labs
Network, Nym protocol, and Secret Network [34]:

— Oasis Network is a privacy-focused smart contract platform built on the
Cosmos SDK. This project prioritizes applications that require data privacy
and user confidentiality. It accomplishes this by isolating its consensus layer
from its contract execution layer and offering a built-in interface for privacy-
preserving computation between the two. The consensus layer serves as a hub
that secures the network and achieves consensus on transaction legitimacy
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using a Proof-of-Stake (PoS) mechanism. The execution layer is made up of a
number of parallel runtimes (“ParaTimes”) for different types of computations
that all plug into the consensus layer.

— Nym protocol is a full-stack privacy protocol that enables developers to cre-
ate blockchain apps that provide consumers with strong guarantees against
metadata leaking at both the network and authentication and payment lev-
els. It enables privacy-enhancing data transport and decentralized identity by
using anonymous authentication credentials based on the Coconut signature
technique. Nym credentials can include all of the data required for a spe-
cific service (including zero-knowledge proofs of private data), and they are
confirmed in a decentralized and public manner without tying a user to the
service they want to use.

— Secret Network is a strong blockchain platform built on the Cosmos SDK
that addresses the blockchain’s lack of user privacy. It promotes smart con-
tract generation and makes data privacy a standard feature. As a result, devel-
opers will be able to construct decentralized apps that protect user data while
maintaining privacy. The protocol enables "programmable privacy" which is
defined as an application’s capacity to create arbitrarily complex data privacy
measures.

7 A Security Framework for Blockchain-Based e-Health
Applications

In this section, we will discuss when blockchain is required in e-health applica-
tions. When should it be applied? providing guidelines for selecting the appro-
priate blockchain platform given a healthcare application’s security needs.

7.1 When Blockchain Can be Used in e-Health Applications ?

The security and privacy issues of an e-health system depend on the e-health use
case and the involved entities. For that, the decision tree provided in Fig. 1 can be
used as a general guide to adopting blockchain for the protection of an e-health
application. It can assist in determining the best moment to use blockchain
technology in a healthcare application to address security and privacy concerns.

Consider a clinical trial application in which a group of healthcare providers
wants to test novel medications on human subjects. During the trial, data were
collected from the subjects at predetermined intervals, including vital signs,
changes in symptoms, side effects, or complications caused by the study medicine,
and then shared among the involved investigators. Clinical trial data are highly
sensitive and their access control is restricted so traceability, auditability, and
immutability are highly required. Furthermore, patients participating in this
experiment demand control over their identities and their medical data (Self
Sovereign Identity), as well as, the ability to discuss what they wish anonymously.
Following the decision tree, we manipulate digital medical data that is shared and
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Fig. 1. Blockchain decision tree for e-health applications security and privacy

collected among different stakeholders. They don’t share trust and access control.
Also, immutability, auditability, and traceability of data are needed even if it is
shared. Adding to that, subjects must have control over their identities and their
medical information. Thus, we may infer that blockchain technology is effective
in this context for securing and protecting patient privacy. Because medical
information should not be made public in this scenario, private or consortium
blockchains are most suited.

7.2 Which Blockchain Solution to Use?

The implementation of blockchain technology can help e-health applications
meet their security and privacy requirements. It can authenticate and authorize
users, and grant data granular access control and self-ownership of patients’ data.
It also offers data auditing and time-stamping, which could aid patients in iden-
tifying any unauthorized modification of medical data over time. Blockchain’s
data unlinkability and patient anonymity characteristics help to boost medical
research and development in the healthcare sector without compromising patient
personnel information. Thus, developers should have a thorough examination of
specific applications’ security and privacy needs before selecting blockchain plat-
forms, techniques, and mechanisms for deployment. Using the provided Frame-
work, they can select the suitable platform after identifying components related
to the security and privacy of their applications. Table 1 defines the appropriate
blockchain platform, when necessary, to meet the security and privacy of each
specified healthcare application’s component.

As example, let us consider a remote patient monitoring where security
and privacy concerns are related to data collection component. This compo-
nent requires (R1), (R2), (R3), (R5), (R6), (R7), (R8), and (R10) needs. We
can adopt any of the five blockchain platforms to meet these requirements. How-
ever, for an Insurance claims application where security and privacy concerns are
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Table 1. Appropriate blockchain platform for e-health security and privacy (HF:
Hyperledger Fabric, HB: Hyperledger Besu, Qu: Quorum, r3: Corda R3, Cos: Cosmos
SDK)

Application component | Security and Privacy needs Appropriate Blockchain Platform
HF HB Qu r3|Cos

Data collection (R1) & (R2) & (R3) & (R5) & (R6) | v |V |V |V |V
& (R7) &(R8) & (R10)

Data storage (R1) & (R2) & (R3) & (R4) & (RB) | v |V |V |V |V
& (R6) & (R9) & (R10) & (R11)

Data Sharing R1) & (R2) & (R3) & (R4) & (RB) | v |X X |V |X

(

& (R8) & (R11)
(R1) & (R2) & (R3) &(R4)& (R6)|v | X |x |x X
& (R7) & (R8) & (RY) & (R10)

Data processing

related to data processing and where unlinkability of transactions is required,
only the Hyperledger Fabric blockchain technology can be adopted.

A question is raised when the system designer is faced with a new appli-
cation where all the data life-cycle components have to be provided and then
multiple blockchain technologies are selected following the Framework we pro-
pose. In this particular case, blockchain interoperability and connectivity are
required. This refers to the ability of different blockchain networks to intercon-
nect with each other without restrictions and to co-exist in a single system,
especially given the variety of mechanisms, protocols, and platforms used by
each network. In this particular case, Cosmos blockchain can be adopted to
interconnect these various networks for a secure transfer of medical data among
different providers implementing blockchain technology. The Cosmos Hub inter-
chain’s security mechanism and privacy layers offer strong data security and
patient privacy at inter-blockchain systems.

8 Conclusions and Future Work

In this paper, we demonstrated the great potential of blockchain technology in
addressing the security and privacy requirements in the e-health ecosystem. At
first, in the background section, we presented an overview of blockchain tech-
nology, its key features, essential mechanisms and concepts. We then provided a
Framework based on data life-cycle components to classify e-health applications.
Then, we discussed the security and privacy requirements for an e-health appli-
cation and how blockchain can meet these needs. By examining the security and
privacy of data solutions offered by various blockchain platforms: Hyperledger
Fabric, Hyperledger Besu, Quorum, Corda R3 and Cosmos, we provided guide-
lines to choose the appropriate solution for e-health use cases depending on their
requirements and to the needed data life-cycle components (collection, storage,
sharing, processing).

As a future work, we aim to explore this work in the implementation of a con-
sortium blockchain in healthcare logistics, enabling several hospitals to collabo-
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rate while managing emergency cases, especially when it comes to maintaining
the confidentiality and privacy of medical data during the act of medical regu-
lation. The presented Framework will be very useful to ask the right questions
regarding the application components to provide, their requirements in terms of
security and privacy and then the blockchain technology to choose.
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Abstract. One of the most essential concepts related to the development
of Blockchain oriented software is smart contracts. Once deployed on the
blockchain, these pieces of code cannot be altered due to the immutability fea-
ture of the blockchain technology. Therefore, it is necessary to verify and vali-
date smart contracts before their deployment. This paper presents a model-based
testing approach for validating and checking the correctness of Ethereum smart
contracts. The adopted process comprises essentially four steps: (1) modelling
the smart contract and its blockchain environment as UPPAAL Timed Automata,
(2) generating abstract test cases by UPPAAL CO+/ER tool, (3) executing in a
dynamic manner the generated test cases, and finally (4) analyzing the obtained
test results and generating test reports. To illustrate our proposal, we apply it on
Ethereum Blockchain and especially on the electronic voting case study.

Keywords: Blockchain - Smart contracts - Ethereum + Dynamic Testing -
Model-based testing - UPPAAL Timed automata + Verification - Validation

1 Introduction

Blockchain technology is emerging the last decade and has garnered a lot of attention in
several domains [21], such as finance, supply chain management [26], intelligent trans-
portation [18] and health [4, 10]. Indeed, Blockchain is a distributed ledger made up of
a chain of linked blocks in which transactions are stored. The interest in such a technol-
ogy has increased due to its main characteristics such as decentralization, transparency,
immutability and security. For instance, the immutability is achieved by sharing the
same copies of the ledger in a decentralized way across different peer-to-peer nodes.

Another reason for this new trend is related to the concept of Smart contracts which
are pieces of code that are defined, executed and recorded on the Blockchain. They
enable the implementation of business logic within the distributed ledger. By the way,
developing Blockchain oriented Software (BoS) can be easily achieved.

However, several defects and vulnerabilities can be introduced in smart contracts
and can lead to serious problems and attacks such as asset losses. Consequently, check-
ing their correctness and guaranteeing their high quality remains a crucial requirement
to be considered.

As one of the key methods to get confidence in these Blockchain oriented Soft-
ware, software testing captured researchers interest. It has been often applied to check
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functional and non-functional requirements. Its ultimate goal is to detect the presence of
faults in the System Under Test (SUT). In this respect, the literature comprises a myriad
of techniques and methods (i.e., static testing [25,32], dynamic testing [5,7,19,23,24],
etc.) for efficiently testing BoS. As our main focus in this paper is dynamic testing, we
have identified several studies that have considered dynamic testing of BoS, especially
at the smart contract level such as [5,7,19,23,24]. The majority have dealt with struc-
tural testing approaches and required the source code of the smart contract to generate
tests and execute them. Model-based testing technique, in which test cases are derived
from formal test models, is rarely discussed.

To overcome this limitation, we provide a model-based testing approach for BoS,
called MBT4BoS, that checks the correctness of smart contracts deployed on Ethereum
Blockchain. Our proposal ensures firstly the modelling of smart contracts and the
blockchain environment using UPPAAL Timed Automata formalism while consider-
ing essentially Ethereum gas mechanism. Secondly, the well-established tool UPPAAL
CO+/ER is reused to generate effectively new abstract test cases. Thirdly, a Web-
based interface is proposed to easily execute tests, analyze test results and generate test
reports. The implemented tool for test execution and reporting is named BC Test Run-
ner. As a proof of concept, the proposed approach is illustrated through the electronic
voting application.

The rest of this paper is organized as follows. Section 2 provides background mate-
rials for understanding the research problem. Subsequently, Sect. 3 draws comparison
with related work in the context of dynamic testing of BoS. The model-based testing
approach for BoS is outlined in Sect. 4. Afterwards, its application to the electronic vot-
ing case study is highlighted in Sect. 5. Finally, we conclude, in Sect. 6, with a summary
of paper contributions, and we identify potential areas of future research.

2 Background Materials

In this section, we give a brief discussion on topics related to Blockchain (BC), Smart
Contracts (SCs), and software testing concepts. All these key concepts are important to
fully understand our contribution in the following sections.

2.1 Blockchain

Nakamoto et al. [28] introduce for the first time the concept of Blockchain as the tech-
nology underlying Bitcoin. This emerging technology is defined as a distributed ledger
maintained over a peer-to-peer network. It is used in several platforms such as Ethereum
[1] and Hyperledger [2].

As depicted in Fig. 1, Blockchain is composed of a linked list of blocks. Each block
contains mainly a given number of transactions that have occurred within the network.
The transaction can be seen as data exchange or token transfers. Each block is made
up of two parts: the header and the body. The header of a given block contains several
fields, particularly a timestamp of when the block was produced and the identifier of the
previous block. The latter is obtained by executing a cryptographic hash function (e.g.,
SHA256, KECCAK256, etc.). By this way, blocks are connected to each other like a
linked list [6]. In the body of the block, transaction details are stored such as price,
asset, ownership, etc.
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Fig. 1. Blockchain structure.

2.2 Smart Contracts

Smart Contracts (SCs) are one of the most interesting features that have been introduced
by several platforms such as Ethereum and Hyperledger with the aim of attaching busi-
ness logic code to transactions. A SC is seen as an autonomous programming code that
is deployed on the blockchain and is executed when some events occur. In the case of
Ethereum, smart contracts are implemented in a Turing complete language called Solid-
ity!. Solidity language is very similar to JavaScript. It supports features like libraries,
inheritance and user-defined types. Using the solidity compiler solc, they are compiled
to the Ethereum Virtual Machine (EVM) bytecode.

A concrete example of smart contract is illustrated in Listing 1.1. The first line
specifies the compiler version, then the keyword contract declares the contract with its
name similarly to any object oriented language. In line 3, a state variable is also declared
as unsigned integer (uint). Next, several functions are defined either to modify the state
variable or to read its content.

1 pragma solidity "0.5.3;

2 contract SimpleStoragef{

3 uint storedData;

4 function set(uint x)public({

5 storedData=x;

6 }

7 function get() public view returns (uint){
8 return storedData;

9 }

10 function increment (uint n)public({
11 storedData=storedData+n;

12 return;

13 }

14 function decrement (uint n)public{
15 storedData=storedData-n;

16 return ;

17 1}

Listing 1.1. Code snippet of the SimpleStorage smart contract.

! https://solidity.readthedocs.io/.
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The most relevant feature within smart contracts is their immutability. Once
deployed on the blockchain, they cannot be altered or changed. Therefore, it is highly
required to ensure their correctness and security before their deployment on the
blockchain platform.

2.3 Common Vulnerabilities

Several research works in the literature have discussed smart contract vulnerabilities
such as [12,30]. These vulnerabilities may happen at the smart contract code level, the
blockchain level and the EVM level [27]. Next, we introduce the most cited vulnerabil-
ities in the literature:

— Reentrancy. It is a solidity-level vulnerability. It occurs when a given smart contract
calls an entrusted function in another contract. The malicious callee can take control
of the data flow and makes its attack. This kind of vulnerabilities was the cause of
the DAO attack.

— Gasless send. It is a solidity-level vulnerability. When using the function send to
transfer ether to a contract, it may end up with an out-of-gas exception.

— Timestamp dependency. It is a blockchain level vulnerability. In fact, any operation
on the blockchain has its timestamp (e.g., smart contract creation, block creation,
etc.). A malicious miner can manipulate the timestamp of the generated block for
malicious purposes.

It is highly demanded to detect such vulnerabilities while developing blockchain
oriented software. Thus, adopting verification techniques such as software testing is
mandatory to ensure the quality and trustworthiness of BoS.

2.4 Blockchain Testing Techniques

One of the most important activities for Blockchain Oriented Software Engineering
(BOSE) is the testing activity. Indeed, it is defined as the process of validating and
ensuring the quality of a System Under Test (SUT) [13]. It is usually performed with
the purpose of assessing the conformance of a system to its specifications.

Software testing can be static or dynamic. Static testing does not involve software
execution, but analyses the source code structure, syntax and data-flow, and is also
called Static analysis. Contrary to static testing, dynamic testing considers testing the
dynamic behavior of a SUT while it is running. Test cases are conceived by specifying
test inputs and expected outputs. The purpose of dynamic testing is to check whether
the actual outputs correspond to the expected ones.

In the case of testing blockchain oriented software, we identify in the literature sev-
eral kinds of testing techniques that are performed with the aim of increasing confidence
and trustworthiness of BoS. For instance, we cite Smart contract testing (i.e., applying
unit testing on smart contract code), Performance testing (i.e., verifying performance
and latency within blockchain network), Node testing (i.e., testing the block size, chain
size and data transfer) and Security testing (i.e., identifying whether there is any piece
in the Blockchain application that is vulnerable to malicious attacks).

Regarding Model-based testing (MBT), it is a software testing technique in which
different test cases are derived from a test model that describes the functional aspects
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of the SUT. The advantage of choosing this type of test in our work is to improve the
detection of errors in case of testing BoS and to reduce the cost and time of the test
phase [33].

3 Related Work

Although testing blockchain oriented software should cover several layers: application
layer (e.g., DApps), smart contract layer, blockchain layer (e.g., blocks, transactions),
consensus layer and network layer, testing efforts are concentrated essentially on testing
smart contracts and ensuring their functional correctness. In this direction, we have
identified two research lines: white-box testing and black-box testing approaches [22].

The first research line, white-box testing, is based on the investigation of internal
logic and structure of the smart contract code. Up to our knowledge, the majority of
studied papers focus on mutation testing [5,7,15,17,23,34] and show that this test-
ing technique has a good impact on smart contract quality. Indeed, mutation testing is
considered as a fault-based software testing technique generally used to evaluate the
adequacy of test cases and their fault detection capabilities.

In this direction, a well established approach is proposed in [23] providing a muta-
tion testing tool for Ethereum smart contracts called, MuSC. This proposal takes as
input a smart contract under test and transforms its source files to Abstract Syntax
Tree (AST) version. Next, it generates various mutants that implement traditional muta-
tion operators and new ones according to the characteristics of solidity language. The
obtained mutants are then transformed back to solidity source files with injected faults
for compilation, execution and testing purposes. It also provides user-friendly interface
to create test nets and to display test reports. The latter include execution results for
each mutant (i.e., pass or fail) and the total mutation score.

Similarly, authors in [17] developed a RegularMutator tool for mutation analysis.
Its major goal is to improve the test suites in order to find defects as well as to increase
the effectiveness and the fault detection capabilities of test suites. Taken as input a
Truffle project, RegularMutator generates mutants for each source file in the project.
Once mutant files are generated, it substitutes the original files with the mutant ones,
executes project test suites, and then, the test output is analysed. The main problem
within this approach is its high computational cost of executing a set of tests when
generating numerous mutants.

Yet another potential research topic to explore is discussed here which consists in
testing Decentralized Applications (DApp). A DApp is a Web application made up of
two parts: the front-end and the back-end. The following two studies [14,36] touch sev-
eral research areas including smart contract analysis and automated Web application
testing. They overcome the lack of effective methods and tools for testing DApps since
the existing ones either focus on testing front-end code or back-end programs but they
ignore the interaction between them. These approaches focus on DAPP testing includ-
ing Web testing of graphical user interfaces and also smart contract testing whereas our
proposal deals with model based testing of smart contracts without access to source code.

The second research line, Black-box testing, includes several testing approaches that
apply testing activities without having any knowledge of the internal structure of BoS.
The most used ones in the studied context are fuzz testing and model-based testing.
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Regarding fuzz testing perspective, we introduce the Fuse project [9], a fuzz testing
service for smart contracts and Dapp testing. Fuse assists developers for test diagno-
sis via test scenario visualization. The first prototype developed in the context of Fuse
project is ContractFuzzer [19] that detects seven security vulnerabilities of Ethereum
smart contracts. The proposed approach generates fuzzing inputs from the ABI specifi-
cation of the smart contract. It also defines test oracles for detecting the supported real
world vulnerabilities within smart contracts. ContractFuzzer was performed on 6991
real-world Ethereum SCs showed that it has identified 459 SCs vulnerabilities, includ-
ing the DAO and Parity Wallet attacks.

A similar approach to ContractFuzzer is sFuzz, an adaptive fuzzing engine for EVM
smart contracts [29]. sFuzz is made up of three components: runner that manages test
case execution, liboracles that supports eight oracles inspired by the previous researches
[19,25] and libfuzzer which implements the test suite generation algorithm. The latter
is based on a feedback-guided fuzzing technique which transforms the test generation
problem into an optimization problem and uses feedbacks as an objective function in
solving the optimization problem. This proposal is based on adaptive strategy since it
is possible to change the objective function adaptively based on the feedback to evolve
the test suite with the aim of improving its branch coverage. Due to its effectiveness and
its reliability, sFuzz has already gained interest from multiple companies and research
organizations. However, fuzz-based approaches may suffer from false positive detection
as a reported vulnerability may be a false positive?.

Regarding the model-based testing perspective, authors in [31] propose a model
driven approach that generates smart contract code from UML diagrams (i.e., Use Cases
and Activity diagrams). They also point out the necessity of applying testing technique
in the early stage of Software Development Life Cycle (SDLC), especially in the con-
text of blockchain oriented software. However, this approach is still immature since no
test tool implementation for the discussed ideas were introduced. Similarly, the work in
[20] proposes a complete software testing life cycle to test BoS projects. The proposal is
composed of four phases including system overview, test design, test planning and test
execution. Test generation issue was not discussed and solutions to reduce test cost and
effort are not given.

Up to our best knowledge, ModCon tool [24] is very closer to our MBT approach.
In fact, it uses an explicit abstract model of the target smart contract in order to generate
test cases automatically. This tool shows its effectiveness specifically for enterprise SC
applications written in Solidity from permissioned/consortium blockchains. It allows
SC developers to input their test model for the SC under test. Compared to our solution,
ModCon did not model blockchain environment and focused only on modelling and
testing functional aspects of single smart contracts.

4 Proposed Approach
In this section, we describe the main steps of our model-based testing approach

MBT4BoS. It is divided into four steps as shown in Fig.2: (1) modelling the smart
contract and its blockchain environment as UPPAAL Timed Automata, (2) generating

2 Some test cases fail but there is no bug and the program is working correctly.
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Fig. 2. Architecture of the model-based testing approach: MBT4BoS.

abstract test cases by UPPAAL CO./ER tool, (3) dynamically executing the generated
test cases, and finally (4) analyzing the obtained test results and generating test reports.
In the following subsections, these modules are deeply discussed.

4.1 Modelling the Smart Contract and Its Blockchain Environment

In this step, our aim consists of designing an abstract test model from which test cases
are automatically generated. The purpose of this test model is to specify the expected
behaviours of the system under test with reference to its requirements. To do so, we
adopt a popular and widespread formalism for specifying critical systems, called Timed
Automata (TA). In fact, we model a given smart contract and its blockchain environment
as a network of timed automata.

From smart contract modeling perspective, a timed automata is defined by the tuple

(S,s0,4ct, C, Inv, V,T), where:

— Sis afinite set of states.

— so € Sis the initial state and ip € I represents the initial input action that corresponds
to the constructor of the smart contract.

— Act s a finite set of Input and output actions. The Input actions correspond to smart
contract function calls.

— (s afinite set of clocks that are used to model temporal constraints.

— 7V is the set of state variables. Every variable x € V is a global variable and can be
accessed at every state s € S.

— T is a finite set of transitions, where e = (I, g,r,a,l’) € T corresponds to the transi-
tion from 1 to I’, g is the guard associated to e, r is the set of clock to be reset and a

is a label of e. We note [ 2% [/,

From the blockchain modelling perspective, we consider only accounts, transactions
and gas mechanism in Ethereum blockchain. Consensus algorithms and mining are out
the scope of this paper. As introduced in the Ethereum Yellow paper [35], an Ethereum
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account can be either an externally owned account or a smart contract account. Both of
these accounts have a unique identifier called address and some others fields such as a
balance3, a codeHash* and a storageR00t5.

A transaction is a single cryptographically-signed instruction constructed by an
externally owned account. It contains a gasLimit and a gasPrice field. The gasPrice indi-
cates the market price in Wei of a unit of gas. The gasLimit is the maximum amount
of gas that can be burnt for performing the transaction. Thus, total transaction fee is
calculated as follows: txFee = Gasunit (limits) x Gaspriceperunit.

At this point, we consider that an ethereum transaction has three states created,
confirmed and failed. The pending state in which transaction in the pool waiting for
minor validation is out the scope of this paper. A given transaction is confirmed when
the sender of the transaction has enough ether in his account to perform it. It can be
failed if the sender does not provide the gas needed to complete it.

4.2 Test Case Generation

Test generation within a model-based testing process is the generation of tests from the
previously designed model. This generation is based on behaviours from the test model
and on test selection criteria chosen by the validation engineer. In our case, the used
test generation technique is based on model checking. The main idea is to formulate
the test generation problem as a reachability problem that can be solved with the model
checker tool UPPAAL [8]. However, instead of using model annotations and reachabil-
ity properties to express coverage criteria, the observer language is used. The use of the
observer language simplifies the expression of coverage criteria.

Therefore, we reuse the finding of Hessel et al. [16] by exploiting its extension of
UPPAAL namely UPPAAL CO,/ER®. This tool takes as inputs a model, an observer
and a configuration file. The model is specified as a network of UPPAAL timed
automata (.xml) that comprises a SUT part and an environment part. The observer (.obs)
expresses the coverage criterion that guides the model exploration during test case gen-
eration. In our context, we use an observer that handle edge coverage criteria’. The
configuration file (.cfg) describes mainly the interactions between the system part and
the environment part in terms of input/output signals. As output, it produces a test suite
containing a set of timed traces (.xml).

Our test generation module is built upon this well-elaborated tool. We use UPPAAL
CO+/ER and its generic and formal specification language for coverage criteria to gen-
erate abstract test cases for checking the correctness of smart contracts. The concretiza-
tion of tests is done manually.

3 The number of Wei owned by this address.

4 The hash of the EVM code of this account.

5 The hash of the root node of a Merkle Patricia tree encoding the storage contents of the account.
6 http://user.it.uu.se/ hessel/CoVer/index.php.

7 A test case should traverse all edges of a given timed automaton.
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4.3 Test Case Execution

The generated test cases can be executed manually or automatically. Manual test exe-
cution involves a human tester executing the generated test cases by interacting with
the system under test, following the test case instructions. Automated test execution
involves translating the generated test cases into automatically executable test scripts.
At this level, we have developed a test tool BC Test Runner which allows to auto-
mate the execution of generated tests by stimulating smart contracts deployed on a local
blockchain, called Ganache and also the generation of test reports. As highlighted in
Fig. 3, this test tool consists of a Web-based front-end and a server-side backend. The
front-end accepts two inputs from testers: a set of test cases generated from the given
test model by UPPAAL CO+/ER and a Json file obtained after the compilation of the
smart contract. This file contains all the specifications of the smart contract. The back-
end comprises several modules: such as Test Executor, Test result analyzer and Report
generator. The communication with the smart contract is done through the Web3.js

library.
Testcases
\

Front-end

[ Graphical User Interface ]

Back-end

[ Test executor J[ Test result analyzer ][ Report Generator ]

Web3.js j E

‘ Smart Contract Under test deployed on Ganache

Ganache, Ethareum

Fig. 3. Architecture of the test tool BC Test Runner

The Test Executor module is responsible for stimulating the smart contract with test
input data and retrieving the results. To do so, it reads from the Json file the address of
the contract and its ABI (Application Binary Interface) in order to invoke its functions.
The ABI is the binary interface that describes the smart contract and its functions, i.e.
function names, parameters, return types, etc. From the second entry which is a text file
that contains the test cases (i.e., input values and expected results separated by (;)), it
sends test inputs to the deployed smart contract, then collects the obtained results and
compares them to the expected ones. Then, Pass or Fail verdicts are then generated for
each test case.

4.4 Test Result Analysis and Test Report Generation

This step consists of analyzing the test execution results which are stored in log files
during the test execution and also generating test reports. Regarding test result analysis,
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BC Test Runner includes the module 7est results analyser which performs the analy-
sis of results by calculating the percentage of Pass verdicts and the percentage of Fail
verdicts. Then, test reports are generated by the module Report Generator as trace text
files.

5 Illustration

At present, we introduce the case study that we used to illustrate our MBT approach.
Moreover, the elaborated test models for the studied smart contract and the implemented
test tool are presented.

5.1 Case Study Description

Decentralized electronic voting systems, relying on Blockchain technology, are emerg-
ing as new solutions to handle security concerns of traditional electronic voting systems.
With blockchain technology, the E-voting system can guarantee transparency and confi-
dentiality. The idea is to create one contract per ballot, providing a short name for each
proposal. Then, the creator of the contract, known as chair person, will register each
address individually and give the right to vote.

’ 1-Initiate the vote
e EEE

2- Regi Vi dd ..’.
A e | e\

4- Vote results ‘ ! Voters
B

Ballot Smart contract .I..L

|
16 )

Blockchain

Chair person
i 3- Vote

Fig. 4. A simplified electronic voting system deployed on blockchain.

As depicted in Fig. 4, the chair person initiates the vote by deploying the Ballot
contract while providing a short name for each proposal. Then, he registers voters indi-
vidually. We assume here that the registration period is equal to ten days. When the
registration phase is closed and the vote phase is opened, voters can vote by choosing
the proposal identifier. At the end of the voting period which is equal to one day, the sys-
tem will return the proposal with the largest number of votes. It is worth to note that we
have adopted the Ballot smart contract which is introduced in solidity’s documentation
with minors modifications [3].
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1 contract ballot {

2 struct Voter {

3 uint weight; // weight is accumulated by delegation
4 bool voted; // if true, that person already voted
5 address delegate; // person delegated to

6 uint vote; // index of the voted proposal

7 }

8 struct Proposal {

9 string name; // short name (up to 32 bytes)

10 uint voteCount; // number of accumulated votes
11 }

12 address public chairperson;

13 function register (address voter) public {

14 require (

15 msg.sender == chairperson,

16 "Only chairperson can give right to vote."
17 ) g

18 require (

19 lvoters[voter] .voted,

20 "The voter already voted."

21 ) 8

22 require (voters[voter].weight == 0);

23 voters|[voter].weight = 1;

24 }

Listing 1.2. Code snippet of the Vote smart contract.

5.2 Modelling the E-voting System

In the following, we present the timed automaton specification of the Ballot smart con-
tract which will be then used as a reference in our approach.

The Ballot Smart Contract Automaton

As shown in Fig.5, at the initial state named initial which is marked by dou-
ble circle, the clock (c) is initialized to zero. The first transition corresponds to
the reception of a request to invoke the register function of the smart contract
(Tx_Contractcall _register[e][ch]?). Reaching the state (Accepting_registration), the
model evolves to the state initial, either through the transition that corresponds to the
failed registration (registration_failed[e][ch]!) if the return value of the function reg-
ister is false, or through the transition that corresponds to the confirmed registration
(registration_con firmed|e][ch]!) if the return value of the function register is true. In
this case, the procedure (Registration_Confirmed(e)) stores the address of the voter (e)
on the Ballot smart contract.

Returning to the initial state, the model evolves either to (Accepting_registration)
state and it does the same scenario if the clock delay is less than or equal to 10 days
(¢ <=10), or to (Registration_closed) state if the clock delay is greater than 10 days
(¢ > 10). In this case, the clock is set to zero. Reaching (Registration_closed) state, the
transition to be enabled corresponds to the reception of a request to invoke the voting
function (Tx_Contractcall vote[e][P_Num|?).



96 M. A. Hammami et al.

proposal! Initial
reset( ) @ .
g :E_ID,
g"/'\>-"'/ eE ID.| \ chE ID
¢ o ch:E ID \® '}T"—ID-“ register(e.ch)==true
" ¢>0and e<=10 \ ch:E_ID registration_confirmed[e][ch]!
. r\,Iﬁ\i_Contractcall_register[e][ch]? >reg{ster(§;ch)_='=false Registration_Confirmed(e)
b CP N / registration_failed[e][ch]! -
T 7 ™~ /

/
. /
. J
. -
.

“._Accepting_registration
R

Winning( )

O - e Registration_closed
< \_{\ = ~
Voting_closed N, eE_ID,
eE ID. \, P_Num:Proposal Numbet|
P_Num:Proposal Number | vote(e)==false
=0 and c<=1 / vote_failed[e][P_Num]!
Tx_Contractcall vote[e][P_Num]? i/

/

winning_proposal_request?

eE ID,

P _Num:Proposal Number
vote(e)==true
vote_confirmed[e][P_Num]!
Vote_Confirmed(e.,P_Num)

Accepting_voting

Fig. 5. Ballot smart contract automaton.

When reaching (Accepting voting) state, the model may change its state to
the previous one, either through the transition that corresponds to the failed vote
(vote_failed[e][P-Num)!) if the return value of the vote function is false, or through the
transition (vote_confirmed|e][P_-Num]!) that corresponds to the confirmed vote if the
return value of the function vote is frue. In this case, the (Vore_Confirmed(e,P_Num))
procedure records the voter’s vote on the blockchain.

When returning to the state (Registration_closed), the model can evolve either to
the state (Accepting_voting) and it follows the same scenario if the clock delay is
less than or equal to one day (c <= 1), or to the state (Voting_closed) if the clock
delay is greater than one day(c > 1). Reaching the state (Voting_closed), the transi-
tion to be enabled corresponds to the reception of a request of the winning proposal
(winning_proposal _request?). In this case, the procedure (winning()) returns the pro-
posal having obtained the greatest number of votes. When the state (close) is reached,
the transition to be fired corresponds to the emission of the winning proposition pro-
posal!. At the end, the model returns to the initial state.

Transaction Automaton

This automaton has three states. As illustrated in Fig. 6, starting from the initial state
70, the model evolves, either towards the state 7/, or towards the state 72, according to
the request which it receives.

For instance, the transition Register_request[e][ch]? is enabled and the state T/ is
reached. As a result, the model may evolve to the previous state 70, through the transi-
tion that corresponds to the erroneous transaction (Tx_errored!) if the value of gasUsed
is higher than the value of gaslimit or the account balance of the chairperson is lower
than the transaction fee. Otherwise, the transition which corresponds to the invoca-
tion of the register function of the smart contract (Tx_Contractcall register|e][ch]!) is
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Fig. 6. Transaction Automaton.

enabled if the value of gasUsed is less than the value of gaslimit and the account bal-
ance of the chairperson is greater than or equal to the transaction fee. In this case, the
transaction cost is removed from the chairperson’s balance.

5.3 Test Case Generation

From the elaborated formal models, UPPAAL CO+/ER is used to generate abstract test
cases. For space limitation, only two test sequences are illustrated as follows:

— Valid Register: Register_request[id][chairperson]!  Register_request[e][ch]?
.0,gasUsed,balance_ch.Tx_Contractcall register[e][ch]!.1,gasUsed,balance_ch
.Tx_Contractcall_register[e][ch] ?registration_confirmed[e][ch]!
registration_confirmed[id][chairperson]?;

— Failed Register: Register_request[id][chairperson]! Register_request[e][ch]?
.10,gasUsed,balance_ch. Tx_errored! .11,gasUsed,balance_ch Tx_errored?;

5.4 Test Tool Implementation

In this section, we present our test tool BC Test Runner, which is written in JavaScript
and HTML. It is connected with the local blockchain (Ganache) through Web3.js library.
This tool allows us to invoke smart contracts deployed on the local blockchain using
their specifications (address, ABI). It provides an interface that consists of three sub-
interfaces as illustrated in Fig. 7.

The sub-interface (1) allows the tester to select the smart contract specification file
(.json) and test cases (.txt) then to start the test process through the button Start Test
or to generate test reports through the button Generate Report. The sub-interface (2)



98 M. A. Hammami et al.
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Fig.7. The user interface of BC Test Runner.

displays the number of test cases executed, their verdicts and their test duration. The
sub-interface (3) highlights test results as a pie chart.

6 Conclusion

In this paper, we provided a model-based testing approach for BoS, called MBT4BoS,
that tests smart contracts deployed on Ethereum Blockchain. Our approach ensured the
modelling both of smart contracts and the blockchain environment while considering
essentially Ethereum gas mechanism. To do so, UPPAAL Timed Automata were used
to elaborate test models. Then, new abstract test cases were adequately generated by
using an extension of UPPAAL called UPPAAL CO./ER. We also proposed a Web-
based interface to execute tests, analyze test results and generate test reports. In order to
show the efficiency of MBT4BoS, we illustrated our solution using the Vote case study.

At the end of this work, we can distinguish several perspectives. First, we consider
the automatic generation of test cases by proposing a test generation algorithm and
integrating it into our solution MBT4BoS and into our test tool BC Test Runner. In
addition, we can improve the current version of our test tool to integrate it into other
modules, which will allow more accurate determination of anomalies and better analysis
of test results. Another area to explore is combining model checking and testing to
enhance the efficiency of BoS formal verification [11].

References

1. Blockchain platform: Ethereum. https://ethereum.org/en/. Accessed Mar 2022

2. Blockchain platform: Hyperledger. https://www.hyperledger.org/. Accessed Mar 2022

3. Solidity  examples.  https://docs.soliditylang.org/en/v0.5.11/solidity-by-example.html.
Accessed Mar 2022

4. Abbas, A., Alroobaea, R., Krichen, M., Rubaiee, S., Vimal, S., Almansour, FM.: Blockchain-
assisted secured data management framework for health information analysis based on inter-
net of medical things, pp. 1-14. Personal and Ubiquitous Computing (2021)


https://ethereum.org/en/
https://www.hyperledger.org/
https://docs.soliditylang.org/en/v0.5.11/solidity-by-example.html

10.

11.

12.

13.

15.

16.

17.

18.

19.

20.

21.

22.

MBT Approach for Testing BoS 99

. Akca, S., Rajan, A., Peng, C.: Solanalyser: a framework for analysing and testing smart con-

tracts. In: Proceeding of the 26th Asia-Pacific Software Engineering Conference (APSEC),
pp. 482-489 (2019)

. Ali, M.S., Vecchio, M., Pincheira, M., Dolui, K., Antonelli, F., Rehmani, M.H.: Applications

of blockchains in the internet of things: a comprehensive survey. IEEE Commun. Surv. Tutor.
21(2), 1676-1717 (2018)

. Andesta, E., Faghih, F., Fooladgar, M.: Testing smart contracts gets smarter. In: Proceeding

of the 10th International Conference on Computer and Knowledge Engineering (ICCKE
2020), pp. 405-412 (2020)

. Behrmann, G., David, A., Larsen, K.G.: A tutorial on uppaal. In: Proceeding of the Interna-

tional School on Formal Methods for the Design of Computer, Communication, and Software
Systems, SEM-RT 2004. Revised Lectures, vol. 3185, pp. 200-237 (2004)

. Chan, W,, Jiang, B.: Fuse: an architecture for smart contract fuzz testing service. In: Pro-

ceeding of The 25th Asia-Pacific Software Engineering Conference (APSEC), pp. 707-708
(2018)

Ben Fekih, R., Lahami, M.: Application of blockchain technology in healthcare: a compre-
hensive study. In: Jmaiel, M., Mokhtari, M., Abdulrazak, B., Aloulou, H., Kallel, S. (eds.)
ICOST 2020. LNCS, vol. 12157, pp. 268-276. Springer, Cham (2020). https://doi.org/10.
1007/978-3-030-51517-123

Fekih, R.B., Lahami, M., Jmaiel, M., Ali, A.B., Genestier, P.: Towards model checking app-
roach for smart contract validation in the EIP-1559 ethereum. In: Proceeding of the 46th
IEEE Annual Computers, Software, and Applications Conference, COMPSAC 2022, Los
Alamitos, CA, USA, pp. 83-88. IEEE (2022)

Feng, X., Wang, Q., Zhu, X., Wen, S.: Bug searching in smart contract. CoRR
abs/1905.00799 (2019)

Freedman, R.: Testability of software components. IEEE Trans. Software Eng. 17(6), 553—
564 (1991)

. Gao, J., et al.: Towards automated testing of blockchain-based decentralized applications.

In: Proceeding of IEEE/ACM 27th International Conference on Program Comprehension
(ICPC), pp. 294-299 (2019)

Hartel, P., Schumi, R.: Mutation testing of smart contracts at scale. In: Ahrendt, W,
Wehrheim, H. (eds.) TAP 2020. LNCS, vol. 12165, pp. 23-42. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-50995-8 2

Hessel, A., Larsen, K.G., Mikucionis, M., Nielsen, B., Pettersson, P., Skou, A.: Testing real-
time systems using uppaal. In: Hierons, R.M., Bowen, J.P., Harman, M. (eds.) Formal Meth-
ods and Testing, pp. 77-117 (2008)

Ivanova, Y., Khritankov, A.: Regularmutator: a mutation testing tool for solidity smart con-
tracts. Procedia Comput. Sci. 178, 75-83 (2020)

Jabbar, R., et al.: Blockchain technology for intelligent transportation systems: a systematic
literature review. IEEE Access 10, 20995-21031 (2022)

Jiang, B., Liu, Y., Chan, W.K.: Contractfuzzer: fuzzing smart contracts for vulnerability
detection. In: Proceedings of the 33rd ACM/IEEE International Conference on Automated
Software Engineering, pp. 259-269 (2018)

Kakadiya, A.: Block-chain oriented software testing approach. Int. Res. J. Eng. Technol.
(IRJET) (2017)

Krichen, M., Ammi, M., Mihoub, A., Almutiq, M.: Blockchain for modern applications: a
survey. Sensors 22(14), 5274 (2022)

Lahami, M., Mailej, A.J., Krichen, M., Hammami, M.A.: A comprehensive review of test-
ing blockchain oriented software. In: Proceedings of the 17th International Conference on
Evaluation of Novel Approaches to Software Engineering, ENASE 2022, Online Streaming,
April 25-26, 2022, pp. 355-362. SCITEPRESS (2022)


https://doi.org/10.1007/978-3-030-51517-1_23
https://doi.org/10.1007/978-3-030-51517-1_23
https://doi.org/10.1007/978-3-030-50995-8_2

100

23.

24.

25.

26.

27.

28.
29.

30.

31.

32.

33.

34.

35.

36.

M. A. Hammami et al.

Li, Z., Wu, H., Xu, J., Wang, X., Zhang, L., Chen, Z.: MUSC: a tool for mutation testing of
ethereum smart contract. In: Proceeding of the 34th IEEE/ACM International Conference on
Automated Software Engineering (ASE 2019), pp. 1198-1201 (2019)

Liu, Y, Li, Y., Lin, S.W,, Yan, Q.: MODCON: a model-based testing platform for smart con-
tracts. In: Proceedings of the 28th ACM Joint Meeting on European Software Engineering
Conference and Symposium on the Foundations of Software Engineering, pp. 1601-1605
(2020)

Luu, L., Chu, D.H., Olickel, H., Saxena, P., Hobor, A.: Making smart contracts smarter. In:
Proceedings of the ACM SIGSAC Conference on Computer and Communications Security,
pp- 254-269 (2016)

Mars, R., Youssouf, J., Cheikhrouhou, S., Turki, M.: Towards a blockchain-based approach
to fight drugs counterfeit. In: Proceedings of the Tunisian-Algerian Joint Conference on
Applied Computing (TACC 2021), Tabarka, Tunisia, pp. 197-208 (2021)

Mense, A., Flatscher, M.: Security vulnerabilities in ethereum smart contracts. In: Proceed-
ings of the 20th International Conference on Information Integration and Web-Based Appli-
cations & Services, pp. 375-380 (2018)

Nakamoto, S., et al.: Bitcoin: a peer-to-peer electronic cash system (2008)

Nguyen, T.D., Pham, L.H., Sun, J., Lin, Y., Minh, Q.T.: Sfuzz: an efficient adaptive fuzzer for
solidity smart contracts. In: Proceedings of the ACM/IEEE 42nd International Conference
on Software Engineering, pp. 778-788 (2020)

Praitheeshan, P, Pan, L., Yu, J., Liu, J.K., Doss, R.: Security analysis methods on ethereum
smart contract vulnerabilities: A survey. CoRR abs/1908.08605 (2019)

Sanchez-Gémez, N., Morales-Trujillo, L., Torres-Valderrama, J.: Towards an approach for
applying early testing to smart contracts. In: Proceedings of the 15th International Confer-
ence on Web Information Systems and Technologies - APMDWE, pp. 445-453 (2019)
Tsankov, P, Dan, A., Drachsler-Cohen, D., Gervais, A., Biinzli, F., Vechev, M.: Securify:
practical security analysis of smart contracts. In: Proceeding of the ACM SIGSAC Confer-
ence on Computer and Communications Security, pp. 67-82 (2018)

Utting, M., Legeard, B.: Practical Model-Based Testing: A Tools Approach. Morgan Kauf-
mann Publishers Inc. (2006)

Wang, X., Wu, H., Sun, W., Zhao, Y.: Towards generating cost-effective test-suite for
ethereum smart contract. In: Proceeding of the IEEE 26th International Conference on Soft-
ware Analysis, Evolution and Reengineering (SANER), pp. 549-553 (2019)

Wood, G., et al.: Ethereum: A secure decentralised generalised transaction ledger. Ethereum
project yellow paper 151(2014), 1-32 (2014)

Wu, Z., et al.: Kaya: a testing framework for blockchain-based decentralized applications. In:
Proceeding of the IEEE International Conference on Software Maintenance and Evolution
(ICSME 2020), pp. 826-829 (2020)



®

Check for
updates

Blockchain Olive Oil Supply Chain

Tarek Frikha! ®, Jalel Ktari!®9 @, and Habib Hamam?23*>

1 CEs Lab, ENIS, University of Sfax, Sfax, Tunisia
{tarek.frikha, jalel.ktari}@enis.tn
2 Faculty of Engineering, Univ de Moncton, Moncton, NB E1A3E9, Canada
habib.hamam@umoncton.ca
3 International Institute of Technology and Management, Commune d’ Akanda,
BP: 1989 Libreville, Gabon
4 Spectrum of Knowledge Production and Skills Development, 3027 Sfax, Tunisia
5 School of Electrical Engineering, Department of Electrical and Electronic Engineering
Science, University of Johannesburg, Johannesburg 2006, South Africa

Abstract. In Tunisia, one of the major problems in the olive oil industry is market-
ing. Several factors have an impact such as quality, originality, lobbying, subven-
tion, and Extra Virgin Olive Oil certification. The major issue is still traceability of
the production process to ensure that food provenance is always guaranteed. Such
fine-grained traceability can be achieved by applying Blockchain technologies.
Blockchain can be used as a solution that should bring visibility to the oil supply
chain. It is proposed to guarantee the veracity of the product’s information at the
different stages. We use the Ethereum Blockchain to program the smart contract.
This smart contract allows us to configure our system to follow the manufacturing
process of olive oil from the farmer through the oil factory to the customer. In this
paper we present a general-purpose approach for the oil supply chain management,
proposing a system that can be configured for productions. The primary purpose
is to provide a methodology to facilitate and make more efficient the development
of such applications. It is based on general smart contracts and apps interacting
with the same smart contracts. We use IoT to configure sensors. These sensors are
the data source for the supply chain process.

Keywords: Olive oil - Ethereum Blockchain - Traceability - Raspbian OS - IoT

1 Introduction

Tunisia is the world’s third-largest exporter of olive oil. For decades, Tunisian olive oil
has been shipped in bulk to other olive oil-producing countries like Italy and Spain where
it was mixed with local oils and marketed under Italian or Spanish brand names. Today,
Tunisia continues to be a large exporter of its olive oil, the majority of which still leaves
the country in bulk containers. However, Tunisia’s ‘liquid gold’ is also increasingly being
exported in bottles under Tunisian brand names.

The main factors that influence the quality of olive oil are agricultural practices, envi-
ronmental conditions, olive processing, and storage and distribution. Furthermore, olive
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crushing influences the organoleptic and nutritional qualities. However, it is commonly
observed that information concerning these factors is not transparently shared among
partners. Thus, customers are often confronted with many labels on oil bottles and with
no means of verification.

As such there is an interest for preserving or certifying the quality of Extra Virgin
Olive Oil. As top quality commands high prices, oil is vulnerable to fraud and adulteration
throughout its transformation process. Customers are increasingly sensitive about the
oil quality and the use of safe practice. Ensuring the authentication of olive oil quality
is critical for customers Fig. 1.

Others markets

Fig. 1. A fraud in transformation process

Blockchain technology is increasingly supported for various applications such as
e-health [1, 2], industry 4.0 [3, 4], voting [5], agriculture, including tracing and estab-
lishing the provenance of products. The data transparency and inclusivity of blockchain
technology may significantly reduce the related food safety risks underlying deliberate
fraud, poor management, and lack of regulation.

In this paper, we will focus on the implementation of a system to track the flow of
olive oil from the farmer to the producer without having to go through intermediaries or
fodder sources as shown in Fig. 1. Our system is based on the permissioned Ethereum
blockchain in order to have the desired traceability. This document is structured around
4 parts. We start with a state of the art, then we go through the approach implemented.
We then move on to the results obtained before closing with a conclusion and somes
perspectives.

2 Related Work

In many countries, food legislation is particularly strict and the implementations of
traceability systems are mandatory but are unable to insure consumers against fraud.
For this reason innovative methods for traceability systems based on product identifi-
cation are needed. Deterring food fraud requires interdisciplinary research combining
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food science, food law, supply chain management, and other fields such as informat-
ics, mathematics and statistics. In this context, a distributed ledger technology such as
Blockchain provides a full and immutable audit trail of transactions data for all stages of
the food supply chain allowing for transparency and verifiable and immutable records
in the form of digital certificates. Immutability of the data enables the technology to be
considered for regulated industries such as agri-food.

As reported by Galvez et al. [6] in his research paper most blockchain systems for
traceability management have been developed since 2015. Numerous research papers,
Ezzeddini et al. [7], Costa et al. [8], Ktari et al. [9], Antonucci et al. [10] just to cite a
few, have shown that using blockchain can advantageously help to achieve traceability
by irreversibly and immutably storing data. Although many studies are promising that
the application of blockchain technologies to the agri-food supply chain can ensure the
food traceability and some companies have launched pilot or proof of concept projects
to manage their supply chains with blockchain technology, certain limits remain to be
considered and addressed. Blockchain can link all aspects of the food supply chain with
a traceable and immutable data system (Fig. 2).

Fig. 2. Blockchain participants in the food supply chain [11]

Nowadays, numerous companies are developing blockchain technology globally,
including Coinbase, Chronicled, Facebook, Circle, Binance, SALT Lending, Ripple,



104 T. Frikha et al.

Steem, etc. Most of them are in the field of finance. Other companies working to incor-
porate blockchain technology into the agricultural-food industry include IBM, Ripe.io,
Transparent Path, Greenfence, OpenSC, Carrefour, Nestle, Hungry Coin, FoodloglQ,
and the like. These companies are summarized in Table 1 [11-13].

Table 1. Examples of collaboration models using blockchain technology in agri-food area.

Blockchain Food Company Food Products Country

Company Partners

IBM ‘Walmart, Carrefour,Mousseline, USA,
Nestle, Unilever, scallop, pork, china,
Farmer Connect, lettuce, mango France
Tyson, slices, chicken,

SAP Target, Kelloggs, yellowfin tuna, USA
Tate & Lyle,
Johnsonville,
Natura

FoodloglQ Tyson Foods, Tomato, coffee, USA

Subway, UK's Food
Standards Agency

BloomBloc Malaysian Palm OilPalm oil Malysia
Council (MPOC)
OpenSC Nestlé Milk and palm oil Switzerland

On the other hand, researchers study blockchain-based food supply chain traceability.

Yu and Huang [14] put forth the traceability solution for broiler chickens by combin-
ing the blockchain technology and RFID technology. With the solution, smart devices
can be used to scan the traceable QR code on the chicken claw ring to retrieve the corre-
sponding data and information, where the chicken claw ring is designed into an “inverted
tooth” shape to prevent its secondary use.

Tian et al. [15, 16] developed an agricultural food supply chain traceability system,
covering the whole process of data acquisition and information management of all links
of the entire supply chain.

Yang et al. [17] used Hyperledger as the traceability chain to store information in
the local database, which is useful in solving the problem of blockchain deficiency in
massive data storage. However, it is disadvantageous in high cost, slow data transition
rate, low security, etc.

Xie et al. [18] utilized the IoT technology to carry out ETH-based tracing of agricul-
tural products, ensuring that data will not be maliciously tampered or damaged. However,
on the data storage layer, data storage is blockchain-based; thus the network overheads
will become increasingly greater with the increase of data volume.

Hao et al. [19] researched the traceability storage solution based on the blockchain
technology, which stores the crop growth information in IPFS and provides analysis of
crop growth data by virtue of the auxiliary database. Although the solution overcomes
the data storage constraint of blockchain, the focus of the system is on the acquisition
of crop growth information, and thus the solution is not favorable to the information
tracing subsequent to crop processing.
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Caro et al. propose an integrated solution of a blockchain platform named Agri-
BlockIoT in the agriculture supply chain [20]. AgriBlockIoT is a fully distributed sys-
tem which uses the blockchain technology in combination with IoT devices in order to
collect and distribute traceability data. The proposed solution was tested with two dif-
ferent blockchain platforms, namely Ethereum and Hyperledger Sawtooth. Trial results
showed that Ethereum performed considerably better compared to Hyperledger Saw-
tooth, in terms of latency, CPU and network usage. AgriBlockloT enables the integration
of IoT and blockchain technologies, creating transparent, fault-tolerant, immutable and
auditable records which can be used for an agri-food traceability system.

Furthermore, Lin et al. propose another system based on blockchain and IoT tech-
nologies for the agriculture supply chain [21]. Specifically, the authors try to combine
the technologies of blockchain, IoT, low-power wide-area network (LPWAN) and exist-
ing enterprise resource planning (ERP). The proposed platform, which aims to solve
food safety and trust issues of the traditional agri-food supply chain, involves all parties
within a typical agriculture supply chain ecosystem. [22].

Mondal et al., describes a blockchain—IoT based system which utilizes the proof
of object (PoO) concept as an alternative to the blockchain’s proof of work (PoW)
[23-25] and proof of stake (PoS). PoO is a validation method where the owner of the
object is obliged to prove the possession. As long as the other stakeholders validate
this claim, a consensus is reached and a new block is added in the blockchain. The
authors follow an analytical approach and present trial results for the proposed model
regarding the implementation of the consensus algorithm, the security issues and the
sensor technology involved [26].

Based on the different approaches used in the state of the art and given the Tunisian
technological, retail and infrastructural constraints, we propose in this paper an approach
that can help not only to improve the olive oil quality but also to optimize the selling
price.

Cutting out the middleman is the best way to avoid fraud and minimize possible
commissions. The result is a very high-quality oil with low prices. We will try to describe
the most suitable process.

3 Proposed Approach

The aim of the proposed work is to allow the implementation of a supply chain system
allowing the follow-up of the routing of the olive oil from the producer to the customer
through the oil factory. The proposed system as indicated allows to bypass the interme-
diaries in order to minimize the cost of the production and to secure the system. Anyone
who is not part of our blockchain is automatically excluded.

This system therefore allows us to maintain the quality of our production. Our reliable
system is performed by the implementation of smart contracts to store critical data that
are immutable and ensure the monitoring and securing of olive production. That is why
there is a need of:

e Implementation of a web application for data entry.
e Transfer, processing and storage of information in the Blockchain
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e Blockchain implementation on Raspberry PI
e Secure data tracking

As for the farmer

e Access the system by completing the registration process.
e To put on sale its products, i.e. the olives. The necessary details about the product.

Concerning the producer
e Access the system by completing the registration process.
e To buy the raw materials offered for sale by the farmer.
e He can also put the oil up for sale.

As for the customer

e The client can access the system.
e He can check the production line through which the product was passed.

Figure 3 represents the different actors and the steps that will be followed in the
implementation of our system.

The farmer Producer Customer

; T 0

:El‘::est ofthe I— Buy the olive Buy the |z:pil
G ]
Stede — & &% | ool e
J, !v §
sell oil —% 3 o

Fig. 3. Implemented proposed system

The system proposed in our paper is presented in Fig. 4. The different people who
interfere in our system are presented in this figure.

Thus we have the farmer, the industrial (manufacturing, processing and packaging,
quality inspection, transport and logistics) and the customer.

Each member of our system will propose a Blockchain node. This node will be
implemented on a Raspberry PI3. The smart contract will run to record each transaction
performed. The result of the implementation of our system will be illustrated in the
results part.
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4 Obtained Results

With the objective of setting up an efficient system allowing to trace the routing of the
production of olive trees from the farmer to the customer without having to go through
intermediaries, we will highlight the system that has been set up. We will first present
the Blockchain part implemented on a Raspberry PI 3 platform. Then, we will describe
the mobile application that allows tracking and controlling the different transactions.

4.1 Implemented Blockchain on Raspberry Pi

Several embedded platforms can be used such as FPGAs [27, 28], GPUs [29], etc. We
chose to use a Raspberry Pi platform for the implementation of our application. This
choice is due to several reasons:

In terms of low power consumption [30-33], the raspberry PI has the characteristics
of a PC with a minimalist configuration. It offers a multiprocessor architecture with a
GPU that allows access to a good computational capacity. It offers different peripherals to
be able to connect and use several peripherals. Since the data does not require significant
computational capabilities, we will use the Raspberry Pi as receptacle for our blockchain.
‘We will therefore use Ethereum as the Blockchain implemented on Raspberry. The result
of our work is described in Fig. 5. We see the Blockchain, and the different transactions
performed. In this figure we use a virtual machine in which we installed the Raspbian
OS. The data were recorded using smart contracts.



108 T. Frikha et al.

Fig. 5. Blockchain implemented on Raspbian OS

However, the implementation of our blockchain goes through several steps that
require the use of several tools. We will use Ganache to test our custom Ethereum
blockchain. The truffle tool will be the provider of our smart contract and finally meta-
mask will be our crypto wallet. Figure 6 describes the different tools used that we have
already described.

After the smart contract, the ganache result was represented in Fig. 6. We can notice
that all transaction are hashed to secure it. Figure 7 illustrates it.

After describing the Blockchain implementation part, we will highlight the mobile
part used to consult as well as pass our transactions via Blockchain.

4.2 Web Application

In the application part, we are going to propose our system which has been realized
using Flatter. We see in the Fig. 8 our Web application that has been realized. The goal
is to also to use a mobile application that can be used both on Android and IoS. In this
figure we can find the agriculture registration part.



Blockchain Olive Oil Supply Chain 109

Fig. 6. Blockchain implementation used tools
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Fig. 8. Monitoring & securing production: agriculture interface

After selling olive to the manufacturer to extract olive oil, the transaction was saved
on the Blockchain. In Fig. 9, we find the confirmation of the executed transaction. It
represents the oil manufacturer interface.
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Fig. 9. Monitoring & securing production: oil manufacturer interface
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The third application actor was the customer. He can access to the system to check
the identity of the olive producer as well as the oil manufacturer before buying his oil.
Figure 10 illustrates it.
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Fig. 10. Monitoring & securing production: customer interface

It is important to notice that each actor in our system has access to a crypto-wallet
Meta mask in order to perform the necessary transactions in our system. Each transaction
done by the system needs ethereum gas to be validated. This crypto-money is displayed
via meta mask.

5 Conclusion

In this paper, we have presented a system to highlight the security of information related
to the production of olive oil using the Blockchain.

The steps showing the importance of our system have been set up and described
taking into account the Tunisian context related to olive oil.

Several perspectives can be added to this work. Indeed, in order to have a system
using intelligent agriculture, we can add several sensors to minimize human intervention.

We can use artificial intelligence to automate the state of the olives but also the type
and quality of the olive oil obtained.
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Abstract. EIP-1559 is an Ethereum Improvement Proposal that aims to modify
the transaction fee system on Ethereum and has also been adapted by some of
its layer 2 Rollups. It would reduce fees paid by its users and help make its
cryptocurrency a deflationary currency by burning a certain amount of it during
operations. However, this modification does not only bring advantages. In this
paper, we conduct a practical study to show how it affects the transactions on the
Ethereum Blockchain as well as its layer 2 scaling solutions (Rollups) Polygon
and Arbitrum in term of gas fees and waiting times.

Keywords: Blockchain - EIP-1559 - Ethereum - Polygon - Arbitrum - waiting
time - gas fees

1 Introduction

To perform a transaction on any public Blockchain, a gas fee is required to be paid to the
miners or the validators as an incentive for them to maintain the blockchain and be part
of a healthy consensus [1]. This is valid in Proof-of-Work blockchains like Ethereum
and Proof-of-Stake blockchains like Polygon and Arbitrum.

Ethereum is a decentralized and open source blockchain system that has its own
cryptocurrency: Ether (ETH). Ethereum also acts as a platform for a multitude of other
cryptocurrencies namely ERC-20 tokens but also for the deployment and execution of
decentralized programs called smart contracts [2].

To execute these smart contracts or simply transfer Ether, gas fees are required to be
paid for these operations and have lately been amounting to very high costs due to the
large demand and the lack of scalability of the Ethereum network. To curb these costs,
a number of Ethereum Improvement Proposals (EIPs) have been implemented [3].

However, some EIPs like EIP-1559 have been controversial as they divide the users’
opinion about their efficiency. We show in this paper why this is the case, especially
since it’s implemented on layer-2 of the Ethereum as well [4].

Several works [4—6] have highlighted the consequences of EIP-1559 on the Ethereum
blockchain, however, its impact on the Ethereum Rollups like Polygon and Arbitrum
hasn’t been studied. Our study will prove how this improvement proposal have different
consequences on Rollups when compared to the Ethereum blockchain.
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The remainder of this paper is organized as follows. We offer a brief description
of Ethereum L1 and L2 as well as EIP-1559 in Sect. 2. Section 3 describes our pro-
posed testing approach. We present and explain the testing results in Sect. 4. Finally, a
conclusion is provided in Sect. 5.

2 Background

2.1 Layers 1 and 2 in Ethereum

Ethereum 1.0 (L1)

Ethereum is a decentralized exchange network allowing users to create smart contracts.
These smart contracts are based on a computer protocol to verify or enforce a mutual
contract. They are deployed and publicly viewable in a blockchain. It is based on Proof-
Of-Work [1]. EIP-1559 went live on Ethereum on august 2021 as part of the London
Fork. It is considered a layer 1 (L1) network since it’s the main blockchain network other
Rollups are implemented on. Ethereum is planning to become Proof-of-Stake with ETH
2.0 [7].

Polygon (L2)

Polygon was born from an observation: Ethereum is the first smart contract platform in
the world, but it is reaching its limits. Users and developers suffer from high latency and
gas costs. The current Ethereum architecture does not allow to customize its technology
stack. Developers are fleeing to secondary blockchains like it, compatible with EVM [8].
Figure 1 shows a simple representation of the scaling mechanism implemented between
Ethereum and Polygon as a layer 2 (L2) Scaling solution based on Proof-of-Stake where
transactions are validated instead of mined. EIP-1559 went live on Polygon on January
2022.

Arbitrum (L2)

Arbitrum takes data storage and computation and moves it off the Ethereum mainchain.
By processing transactions in a separate environment, via the ArbOS, Arbitrum can clear
transactions more quickly and it’s not affected by network congestion on Ethereum. The
primary difference between Arbitrum and Polygon is the security mechanism. Arbitrum
is secured by the Ethereum base layer and does not have its own token. Polygon is
secured by its own Proof-of-Stake consensus mechanism, where stakers lock up the
MATIC token to get a reward for validating transactions [8]. Arbitrum uses an EIP-
1559-like mechanism since its launch for the developers as a Dev mainnet in May 2021.
It is inspired to be tailored to its needs but is still very similar in many aspects.

2.2 Eip-1559

Presenting EIPs
Ethereum Improvement Proposals (EIPs) are feature and process proposal documents
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Fig. 1. Ethereum scaling mechanism

that propose potential changes to the Ethereum blockchain. Any member of the Ethereum
community can submit them to the Ethereum platform.

Usually, developers or groups of developers submit an EIP based on changes they
believe will improve the Ethereum protocol and network. Proposals are evaluated and
discussed by Ethereum’s core developers, who manage its repository on the GitHub
platform. EIPs go through several stages of evaluation. If they are eventually accepted,
they are usually bundled together to form updates called forks [3].

There are several categories of Ethereum improvement proposals:

e The Standard Track EIPs relate to changes that will affect most or all Ethereum imple-
mentations. These include network protocol improvements and changes in transaction
regulations.

e Networking EIPs are proposed changes to network protocol specifications.

e Meta EIPs relate to requests and operations applied to areas other than the network
protocol.

e The EIP Interface offers enhancements to standards and user specifications.

e Ethereum Request for Comments (ERC) EIPs relate to application standards and
conventions.

e Informational EIPs are linked to guidelines for the actual design of Ethereum.

e Core EIPs are proposals that require a consensus fork.

The reason for adopting this model of organization is due to the requirement for
a high level of organization in the decentralized development communities to manage
and decide on the next improvements that will be incorporated into the project. In this
way, any developer can present an improvement proposal that will be discussed in the
community, and depending on its impact, it may or may not be included in the Ethereum
protocol [3].

Transaction Fee Mechanism in EIP-1559

This EIP aims to change the way commissions are managed within the network. For
this, the EIP-1559 creates a commission burning mechanism that prevents Ethereum
from having higher inflation and, at the same time, expands or shrinks the capacity of
Ethereum blocks to include more transactions to reduce network congestion.
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Legacy transaction mechanism (TFM), prior to EIP-1559 is considered a first-price
auction where users submit their own bid for their transaction. Their bids are then set
to outbid their competitors to gain their transactions mined first. Outbidding leads to
overpaid transactions, which is a problem in Ethereum due to high Ether price but isn’t
relatively an issue on Rollups since token prices are very low in the layer 2 scaling
solutions [3]. The gas fee is paid with Ether in Ethereum, Matic in Polygon and Arb in
Arbitrum. It’s defined with the following equation:

GasFee = GasUsed x GasPrice (D

EIP-1559 introduces four major changes to the transaction fee mechanism (TFM)
on Ethereum. A list of notations related to EIP-1559 is presented in Table 1.

Regarding block size, EIP-1559 makes the fixed-sized blocks variable. The block
gas limit is doubled from 15 million to 30 million, while the block gas target is still set at
15 million. As we will introduce below, a novel gas price mechanism ensures that block
gas used remains around block gas target on average [4].

EIP-1559 has a base fee parameter depending on the network consensus. Base fee is
the minimum gas price that every transaction must pay to be included in a block. Base
fee adjusts in a dynamic Markov process according to the block gas used in the previous
block. If the block gas is greater than the target, the base fee for the next block increases,
and vice versa. The base fee of the next block is determined solely by its present state.
The dynamics of the base fee is represented as follows [4, 5]:

1 GasUsed), — GasTarget) )

BaseFee = BaseFeep| 1 + =
il h ( 8 GasTarget

EIP-1559 also affects consensus security as it changes the distribution of block size.
For their new TFMs, Polygon implements EIP-1559 as it is but Arbitrum adapts it
from Ethereum (L1) to calculate its own gas fees, as shown in the following equation:

L1_CalldataPrice x L1_CalldataSize
GasFee = L2_GasUsed + -
L2_GasPrice

Table 1. Notations related to EIP-1559 and Arbitrum’s new TFM

Notation Description

BaseFee The minimum GasUsed multiplier required for a transaction to be included
in a block. The result of BaseFee times GasUsed is the part of the
transaction

fee that is burned

MaxPriorityFee | The maximum GasUsed multiplier that a user is willing
to pay to the miner

(continued)
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Table 1. (continued)

Notation Description

MaxFee The maximum GasUsed multiplier that a user is willing
to pay for a transaction

GasPrice Only legacy transactions use it, which represents the GasUsed multiplier
that a user is willing to pay for a transaction

GasUsed The total amount of gas used by a transaction

GasTarget The target of gas that blocks are expected to use on

average, which is set by the protocol

GasFee The actual transaction fee that a user pays
L2_GasUsed Same as GasUsed but for Arbitrum (L2)
L2_GasPrice Same as GasPrice but for Arbitrum (L2)
L1_CalldataPrice | Current price of the Calldata in Ethereum (L1)

L1_CalldataSize | Size in raw data of the transaction

Legacy EIP-1559

|
)ﬁ"

Block reward ’ m N Block reward

Miner

Fig. 2. Simple representation of legacy TFM and EIP-1559

3 Testing Approach

3.1 Smart Contract

To test EIP-1559’s TFM, we write a smart contract that includes functions to handle
event emission, variable storage and address table modification. These functions are
known to have high opcode gas fees [9].
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The smart contract is deployed on Ethereum, Polygon and Arbitrum testnets from

the address Ox6F0A 14Fb2631f5530ESF3CBc0f7aC99091 A8882E with both legacy and
new TFMs and has its addresses presented in Table 2.

Table 2. Smart Contract Deployment Information

Network | Transaction Type | Address

Ethereum | Legacy 0xFAdEDDSE629105a08Bb06F389812a9Bc392CA636Ba
Rinkeby

Ethereum | EIP-1559 0xFcC80689817FCaC06AA346b660105C439647BEdA
Rinkeby

Polygon Legacy 0xD5CA0277bfD3d9D9883d7f79fbe17395E2e83820
Mumbai

Polygon EIP-1559 0x68219Ca5964416b028DcA439D9A6886af2C8FCae
Mumbai

Arbitrum | Legacy 0x68219Ca5964416b028DcA439D9IA6886af2C8FCae
Rinkeby

Arbitrum | EIP-1559 0xD5CA0277bfD3d9D9883d7f79fbe17395E2e83820
Rinkeby

These deployments and their transactions’ logs can be easily viewed on the listed
blockchain explorers:

e FEtherscan (Rinkeby): rinkeby.etherscan.io
e Polygonscan (Mumbai): mumbai.polygonscan.com
e Arbiscan (Rinkeby): testnet.arbiscan.io

The following is the code for the Smart Contract used in our testing, written, and
compiled with Solidity 0.8.12:



120 S. Gontara et al.

// SPDX-License-Identifier: MIT
pragma solidity >= 0.8.4 < 0.9.0;
contract EIP1559 Testing {
address admin;
mapping (address => uint) index;
address[] allowedAddresses;
constructor () {
admin = msg.sender;
}
event EventREQ (
uint req value O,
string req value 1,
string req value 2,
string reg value 3,
string req value 4
)i
function sendEvent (uint req value 0, string calldata
_req value_ 1, string calldata req value 2, string
calldata req value 3, string calldata req value 4) ex-
ternal payable {
if (!isAllowed(msg.sender)) {

revert ('wrong address');
}
emit EventREQ( req value 0, req value 1,
_req value 2, req value 3, reqg value 4);
}

function addAllowed (address allowedAddress) external

if (msg.sender != admin) {
revert ('wrong owner, cant add');

if (!isAllowed( allowedAddress)) {
index[_ allowedAddress] = allowedAddress-
es.length;
allowedAddresses.push( allowedAddress);

}
function isAllowed(address _uA) public view re-
turns (bool) {
if (index[ uA] > 0) {
return true;
}
return false;
}
function transferFunds (address payable recipient,
uint256 amount) external {
if (msg.sender != admin) {
revert ('wrong owner');
}

recipient.transfer (amount * 1E9);

The structures of our Smart Contract are explained in Table 3.
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Table 3. Smart Contract Structures

Structure Name Type Description

admin address admin address allowed to add other addresses and transfer funds
index mapping mapping referencing each allowed address

allowedAddresses address table table of allowed addresses

EventREQ event testing event with max number of variables

req_value_0 uint testing integer variable in EventREQ

req_value_[1..4]

string

testing string variables in EventREQ

sendEvent payable function emit variables to EventREQ
addAllowed function add allowed addresses to some functions
transferFunds function transfer Smart contract funds to address

The functions

called.

“sendEvent” and “addAllowed” are chosen for the tests as their
opcodes have dynamic gas prices needing to be calculated with a TFM each time they’re

3.2 Interaction with the Smart Contract

To perform the tests while interacting the smart contract, we use the Web3.js framework,
in its version 1.7.0 [10].

The following code is an excerpt of our Web3 scripts with the legacy version of the
TFM, used in this case to call the function that adds an address to the allowed addresses
table of the Smart Contract:

const init = async
try {

let web3 wallet
const addresses

= {

= new Web3(walletProvider);
= await

web3 wallet.eth.getAccounts();

const contract

= new

web3 wallet.eth.Contract (contractABI.abi,
'0xFdEDD8E629105a08Bb06F38981a9Bc392CA636Ba’') ;

.send ({

let startTime

Date.now ()

contract.methods
.addAllowed ('0xFcC80689817FCaC06AA346b660105C439647BEJA")

from:

addresses[0] ,

gasPrice: 2500000000

b

.on('receipt', function (receipt) {
let elapsedTime = Date.now() - startTime
console.log(elapsedTime) ;
console.log(receipt);

b

} catch (error)
console.error (error);
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To use the previous script with EIP-1559, we simply omit the gasPrice parameter
thus the legacy bidding mechanism, enabling the implementation of the EIP-1559 TFM.

The gasPrice used with the legacy TFM is exactly as provided by EIP-1559 to set a
similar bidding environment, with the same transaction speeds.

We get the transaction time by calculating the difference between the transaction
initiation time by the ABI function and the receipt reception time (valid transaction).

4 Experimentation

4.1 Testing Results

We start by measuring the times of the smart contract deployments. When we first
deploy the smart contract, we get longer deployment times with EIP-1559 compared to
the legacy TFM. Results are shown in Table 4.

Table 4. Smart Contract deployment times

Network Transaction Type Deployment Time
Ethereum Rinkeby Legacy 8s

Ethereum Rinkeby EIP-1559 13 s

Polygon Mumbai Legacy 8s

Polygon Mumbai EIP-1559 125

Arbitrum Rinkeby Legacy >1s

Arbitrum Rinkeby EIP-1559 2s

The deployments, done with the Truffle framework [11], show significantly different

times between the two TFMs, with the most critical delays due to the EIP-1559 TFM
on Ethereum and Polygon.

We analyze next the gas fees used to deploy these smart contracts. Since their numbers
do not vary at all over a short amount of time, only one instance is enough to show the
difference between EIP-1559 and the legacy transaction fees. The gas fees are represented
in Wei, a subunit of Ether (1Eth = 10'®Wei) and subsequently of Matic and Arb.

The implementation of the EIP-1559 on Polygon is completely identical to the one
on Ethereum, so it’s only natural to acquire the exact same transaction fees, where legacy
fees are slightly cheaper, as shown in Fig. 3.
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Ethereum Rinkeby [ —
Polygon MUMba | —

1.952E+15 1.952E+15

M Legacy MEIP-1559

Fig. 3. Resulting transaction fees on Ethereum and Polygon in Wei

However, the transaction mechanism is different on Arbitrum, where the EIP-1559
is implemented differently than on Ethereum and Polygon. And since the transaction
fees are on a different scale for Arbitrum, we choose to represent them in a separate

graph, as shown in Fig. 4.

Aribtrum Rinkeby | —

5.96E+12 5.98E+12 6E+12

M Legacy MEIP-1559

Fig. 4. Obtained transaction fees on Arbitrum in Wei

The optimization of EIP-1559 on Arbitrum allows for cheaper transactions.

Next, we call the functions “addAllowed” and “sendEvent”, described in Table 3,
10 times each, simultaneously, using the same endpoints provider, Alchemy.

The times are generated in milliseconds and receipts are all validated on the
Blockchain; they can easily be viewed with any blockchain explorer.

The results are displayed in Fig. 5 and 6 respectively, showing the transaction times
for Legacy Ethereum, EIP-1559 Ethereum, Legacy Polygon, EIP-1559 Polygon, Legacy
Arbitrum and EIP-1559 Arbitrum.
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We get the average times in milliseconds from these transactions in Table 5:

Table 5. Average transaction time for “addAllowed” in milliseconds

Legacy Eth | EIP-1559 Eth

Legacy Pol

EIP-1559 Pol

Legacy Arb

EIP-1559 Arb

8387.9 13866.7

6808.3

9127.3

2259

3100.1

Transaction times are fluctuating due to the time variation before the block creation
when the transaction is initiated then mined or validated, but it’s still visible how the
legacy transaction times are way faster than the EIP-1559 transaction times. We also
notice how transactions in Ethereum are slower compared to Polygon, itself slower
than Arbitrum. This is coherent with the fact that PoW blockchains (Ethereum) are
theoretically slower than PoS blockchains (Arbitrum and Polygon).
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We get the average times in milliseconds from these transactions in Table 6:

Table 6. Average transaction time for “sendEvent” in milliseconds

Legacy Eth | EIP-1559 Eth | Legacy Pol | EIP-1559 Pol |Legacy Arb | EIP-1559 Arb
10499.8 13368 6450.8 6909.9 2608.2 2433.2

The trend in transaction times is confirmed in the event manipulation function
“sendEvent” as Legacy transaction times are shorter than EIP-1559 transaction times
and Arbitrum stays faster than Polygon which itself is faster than Ethereum.

4.2 Discussion

‘We now know that the transaction fees are slightly cheaper in the legacy TFM compared
to EIP-1559.

In addition, on layer 2 scaling solutions like Polygon, EIP-1559’s implementation is
unnecessary as gas fees are already extremely cheap, it only made transactions slower
defeating the purpose of a fast PoS blockchain.

Arbitrum’s implementation of EIP-1559 doesn’t have a significant impact on its
transactions since it’s modified to suit its needs as a PoS blockchain, keeping transactions
times basically unchanged.
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One other claim of the advantages of EIP-1559 is to thwart BDoS (Blockchain Denial
of Service) attacks, but this claim is still unprovable as it’s not advised to attack testnets.
However, the block variance introduced in this proposal can present such a risk where an
attacker will use maximum-size blocks to spam the network [12]. It is noted nonetheless
that the gas price will increase exponentially, making this attack unsustainable.

5 Conclusion

Implementing EIP-1559 on Ethereum, causing the London Fork, was very controversial
as it made miners lose incentive, since they’re being “tipped” while the base transaction
fee is burned instead of being rewarded to them. However, users now pay less gas fees.
Overall, it was accepted by the community despite the significantly slower transactions
times.

It’s clear that EIP-1559 in its raw form is made for a PoW blockchain and unless
adequately modified, will only hinder any other type of blockchain, raising the question
about its future with Ethereum as it’s becoming PoS with Ethereum 2.0.

Our future work will target the impact of this EIP on Ethereum 2.0 to see if it can
still be used as is or if it needs to be modified or simply discarded and replaced.
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Abstract. With the speed rise of heterogeneous Blockchain (BC) plat-
forms, interoperability became a critical area of research barrer for a vari-
ety of use cases, ranging from supply chain to healthcare. Consequently,
a number of BC interoperability solutions were proposed to overcome
these issues. One of these is Bifrost, a notary-based BC interoperability
Application Programming Interface (API) which enables users or exist-
ing applications to interact seamlessly with multiple BCs. An early pro-
totype of Bifrést was built, which proved its feasibility, nonetheless, it
failed to allow interactions with Smart Contracts (SCs) across BCs. In
this context, we present in this paper an extension of Bifrost architecture
enabling secure cross-BC SCs using the Trusted Execution Environment
(TEE). The proposed architecture is also fault tolerant by means of a
logging module that facilitates the recovery of partially completed trans-
actions in case of a crash.

Keywords: Blockchain (BC) - Interoperability + Smart Contract
(SC) - Security - Fault tolerance

1 Introduction

Due to need of different BC capabilities, new independently and heterogeneous
technologies, such as Corda [2], Quorum [1], and Hyperledger Fabric [4], were
proposed. While these emerging BCs have the ability to satisfy the changing
needs of users, they are unable to interact together.

In this regard, BC interoperability has become a highly active research area,
although, until today, the tangible progress has been quite slow. In recent years,
there have been proposed solutions [5-10,12,13] in order to support BC interop-
erability through the adoption of centralized intermediaries like notary schemes,
decentralized sidechains with non-trivial scalability, and hash-lock schemes dedi-
cated only to the cryptocurrency exchange. Nevertheless, such solutions, BC inter-
operability remains an unresolved challenge, primarily because (i) the invocation
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of cross-BC SCs, (ii) fault tolerance in the face of potential crashes, and (iii) secu-
rity guarantees, such as access control, integrity, identification and authentication,
in such approaches have not been properly studied and addressed.

In line with these works, we refer to Bifrost [12], a notary-based BC inter-
operability API. It permits users to interact with multiple BCs by abstracting
the supporting BC’s underlying implementation. Yet, there remain certain facets
that can still be further improved, which motivates this work. In particular, the
invocation of inter-BC SCs, security, and fault tolerance against potential crashes
are not addressed. To address these issues, this paper presents an extension of
Bifrost architecture.

The rest of this paper is structured as follows. In Sect. 2, we briefly introduce
the concept behind BC interoperability. In Sect. 3, a summary of related work
is provided. Section4 gives a brief overview of the fundamentals of Bifrdst. In
Sect. 5, we detail the proposed architecture. Section 6 outlines the discussion and
challenges. Finally, Sect. 7 concludes with suggestions for future directions.

2 Background and Related Work

Interoperability refers to allow two BCs a way to communicate with one another,
with the capability of sharing, accessing, and exchanging information across BCs
without the need for any intermediate, such as a centralized authority. Buterin [3]
identifies three major approaches towards BC interoperability, such as notary
schemes, sidechains, Hash-locking. In this paper, the hash locking is inadequate
to achieve the portability of an asset in the form of SCs. Also, the principal
difference between sidechains and notary schemes consists in their trust model.
For the first, sidechains should not enable failure or allow “51% attacks” to occur
in sidechains, while most notaries should behave honestly.

Liu et al. [9] present HyperService, a platform for developing decentralized
applications across public heterogeneous BCs, for SCs invocation. Specifically,
the authors provide a unified model and a high-level language for describing
and programming decentralized applications along with a cryptographic proto-
col, to invoke the SCs across BCs. The results of the evaluation indicated that
HyperService is efficient with respect to latency and scalability. Nevertheless,
this approach lacks privacy and is vulnerable to front-running attacks since the
data is exposed in the intermediate BC.

Fynn et al. [5] adopt a novel approach for interoperating across BCs, called
Move operation, to migrate accounts and arbitrary computation across Ethereum
virtual machine based chains. However, it requires that these two BCs should
support the same execution environments (e.g., virtual machines).

Li et al. [8] presented a privacy-preserving interoperability BC framework
called IvyCross, which addresses SCs across BCs. It proposes the use of two
TEE-powered hosts in order to achieve a low-cost interoperability along with an
extended optimistic concurrency control protocol to ensure correctness of cross-
BC executions. However,this approach can fall under attack by an adversary,
leading to a so-called single point of failure.
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Nissl et al. [10] presented an approach to invoke SCs from other BCs. This
approach relies on intermediaries to transfer information between source and
target BCs and validators to approve and confirm the information transmitted
by the intermediaries in order to finalize transactions.

In industry, two notable projects supporting BC interoperability are Cos-
mos [7] and Polkadot [13]. They both have in common the same concepts, such
as the consensus engine to build BCs, as well as a mainchain (i.e., the Hub
in Cosmos and RelayChain for Polkadot) to link individual BCs. Specifically,
Cosmos requires the implementation of it consensus mechanism in all zones for
ensuring BC consistency. While the intention is to incorporate existing BCs like
Ethereum through specific adapter zones, there are no concrete details yet on
how this might be achieved. Also, Polkadot protocol is only provided in the form
of prototypes and has not been released yet, it is still in its infancy stages of
development.

3 Bifrost Extension Proposal

Bifrost architecture consists of three main components: (i) the API which is
the entry point of the interaction by exposing functions to the user, (ii) the
adapters to convert the user input into a format conforming to the respective
BC’s required format, and (iii) databases to store the list of the supported BCs
and users credentials [12]. Our main goal behind this extension is to provide a
secure, error-handling cross-BC SC invocation. Thus, SC invocation, fault toler-
ance, and security are the requirements that are considered while extending the
Bifrost APLL

3.1 Smart Contracts Invocation

Lacking the ability to invoke cross-BC SCs, inter-chain transactions involving
SCs are unavailable. Consequently, there is an urgent need for an approach
that enables: (i) to compose and execute cross-BC SC transactions, and (ii)
to formulate and execute nested transactions consisting of SCs. As such, the
Bifrost API should be modified to allow calling SCs on a different BC with
variables parameters and return values. In actual cross-BC communication, the
proposed approach is based on a set of intermediary nodes, which are used to
manage communications, as BCs are not natively allowed to communicate with
each other [3]. Thus, the call requests and responses will be translated into
dedicated BC transactions and the intermediary nodes will simply execute these
transactions in the relevant BCs. Before forwarding the call request to the target
BC, the RPCServer should verify whether the request is indeed valid. Likewise,
the adapter in turn should verify that the given response is valid (i.e., that the
respective transaction is included and confirmed on BC B).
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3.2 Fault Tolerance

When performing transactions between BCs, the API must have an appropriate
level of resiliency and fault tolerance against potential failures. It is especially
important to consider the possibility of crashes to ensure the consistency of trans-
actions between BCs. As such, fault handling and crash recovery are required
in order to enhance resiliency, prevent failures, and maintain functioning appli-
cations. In particular, by designing a crash recovery solution to deal with API
interruptions, it ensures that the source and target BCs are modified in a con-
sistent manner, meaning that transactions from the source BC are persisted
in the target BC, hence no double spending can occur. This problem could be
solved incorporating a transaction logging module to monitor events and trace
the source of the error, as shown in Fig. 1. A transaction log, known also as jour-
nal, is a record file which contains transaction details, such as content, type and
time, among users of systems. Moreover, logs can be used to record and report
on events of interest, e.g., debug, error, etc. A transaction log plays an important
part in the recovery of both database servers and cryptocurrency based proto-
cols, such as BC. In case of an eventual failure in system, the transaction logs
serve to restore a consistent state of the database.
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Fig. 1. The architecture of the proposed approach

3.3 Security

As previously stated, Bifrost approach has some limitations as they could be
compromised through, for example, providing malicious data, hence decreas-
ing the amount of trust requirements could improve the security of the overall
infrastructure. As a result, securing the complete interoperability operations
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using TEE would eliminate completely the need to trust third parties. The TEE
provides an execution environment guaranteeing that all code and data inter-
nally stored and executed are protected against potential external, malicious
and unauthorized manipulation. The code executed inside a TEE is encrypted
and cannot be accessed, not even by the underlying platform, thereby providing
privacy. TEE [11] constructs an isolated execution environment enabling hard-
ware protections on both code and data to enforce confidentiality and integrity
(Fig.2).
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Fig. 2. Securing the interactions of the proposed approach

4 Discussion and Challenges

The proposed approach in this paper is mainly designed to enable interaction
between cross-BC SCs with Bifrost. Specifically, this proposal is intended not
only to facilitate SC invocations using Bifrost, but also to ensure security and
fault tolerance. With the original characteristics of this approach, mainly flexi-
bility, modularity and ease of use, empowering it with TEE enables an interop-
erability solution with greater security and efficiency. In particular, the remote
attestations are prominent, as provable access to the internal state to external
parties is a critical feature. Similarly, adding a transaction logging module could
help ensure automatic recovery of partially completed transactions. Some chal-
lenges, such as data privacy, security, standardisation and decentralisation, are
identified.

5 Conclusion and Future Work

In this paper, we aim at developing an extended architecture, for invoking SCs
across BCs in secure and fault tolerant manner, of Bifrost, a notary scheme-
based BC interoperability API. It allows the transparent interaction of users
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and applications with multiple BCs. This proposed approach is now in the pro-
cess of implementation. We leverage the use of TEE to secure SCs invocation
across different BCs. Further, we suggest including a logging module to manage
the process of logging API events, which allows to check errors and determine
what server it came from. Such module maintains logs, thus enabling resuming
partially completed transfers, allowing automatic recovery in case of a crash. In
future work, we aim to (i) deeply evaluate the efficiency of the proposed exten-
sion, such as cost evaluation and security analysis (ii) investigate further recovery
and error-handling mechanisms, and (iii) develop a decentralized version of the
proposed approach.
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Abstract. There is a wide range of security solutions on cyber-physical
systems, most aimed at preventing an adversary from gaining access to
the system. However, to make a cyber-physical system more resilient and
discover possible attack scenarios, it is necessary to analyze systems by
taking into account their interactions with their environment. Standard
formal analysis approaches are based on a model of the system. From a
quantitative and qualitative point of view, the results of these analyzes
depends on the model abstraction relative to the system. Usually, prop-
erty verification is performed with formulas expressed in specific logics
such as LTL or CTL. One of the problems is the semantic gap between
textual requirements and these formalisms. In a security context, attacker
interests are also necessary to take into account in the properties expres-
sion, in addition to system requirements.

In this article we propose an approach allowing to analyze a real cyber-
physical system while taking into account the interests of an attacker and
while reducing the semantic gap between the textual requirements and
logic formulas. The proposed methodology relies on the property specifi-
cation patterns and the specification of an interface related to the state
of the deployed embedded software. The motivating example used in
this article comes from an industrial partner included in a collaborative
project.

Keywords: Cyber-Security - Modeling - Formal Methods -
Model-Checking - Property Specification - Case Study

1 Introduction

Security of Cyber Physical Systems is a real challenge especially for commu-
nicating ones. To improve the security of these systems at design time, formal
methods can be used to provide analysis support at behavioral level. This tech-
nique is based on the use of formal models which provide system abstraction
to mainly focus on the communicating system behavior [3]. To apply efficiently
the formal methods, the analyses lead to verify properties regarding the sys-
tem models. One of the challenges of the approach is to formalize properties
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from requirements expressions which are mainly textual with a dedicated text
structure in the best case.

In a security context, formal properties are not only derived from require-
ments but must also integrate the potential interests of attackers. These inter-
ests provide objectives to the analysis on the system, and include the behavior of
attackers interacting with the system. The security property expression is mainly
based on temporal logics to take into account propositions which integrate time.
In many cases, the expression of these security properties remains an issue for
domain experts without experience on formal methods.

So one of our goal is to bridge the gap between the textual security require-
ments and the formal properties to help the domain expert to conduct an analysis
on their system.

Another main drawback of formal methods is the use of models for the system
under study. Models are powerful to take into account a dedicated viewpoint of
the system and the abstraction relative to this viewpoint provides an efficient
focus for the issue to address. In a previous step, we have demonstrated that
the formal methods can be applied successfully on our reference system with a
full MBSE approach [11]. This previous experiment also allowed us to analyze
our results and identify research opportunities. Indeed for embedded systems,
application behavior is often dependent on the deployment of the software com-
ponent on the embedded target. Therefore, models allow analysis but they are
not always sufficient to completely guarantee the behavior of the deployed soft-
ware, especially to know if the system is resilient to attacks.

To avoid the system model drawback, we suggest a methodology based on
the analysis of the embedded software code. However the models remain relevant
to model the environment. The methodology we propose here is a heterogeneous
approach with models for environment specification and the embedded software
itself. The base of our approach is the OBP model checker which provides the
capacity to take into account heterogeneous formalisms [2,10].

The rest of the paper is organized as follows. In Sect. 2, we present the works
on which we base our approach, including the property specification patterns
and OBP model checker. In Sect.3, we introduce the Car Reservation System
(CRS), the case study used throughout this paper to illustrate our approach.
After that we describe the shared API between system and environment and
used to catch the state of the deployed embedded software in Sect. 4. In Sect. 5
we present our implementation of the property specification patterns taking into
account the interests of the attacker in security properties. In Sect. 6 we analyse
our results and share the lessons learned on our methodology. And we conclude
in Sect. 8.

2 Background

2.1 Previous MBSE Approach

In an initial phase, we applied a full MBSE approach [11] on our motivating
example based on UPPAAL formal models to perform a methodology on quali-
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tative risk analysis. The goal of our methodology is to identify the risks which are
not elicited during the functional analysis and test phases. Based on this experi-
ment, we have identified several key aspects on our methodology: 1) Environment
models provide an efficient way to specify the behavior of external entities con-
straining system behavior. These models define an execution context for the
system related to use case scenarios identified by the system designer. 2) Based
on models of the system and the environment, we can define security properties
to identify risks on system components or behaviors, i.e. an action sequence. The
scenarios violating the security properties are possible attacks on the system. 3)
The gain obtained with LTL properties is to be put in perspective relatively to
the difficulty to express these properties. In fact, these LTL expressions are far
from textual requirements. 4) A full MBSE approach is powerful at specification
or design time but models remain an issue to take into account the embedded
system code. In practice, deployed software is rarely fully derived (generated)
from the analyzed model, and contains a significant amount of manual code.

Lessons learned at the end of these first experiments reveal two major issues
: 1) how to bridge the gap between the requirements or attacker interests which
are informally described and a formal formalism, and 2) how to take into account
the real embedded system software in a formal verification approach for security
analysis.

2.2 Property Specification Patterns

The purpose of verification is to make sure that a system meets its requirements.
A requirement can be simply defined as an expectation or constraint that a
service, product or system must satisfy. The property is obtained by describing
this expectation or constraint in a formal language, i.e. in the form of a logical
formula to be verified. There are several temporal logics that can be used to
specify properties: LTL, CTL, TCTL, TLA, TLA+, etc.

Let’s take an example: Consider the following requirement: “the end of task
A leads to the end of task B”. To express this requirement in temporal logic,
we must first define atomic propositions, which are predicates whose evaluation
result is a boolean. The corresponding logic formula can be written in the chosen
temporal logic, such as:

P :task Ais ended. S :task B isended.; CTL:AG(P — AF(S)) (1)

We can have even more complex formulas. For example, with the requirement:
“After event @ until the arrival of event R, the end of task A leads to the end of
task B.”; we would have the following formulas in the CTL logic.

CTL: AG(Q —!E[IRU (P &R& (E[ISU R]| EG(IS & |R))))) 2)

We may notice on this example that formulas in temporal logics can be very
complex and quickly become incomprehensible to domain experts.
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Property specification patterns allow domain specialists to write formal spec-
ifications that can be used for model checking. One of the best-known speci-
fication models are Dwyer’s patterns [6,8]. Dwyer et al. [7] developed a pat-
tern system for property specification. These patterns allow people who are
not experts in temporal logic to read and write formal specifications. They are
divided in two major groups: order and occurrence. Each pattern has an asso-
ciated scope, which represents the context in which the property must hold.
With Dwyer’s patterns, the formulas of Egs.1 and 2 are written respectively:

Globaly S Responds to P (3)  After Q Until R (S Responds to P)
(4)
We thus obtain in Eqs. 3 and 4 logical expressions that are much easier to
understand by domain specialists.

2.3 OBP Model Checker

Heim et al. [10] address the state space explosion problem observed in the verifi-
cation of industrial asynchronous systems. To meet this challenge, they proposed
a new approach based on the specification of the context (the environment of
the system) and an observation engine called OBP (Observer Based Prover).
They start from the idea that, given a property to verify, one does not need to
explore all the possible configurations of the complete system. Among all the
possible behaviors of the system, a tiny part is sufficiently representative for
the property to be verified. Thus, specifying a relevant environment (a context)
makes it possible to restrict the behavior of the system to the only parts where
the property deserves to be checked.

The OBP model checker is also used coupled with a language interpreter to
provide verification and monitoring on embedded models [2]. This capacity is
based on a language interface definition between the interpreter and the model
checker and also the verification of formal properties on exhaustive exploration of
the embedded models. We intensively use these potentialities in our methodology.

3 Motivating Example

This section introduces the case study used throughout this paper to illustrate
our approach. The Car Reservation System (CRS) has been designed for a com-
panies with a large car fleet. The CRS system presented in this article is an
abstraction of a study system, coming from a collaborative project between
companies and research institutions.
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3.1 System Presentation

The global context of the system under study is presented by the Fig. 1. This
figure aims to highlight the key component, the embedded system, deployed in
its environment that includes malicious persons. This critical part of the sys-
tem is implemented in an embedded software on a dedicated hardware in the
car. This software controls the access to the car and takes into account interac-
tions with the user and the IT server part of the CRS system. The embedded
software is the main focus of our attention for a security evaluation due to a
risk analysis conduct previously [11]. During this analysis, we applied a top-
down MBSE methodology based on system specification study. In this context,
we have designed a specification formal model to analyze the behavior of the
system with regard to the security properties obtained after the risk analysis.

-
RFID Card
(Environment)

——
Attack Goals
S Command and Control

Messages Back Office
Embedded (Environment)
System
D

Smartphone
(Environment)

|

Fig. 1. System Architecture

In this system, each user has an ID stored in a RFID card or in a mobile
application. The server or back office is a web server that is used by users to
book a vehicle on dedicated day and hours. After a validation, this booking is
communicated to the embedded system as a tuple booking ID and user ID. Then,
a car session can start. The user can unlock the car, uses it and if necessary tem-
porarily stops using it. The session can resume later or stop if a “stop booking”
request is received. Until the session is not ended, the user can unlock and lock
the car again several times to continue the session.

The embedded system interacts with one component at a time, either the
server or the ID badge or mobile application. This communication is supported
by messages and embedded software process messages in a FIFO mode with a
run to completion semantics. A message is dequeued from the FIFO and the
effect of this message is executed before any next message consumption.
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The server, the mobile and the badge are connected to the embedded sys-
tem through many technologies and protocols. The system then inherits all the
vulnerabilities and weaknesses of these technologies. Our purpose is not target
vulnerabilities at this level but malicious persons can exploit them to access
or trick the embedded system and potentially change the nominal behavior at
application level of the system.

When applying the methodology discussed in the next sections, an interesting
goal on our system under study would be, for example, to identify a car unlock
situation after session end. The feared events would be that the attacker might
want to keep the car locked or unlocked according to the desired outcome.

3.2 General Approach

In our MBSE approach applied previously, we modeled the system under study
and the environment entities interacting with the system. This approach is par-
ticularly relevant to take into account specific behaviors in the environment
notably the attacker one.

One of the issues of this approach is the system model creation. In fact, this
model is obviously an abstraction of the system and this model are usually build
manually by the system designer.

In this context, in order to increase confidence in embedded software, we
aim to consider the real embedded source code. But to preserve flexibility and
to formalize several environment hypothesis, we keep the environment models
including relevant the entities and attacker model. Figure 2 schematizes our app-
roach grouped into 4 parts, to aim differences with classical MBSE approaches:

1. First part focuses on creating properties to verify. In our cybersecurity con-
text, the formal properties are necessarily based on the attacker interests, in
addition to the system requirements. To facilitate the property expression,
we use a first level, “Abstract Formalized Properties”, to reduce the gap with
textual requirements and to be adapted to several temporal logic. In this
approach, the attacker succeeds in his attack if a security property is violated
(for example by stealing an unlocked vehicle after the end of a reservation).
This part is detailed in Sect. 5.

2. The second part focuses on modeling the environment. Against standard
approaches based on modeling all the external entities, we take into account
the attacker’s behavior through a malicious model. This model can define sev-
eral attacker behaviors like a man in the middle attack, providing a capacity
to perform any actions on the system. This environment modeling is detailed
in Sect. 4.1.
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Fig. 2. General Approach

3. The third part focuses on the representation of the system. Unlike the MBSE
standard approach (represented in dotted lines in Fig. 2), we suggest an alter-
native approach having the particularity of directly using the real system
code instead of a model. We illustrate our approach in Sect. 4.3 to detail the
unavoidable system interface to specify and implement interactions with this
system.

4. The last part focuses on property verification. In our approach we define
security properties built while taking into account the malicious aspect of the
attacker. The objective, for the attacker, Objective of the attacker is here
to violate properties to make the system less secure. We give feedback on
security property verification in Sect. 6.

So, the main focus of this paper is to define an analysis framework based on
several models, in FIACRE language for the environment and a C program for
the embedded source code. The interactions between these two parts are defined
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and controlled through a shared interface, described in the Fig. 3. The contents
of this interface and the link with the model checker OBP are detailed in the
next section.

4 Detailed Approach

4.1 Environment Modeling

The general view of the link between the environment and the system is illus-
trated Fig. 3. This schema presents the environment on one side (left part of the
schema) and the embedded system on the other (right part). The environment
is composed of User, Server and Attacker and interacts with the embedded sys-
tem through an interface called Shared API. The embedded system is shown as
a gray box system.
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n
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Fig. 3. View on the link between environment and system

This environment written in Fiacre models the behavior of elements inter-
acting with the embedded system. We identify three entity types:

— User: These model includes all the interactions that user has with the embed-
ded system, such as: pressing a button, passing an access card, interacting
with levers but also losing of GPS or GSM connection. The user interacts and
produces only inputs to the system. These inputs are integrated in the “In”
part of the shared API.
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— Server: These models represent interactions with one or more servers com-
municating with the embedded system. Servers produce only input data for
the system, and in some cases a server can take control of some system func-
tionalities bypassing some security rules.

— Attacker: In order to represent an attack on the system as accurately as
possible, we propose a dedicated model to represent the actions of an attacker.
We take as hypothesis that attacker can perform any action on the system and
at any time. The goal is to take into account every behavior, even unknown
ones. These interactions are translated into accesses that can modify input
data in the system (“In” part of the shared API) and also read information
from the system ( “Out” part of the shared API). As shown in the Fig. 3, we
also provide the ability for the attacker to directly modify the internal data
of the embedded system (contained here in the “Protected” part of the shared
API). This behavior represents a direct and strong attack (rather low level) on
the embedded system (memory dump, eavesdropping, sensor manipulation,
etc.).

The models of the environment offer several interesting capacities relatively to
the security context. First, the power of models provide a quality abstraction to
start with a high level of abstraction and after, iteratively adding details into
environment models to take into account more complex behaviors. This iterative
approach is driven by analyzes that we want to apply on both environment and
system, more precisely, according to the properties that come from requirements
or attacker interests.

We can also note that modeling the environment provides the possibility, for
example, to define several attacker behavior relative to the attacker skills. These
skills modify the attacker behavior and specialize its behavior on some scenarios.
Several attack contexts can be conceived, evaluated and capitalized through the
use of models.

Once the environment has been modeled, we must define how it could behave
on the system under study. To act to the system and catch its reaction, we
specify a system state API in order to define the interface between environment
and system.

4.2 System State and Behavior

The specification of the system state API is based on the definition of variables,
encoding the global state of the transition function. This function defines the
evolution of the system at each execution step to take into account change of
the interface values.
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// Structure IN

typedef struct{
carRequest request;
carsharingSource originOfRequest ;

// Structure OUT
typedef struct{

// Structure Protected
typedef struct{

bool isSApcON ;
bool isDoorsLocked ;
bool isImmobilizerEnabled ;

uint8_t currentBooking;
} struct_protected;

// Shared API

typedef struct{
struct_in in;
struct_out out;
struct_protected protected;

}

// System function
int fct_run(shared_structs);

(a) C Source Code

// Structure IN

type fstrut_in is record
request_F : nat,
originOfRequest_F : nat,

// Structure OUT
type fstrut_out is record

// Structure Protected
type fstrut_protected is record

iSApcON_F : bool,
isDoorsLocked_F : bool,
isImmobilizerEnabled_F : bool,
currentbooking : nat

end record

// Shared API
type fstrut is record

c_in ¢ fstrut_in
c_out : fstrut_out ,
c_protected : fstrut_protected

end record
// External function

extern runSystem (read write fstrut)
int is "fct_run"

(b) Fiacre Code

Fig. 4. Code of the shared API in C (a) and Fiacre (b)

So, the definition of the system is based on two parts:

— The interface state definition : This interface includes all the variables rep-
resenting the global state of the system program. This interface is shared
between the system implementation and the environment models. The inter-
face is implemented on both sides through a C structure including standard
C types (Fig. 4a), and a Fiacre representation (Fig. 4b). For example, for each
external request the car receives a message implemented as an enumeration
name “carRequest” in listing 4a line 3, and as a natural in listing 4b line 3.
Even internal system variables are included in the interface. Indeed they are
necessary to represent the global state of the system and can, in some cases,
be modified outside the system. For example, the variable currentBooking,
line 27 in the listing 4a and line 26 in the listing 4b, encodes the ID of the
current reservation. If the value of the currentBooking variable is zero, it
means that no booking is currently running in the vehicle. An attacker could,
during an attack, modify this variable in order to harm the system (vehicle
theft, cancel the reservation in progress, etc.) This two representations (list-
ing 4a and listing 4b) implement the share interface between the environment
and the embedded system.
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— The system function: The system is viewed as a function with side effects on
the shared API and the environment. This function is like a thread function
implementation to execute the behavior of the system, see the declaration of
the function line 38 of listing 4a. The environment calls this function as exter-
nal function, see the declaration line 37 of listing 4b. The function interprets
messages from the environment, processes the result relative to the current
message through the completion of the resulting action, and finally gives back
the result to the environment.

With these two software components, the shared API and the system function,
we define an abstract transition system with its transition function which pro-
cesses the system state. This system state is observable and updated from the
environment to provide communication facilities and property evaluation. The
properties which come from requirements and attacker interests are evaluated on
the system state, based on variable values, and also through several transitions
to obtain evaluation of temporal properties.

4.3 The OBP Model Checker

In our framework, the key component to explore all the behavior on the composi-
tion of the real system code and environment models, is the OBP model checker.
In a standard model checking approach, the system and the environment are
modeled like we did in a first step of our methodology [11]. Some approaches
emphasize the use of model checking on real software code to help the emergence
of errors during sequence of events occurrence [13]. In our approach, we want to
highlight two salient points:

— We explore heterogeneous execution states constituted from states of envi-
ronment models including the attacker, and states of the software system, see
the left part of the Fig.5

— The model checking algorithms are decoupled from the language(s) used,
which provides a language independent exploration capability. In our case,
we built the Label Transition System (LTS) using exchanges between the
model checker and the interpreters via the runtime controller as depicted in
the Fig. 5. This controller queries interpreters on the model checker request.

To verify properties on these heterogeneous execution states, we apply a syn-
chronous composition between these states and the interpretation of the prop-
erties that is defined as observer automata on the execution states. At each
execution step, the automata observer progresses in its behavior if the requested
event is observed.
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Fig. 5. Architecture of model checking

Based on this approach, properties are evaluated on the heterogeneous LTS
composed of the embedded software part and environment model state. So prop-
erties take into account the software behavior dived in a malicious environment
context. The exhaustive exploration providing by the model checking algorithms
gives all the possible scenarios relative to a no limit attacker behavior, defined
in the models.

Now the problem remains to define the properties relative to the objectives
that we want to obtain during our analyses. Particularly regarding if we are able
to translate the attacker interests in relevant property definitions. The goal of
the next section is to present our approach relative to property definition and
formalisation.

5 Security Property Modelling

In our approach, system requirements and attacker interests are formalized to
ensure a formal verification with OBP model checker. The verification is achieved
with LTL formulas which are composed with the heterogeneous state from system
and environment. One of the problem is the semantic distance between textual
requirements and LTL formulas. Many approaches are based on structured text
expressions to minimize this distance. One of the main problems is to enforce a
strict and constrained format by requirement engineer.
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5.1 Raising Abstraction Level of Formal Security Properties

In many cases, the need to formulate the requirements and attacker interests in
a purely mathematical expressions creates a pragmatic barrier for requirement
engineers to use these techniques. One way to reduce the impact of this barrier
would be to bridge the gap between the unstructured textual requirements and
mathematical formulas of properties.

Requirements and | |
attacker interests !

Requirements and '
attacker interests 3

v 1

Abstract formalized |
properties

v

Temporal logic 3
formulas 1

v '

Temporal logique '
formulas 1

Fig. 6. Abstraction of formal properties from requirements and attacker interests.

Bridging this gap is an objective but the chosen approach must guarantee to
obtain formal properties. We have therefore created an intermediate abstraction
level using Dywer’s patterns (the “Abstract formalized properties” in right part
of the Fig. 6). This level facilitates requirement expression because no constrains
are applied on the textual requirements. And also ensures the independence from
mathematical formalism of formal properties. In our case, the bridge between
the textual form of the requirements and Dywer’s pattern is achieved manually,
to avoid constrains for requirement engineer.

The next section presents in details the security requirements next to attacker
interests and their translation into LTL formal logic, through the intermediate
step of the Dywer’s patterns.

5.2 From Attacker Interests to Formal Security Properties

The risk analysis provides critical elements or potential attacker goals that we
must take into account in the security analysis. One of the challenges is therefore
to obtain formal properties regarding these attacker interests. As mentioned
above, to support this step we use Dywer’s patterns to create a link between
the conceptual attacker goals and the LTL formulas that are evaluated on the
system.

In the following, for each security requirements to be checked we write a
sentence closed to the property goal to give the property intention, after we
have identified the logic predicates derived from it and we use these predicates to
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specify the security property using Dwyer’s patterns. Finally the LTL properties
are derived. The security constraints having been formalized into expressions
using Dwyer’s patterns, the second step involves translating these expressions
into formal properties in a temporal logic. Table 1 summarizes the specifications
of the properties expressed using Dwyer’s patterns and gives the corresponding
Temporal Logic formulas in LTL.

Table 1. mapping between analysed security requirements, properties specification in

Dwyer patterns and their corresponding CTL formulas.

CTL property ::

R1 :: When ending a session in the Back Office the car should be locked
proposition i P : (BackOffice.booking.isEnding) A (System.car.unlocked)
Dwyer i Globaly Absence (P)

A [] not (BackOffice.booking.isEnding and System.car.unlocked)

CTL property ::

R2 :: If the user is driving the car, the state of the booking should not be
consider as locked in the BackOffice

proposition i P (System.session.isRunning) A (BackOffice.car.isLocked)

Dwyer . Globaly Absence (P)

A[] not ((System.start_session or System.continue_session) and
BackOffice.car_locked

CTL property ::

R3 : Once the car is unlocked, at some point in the future, the car should
be unbooked and the car can be booked again with correct parameters

proposition :w P : ISystem.car.isLocked = System.isldle

Dwyer i Globaly Universality (P)

Al (System.car.unlocked = System.idle)

Each block of the Table 1 has 4 elements:

1. Ri: describes the intention of the business security requirements to be
respected and therefore to be verified on the system code;

2. Proposition (P): specifies the requirement Ri in an atomic proposition, i.e.
whose value is either true or false. This proposition is formulated using pred-
icates;

3. Dwyer: the specification of the property P to check using Dwyer patterns;

4. CTL property: the translation of this property P into an CTL formula.

Considering line 1 of Table 1, the need as expressed by the domain expert is as
follows: “A session that ends on the backoffice management application requires
the vehicle to be locked.”. An analysis of this need makes it possible to formulate
the security requirement as follows: “R1: When ending a session in the Back
Office the car should be locked”. From this requirement, it is necessary to specify
the property to verify and the way to verify it. This requires using a more formal
notation, so we use Dwyer’s patterns. To do this, a constraint to be checked must
be defined. This is expressed in the form of an atomic proposition, that is to say
a sentence with a Boolean value (true or false), and is written using predicates.
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From R1, we therefore define 2 predicates: S: System.car.unlocked (the system
detects that the car is locked) and B: BackOffice.booking.isEnding (the state
of the reservation is at “isEnding” in the Back Office). We would not like to
have the situation in which the car is unlocked and the reservation in the Back
Office is over. So the situation to avoid during the execution of the system is S
AND B, hence the proposition P: S AND B. Then we choose the right Dwyer
pattern that corresponds to this situation: it is the “Absence” pattern. This
allows us to write Globaly Absence (P). Globaly is the scope and means that
the Absence pattern must apply on P during the entire execution of the system.
Finally we can deduce the property expressed in the temporal logic CTL. In
this formula, “A” means for all execution paths and “//” means during the whole
execution. So the property A [| P with P= not (BackOffice.booking.isEnding
and System.car.unlocked), evaluates to true if and only if any reachable state
satisfies P.

6 Property Verification Results Analysis

In this paper, we present and test a methodology based on formal property
description applied on the real embedded system. In this section, we present
the lessons learned after adapting the MBSE formal verification methodology by
integrating the real embedded system.

6.1 Model Checking Embedded System Code

While integrating the embedded software code in our methodology, we have
identified two main advantages relative to the use of the formal model checking
techniques.

— First of all, the use of an agnostic model checker provides the possibility to
analyze a composition of heterogeneous languages. In our case we have envi-
ronment models in FTACRE language and system state of the embedded code.
For the communication between these two languages, we must specify a shared
API to take into account the system state accessible by the environment. So
the entities like sensors or actuators are modeled through environment enti-
ties and interact with the system via the shared API. This shared API is
also the base for security property proposition evaluations. And again, due
the use of this model checker, these properties are based on heterogeneous
entities (system and environment) and are applied on the composition of het-
erogeneous languages. One of the advantages for the security properties is to
explore extended behavior for the attacker entity.

— Secondly, the major drawback of the previous MBSE approach is the semantic
distance between the embedded code and the system model. In our case, the
model was created manually so this distance could be reduced if we had a gen-
eration step from model to source code. But in embedded context, the source
code necessarily integrates specific platform features like OS, or devices API.
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And in a security perspective, many vulnerabilities are coming out while on
this platform deployment. So identifying the vulnerabilities at code level is
more relevant instead of model level. This experiment implementing approach
where the real source code is integrated in the formal verification demon-
strates that the debugging phase is improved and the confidence in the devel-
oped software is increased. In our case, due to the exhaustive exploration we
found that a man in middle attack leads to the system in a case where the
door’s car remains open after the end of a session. The attacker reaches its
goal, the car can be robbed without any obstacle. Our approach based on for-
mal exhaustive exploration provides a one step beyond on debugging phase
for embedded software.

Our experiment uses industrial embedded code with all the application func-
tionalities. In order to focus our approach on the application behavior, we have
withdrew communication protocols to avoid platform complexity that has no
impact on the application behavior. Indeed, all the communications are inter-
preted as messages received and sent by the application device communication.

6.2 Security Property Verification

Just before focusing on the property verification results, we analyze the seman-
tics of these properties regarding the security perspectives. Indeed, the formulas
obtained from the Dwyer’s expressions have different meanings relative to the
adopted viewpoint. As previously described, the formulas are based on predi-
cates which contain expressions including the system states, in the sense that
variable values translating the memory state of the program. A variable can also
represent an attractive resource for an attacker like an open door to rob the car,
for example.

Table 2. Security Property Modeling.

System Perspective (+) | Attacker Perspective (-)

Property Successful (+) | Threat causes no risk (+) Threat causes risk(-)

Property Failed (-) Threat causes risk(-) Threat causes no risk (+)

In this context, two viewpoints are considered to analyze property results,
like shown in the Table 2. From the designer or system perspective, a successful
property means that no risk leads to it. So the system is resilient to the risk
expressed by the property. However, if the property verification fails, the system
is faulty, or the attack issued was successful in changing the original behavior of
the system and thus reached its goal.

Another way to consider the properties is to assume the attacker’s perspec-
tive. From this point of view, properties ensure that the goals of the attack or
risks are reached. So in contrary to the system perspective, a successful verifica-
tion shows that the system is faulty in the sense that the attack has successfully
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reached its goals of altering the system’s behavior. This means that the system is
sensitive to the considered risk, introduced by the attack. In contrast, the failed
verification implies that the attack was unsuccessful, and the system is resilient
to the attack goal described by the property. Thus, there is no risk caused by this
threat. Indeed if the expression of the predicate contains a state of the system
favorable to the attacker like for example “the car remains open at the end of
a session”; the evaluation of this property to true confirms the attacker in these
possibilities but does not provide to him an attack scenario. On the other hand,
if the negation of this property fails, a counter example is provided by the model
checker and represents an attack scenario for the threat.

Therefore, in a context of system security analysis, the expression of prop-
erties and their evaluation are elements to put in perspective according to the
adopted viewpoints and also according to the objective of the user of verification
formalism, designer or attacker. For example, the property R1 “ When ending
a session in the Back Office the car should be locked” of the previous section
illustrates this viewpoint perspective in the sense that we adopt the attacker
viewpoint and try to find an attack scenario on our system. The proposition “ P
: BackOffice.booking.isEnding N\ System.car.unlocked” defines the stable state of
the system, but the negation of this proposition expresses that we are looking for
a system vulnerability and we hope to find a scenario to reach the attacker goal.
Note that the Dwyer expression “ Globaly Absence (P)” is readable and enough
expressive to consider the absence of the predicate in all the futures for all the
execution paths.

The evaluation of this property provides a counter example by the model
checker based on a transition system with 73 870 states and a path with 2 178
transitions, for the first reached counter example. This scenario is reduced to a
4 steps scenario after manual analysis. This scenario is really an attack scenario
because in this case, the attacker has the capacity via a man in middle attack
to send a “The car is closed” message to the back office, and so the back office
will send a “End session” to the car although the car is really open.

With this example we can notice a limitation of our approach which is the
interpretation of the model checker results. For now, this analysis is manually
accomplished with the know how on the system and the possible threats. But in
case of very long scenario, we should provide a dedicated tooling to support the
human interpretation.

7 Related Works

Konrad et al. [12] propose a security model that can meet the development
needs of secure systems. To maximize understandability, they use well-known
notations such as Unified Modeling Language to represent structural and behav-
ioral information. They modified several fields in the design template to convey
more security-related information than the original template. Among these fields
is the constraint field which was added in the spirit of the Dwyer pattern specifi-
cation. Lamsweerde [14] offers a constructive approach to modelling, specifying
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and analyzing application-specific security requirements. His method is based on
a goal-oriented framework to generate and resolve obstacles to goal satisfaction.
The extended framework tackles malicious obstacles (called anti-objectives) put
in place by attackers to threaten security objectives. Threat trees are built sys-
tematically by anti-objective refinement until leaf nodes are derived that are
either software vulnerabilities observable by the attacker or anti-requirements
implementable by that attacker.

Wong et al. [15] propose a model-based approach to express behavioral prop-
erties. They describe a PL property specification language for capturing a gen-
eralization of Dwyer’s property specification models, and translating them into
linear temporal logic. Corradini et al. [4] offer a complete chain of web tools
that allows modeling, verification and exploitation of the results of BPMN pro-
cesses. They rely on Dwyer patterns and implement some of these patterns
(like the Response pattern) in their tools. Dadeau et al. [5] proposes a property
and model-based testing approach using UML/OCL models, driven by temporal
property models and a tool to help formalize temporal properties. The models
are expressed in the TOCL language, an adaptation of Dwyer’s property models
to OCL and therefore independent of the underlying temporal logic.

AUtili et al. [1] proposes a comprehensive framework, combining qualitative,
real-time and probabilistic property specification models. They rely on Dwyer’s
patterns to systematically discover new property specification models, which
would be absent to cover the three aspects mentioned above. They also offer a
natural language interface to map models to chosen temporal logic (LTL, CTL,
MTL, TCTL, PLTL, etc.). Gruhn et al. [9] extend Dwyer’s pattern system by
time-related patterns, to take into account real-time aspects in properties.

Some of the work presented ( [14,15]) has deal with the specification of
security properties on systems. Others like [1] and [9], have proposed extensions
of Dwyer’s patterns for real time. The rest ( [4,5,15]) provide approaches for
using Dwyer patterns on BPMN and UML models.

8 Conclusion

The complexity of cyber-physical systems in general and embedded systems in
particular, makes their verification less obvious than other software systems.
This verification can be done by using formal methods and specifying properties
from security requirements, generally defined in natural language. One of the
challenges for the community is to correctly translate the security requirements
into formal properties to be verified. This need can be satisfied by giving an
extended and expressive formalism to the domain experts to bridge the gap
between textual requirements and the formal properties.

To address this issue, we have proposed an approach to raise the abstraction
level of the formal description of security properties. The methodology consists in
using the Dwyer’s patterns to create an intermediate level of abstraction between
security requirements and logic formulas to be verified. This formalism is closer
to requirement expression and provides a level-independent of temporal logics.
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On the other hand, we improve the system debugging by diving the embed-
ded software code in the environment models. The global state is obtained by
composing the system state and all environment entity states. The environ-
ment includes an attacker entity which provides the possibility to define several
attacker behaviors, if needed. The heterogeneity with models and embedded code
is supported by the specification of a shared API between the two parts. This
shared API exposes the system state description for the model checker and is the
input for the synchronous composition with the property observer automaton.

This approach was evaluated on a industrial system for controlling booking
and use of vehicles in large car fleet. Security properties have been defined and
a vulnerability has been identified at system behavioral level.

In the future, we plan to experiment our approach on other industrial sys-
tems and we will study additional tooling to help the interpretation the analysis
results.
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Abstract. Model Driven Engineering (MDE) is a software development
methodology applied on complex systems, which are composed of many
interacting components. This paper proposes a holistic approach based
on MDE for modeling and formally verifying the high-level architectures
of such systems, in particular railway systems. The approach contains a
three-step process. The first one consists in proposing a high-level archi-
tecture modeling using SysML. It produces graphical models of system
components, represents and documents the system in a simple way to
be discussed with stakeholders and allows them to verify if this archi-
tecture corresponds to their expected requirements. We have selected
diagrams that facilitate SysML high-level architecture design, namely
package, block-definition, state-transition and sequence diagrams. The
second step comnsists in transforming SysML models to Event-B formal
models. The input meta-models are those of SysML, the output one is
the Event-B meta-model. All of them have been adapted to our objec-
tives. The last step is the verification of Event-B formal specifications
using provers, model-checkers and animators. Formal specifications are
specifically recommended for complex critical systems with high level
of integrity to verify their correctness, accuracy and to allow a com-
plete check of the entire system states and properties. We illustrate this
approach on a case study of emerging standard of the ATO system run-
ning over ERTMS where compliance with the normative documents will
ensure the achievement of a number of safety objectives while providing
a graphical representation understandable by domain experts.
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1 Introduction

Complex systems such as information technology systems, railway systems, air
traffic control, and other cyber-physical systems, are composed of a set of sub-
systems. They generally are heterogeneous in that they integrate various kinds of
components as mechanical, electronic, or software components. Therefore their
design requires the collaboration of domain experts and the use of a common
language to communicate with each other to build and demonstrate the validity
of a consistent model. Using a technical norm may avoid a part of this task.
Modeling the normative framework in order to generate correct-by-construction
components is a way to avoid a difficult task and to ensure that the safety invari-
ant fulfilled by the initial model will remain respected. In the railway domain,
the CENELEC 50128 norm' clearly recommends the use of formal methods
for developing critical software. Using formal methods, safety invariants can
be proved and architecture correctness can be traced until the implementation
through refinement mechanisms.

The Autonomous Freight Train (AFT) project under the Autonomous Train
Program [1] is classified as a critical complex system. Its design depends on
solutions that can address interplay between its sub-systems. Here, a first issue
is identified, stemming from the fact that complex systems are represented as
a layered hierarchy of sub-systems. These sub-systems interact by exchanging
information in order to perform the main goal of the global system. Therefore a
model of high-level architectures supporting layered hierarchies is needed. Such
a high-level architecture must enable the specification of the main functional
elements of a system, together with their interfaces and interactions. It consti-
tutes a framework common to all the domain experts involved in the design of
the system. In the AFT project, graphical representations of system components
have been adopted to specify, view, understand, and document the system in a
simple way. Such representations allow all the stakeholders to discuss and agree
on the main characteristics of the system to build and allow to check if this
high-level architecture corresponds to their expected requirements.

A second issue identified is the non-existence of a holistic approach for design-
ing AFT from a high-level architecture to a formal specification. In fact, graph-
ical models of an architecture are only semi-formal whereas formal methods are
specifically recommended for complex systems modeling in order to verify their
consistency, as well as safety and security properties. Here, safety is defined as
a property of a system which does not in any way endanger neither persons
nor environment. It is a central concern in the development process of critical
systems particularly railway systems where design errors or system correctness
problems cannot, in no way, occur.

In order to achieve these goals, we propose a holistic approach for modeling
and formally verifying this type of systems. The approach is based on Model-
Driven Engineering (MDE) [31]. Indeed MDE approaches have nowadays been
adopted in various domains as they are well adapted to handle the increasing

! https://standards.globalspec.com /std /2023439 /afnor-nf-en-50128.
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complexity of complex systems [11]. Our approach is composed of three steps:
(i) high-level architecture graphical modeling of the system and its hierarchical
layers using the Systems Modeling Language (SysML) [29]. SysML focusses on
“big picture” architectural views enriched with state-machine diagrams to define
the behavior of each component and sequence diagrams to represent the behavior
of the global system and the interactions between the components; (ii) model-
to-model transformation to translate graphical models into formal models, in
our case Event-B [6] already used in many safety-critical systems [22]. The last
step (iii) consists in formally verify the Event-B specifications using the tools
associated to Event-B.

Throughout this paper, we use an extract of a case study inspired from ATO
over ERTMS system [12].

The paper is structured as follows: Sect.2 briefly describes Model-Driven
Engineering, Query View Transformation, SysML and Event-B. Section3 dis-
cusses the related work. Section 4 presents the proposed approach and details its
different steps illustrated on the case study. Finally, Sect.5 reports our conclu-
sions and presents future work.

2 Background

2.1 Model-Driven Engineering

Model-Driven Engineering is a software engineering specific approach which
defines a framework to generate code using successive model transformations
and thus to express separately each of the concerns of users, designers, archi-
tects, etc. In MDE, the crucial key point is the use of models as primary entities
to process them automatically or half automatically. These models are abstract
representations of a reality concern and defined with a meta-model [27].

Query View Transformation (QVT) [10] is a language used to transform
source models into target models by using a set of rules expressed in an OCL-
like language, normalized by OMG (the Object Management Group) [28].

2.2 SysML

The Systems Modeling Language (SysML) [29] is a graphical modeling language
supporting the analysis and specification of complex systems that may include
hardware, software and humans elements. SysML is based on UML and has been
designed to be used in system engineering whereas UML is more appropriated to
software engineering. Thus, SysML reuses some UML diagrams and introduces
new ones. SysML is composed of nine types of diagrams, each of which is dedi-
cated to represent particular concepts in a system. Over these diagrams, in HLA
graphical modeling, we are interested in package, block definition, state machine
and sequence diagrams.
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2.3 Event-B

Event-B method was introduced by Jean-Raymond Abrial to specify systems
rather than just software. An Event-B specification is composed of two elements:
Machine and Context. A Machine represents the dynamic part of the model and
it specifies the behavioral properties of the system by wvariables and a set of
events composed of guards and actions. A Context contains the static part of
the model. These contexts can be seen by machines. The possible values that
the variables hold are restricted using an invariant written using a first-order
predicate on the state variables. Proof obligations are generated to verify that
the execution of each event maintains the invariant.

A refinement link, defined between models, allows to enrich or modify a
model in order to increase the functionality being modeled, or/and explain how
some purposes are achieved. It consists in adding new variables and/or replacing
existing variables by new ones. Events can be refined and new ones can be
introduced. The refinement of an event has to verify that the guard of the refined
event should be stronger than the guard of the abstract one and the effect of the
refined action should be stronger than the effect of the abstract one.

Event-B model decomposition is a powerful mechanism to scale the design
of large and complex systems. The main idea of the decomposition is to cut a
model M into sub-models M1, ..., Mn, which can be refined separately and more
comfortably than the whole. Many approaches allow to decompose an Event-B
model such as generic instantiation [8], shared variable decomposition [5], shared
event decomposition [17] and modularization [20].

Event-B method is supported by several industrial tools, such as AtelierB
[9], Rodin [7] and ProB [30]. These tools allow to generate proof obligations,
automatically and interactively discharge them and to generate executable code.
Animation, model-checking and test generation are also possible.

2.4 ATO over ERTMS Case Study Excerpt

Railway Normative Context: A railway system may be controlled using
Automatic Train Operation (ATO): this is one of the challenging tasks of the rail-
way industry [21]. In railway, four different grades of automation (GoA) are used.
With GoA1l the driver executes all driving functions manually. With GoA2
traction and braking are automatic but the driver ensures the environment mon-
itoring and is able to switch towards manual driving if necessary. GoA3 allows
autonomous driving with onboard staff that provides customized functions, e.g.
open and closing doors. GoA4 allows completely autonomous driving without
onboard staff. In this paper, we are interested in GoA2. This sub-system is
activated and deactivated by the driver, which implies the enabling/disabling of
the Railway System. The driver is also responsible for switching driving mode
between manual or automatic. The GoA2 is composed of two sub-systems :
OnBoard and Track. The OnBoard sub-system is responsible for executing
the driving mode chosen by the driver and updates the state of the Track sub-
system with the current driving mode. The European Rail Traffic Management
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System (ERTMS) systems is a consequence of the European interoperability
directives?. Article 16 of the last mentioned directive claims: “the deployment
of the European Rail Traffic Management System (ERTMS) on the Union rail-
way network constitutes an important contribution to improving safety levels”.
People wanting to understand deeper the management and the use of ERTMS
as an European standard may consult [19]. In this paper, an excerpt of the case
study presented in [12] is treated. In this extract, a railway system is composed
of a set of sub-systems and the specification focuses on the GoA2 functioning
in a global framework called ATO over ERTMS. The specification is based on a
normative and prenormative documentation. The ATO itself is not specified and
the studied system is only the context and interfaces of the ATO. The same phe-
nomenon occurs with relationships with the track system: ERTMS specifies the
on-board system and interfaces with the track. As a consequence, the trackside
is not specified as it is linked to national specific implementations.

Using Railway Norms for Safety Engineering: Before going into details,
it must be recalled that in the railways domain, European safety standards and
regulations such as ([3,4]) and Common Safety Method for Risk Assessment [2]
establish a system safety process to ensure safe railway operations with a focus
on functional safety. One of the three ways of Common Safety Method that
must be used for demonstrating that a railway system is safe in Europe, refers
to a norm being used as a reference. Considering Clause 6 of the CENELEC
50126 documentation [4], before considering requirements, concepts and sys-
tem definitions must be documented. System boundaries and interfaces allowing
interactions with other systems have to be analysed. Moreover, working context
and functioning modes should be taken into account and clearly documented.
A railway norm provides most of the above elements and adds some technical
solutions in the context of the safety management process. As an example, the
functioning modes of ERTMS are presented in Subset 263. The functioning mode
is not only described, but a set of scenarios to be run in specific independent
laboratories are specified in order to assess that a given system really fulfills the
specification: greater degree of safety requires a greater degree of independence
for various roles.

Need of a Multi-level Graphical Documentation: Building a SysML
model of the used railway norm is an efficient way in safety context. There
exists a railway ontology merging main knowledge sources*. If your model is
built using the railway standard SysML object libraries, it is supposed to be
easily understood by a railway expert. Let us remark, that even if is not the
focus of the current paper, keeping a SysML model as long as needed to con-
sult system experts seems to be a good strategy, even when a refinement process

2 https://www.eumonitor.eu/9353000/1/j9vvik7m1c3gyxp/vkdexsggptud.
3 https://www.era.curopa.eu/content /set-specifications-3-etcs-b3-r2-gsm-r-b1_en.
* http://app.ontorail.org:8060/ontorailWiki/index.php/Main_Page.
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needs to be formally implemented in order to preserve a safety property. For this
reason implementing a refinement link at the level of a SysML diagram would
have a practical added value. As mentioned in the Directive (EU) 2016/798 of
the European Parliament, in order to be allowed to operate a train system, an
authorization has to be received by a National Safety Agency (NSA). For this
reason, various safety experts need to be convinced by a NSA-notofoed society
(there are called Nobo: notified body) that the system is safe. Using standard
SysML railway objects to express system safety mechanisms seems to be rele-
vant. When models of the norm are assessed by system experts and formally
proved, they can be used to produce executable using tooled certified processes
(for instance, the process may be built within the Atelier B ecosystem). This is
clearly an efficient strategy to avoid design and programming errors.

3 Related Work

Several architecture modeling languages have been proposed to reason about
complex systems. [24] proposes a SysML-based methodology to model Mecha-
tronic systems. These systems are characterized by synergic interactions between
their components from several technological domains. These interactions enable
the system to achieve more functionalities than the sum of the functionalities
of its components considered independently. However, synergic and multidisci-
plinary design approaches with close cooperation between specialists from dif-
ferent disciplines is required. Therefore, SysML is identified as a support to this
work, because it is a general purpose multi-view language for systems model-
ing. This combination consists in extending SysML using profiles to cover all
AADL concepts and is called Extended SysML for Architecture Analysis Mod-
eling (ExSAM). This approach allows to design high-level architectures of com-
plex systems. However, these approaches are semi-formal and based on graphical
modeling whereas formal verification and validation of system specifications are
necessary for complex system design, particularly for critical systems.

Paper [16] proposes a MDE based approach for modeling and verifying rail-
way signaling systems. This approach consists in model-to-model transformation
to generate Event-B model from UML class diagrams profiled with safety and
railway concepts. After that, a textual Event-B code is automatically generated
using model-to-text transformation. The proposed approach allows to formally
verify the safety of railway signaling systems based on model checking and ani-
mator tool. Despite these approaches provide formal specifications, they do not
consider high-level architectures. In fact, they focus only on the structural parts
of a system and non-functional constraints such as temporal or safety ones.
Adding to that, these approaches do not consider the behavioral parts of the
system, neither its decomposition into system/sub-systems in a high level archi-
tecture. [32] presents an approach that defines how a precise and concise domain
specific language can be used for writing abstract scenarios in a style that can
be easily understood by domain experts (for validation purposes) as well as
designers (for behavioral verification). Therefore, they proposed two alternative
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approaches to use scenarios during formal modeling: a method for refining sce-
narios before the model is refined so that the scenarios guide the modeling, and
a method for abstracting scenarios from concrete ones so that they can be used
to test early refinements of the model. More precisely scenarios are described by
state-machine diagrams and the way to refine an abstract scenario of a system
is to introduce the state-machine diagrams of the sub-systems into the states of
the state-machine diagram of the system. Thus, the model of a complex system
with many sub-systems, can become not very easy to read and understand.

The CHESS Toolset [18,23] proposes an MDE based approach for cross-
domain modeling of industrial complex systems. It uses UML, SysML and
MARTE modeling languages and separation of concerns achieved to address a
particular aspect of the problem through the specification of well-defined design
views. This tool allows to map design models into multiple language targets,
and property description, verification, preservation and dependability through
a dedicated UML profile. FUML [26] is a subset of UML restricted to class
and activity diagrams. Despite these approaches support HLA models based on
SysML or UML and allow formal verification and property preserving, they do
not offer mechanisms to design model decomposition and refinement, which are
particularly well suited to HLA design.

To conclude, the graphical modeling approaches cited before do not allow to
model high-level architectures of systems and their system/sub-systems hierar-
chy. They do not provide formal specifications to be verified formally to guar-
antee their consistency. On the other hand, formal specification approaches do
not provide graphical modeling to be understood by domain experts.

4 The Proposed Approach

The framework of the approach is adapted to complex safety critical projects
where several kinds of stakeholder profiles participate. Thus, the method needs
to be multi-views: graphical, so that high-level architectures can be validated
by railway domain experts, and formal, to verify their consistency as well as
security and safety properties. The method aims at defining all components in a
layering hierarchy defining the system/sub-systems relationships. Therefore, our
approach is based on Model-Driven-Engineering approach and contains a three-
step process as shown in Fig. 1: high-level architecture graphical modeling, model
transformation and formal verification of the generated Event-B specifications.

The first step “High-level architecture graphical modeling” consists in mod-
eling high-level architectures using SysML diagrams. In the AFT project, SysML
has been chosen in concert with domain experts and four kinds of SysML dia-
grams have been selected: Package diagrams, Block Definition Diagrams, State-
Machine Diagrams and Sequence Diagrams.

The second step “Model transformation and Event-B generation” consists in
mapping high-level architecture models into Event-B models. To conduct this
transformation, a set of transformation rules has been defined, which maps ele-
ments of a subset of the meta-models of SysML into elements of the meta-model
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4{ Model Transformation and Event-B Generation ]—’ Event-B Specification
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of Event-B. These meta-models are already defined but they do not cover all
AFT modeling requirements. Therefore, they have been adapted.

Finally, a formal verification step is applied on the generated Event-B speci-
fications using the Event-B tools (provers, model-checker and animator). In this
way, design errors can be detected and invariant violation can be discovered.

Our previous work [15] details the modeling process and a deep description
of the implemented translation rules.

UML Sequence Diagram

HLA Graphical Modeling

Fig. 1. The proposed approach

4.1 High-level Architecture Graphical Modeling

High-level architecture is a layered hierarchy of sub-systems that interact
together to satisfy parent system goals. To represent this hierarchy, new pack-
ages are designed for each sub-system. Each package is composed of a set of
diagrams:

— A BDD (Block Definition Diagram) contains the sub-systems of a system as
Blocks and associations which link them to their parent system.

— A State-Machine Diagram, one for each sub-system of the BDD, specifies the
different states defining its behavior and the transitions between these states.

— A Sequence Diagram represents the behavior of the current system, the inter-
actions between its sub-systems and how they cooperate to satisfy the objec-
tives of the parent system.

The main objective of these models is to be transformed to Event-B mod-
els. As refinement is an Event-B fundamental concept to master complexity, we
have proposed to add it in our SysML models. Therefore we have defined a
new profile, called Refinement, on Sequence Diagrams. This profile allows to
define refinement links between the behavior of sub-systems and the behavior
of their parent system. It defines a stereotype called Refines_Message with an
attribute Refined_Message. More precisely, the stereotype can be applied on
a message exchanged between sub-systems to specify that it refines a message of
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the parent system as exemplified in Fig. 2. Diagram 1 describes the sequence dia-
gram of component “RS” of type “Railway System” with a message “EnableSys-
tem”. Diagram 2 shows a message (“Activate”) exchanged between “Driver”
and “ATOoverETCSGoA2”, sub-components of “Railway System”. This mes-
sage refines “EnableSystem”, as precised in Part 3.

@ RS : Railways System

S —
] :
S — I
[2_J[Railways system is disabled]

«Metaclass»
Message
‘L QNNZ‘DINH ] [ 390 2:'ATDav¢tﬂC oAj
@ ' '
LS
L] [Railways System is disabled] H
«Refines_Messages
Activate o
«Stereotypes
Refines Message | | e

=1 + Refined_Message: Message [1] @

v Refines_Message (from Sequence_Diagram_Refinement_Profile)
Refined_Message: Message [1] = EnableSystem

Fig. 2. Sequence diagram refinement profile

We have defined three levels in the architecture of the case study. Figure 3
presents the first one, corresponding to the main system called Railway Sys-
tem. It includes the state diagram with two states, disabled and enabled and
the transitions between these states. The behavior of the Railway System
system is described in the sequence diagram.

RS : Railways System

«Block=» E

| o
= Railways System : EnableSystem
____________________________ }u______________
L [Raibways system is enabled] -

Raibways System States

DisableSystem

_____________________ TN e S
Initial1 EnableSystem ! -

L] IRailways system is disabled]

Fig. 3. First layer of the ATO over ERTMS high-level architecture
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In the second layer, the Railway System is decomposed into
two sub-systems, the ATOoverETCSGoA2 sub-system and the driver.
ATOoverETCSGoA2 is activated/deactivated by the driver, thus enabling
the Railway System. The sequence diagram of Fig.4 describes the interac-
tions between the driver and the ATOoverETCSGoA2. In order to model
the refinement link between the sub-systems and the Railway System system,
the refinement profile is applied.

RailwaysSystemL1

driver :anver ] Iﬁmvemcs@az :'ATOaverETCSGoAj
'

«Refines_Messages
Activate

(2] [Railways System is enabled]

«Refines_Messages _|
T

Deactivate |
-

1l

Fig. 4. Extract of the sequence diagram of the second layer

Activate refines message EnableSystem of the first layer sequence dia-
gram to express that the activation of the ATOoverETCSGoA2 by the driver
implies the enabling of the Railway System. Message Deactivate refines mes-
sage DisableSystem to express that the deactivation of the ATOoverETC-
SGoA2 by the driver implies the disabling of the Railway System. All the
second layer diagrams can be found in [14], “Layer 1”.

In the third layer, the ATOoverETCSGoA2 is decomposed into two sub-
systems: the Track and OnBoard sub-systems. The SysML model can be found
in [14], “Layer 2”.

4.2 Model Transformation and Event-B Generation

This step consists of an automatic mapping of SysML diagrams into an Event-
B model. The transformation rules are expressed in QVT and require a source
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Bt B
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L N WS ——
]
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Fig. 5. Example of Generated Event-B specification

meta-model and a target one. The SysML source meta-models are elaborated
from the OMG specification [29] with local adaptations discussed with the
domain expert partners of the project. The Event-B target meta-model is con-
form to the Event-B notation used in AtelierB. The detailed specifications of
these meta-models are represented in our previous work [15]. A set of 34 rules
with around 700 lines of code have been implemented to map source elements
into target elements.

The Event-B generation step allows to product a textual specification from
the generated models of the previous step. This step uses Acceleo [25], a
template-based technology allowing to automatically produce any kind of source
code from any data source available in EMF format. Figures5 and 6 shows an
example of a generated Event-B specification that represents the structural and
dynamic part of the sub-system ATOoverETCSGoA2. Figure6 presents two
parts, the context “ATOoverETCSGoA2_CONT” which defines the structural
part and the machine “ATOoverETCSGoA2” defining the dynamic part. Here,
we give some transformation examples:

— BDD blocks “Track” and “OnBoard” (framed in blue) are transformed into
two context sets “Track” and “OnBoard” and two variables “onboardState”
and “trackState”.

— The variable “atooveretcsgoa2State” (framed in pink) which represents
the parent block “ATOoETCSGoA2” is coming from the refined machine
“ATOoETCSGoA2 Interface”.

— “ATOoETCSGoA2 Interface” is the machine generated from the system/sub-
systems decomposition applied on the “RailwaysSystemL1” machine.
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SYSTEM atooveretcsgoa2State :€ {atooveretcsgoa2} —
ATOoverETCSGoA2 CONT ATOoverETCSGoA2States
SETS EVENTS
(OnBoard;
rack; SELECT
TrackStates; onboardState(onboard)=orderOnBoardForATODriving A
track State(track)=order TrackForManualDrinving
CONSTANTS THEN
onboard; | track State(track):=orderTrackForATODriving
[track. ] END ;
orderOnBoardForATODriving, &tTlackForMaanriw_ng' =
orderTrackForManualDrinving, SELECT
orderOnBoardForManualDriving, onboardState(onboard)=orderOnBoardF orManual Driving A
orderTrackForATODriving track State(track)=orderTrackForA TODriving
PROPERTIES THEN
onboard € OnBoard A track State(track):=order TrackForManualDrinving
track € Track A END ;
Track ={track} A FetOnBoardForManualDriving |ef SetManual=
OnBoard ={onboard} A SELECT
orderOnBoardForATODriving € OnBoardStates A onboardState(onboard)=orderOnBoardForATODriving A
orderTrackForATODriving € TrackStates A atooveretcsgoa2State(atooveretesgoa2)=ATODriving
orderTrackForManualDrinving € TrackStates A THEN
orderOnBoardForManualDriving € OnBoardStates A onboardState(onboard):=orderOnBoardF orManual Driving ||
orderTrackForManualDrinving # atooveretcsgoa2State(atooveretesgoa2):=manual Driving
orderTrackForATODriving A END ;
orderOnBoardForManual Driving # BetOnBoardForATODriving |ef SetATO=
orderOnBoardForATODriving A SELECT
TrackStates ={orderTrackForATODriving, onboardState(onboard)=orderOnBoardF orManual Driving A
orderTrackForManualDrinving} A atooveretcsgoa2State(atooveretcsgoa2)=manualDriving
OnBoardStates ={orderOnBoardForATODriving, THEN
orderOnBoardF orManual Driving} onboardState(onboard):=orderOnBoardForATODriving ||
END atooveretcsgoa2State(atooveretcsgoa2):=ATODriving

ENT END
[ATOoverETCSGoA2| END

ATOoverETCSGoA2_Interface
SEES
ATOoverETCSGoA2_CONT,
Railways System L1_CONT,
Railways System LO_CONT
VARIABLES

onboardStatd,

track State.

onboardState € OnBoard — OnBoardStates A
trackState € Track — TrackStates
INITIALISATION

onboardState :€ {onboard} — OnBoardStates ||
trackState :€ {track} — TrackStates ||

Fig. 6. Example of Generated Event-B specification

— State-machine diagrams “OnBoard States” and “Track States” defining sub-
systems behaviors (framed in green) are transformed to sets “OnBoardStates”

and “TrackStates”.
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— States of the state-machine diagram, such as “orderOnBoardForATODriving”
of the state-machine diagram “OnBoard States”, are mapped into constants.

— Sequence diagram lifelines (framed in yellow) such as “onBoard” are trans-
formed to constants.

— Sequence diagram messages (framed in purple) such as “SetTrackForATO-
Driving” are mapped to events in the machine.

The complete Event-B specification can be found in [13].

4.3 Formal Verification

AtelierB provers are used to perform verification and the ProB model checker is
used to animate execution scenarios.

-8 Etat du projet RailwaysSystem ? X
= - ~
Project Status for RailwaysSystem
COMPONENT TC GOP PO UN PR CC LINES RULES
ATOoverETCSGoA2L0 OK OK 14 0 100 % 56 0
ATOoverETCSGoA2_CONT OK OK 0 0 100% 29 0
ATOoverETCSGoA2_Interface OK OK 3 0 100% 28 0
RailwaysSystemL0O OK OK 3 0 100% 26 0
RailwaysSystemLO_CONT OK OK 0 0 100% 18 0
RailwaysSystemL1 OK OK 11 0 100 % 48 0
RailwaysSystemL1_CONT OK OK 0 0 100% 26 0
RailwaysSystemL1_Decomp_AbstractVar_Interface OK OK 3 0 100 % 40 0
TOTAL - - 34 0 100% OK 270 v

Fig. 7. Status of the generated Event-B specification

Figure 7 summarises the status of the AtelierB project corresponding to the
generated Event-B specification. The verification of the consistency of the formal
specification required to discharge 34 proof obligations. These proofs are of type
invariant preservation, non-deterministic action feasibility and well-definedness.
They were all proved automatically (100%). The columns of the table are: TC,
for “type checking”, to indicate that formal model components are well defined,
GOP, for “generation of proof obligations”, to indicate that proof obligations
are well generated. PO, for “proof obligations”, presents the number of gener-
ated proof obligations for every formal model component. UN for “unproved”
presents the number of unproved proof obligations of each element. Finally, the
column PR presents the percentage of discharged proof obligations.

5 Conclusion

This paper proposes a model-based approach for modeling and verifying high-
level architectures of complex systems, particularly railway systems. These com-
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plex systems are composed of interconnecting sub-systems that exchange infor-
mation. Therefore, following the recommendations of the 50126 norm, we pro-
pose a multi-view approach, starting with graphical modeling of high-level archi-
tectures to represent the layered hierarchy of system/sub-systems of the main
system and a set of model transformation rules which generate Event-B for-
mal specifications. To conduct this transformation, an adaptation of SysML and
Event-B meta-models corresponding to AFT requirements and domain experts
needs have been proposed. The approach is illustrated by a case study of a
project of railway norm. The SysML models have been validated by domain
experts whereas the generated formal specification has been proved successfully
using AtelierB and ProB so that the consistency of the system architecture is
ensured. In the considered use case, it means that all the safety goals ensured
by the norm are respected.

Work in progress aims at building alignment links between high-level archi-
tectures and system requirements to ensure the quality of the system that
depends on the degree to which it fulfills its requirements. To complete our
formal specification, we also plan to enrich SysML models with non-functional
properties such as security and safety ones in order to formally verify them.
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Abstract. IT infrastructures break. Whether it be computer attacks
or software, human or hardware failures, IT safety and security risk is
present in many technical and organizational domains. Risk manage-
ment is therefore essential to ensure infrastructure resilience, compli-
ance with legal and contractual requirements and a better knowledge of
what causes what. But risk management is hard to automate, sometimes
because criteria are subject to human appreciation, sometimes because
of an incomplete or wrong knowledge of the infrastructure itself. And
this latter factor has become more evident with the advent of modern
cloud-native architectures: complex and dynamic infrastructures make
risk assessment difficult. In this article, we propose an approach based on
infrastructure modeling to help automate the risk assessment process for
IT infrastructures. Instead of focusing first on hazard analysis, our app-
roach attempts to consider (most of) such an analysis as a consequence
of infrastructure modeling. By deciding to focus on the infrastructure
modeling itself and by involving as many of the company’s stakehold-
ers as possible in the process, we intend to make risk assessment more
collaborative and thorough, by taking advantage of everyone’s expertise.

Keywords: Distributed Infrastructures - Infrastructure Modeling -
Risk Assessment

1 Introduction

Over the past few decades, the presence of IT in critical infrastructures has
been continually on the rise [22]. This has allowed for unprecedented growth
in various business sectors, but has brought its share of risk into the equa-
tion. From a few computers with monolithic software, IT infrastructures have
evolved towards data centers with several thousands of servers running inter-
acting microservices. These interactions themselves are becoming increasingly
complex [24] as the design of such infrastructures follows a tendency towards
abstraction. From bare metal to virtual machines, from physical networks to
virtualized fabrics, from local storage to distributed datastores, risk is more and
more difficult to assess [19] as there is a clear break between physical and virtual
infrastructures.
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On top of these highly dynamic virtual infrastructures lie reconfigurable
software packages. Components not known before runtime (such as dynamic
libraries) are used to build software which now rely heavily on external services.
As IT gets more and more ubiquitous, we observe a multiplication of entry
points, inducing a much larger attack surface [12]. Assessing the risk requires to
combine together information collected from a large number of stakeholders, not
always willing to share.

Risk management is not something to be taken lightly: sometimes, lives
depend on the very systems being studied [34]. So methods such as FTA and
FMEA [28], HAZOP [14] or STPA [18] have been devised in that regard. In
parallel, the various industries have been developing safety and security regula-
tions to guide such risk analyses, whether in aerospace [29] or IT [10]. Finally,
as IT services have multiplied, Service-Level Agreements (SLAs) have emerged
and various certifications have been introduced to increase customer confidence
and guarantee a certain quality of service [13].

But to be able to certify such infrastructures, one has to understand their
components (technical, such as computers, and also human) and their interac-
tions. It can be done with the help of modeling frameworks from the enterprise
modeling communities (such as RM-ODP [1] or Archimate [31]) to the formal
methods communities (such as Alloy [17] or Petri nets [23]) to software and
network engineering communities (such as UML [25] or OMNeT++ [32]).

In this article, we advocate a collaborative approach to risk management for
IT infrastructures based on better modeling of such infrastructures. To this end,
we present the theoretical background of our study in Sect. 2. Section 3 proposes
a set of methods to support risk management in distributed infrastructures. In
Sect. 4, we show an example with the advantages and limitations of our tech-
nique. Finally, the article finishes with a conclusion in Sect. 5.

2 Related Work

In this section, we present the scientific context of our study, in the fields of
risk management and infrastructure modeling. Our work attempts to unite the
different methods presented here without changing the approaches and tools
already in place: a federation of models respecting the expertise of each actor.

2.1 Risk Analysis

The ISO 31000 standard [16] defines risk management as a five-step process.
First, the context of the study has to be defined: what the system is, when it is
considered, where it is, who is involved, why and how the study is being done.
The next three steps are what the standard refers to as the risk assessment step.
It consists first of all of identifying risks and their causes and impacts. Then, a
qualitative and quantitative risk analysis is carried out to assess likelihoods, con-
fidence levels and magnitude of consequences. The last step of risk assessment is
its evaluation, to compare the results and make decisions. Finally, the risk treat-
ment phase addresses risks by modifying risk sources, likelihoods, consequences
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or simply abandoning the activity that led to it. In this work, we focus on the
first two steps of the process (context and risk identification).

Several implementations of risk management have been developed, such as
Fault Tree Analysis (FTA), Failure Mode and Effects Analysis (FMEA), Hazard
and Operability study (HAZOP) or System-Theoretic Process Analysis (STPA).
There are also risk management methods aimed at information security [2] which
implement the ISO 27005 standard [15], more focused on IT risk, such as EBIOS
Risk Manager (EBIOS-RM).

FTA [28] is a top-down approach: top events are first identified and their
causes are recursively analyzed and combined using boolean logic gates. Individ-
ual causes are put in OR gates and collective causes are put in AND gates (with
care taken to verify the independence of the causes). It is a deductive approach
carried out by repeatedly asking: how can this event happen and what are its
causes?

In contrast, FMEA [28] lists only single failures, even though they have no
high-level impact. FMEA is a bottom-up, inductive method used to identify low-
level failures and study their impacts on the higher levels. FTA and FMEA are
often used together thanks to their opposite views, but are very time-consuming
to apply thoroughly, therefore the analyses are often incomplete [8].

HAZOP [14] works quite differently. It uses standardized questions and words
to investigate on possible deviations from a design intent. The technique is a qual-
itative way to assess complex processes and focuses on structured discussions. In
some cases, this format may however provide a false sense of security by being
too guided [6].

These bottom-up methods use a divide and conquer approach: they ana-
lyze separately each part to provide a synthetic assessment for the system. But
interactions between such parts and dynamic behaviors may be overlooked [30].

STPA [18] is a systems approach to hazard analysis. Instead of focusing on
failures, it focuses on the losses of control being the real cause of accidents. It is
a top-down method to study functional control instead of physical components.

EBIOS-RM (3] proposes a cyclic approach for risk management. The app-
roach consists of five workshops identifying high level, textual risk scenarios and
their resolutions with security measures.

Some methods are more suitable for certain domains and we believe that it
is important to let different actors in the IT infrastructure choose which ones
they want to exploit. As mentioned in [4], a collaborative approach is key, and
we believe that federating these approaches is beneficial to the domain.

2.2 Infrastructure Modeling

The ISO 31000 standard emphasizes that risk management should be a collab-
orative endeavor including several domains of expertise to properly define and
evaluate risks. This is where we think that infrastructure modeling can be used.

Many languages and representations exist to describe I'T infrastructures, from
hardware to software, including networks and processes. A datacenter can be
described with rack diagrams, illustrating the layout of servers and network
components. A piece of software can be represented as UML diagrams [25], to
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show its structure and the different interactions at work, or can be described by
its code. A network topology can be seen as a mathematical object (such as a
graph), described with switch configurations, or as code with Software-Defined
Networking [20].

However, these languages are mostly static description languages and do not
always adapt to the changing structures of modern IT infrastructures. Such
languages are particularly adapted to their respective domains [9], but they are
sometimes not very understandable by external parties. From the perspective
of risk analysis, we believe that we can bring together different technical fields
through model federation [11].

3 Guided Risk Management for IT Infrastructures

Over the years, IT infrastructures have evolved from the “traditional” model.
Even though so-called legacy systems are still in use in some critical businesses,
virtualization has brought a completely different paradigm. Traditionally, soft-
ware components are directly deployed on physical nodes. This guarantees sta-
bility in space (services do not “move” to another place), in quantity (no fre-
quent increase or decrease in the number of nodes), in resources (hardware is not
frequently replaced) and network (the topology does not significantly change)
over time. A simplified deployment, where functional components are directly
mapped to physical servers, is shown on Fig. 1. Risk analysis here is not much dif-
ferent from what is done in other sectors (although the domain is more prone to
component reuse), but it is important to update it as the infrastructure evolves.

Virtualized infrastructures, and more recently cloud infrastructures keep
these guarantees of stability for a much shorter period of time (sometimes hours
or even minutes). Although instantaneous risk studies are possible, guarantee-
ing a zero deviation between the studied infrastructure and the real one at any
time seems unrealistic. The risk analysis may take longer than the period dur-
ing which the infrastructure is stable and some infrastructure reconfiguration
algorithms are unpredictable or non-deterministic. Moreover, the deployment
on these infrastructures (shown on Fig.2) is more complex than on traditional
ones due to the additional abstraction layer. There is indeed a clear separa-
tion between the virtual infrastructures (how VMs “see” one another) and the
physical ones (where VMs are located). While the deployment of functions on
hardware was one-to-one (one functional component per machine) or many-to-
one (several functional components on the same machine), it is now common to
have one-to-many (distributed functional component) and many-to-many (dis-
tributed functional assemblies) deployments. Risk analysis also becomes more
complex, as there are now three models (logical, deployment and physical) on
which the analysis can be done.

In the rest of this section, we describe what we refer to as the risk cycle and
present three methods of risk analysis in the context of IT infrastructures.
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3.1 Side-Effect Analysis

IT infrastructures are subject to risks. Regulatory bodies, whether they have
statutory or advisory powers, provide requirements to follow for adequate risk
coverage. These requirements are then implemented or translated into con-
straints by the company and these constraints can have an effect, beneficial or
adverse, on the risk. This is what we call the risk cycle (represented on Fig. 3).

For example, to address the risk of credit card fraud, the Payment Card
Industry Security Standards Council proposed the Payment Card Industry Data
Security Standard (PCI DSS). Depending on the company, these requirements
translate into various constraints on the I'T infrastructure. For example, PCI DSS
sub-requirement 9 (restricting physical access to cardholder data) may be imple-
mented by encrypting the staff’s hard drives and deploying a corporate policy
prohibiting removable media. These constraints have a direct effect on the risk.
An example of an adverse effect is that if employees cannot use USB sticks, they
may be more inclined to use insecure sharing services, or even try to disable
their corporate antivirus, thus increasing the initial risk.

As another example, to address the availability risk for a single-node
database, a team can decide to distribute it over several nodes, which can in
turn lead to a consistency risk.

The analysis then continues recursively until the risks are sufficiently
addressed or cannot be handled any further. In this case, either they are deemed
acceptable (for example, the system is theoretically vulnerable, but too hard to
attack in practice) and the analysis can end, or their causes need to be mitigated.
We believe this approach to be original, as it focuses on the side effects of con-
straints instead of parts, processes or systems. Additionally, its stop condition
is not the completeness of the analysis per se, but rather the diminution of the
risk below a certain acceptability threshold defined by the company.

We believe that our approach makes steps that are sometimes implicit in
other methods (such as residual risk analysis in EBIOS-RM) more explicit. It
also adds a safety dimension in a field where the main focus is on security.
Furthermore, the separation of safety/security measures into what has to be
done (requirements) and what is actually done (constraints) allows for a better
separation of responsibilities.

3.2 Part Analysis

Unlike the fundamental domains on which risk analysis was first developed, IT
is culturally inclined towards reusability. For hardware, most systems deal with
some form of computing power, fast and slow memory and network. Most of the
components are also readily available, off-the-shelf [27]. For software, the growing
acceptance of open source over the years has led to the creation of many software
products that reuse open source libraries, with their fair share of risk [5].

IT infrastructures can thus be made of thousands of components provided by
hundreds of actors (companies, communities or single developers). Analyzing all
these individual parts is impossible in a reasonable amount of time, as software
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and hardware are sometimes seen as a black box (e.g. Hardware Security Modules
and proprietary firmware) and are regularly replaced or updated.

In such infrastructures, it could prove useful to include the employees in the
process of risk assessment. For example,

— Software developers understand the functional interactions between different
elements of the software infrastructure and are able to describe precisely with
their tools such an architecture;

— Datacenter “smart hands” are hardware experts who know what the servers
are made of, in which bay of which datacenter specific machines are, and they
have tools for these specific needs;

— Network engineers understand the network topology of the infrastructure,
they configure business-critical hardware and, again, have tools and repre-
sentations to assist their work.

All these actors perform, in their way, infrastructure modeling. Benefiting from
such expertise and tools would be a way to involve more people and cover more
domains in the risk assessment process. But even with that, the knowledge of
the infrastructure may still not be exhaustive and a compromise needs to be
found: the risk should be analyzed as best as possible, despite the inaccuracies
and lack of knowledge inside the company.

However, knowledge does not need to come only from the company itself.
Manufacturers and external developers have indirectly great responsibilities
within the company and we believe that a common interchange format for risk
analyses could be of great benefit. It could indeed lead towards a more systematic
risk analysis that respects the expertise (the actors should “know best”) and the
responsibilities (if a system breaks, it would be easier to identify who is at fault)
of each stakeholder. The individual components of the infrastructure could then
be federated in an FMEA-like analysis, particularly well adapted to study the
parts of a system. If a software developer or a hardware manufacturer discovers
a vulnerability, they can easily update their risk analysis, which in turn updates
the risk analysis of a company using these products, without any intervention
from them. This approach is a work in progress.
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3.3 Assembly Analysis

Composite hardware, such as motherboards, often have clearly distinct slots for
distinct components. In other words, given the risk of a motherboard malfunc-
tion, there is a requirement for hardware compatibility, and one of the constraints
chosen to implement this requirement is the presence of different sockets. This
is illustrated on Fig. 4.

However, this sole constraint is often not sufficient to eliminate the risk. Old
PCle expansion cards may not function properly on modern hardware, because
of deprecation or standard incompatibilities. In addition, the very way of assem-
bling the components on the motherboard has an impact. For example, the lay-
out of the RAM modules can be very constrained on some motherboard models.
That is why manufacturers release technical guides on how to build the systems.

Similarly, a piece of software may require a connection to a database, and
the communication protocol will identify a type of database. However, if the
database engine version is not adequate, the software may fail. This is why
software vendors provide installation and deployment guides.

As shown in the two previous paragraphs, components assembled together
sometimes exhibit properties that none of the individual components have, this
is why both bottom-up and top-down approaches to risk analysis are used. Here
again, we could benefit from a common risk interchange format, because actors
could perform analyses on the hardware they manufacture, using for example
FTA or STPA. If a large-scale infrastructure is suitably modeled, these analyses
could be reused in an automated analysis of the whole infrastructure.
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4 Case Study: A Cloud Infrastructure

We illustrate in this section how the combination of the above techniques help
assess the risk. As risk analysis is an iterative process, our examples are not
meant to be comprehensive.

Let us apply these three methods on a fictional European banking company,
processing financial transactions and handling client information. The company
opted for a private cloud-based architecture for all of its new projects. This cloud
infrastructure is linked to the company’s legacy systems and communicates with
interbank and payment networks. But this is only a part of the its network
flows: the company manages a fleet of several thousands of Point of Sale (POS)
terminals and Automatic Teller Machines (ATM) that need a safe and secure
connection. On top of that, it provides Business-to-Business (B2B) services to
other companies wishing to offer banking solutions to their clients.

4.1 Requirements

Because of its activities, the company is subject to various requirements. We
have classified some of them below! into two categories and four subcategories:

— External
e Regulatory and legal, with:
(R1) General Data Protection Regulation (GDPR) [10], governing the
use and collection of personal information,
(R2) PCI DSS [26], stating how cardholder data can be used and
stored;
e Contractual, with
(R3) payment processor requirements [21,33], applying financial
penalties in case of non-compliance with quality standards,
(R4) SLAs with its business clients, enforcing adherence to various
availability and quality criteria;
— Internal
e Functional:
(R5) the services have to “work reasonably well”;
e Technical:
(R6) the services have to “be properly secured”.

Each of these requirements can be expressed with varying levels of detail. On
one side, there are very specific requirements, such as (R3), with clearly defined
quantitative criteria. On another side, there are requirements that call for a more
human appreciation, such as (R2). Finally, some requirements need to be further
refined by domain experts, such as (R5).

! They are chosen randomly to illustrate concretely our approach.
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4.2 Infrastructure Model

Logical Model

Let us now focus on the infrastructure itself before undertaking the risk assess-
ment. A synoptic diagram is shown on Fig. 5. This cloud infrastructure is com-
posed of four zones:

— A Demilitarized Zone (DMZ) consisting of public-facing services, such as
e web servers, for the company’s main websites and open banking APIs for
its B2B services,
e authoritative DNS servers, to ensure the proper resolution of the com-
pany’s domain names,
e mail servers, for its day-to-day communication needs;
— A regular backend, for most of its business operations, with, among others,
e databases (primary and secondary LDAP and SQL servers) for its
queryable data,
e business software (customer relationship management and enterprise
resource planning software) for its management activities,
e in-house software for its core processes;
— A PCI DSS backend, for its electronic payment activities, with
e card processing software,
e sensitive cardholder and transaction databases;
— A VPN for the network access of its ATMs.

Fig. 5. Infrastructure zones
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Physical Model

Every cloud infrastructure eventually relies on a physical one. The company
owns two datacenters in two different locations and allocated 32 servers (16 in
each datacenter) for its private cloud. These servers are distributed in several
rooms, as shown on Fig. 6 and both data centers are connected via two separate
network links from two providers.

4.3 Constraints

From Requirements

Considering the infrastructure described above, the requirements (R1) to (R6)
can be broken down into the following constraints (the terms in small capitals
are defined in [7]):

(C1) Users MUST be able to access their personal data,;

(C2) Personal information MUST be securely stored;

(C3) Access to personal data MUST be subject to strong authentication;
(C4) Non-PCI DSS server MUST NOT access PCI DSS databases directly;
(C5) Non-PCI DSS VM MUST NOT be collocated with a PCI-DSS one;
(C6) PCI-DSS VMs MUST run on PCI-DSS nodes;
(C7) 99.9% of transactions MUST be processed within 3s;
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(C8) Open banking APIs MUST NOT return HTTP 5XX errors for more than
0.01% of the transactions;
(C9) Users MUST be able to connect 99.7% of the time on their web account;
(C10) User incident reports MUST be handled within 12 business hours;
(C11) Primary and secondary database nodes SHOULD NOT be collocated;
(C12) DMZ VM MUST NOT be collocated with backend VMs.

These constraints are linked to the requirements as such:
Rl R2 R3 R4 R5 R6

cT C2 C3 C4 C5 C6 Cr C8 (C9 C10 Ci1 C12

... to Deployment

These constraints impact directly the deployment model of the logical infras-
tructure on the physical one. For example, from an interpretation of C2, we can
derive the following configuration constraints:

(C2a) Disks storing personal data MUST be encrypted;

(C2p3) Physical access to servers hosting disks storing personal data MUST be
restricted to authorized personnel;

(C2v) Data flows carrying personal data MUST be encrypted.

As another example, the following constraints can be chosen to provably satisfy
(under the hypothesis that the switches have a perfect VLAN isolation) C4:

(C4a) PCI DSS databases MUST be on their own VLAN;

(C43) Other logical components MUST NOT be on this VLAN;
(C4~) PCI DSS VMs MAY access the PCI DSS databases VLAN;
(C46) Non-PCI DSS VMs MUST NOT access this VLAN.

4.4 Risk

Side-Effect Analysis
From the constraints, the following hazards can for example be identified :

infected;
(H2) Personal data can be stolen from users if their passwords get
stolen;
(C3) < (H3) Personnel losing a physical factor cannot do their work;
(H4) Users losing a physical factor cannot access the services in
case of an emergency;
(C7)— (H5) The company accepts transactions that should be rejected;
(C10)— (H6) Time constraints put pressure on the employees.

(H1) Personal data can be stolen from users if their machines get
(C1) <
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From there, the company needs to update its requirements. (H1) is considered
out of the scope of the company and (H2) is already covered by (C3). (H5) is a
hazard difficult to balance. On the one hand, in case of a network congestion and
during peak hours, transaction times increase and the issuing bank risks paying
penalties if the transactions time out. On the other hand, the company may be
tempted to automatically accept some transactions, but may then be liable in
case of a fraudulent payment, and therefore reimburse the payment out of his
own funds. Finally, the company does not have the internal skills to handle (H6)
and needs to outsource them.

(H3) — (R7) The company must deal with lost or stolen authenticators;
(H4) — (R8) Emergency services must be offered to clients;
(H6) — (R9) Time pressure on employees must be handled.

The company then has to implement the requirements with constraints and
do the recursive side-effect analysis again until it ends. It should be noted that
the boundaries between requirements and constraints is blurred. The distinction
is not always useful, but we consider here that constraints generate side-effects
on risks, while requirements are rules independent of the infrastructure.

Part Analysis
The company has deployed a Configuration Management Database (CMDB)
that provides information about hardware (brands, models, locations), OSes,
services and their configurations. The CMDB pulls its information from sev-
eral domain-specific models continuously updated by hand or automatically. To
diagnose hardware-related problems, the company can fetch the relevant manu-
als from its CMDB, but often needs to contact the manufacturer directly. The
incident analysis must therefore be outsourced, as the company does not have a
sufficiently broad knowledge on the inner workings of such hardware.
Providing incident (and, to take a proactive approach, risk) analysis tools
would be an interesting move from the manufacturer, as it would save time for
itself and the company. We also believe that it could give more confidence in the
reliability of its products.

Assembly Analysis
A common risk assessment referential could also allow the company to reuse
and share experience on the interactions of cloud infrastructure components:
datacenters, hypervision clusters or distributed software have specific properties
that their components do not have. Datacenters present risks for the environment
and the population. Clusters behave differently depending on their sizes and the
voting algorithms they implement. A piece of distributed software may have
sub-optimal performance if one of its nodes is operational but shows a degraded
capacity.

An example of a generic referential entry for hypervision clusters that the
company could use is shown on Table 1. It would ideally be parsable by a com-
puter and should be able to interface with the various infrastructure models.



182 B. Somers et al.

Table 1. Extract of a risk referential entry for hypervision clusters

Component | Hazard Criteria Likelihood | - - -
Hypervision CPU cache can leak to a| VMs are paravirtualized Moderate
Cluster collocated VM
VMs are fully virtualized Low

Resource exhaustion Over-allocation of resources | Very high

Badly distributed Two database nodes located | Moderate

database on the same physical node

Saturation of the Two nodes communicating Moderate

internal hypervision heavily while not located the

network same physical node

4.5 Lessons Learned

We illustrate in this example how our approach can help business to perform a
more thorough risk analysis. We advocate that, in the spirit of modern software
development, such analyses should be shared and be interoperable. In the con-
text of dynamic and increasingly distributed infrastructures, automating IT risk
analysis could help ensure greater security and safety, where manual analyses,
although potentially more advanced, are more suited to static systems.

5 Conclusion and Future Work

In this article, we have shown, through an example of cloud infrastructure, how
risk analysis on modern IT architectures differs from the domains where it is
traditionally used, such as avionics or railway systems. Such analyses cannot be
comprehensive because of the dynamic nature of IT infrastructures. Additionally,
knowledge is limited by the lack of detailed understanding of several hardware or
software elements that make them up. The big picture of a company on the other
hand can be obtained through rigorous infrastructure modeling. Federating all
these views is not the quest for the perfect risk analysis for such infrastructures,
but rather the search for a better analysis, one that gives the company a sufficient
degree of confidence and helps it identify previously unforeseen risk scenarios.
The strategies presented in this article are not yet implemented, because
they rely on local risk analyses from manufacturers and developers. The work is
already done in part in user manuals, but the lack of a common risk interchange
format motivates us to establish a risk referential to start the effort. This is a
work in progress. On top of that, we are developing a modeling language for
IT infrastructures, in order to link together local infrastructure models and risk
analyses for computer-assisted risk management on such infrastructures.
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Abstract. Digitization of production is on the strategic agenda of many compa-
nies across the globe. The term IoT (Internet of Things) is meanwhile common
for small and medium-sized companies (SMEs). Along with the technical inno-
vations, especially in the environment of cloud based IoT solutions, the topic of
IoT security is gaining outstanding importance. This paper presents a pre-study
and investigation of the experience, awareness, activities, and knowledge regard-
ing IoT security among SMEs. Despite of the limited numbers of respondents
(29) the results of the research show that while SMEs are aware of IoT security
threats, they also lack the knowledge to protect themselves against all possible
attack vectors.

Keywords: IoT Security - Attack vectors - [oT

1 Introduction

Digitization of production is on the strategic agenda of many companies across the globe.
The term IoT (Internet of Things) is meanwhile common for medium-sized companies.
In general, IoT is a paradigm, where objects in the real world have a unique digital address
and are interacting with each other through a wireless or wired connection to create new
services (Patel 2016). Along with the technical innovations, especially in the environment
of cloud based IoT solutions and smart factories, the topic of “IoT security” in general is
gaining outstanding importance (WEF 2022). Nevertheless, when starting an IoT project,
the security of the systems is often neglected in favor of focusing on functionality (Vogt
2016). More and more SMEs are starting to implement IoT technologies in their value
chains as well as other technics synonymous with Industry 4.0 (Malik 2021). Therefore,
IT and IoT are becoming more intertwined, and security is of the utmost importance in
this field. In addition to the classic IT world, the IoT infrastructure includes new types
of devices such as wearables or physical production machines, which are connected to
the classic IP-based IT infrastructure or cloud-based services. With the ever-increasing
digitization of objects and processes within the companies, new vulnerabilities and
exploits are available to any person who wants to deal with damage to the implemented
IoT systems (Singh 2021). To combat these new vectors of attack, organizations should
gather experience, show awareness, take activities, and possess the knowledge to assure
they are well protected from any attackers they might encounter. In general, the Oxford
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Advanced Learner’s Dictionary defines experience as “the knowledge and skill that
you have gained through doing something for a period of time”. Experiences increase
people’s awareness of possible threats arising. From this perspective, awareness can be
seen as the perception of possible dangers. Furthermore, awareness leads to activities
and a behavior change, which afterward should protect the individual or organization
from these threads based on the knowledge each of them got (Hansch 2014). While many
large corporations can leverage their capital to invest in the necessary knowledge and
activities to secure themselves, smaller companies are often strapped for cash, constantly
evaluating where their next budget should be allocated (Heidt et al. 2019). Therefore, this
pre-study, which is embedded in a wider research initiative, questions, where especially
SMEs stand in this current situation and how well they are prepared for the challenges
ahead to protect their IoT environments. Even though the number of respondents (29)
is very limited, we believe the results are interesting and contributes to IoT Security
within SMEs. In future the study will be combined with further research results to get
an in-depth understanding in IoT security within SMEs. In addition to other studies that
were conducted in IoT security like Neshenko et al. (2019) or Zhao (2020), which in
general focus on [oT attack vectors, this research paper especially provides insights into
the current situation of manufacturing-based SMEs and their strategies for tackling IoT
security. For this purpose, the research subcategorizes the process of evaluating into four
intertwined parts: experience, awareness, activities, and knowledge.

Our hypotheses toward these categories are:

HI1: The majority of small and medium-sized manufacturing companies have
experience with implementing IoT infrastructure. (Experience).

H2: Most small and medium-sized manufacturing companies are aware of the risk
of an attack on their IoT infrastructure. (Awareness).

H3: The majority of small and medium-sized manufacturing companies are taking
activities to protect their IoT infrastructure. (Activities).

H4: The knowledge of all possible dangers in connection with IoT attacks is available
within small and medium-sized manufacturing companies. (Knowledge).

2 Research Methodology

Quantitative research in form of a survey was used to gain an understanding of the
IoT security situation in manufacturing-based SMEs and to prove our hypothesis H1-
H4. The survey consists of twelve questions, which are formulated as closed questions.
Question one relates to the number of employees to determine whether the company is
a SME or whether it falls outside our grid. For the study, the target group of interest
was manufacturing SMEs. The literature differed from 100 to 500 employees to define
SMEs (Aybar-Arias 2003). The concentration on manufacturing businesses was done
because IoT will be implemented more and more within the production process (Jung
et al. 2021). The selection of companies was narrowed down according to the crite-
ria “small and medium-sized” and “manufacturing”. Question 2 deals with the role of
the respondent within the company. Questions 3 and 4 focus on the experience of the
company implementing IoT technics and suffering damages from IT attacks in general.
Question 5 asks for the estimation of how likely the company thinks an attack on the IoT



IoT Security Within Small and Medium-Sized Manufacturing Companies 187

infrastructure is and addresses the awareness. Questions 6 till 11 concern the activities
carried out by the company, like investing in security solutions, using internal or exter-
nal staff, planning of improvements, repeat training of the employees, implementing
an emergency plan or hacking itself to learn how vulnerable the own infrastructure is.
With question 12, the research evaluates if the knowledge of these companies allows
them to be protected themselves from attacks on their systems by referencing a scien-
tific IoT attack classification from Deogirikar (2017) and Farsi (2020). 150 companies
were contacted during December 2021. As a result, 29 answers have been recorded by
questionnaire, which is a response rate of 19,3% of all companies questioned.

3 Data and Findings

This paper highlights the results based on a survey questioning SMEs regarding IoT
security. We hypothesized; that the majority of small and medium-sized manufacturing
companies have experience with implementing IoT infrastructure (H1) and that most
companies are aware of the risk of an attack on their IoT infrastructure (H2). Further,
we assumed that the majority of companies are taking security activities to protect their
IoT infrastructure (H3). At least we assumed that the knowledge within the companies
is available for all possible dangers in connection with IoT attacks (H4).

3.1 Screening

13 out of 29 Companies (44.83%) had less than 50 employees, 7 companies (24.14%)
had between 51 and 250 employees. 3 (10,34%) companies had between 251 and 500
employees. Due to the definition of small and medium-sized companies, all companies
that exceed a size of 500 employees are initially left out of the further analysis. The
answers of 6 companies out of 29 companies - which is 20.69% - have been removed from
the further analysis due to their company size. 15 of the 23 respondents, which is 65.22%,
are company managers or similar. 21.74% (5) are administrators, who administrate the
IoT solution. Further 8.7% (2) are end-users, which are dealing with the IoT environment
in their daily business. One respondent (4.35%) could not match any of the offered
categories.

3.2 Experience

The question “Do you have [oT systems in use in your company?”” was used to identify if
the company has experience with IoT technologies. 69.57% (16) of the companies have
already implemented some form of IoT systems and a further 13.04% (3) stated that
they are planning to implement such technologies. Within the result set, 4 respondents
(17.39%) answered, that they are not using IoT environments and that they are not
planning to use them in the future. Due to these circumstances, these four answers
are excluded in the following, because the questions are referencing the IoT systems
within the companies. The question “Have you ever suffered damages from IT attacks in
general?” examined whether companies have already been attacked. 26.32% (5) of the
companies stated, that they already have been attacked and suffered damages. 21.05%
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(4) stated that they "do not know" if they have been attacked. 52.63% (10) answered
“No”. Our hypothesis H1 was hereby confirmed. It can be said that the majority gathered
experiences with IoT technologies. In addition to that, over 26% of the companies have
even suffered damage by IT attacks in general.

3.3 Awareness

With the question “Do you think small and mid-sized companies are prone to attacks
on the IoT infrastructure?” we are looking at the extent to which companies are aware
of the resulting risk of an attack on the IoT systems. From the data we have gathered,
our hypothesis H2 was confirmed. It can be extracted that more than 84% (16) of the
companies are aware that SMEs are vulnerable to an attack on their IoT infrastructure.
The majority of the companies realize that they are a possible target for attacks.

3.4 Activities

Our hypothesis H3 was confirmed, but it can be noted that the situation towards activities
to protect the IoT infrastructure differs within the respondent group. 57,89% (11) stated
that the costs for implementing IoT security in comparison to the overall IT costs are
“medium”. However, almost 21% (4) of the respondents also stated that the costs were
“low” (15.79%) or “very low” (5.26%). Only 21.05% (4) stated they are “high”. It
can be observed that nearly the half (around 47.37%, 9) of the companies work with
a combination of internal employees and external partners. 36.84% (7) cover their IT
security completely internally. Further 15.79% (3) of the respondents have completely
outsourced their IT security. It is very pleasing to see that 57.89% (11) of the respondents
stated that they have plans for improving their IoT security. However, over 42.1% (8)
also indicated that they have no further plans for improvement. The evaluation showed
that in 21.05% (4) of the companies surveyed, IoT security training only takes place
every two to three years and in 36,84% (7) not at all. Less than the half (42.1%) are
trained once within a year. Furthermore, the survey revealed that 36.84% (7) do not
have an emergency plan and 68.42% (13) mentioned that they had not tried to hack
themselves. This leads to the assumption that many companies do not even know where
their vulnerabilities lie. Only 15.79% tried to hack their IoT infrastructure to learn how
vulnerable it is.

3.5 Knowledge

The survey revealed that the knowledge of all possible dangers in connection with
IoT attacks is not available in all small and medium-sized manufacturing companies.
(cf. Figure 1). In that way, our hypothesis H4 was not confirmed. The results have
shown that there are vectors, which are well known as “Viruses & Worms”, ‘“Phishing
Attacks” or “DoS Attackes”. In many other vectors of attack like “Sinkhole Attacks”,
“Node Tampering”, Cryptanalysis Attacks, “Side-channel Attacks” or “Malicious Node
Injection” there are still very large deficits to be worked through. This can be an indication
to catch up to acquire knowledge and protect oneself better.
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Fig. 1. Question 12: “Mark all IoT security attacks you are familiar with.”

4 Conclusion and Further Research

This paper investigated the experience, awareness, activities, and knowledge of SMEs
regarding IoT security. The paper showed that IoT technologies are quite common even
within small and medium-sized manufacturing companies. Further, it pointed out that the
majority of SMEs is aware of attacks on their IoT infrastructure. However, it disclosed
that the companies differ in the scope and depth of the implementation of security
measures. Furthermore, the survey also revealed that most companies are currently not
covering all IoT security-related perspectives to secure their IoT infrastructure. This
offers a high potential to expand knowledge regarding IoT attack vectors and improve
the situation within small and medium-sized manufacturing companies. Regarding our
study, it needs to be stated that in our future research, the sample of the survey will
be expanded to verify the findings presented. Furthermore, we are going to analyze the
interferences between each survey question to identify dependencies between respondent
answers.
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Abstract. Many modern information systems use a policy-based app-
roach to manage sensitive information and availability of services. Obli-
gations are essential part of security policies, which specify what actions
a user is obliged to perform in the future. One interesting feature of
obligations is unenforceable, that is, the system cannot guarantee that
each obligation will be fulfilled. Indeed, obligations go unfulfilled for a
variety of reasons. For example, a user may have family emergency that
leads her having little time to discharge assigned obligations. We argue
that delegation of obligations can be regarded as a means of providing
opportunity for obligations to be discharged. However, this opportunity
will be wasted if users who received delegation do not fulfil the obliga-
tions eventually. In this paper we propose a mechanism that incentivises
users to accept and fulfil obligations for others by rewarding users cred-
its. The amount of credits can be earned depends on their trust score,
which reflects precisely how diligent of individuals in fulfilling obligations
in the past. Users are motivated to raise up their trust scores by fulfill-
ing obligations for others, in order to earn more credits in the future.
We run experiments in a simulated multi-agent systems to evaluate our
approach, which turns out that delegation with incentives achieves the
best outcome in terms of the number of obligations being fulfilled.

1 Introduction

Obligation and authorisation are essential building blocks to form security poli-
cies [14], which define the correct behaviour of an information system. A system
adopting this type of policy-based approach to governing agents’ behaviour is
called normative multiagent systems [3]. Obligations in such systems define what
activities have to be performed by whom and when, and these obligatory actions
are integral part of the control procedures in many organisations. For example,
a course leader is obliged to submit a course assessment report to an external
examiner at least three days before exam board meeting. As the example illus-
trates, the system can determine whether and when the obligation is fulfilled,
but cannot force the course leader to submit the report on time. In other words,
the system cannot ensure that obligations can always be fulfilled, but instead it
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should give every opportunity for obligations to be discharged, in order to ensure
the correct operation of a system.

One of such opportunities to allow a user to delegate her assigned obliga-
tions to others. We refer to the user who performs a delegation as a “delegator”,
and the user who receives a delegation as a “delegatee”. Indeed, there are a
number of organisational motives behind the delegation of an obligation [13].
For example, a user may have been assigned a few obligations which need to be
fulfilled at similar sort of deadline. However, due to other work commitments, it
would be desirable for the user to delegate some of the obligations to others who
has similar competence but have less constraints. There has been some work
on delegation of obligations, most of which focuses on operational semantics for
delegation and mechanisms for monitoring the fulfilment of delegated obliga-
tions [13], as well as identifying responsibilities among the users who involved
in the delegation of obligations [2]. While allowing the occurrence of delegation
provides an opportunity for delegator’s assigned obligations to be discharged, it
is not clear that why delegatee would be willing to fulfil obligations for others
unless there is an incentive for them to do so. If delegatees eventually leave the
delegated obligations going unfulfilled, all complexities from managing the del-
egation become unnecessary. The question of how to incentivise delegatees to
discharge delegated obligations, to the best of our knowledge, has not yet been
adequately investigated. Such considerations are the focus of this paper. More
specifically, the contributions of this paper are as follows:

— We introduce a simple trust computation method on the basis of the Beta
distribution to compute trust score of users, reflecting their performance on
fulfilling obligations. We discuss a number of possible ways of updating trust
score for the delegator and delegatee when a delegated obligation is fulfilled
or violated. The discussion confirms the best possible way to update trust in
order to incentivise delegtees to fulfil obligations.

— We further propose a credit rewarding scheme that rewards delegatee cred-
its for fulfilling obligations, but the amount of credits can be rewarded is
determined by her trust score. From the delegator’s perspective, he needs to
pay credits to the delegatee on her efforts to fulfilling the delegated obliga-
tion, thus the scheme avoids the situation where users are always seeking to
delegate their assigned obligations to others.

— When a delegated obligation arises in the system, we define a set of eligibility
criteria for delegatees to bid for the obligation. We also define a number of
possible risk preferences a delegator may take in terms of choosing a delegatee,
since the chosen delegatee has uncertainty of whether to fulfil the delegated
obligation. We also explore the incentive mechanism in the face of cascaded
delegation of obligations.

— We run experiments in a simulated multi-agent systems to evaluate our mod-
els. The results reveal that the proposed incentive mechanisms promote users
being more diligent in fulfilling obligations.

In the next section we describe relevant background materials on the Beta
distribution and obligation properties.
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2 Background

2.1 The Beta Distribution

Let X be a continuous random variable that has a Beta distribution [10] with
two parameters « and 3, where @ > 0 and 8 > 0. Then the probability density
function of X can be expressed as:

2o (1 —2)f!
B(a, B) ’

where 0 < 2 < 1, and B(a, () is a Beta function that can be defined in terms of
the factorial functions when « and ( are positive integers:

f(zla, B) = (1)

(@ =B -1)!
B =—" 2
(@) = 2)
The probability expectation value of the Beta random variable X is given by:
@
E(X)= . 3
(%) = 5 g

The standard beta distribution uses the interval range [0, 1], which is ideal
for modelling probabilities, particularly for experiments with only two outcomes,
“success” and “failure”. Also, the beta distribution is a conjugate prior to the
binomial likelihood in Bayesian analysis. It means, after running more experi-
ments, we can compute the posterior simply by adding the number of success
and failure to the existing parameters «, 3 respectively, rather than multiplying
the likelihood with the prior distribution. We will take this approach to model
users’ probability of fulfilling obligations which always have two outcomes, sat-
isfied and violated.

2.2 Defining Obligations

There exists a number of policy languages being designed for specifying obli-
gation policies. The most common approach is to use the temporal logic to
capture time constraints associated with obligations [7,15]. However, we take an
approach that is similar to [5,9], which defines a simple data structure capturing
the essential components of an obligation.

We assume the existence of a clock, whose ticks are indexed by the natural
number N. A time interval i = [t1,t2], where #1,t2 € N and #; < ¢, is the set
{t1 <t < t2}. We define an obligation obl as a tuple (u,a,i), where u is a user,
a is an action, ¢ is a time interval during which w is obliged to take action a. At
a particular point of time ¢, an obligation 0bl = (u, a, [ts, te], ¢) may be in one of
three states: active, satisfied, or violated. We say o0bl is satisfied if u has fulfilled
the obligation (performed action a) at ¢ and t € [ts,t.]. We say obl is violated
if the obligation has not been fulfilled, but ¢, has passed (¢t > t.). We say obl is
active at t if it is neither satisfied nor violated.
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It is important to keep the system always in a desirable state where no
obligations go violated. However, since the system cannot enforce users to fulfil
obligations, some obligations may go violated. What the system can do is to
monitor the status of the obligation (e.g., whether it has been violated at some
point of time) and to use reward and blame mechanisms to incentivise users to
fulfil obligations. In the next section we introduce the concept of obligation trust
for every user, which represents an user’ trustworthiness in fulfilling obligations.

3 An Incentive Scheme for One Hop Delegation

3.1 Obligation Trust

Our approach to computing obligation trust for a user is based on the evidence
the system has observed regarding the user’s performance on fulfilling obligations
in the past. The evidence we have is a sequence of good (satisfaction of an
obligation) and bad (violation) experiences with that user. These experiences
can be used to estimate the probability that the user will make obligations
being satisfied in the future. We employ the Beta probability density function
to transform the sequence of values of the binary variable representing good
and bad experiences to a static probability distribution representing the user’s
obligation trust.

Formally, let H°% be a history of obligation stratification events, whose mem-
bers are the form of (u, 0bl, s), where s € {satisfied, violated}, representing that
the status s of obligation obl is caused by user u. Let r, represent the observed
number of obligations that are satisfied by v and let s, represent the observed
number of obligations that are violated by u. Then we set o = r, + 1 and
B = sy + 1, and follow Egs. 1, 2 and 3 to compute obligation trust of an user u
as:

1
L7 (4)
Ty + Sy + 2
where 7, > 0 and s, > 0. It can be seen that the initial value for P,y (u) = 0.5
when r, = s, = 0, but it will be updated as new evidence appears in the history
H°%. When r, and s, are obvious from context, we will simply write P(u) for

Pobl(u)(ruv Su)

Pobl(u)(rua Su) =

3.2 Delegating Obligations

In many situations, a user needs to delegate her assigned obligations to someone
else, so that the obligations can be discharged by others rather than left to
be violated. Let us first introduce delegation protocol, and its resulting data
structures. We write deleg(obl, W) to denote a delegation request, meaning that
the responsible user appearing in obligation obl requests to delegate it to some
user w in the group W. The delegation request deleg(obl, W) will be evaluated
by running a protocol and resulted in a delegatee w being chosen. We informally
describe how the protocol works as follows:
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1. A user u starts off broadcasting a delegation request delg(obj, W) to a group
of users W in the system. This group of users, for example, have similar
competence level or job responsibilities within an organisation.

2. On receipt of the delegation announcement, each user w € W who wishes to
put themselves forward will evaluates it with respect to their own schedule.
If w is eligible to bid, w will submit her current obligation trust P(w) to w;

3. Based upon several such bids being received in response to the announced del-
egation, u selects the most appropriate user to be assigned with the obligation
obj.

4. Finally, u sends an award message to the successful bidder w, and also informs
others whose bids were not successful.

In Sect. 4, we elaborate on how each user w assesses the eligibility against her
own schedule, and how u makes a choice when multiple bids are received.

Following a successful running of the delegation protocol, we assume that the
delegatee w is agreed to discharge the delegated obligation, while the delegator
still remains as a responsible user for the obligation. We call delegatee w as an
obligated user for the delegated obligation. We introduce a data structure, namely
delegated obligation, that records an user-obligation assignment that arises from a
delegation request being evaluated. A delegated obligation 0bl; extends obl tuple
with one additional element w, that is 0bly = (u,a, i, w), where w is a user obli-
gated to take action a during the time period ¢, whereas u is the original user tak-
ing responsibility for the fulfilment of 0bly. Specifically, suppose that a delegation
request deleg(obl, W) is evaluated at time ¢, then this results in updating obl as
0bly, where obly = (u,a,(t + 1,t.), w). It is reasonable to assume that v is no
longer able to fulfil obly once it is generated, and only w can. As we discussed in
Sect. 4, the user u may take some penalty if 0bl; goes violated, thus keeping v in
the data structure provides convenience for linking it to H°%.

4 Incentivising Schemes

4.1 TUpdating Obligation Trust

We now explore how to incentivise users to discharge delegated obligations when
delegations described above occur in the system. In such cases, it is not straight-
forward to give an appropriate assignment of blames or rewards to individuals
who are involved in the delegation process.

Given a delegated obligation 0bl;, there are two users involved: delegator u
and delegatee w. We introduce two weighting functions f, : {u,w} — [0, 1] and
fs : {u,w} — [0,1], where f,(u)+ fr(w) =1 and fs(u) + fs(w) = 1. With the
weighting function f,, the full positive update value of 1 is distributed among
users u and w. The function f; serves the negative update among v and w in
an analogous fashion. More specifically, given a delegated obligation obl; and
weighting functions f, and fs, we update r and s for users v and w as follows:

(s 52) = {(ru + fr(u),s,) ifobly is. satisfied 5)
(P, Su + fs(u)) otherwise
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(Pas Sw) = {(Tw + fr(w), sw) ifoblyis satisfied ©

(ra, Sw + fs(w)) otherwise

The two weight functions provide great flexibility on designing a number of
possible ways of updating r and s for both users u and w to different degrees.
Let us now discuss four cases that respond to incentivising w to fulfilling obl,.

Case 1. The first extreme case is that w is only user taking responsible for the
fulfilment outcome of 0bl;. More specifically, if w satisfies 0bly, the system counts
it as one positive evidence added to r,, (f-(w) = 1), and there is no update on
ru (fr(u) = 0). On the other hand, if w violates obl;, then the negative evidence
is only added to s, (fs(w) = 1), not to s, (fs(u) =0). It means u transfers the
responsibility of fulfilling obl; to w when the delegation succeeds. This may be
acceptable to w, as w takes advantage of this to “repair” her positive evidence.
However, as the system get evolved, when w sees herself not be able to fulfil
obly, she may choose to further delegate it to someone else, as she do not want
to be penalised with the negative evidence being incremented. We will explore
the situation of cascaded delegation in Sect. 5.

Case 2. The second feasible case also does not hold u and w equally responsible
for the fulfilment outcome of 0bl;. Unlike the first case, if w violates obly, then
the system counts it as one negative evidence added to s, (fs(u) = 1), while
Sw (fs(w) = 0) remains unchanged. Like the first case, if obl; is satisfied, one
positive evidence is added to r, only (f.(w) = 1 and f.(u) = 0). This case
possesses two appealing characteristics:

— User w is incentivised to satisfy obligations for others, because this helps to
repair its obligation trust score by increasing its r,, value;

— If w decides to delegate an obligation to others, then u needs to choose an
appropriate user so as to ensure that s, would not increment.

Note that this case is not without its problems. It may lead u to only delegate
obly to someone w who she knew, because, for any stranger w, there is no negative
impact on w’s trust score if obly goes violated. In other words, the incentive for
w to fulfil obligations for others is weak in this case.

Case 3. We now look at a case that divides the weight evenly between u and
w, holding them equally responsible for the fulfilment of obly, that is f,.(u) =
fr(w) = fs(w) = fs(u) = 0.5. If w satisfies obly, r, = 7, +0.5 and r,, = 7, +0.5.
Likewise, if w violates obly, s, = s, + 0.5 and s, = s, + 0.5. However, someone
may argue that this case leads u being unfairly rewarded: u may never fulfil
obligations for herself or others, but her obligation trust is still increasing due
to all obligations for which she is responsible are being fulfilled by others.
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Case 4. We can rectify the unfairness of case 3 by adjusting the weighting func-
tion that gives one positive evidence to w (f,(w) = 1) while obl; is discharged
by w. If obly goes violated, u and w are equally penalised by adding 0.5 to their
s parameters (fs(w) = fs(u) = 0.5). Of course, we can slide a bit more negative
weights on either direction - towards w or u, for example, setting fs(u) = 0.6
and fs(w) = 0.4. However, the principle is that both « and w should be blamed
if obly is violated.

Following the discussion of four cases, we believe that the weights setting at
Case 4 is the most appropriate one in terms of incentivising w to fulfil obly.

4.2 Earning Reward Credits

In essence, the four cases being discussed focus on the ways of updating obligation
trust for users involved in the fulfilment of delegated obligations. However, it is
not clear why a user who has high or full obligation trust is willing to accept a
delegated obligation and discharge it within a deadline. This in fact leads to a
more fundamental question: What is user’s obligation trust used for?

Before addressing this question, let us extend the structure of obligation to
include an element, called reward credit. That is, obl = (u,a,i,c), where ¢ € R
is reward credit associated with obl. It means, when obl is fulfilled by wu, u is
rewarded with the credit c. Of course, u would not receive c if 0bl goes unfulfilled.
For ease of exposition we consider ¢ to be a constant for every obligation.

We then take some ideas from the Principal-Agent model [8] to propose an
incentive mechanism that utilises each user’s obligation trust. If a user decides to
delegate one of her assigned obligations to someone else, she has to pay delegatee
some of the reward credit associated with the obligation. Likewise, if a user is
willing to take some effort to fulfil an obligation for others, her effort should be
paid off by some credit from the obligation. Our basic idea is that a user whose
obligation trust is high can charge relevantly more credits, while user whose trust
score is low receives relevantly less credits.

Formally, suppose that a delegated obligation 0bl; is discharged by user w and
¢ is a reward credit associated with obly, w’s payoff (or “utility”) is m = ¢x P(w),
where P(w) is w’s obligation trust. This serves an incentive for users to fulfil
obligations for others not only to earn credits but also to bring up their trust
score in order to earn more credits in the future. From delegator u’s point of
view, u’s payoff (or “profit”) is the difference between the credit ¢ associated
with obly and the credit paid to delegatee w, that is ¢ = ¢ — 7. A user w, for
example, has a full trust score (P(w) = 1) can earn the whole credit ¢, thus
there is no payoff left for u.

For simplicity, we assume that u is rational with an objective of choosing a
delegatee w to maximise her payout ¢. Choosing a user w who has the least trust
score indeed maximises ¢, but has a high risk that obly; will go violated, leading
to losing credit ¢ completely and her obligation trust being reduced. Let us look
at a simple example to examine the possible choices of u in more details. Given
a delegated obligation obl; whose reward credit is ¢ = 100, there are three users
w1 ,we, ws eligible to accept 0bly, where P(wy) = 0.2, P(wz) = 0.6, P(w3) = 0.3.
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Hence v can earn payoft ¢, = 80, ¢, = 40 and ¢, = 70 by choosing w;,
wy and ws respectively. In other words, u has probability of 0.2 of earning 80
credits by delegating obly to wy; 40 credits with probability of 0.6 by delegating
obly to way; 70 credits with probability of 0.3 by delegating obly to ws.

With this example, which user w;, ws or ws should u delegate obl; to?
We define three types of delegator u with respect to their risk preference when
choosing w:

— Risk-averse delegators: This type of user u prefers to take a low uncertainty
on whether delegated obligations will be satisfied, thus she always choose a
delegatee w whose trust score is high but with a low return of payoff (credits).
This type of u would choose wsy as a delegatee for the example above.

— Risk-seeking delegators: This type of user u is willing to take a greater uncer-
tainty on the obligation fulfilment in exchange for the potential of higher
return of credits. In other words, u would choose w with least trust score in
order to receive the highest payoff. A risk-seeking u would choose w; as a
delegatee.

— Risk-average delegators: This type of user u is seeking a choice that achieves a
great balance between return of credits and likelihood of obtaining the return.
Taking the example above, u first calculates %Z?:l(ﬁbw,- x P(w;)) = 20.33
and then chooses ws whose value ¢, x P(ws) = 21 is closest to 20.33.

In Sect. 6, we run experiments to evaluate the performance of earning credits
by the three types of delegators.

4.3 Eligibility of Delegatees

With the credit reward scheme introduced above, delegators would only wish
to delegate obligations to others when they are legitimate to do so, because,
compared with discharging obligations themselves, they are worse off in terms
of earning credits by letting others fulfil their obligations. However, from the
delegatee’s perspective, they may wish to earn as much credits as they can by
fulfilling obligations for others. When a delegation request for an obligation arises
in the system, the system may want to restrict who are the eligible users to bid
for accepting the obligation. We certainly want to exclude a user who already
has a large number of active obligations whose deadlines clashed with the one
at request.

We introduce a mechanism that establishes a schedule for each user in the
system in terms of their assigned obligations. A schedule of a user w is a kind
of look-up table that is indexed by time clocks. When an obligation is assigned
to w, its fulfilment deadline ¢, is marked in the schedule. Figure1l shows an
example of schedule for w where there is two obligations whose deadline is at tg4,
four obligations at tg, and five obligations at ¢1¢.

We also implement a restricted window of size n on the schedule, where
n indicates the number of time clocks the system would look at, in order to
determine how busy w is within the window. Then we can define a threshold
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h: The system may say that w is not eligible to accept more obligations if the
number of marks within the window n exceeds h. This tends to encode rules
such that “you cannot work more than A hours in the next n days”. Take the
example in Fig. 1, suppose that h = 11 and n = 7, when an obligation obj arises
in the system at t4, user w is not allowed to bid obj, because her current active
obligations within the current window n = 7 (shown in dotted boarder in Fig. 1)
reaches the threshed h = 11.

Fig. 1. A schedule for w at 4

Having defined criteria assessing whether a user is eligible to accept a del-
egated obligation, we now in a position to confirm the computation for Step 2
of the delegation protocol introduced at Sect.3.2. We can also see that how
chooses a delegatee w at Step 3 of the protocol depends upon their risk preference
on earning credits.

5 Cascaded Delegation of Obligations

There are some situations where the obligated user w may wish to further dele-
gate 0bly to a third user who is better qualified to fulfil 0bl;. Take the example
of Fig. 1, user w, at tg, may realise that she is no longer able to discharge one of
her previously awarded obligations, whose deadline is at t1g, and then she sends
out a delegation request for the obligation in the system at tg. Such a delega-
tion chain is formed when an obligation is delegated from one user to another,
who in turn delegates the obligation to a third user, and so on. We model the
delegation chain by generalising the data structure of delegated obligations as
obly = (u,a, (ts,te), c, (w)k_,), where (w)¥_, is a sequence of users with the index
running from i = 1 to i = k. For example, obly = (u, a, (ts,t.),c, (w)?_;), where
(w)?_, = (w1, wq,w3) and w3 is the fourth user in the delegation chain, since
the first user in the chain would always be the originator u. Note that, given
obly = (u,a, (ts,te), ¢, (w)2_,), ts is the time obly awarded to ws, which should
not be close to t. yet, otherwise ws would not have sufficient time to fulfil it.
When it is clear from the context, we also write de¢ = (u, w1, ..., wy) to denote
a delegation chain.

Let us now examine whether we need to adjust the incentive mechanism in
face of delegation chain. The first one is about how to update obligation trust
for users appearing in a delegation chain. From the perspective of incentivising
users to fulfil obligations, we believe that it is sensible to update our trust in
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these users to various degrees, in order to reflect that a particular outcome of
obligation fulfilment (satisfied or violated) should not reflect equally on all the
users’ responsibilities for this outcome, and therefore on their trustworthiness.
More specifically, we apply the full weights 1 to the last user who discharged
the obligation. If the obligation goes violated, we apply an increasing proportion
of weight along the delegation chain. For example, the last user in the chain
receives the most negative weight added to her s evidence parameter, while the
originating user (the first one in the chain) is given least negative weight. Given a
delegation chain dc¢ = (u, w1, ..., wy), and v; € dc where j denotes a position in
the sequence dc, we compute the negative weight added to s; as %, where
|de| is size of the delegation chain dc. Given obly = (u,a, (ts,te),c, (w)3_;), it
may not be possible for the originating user u to know in advance that w; will
sub-delegate 0bl; to wsy, and in turn w; would not know wsy will sub-delegate
obly to ws. Thus it may not fair to penalise u equally as the last user w3 who
failed to fulfil 0bl;. In other words, users at the back of chain who are willing to
bid the obligation should bear more responsibilities for fulfilling it.

Withe respect to earning reward credits by users in the delegation chain, we
take our previous approach that a delegator needs to pay delegatee’s effort in
fulfilling obligations. However, the amount of reward credits available to earn
decreases along the delegation chain. Take an example of a delegation chain
shown in Fig. 2, where w3 can only earn 12 credits (P(ws) X ¢2) despite her trust
score is high (P(ws) = 0.8), that is because wy herself only has 15 credits to
give away, and this 15 credits is what she earned from ¢; (P(wsy) X ¢1). The
best position here is v who can earn 70 credits if the obligation is eventually
fulfilled by ws. We can see that cy is relevantly low, which means it does not
have much credits to earn in ¢, and thus may be difficult to attract anyone to
bid for fulfilling the obligation. This is reasonable because it indirectly forces wo
to fulfil the obligation as a priority, rather than sub-delegating it. Unless there
exists someone ws who only cares about increasing her obligation trust, not on
how much credits she can earn from fulfilling the obligation.

p(w,) = 0.3 p(w,) = 0.5
c, =30 c,=15

Fig. 2. An example of a delegation chain

When comes to risk perception of users in the delegation chain, our scheme
provides great flexibility. That is, each user in the chain is free to take their
own decision on how to choose a delagatee w. The decision can be made on the
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basis of their perception of which risk preference (risk-averse, risk-seeking, or
risk-average) is the most appropriate one at a particular position of the chain.
This results in a delegation chain where various risk preferences are adopted
by users along the chain. Let us revisit the example in Fig. 2, where u took a
risk-seeking approach for choosing w; in order to maximise her credit return
70, while w; took a risk-average approach when choosing ws. User wy tends to
choose someone w3 who is most likely to fulfil the obligation by taking the risk-
averse approach. We will be running experiments to confirm the performance
of obligation fulfilment when allowing such a flexible cascaded delegation versus
one-hop delegation only.

6 Evaluation

6.1 Experimental Setup

We develop a simulated multi-agent system to run experiments for evaluating our
approach described above. Each experiment generates 100 users, which is first
split into three groups with roughly equal in size: 33 risk-seeking users, 33 risk-
averse users and 34 risk-average users. The system generates 3000 obligations
every 50 time ticks. Each obligation is randomly assigned to one of the 100 users,
and its fulfilment window t. —t is different, ranging from minimum 30 time ticks
to maximum 80 time ticks. We also classified the 100 users into another three
groups with respect to their profile of managing obligations: diligent, potential
and unmotivated. Table1 provides an interpretation of the three profiles. For
example, users belonging to the potential profile, at every time tick, take 40%
chance of executing active obligations (including system assigned and delegated
obligations), 30% chance of requesting to delegate an obligation, and 30% chance
of not taking any action. We allocate the same probability 0.3 of requesting a
delegation to all the three profiles, which reflects the fact that every user has
the same opportunity to delegate obligations to others. With the settings, the
system now has in total nine types of users representing different behaviour in
terms of fulfilling obligations and choosing delegatees.

Table 1. User behaviour at every time tick

Profile ID Fulfilling Obligations | Delegating Obligations | Doing nothing

Diligent 0.6 0.3 0.1
Potential 0.4 0.3 0.3
Unmotivated | 0.2 0.3 0.5

We implement a communication protocol between users for managing the
delegation protocol defined in Sect.3.2. This communication protocol runs in
parallel to each possible action taken by a user defined in Table 1. It takes 3
time ticks to run from announcing a delegation request to confirming a successful
bidder. Every user is always participating in bidding at every time tick as long as
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she is eligible to bid. We set up the eligibility criteria as the restricting window
n as 40 time ticks and the threshold h as 15, which means a user is not allowed
to bid if her active obligations exceed 15 within the next 40 time ticks. We also
implement the approaches described in (Sects.4.1 and 5) to update obligation
trust and compute credits for one-hop delegation as well as cascaded delegation.

Obligation fulfillment
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Fig. 3. A comparison for obligation fulfilment

6.2 Results

We run the settings for 4500 time ticks, which generates 270,000 obligations.
Figure 3 compares the results on the percentage of obligations being fulfilled
with respect to the following four cases:

— No delegation: With this case, we turn off all the computations that involve
with delegation. For example, a diligent user would now, at every time tick,
have the probability of 0.6 to fulfil an obligation and probability of 0.4 being
idle. Figure 3 shows that 62% obligations are satisfied in this case.

— Delegation with no incentive: This case considers the opportunity of allowing
delegation to occur but users behaviour as defined in Table 1 do not get change
(static) over the 4500 time ticks, even though their trust scores and associated
credits are dynamic. The results in Fig.3 confirms our expectation that a
slight increase of obligation fulfilment rate to 66% due to the opportunity of
delegation, but still 34% obligations being violated because of no incentive
for users to change behaviour.
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— Delegation with incentives: This case implements our incentive mechanisms
within the experimental settings. Basically, the likelihood of each user to
fulfilling obligations should get increase over the time because of the incentive
to increasing their credits. There are many ways to realise this vision — we
take a simple way in which, for each user, the ratio of increasing the likelihood
at the next time tick depends on the number of delegated obligations being
awarded currently. It means, if a user is dedicated to take responsibility to
fulfilling obligations for others, then the system should provide an opportunity
by increasing the probability for her to do so. Figure 3 illustrates a significant
effect of the incentive mechanism on the number of obligations being satisfied
(reaching 78%).

— Cascaded delegation with incentives: This case relaxes the restriction on the
one-hop delegation to support all the features of cascaded delegation intro-
duced in Sect.5. A user, at every time tick, has 30% chance of choosing to
further delegate an obligation that has been previously delegated to her, pro-
vided that the obligation has reasonable fulfilment window remaining (we set
at least 40% of the original window as a condition). With the incentive mech-
anism employed, Fig.3 shows another great result (77%) on the percentage
of obligations being fulfilled.

Our experiments produce a rich set of data capturing the behaviour of nine
different types of users with respect to fulfilling and delegating obligations. An
interesting one is the dynamic change of trust score, as shown in Fig. 4, which
reveals that our incentive scheme indeed takes effect. For the delegation with no
incentive case, the trust score tends to constant over the time, which is consistent
with the static profile defined in Table 1. However, with incentives employed, we
can see that users’ trust score gradually increases over the time, particularly
obvious for those users belonging to unmotivated group.

7 Related Work

There has been considerable research on the frameworks for modelling and man-
aging obligations. However, to the best of our knowledge, no previous work has
studied incentive mechanisms for fulfilling obligations in the presence of dele-
gation. In this section we are going to review the existing work that are most
closely related to ours and highlight the novelty of our contributions.

Firstly, there exists a sizeable body of work on exploring interactions between
authorisation and obligations. Irwin et al. [6,9,12] formally study the problem
of maintaining accountability for system states when there exist dependencies
between obligations, that is, one or more obligations provide necessary privileges
or resources to enable the fulfilment of other obligations. A state is said to be
accountable if the only reason for obligations going unfulfilled is due to user’s
negligence rather than a lack of necessary authorisation or resources. In order
to focus on incentive schemes for discharging obligations for others, we assume
that actions in the obligations are not subject to access control, and thus they
can always be fulfilled. Of course, one of interesting future work is to model and
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Fig. 4. The dynamic change of users’ trust score over 4500 time ticks

analyse the accountability problem in our framework. Also there has been some
work to structure incentives that motivate users to fulfil obligations in access
control systems. For example, Chen et al. [5] look at a number of ways of applying
obligations to account for the risk incurred by granting access requests. Like ours,
they proposed incentives for users to fulfil obligations but the incentives are
about granting users with risky access or restricting users from future access.
Baracaldo and Joshi [1] use obligations as a means to deter insider attacks.
Basically, one of conditions determining whether to grant an access request is to
evaluate how trustworthy of the requester in fulfilling an obligation resulting from
granting the access. Similar to ours, their approach to computing a trust value
for each user is based on user’s historical performance of fulfilling obligations,
but their computation model is more complex to account for strategic malicious
users who adapt its behavioural pattern to earn a high trust value.

Another strand of work closed to ours is delegation of obligations or tasks.
Schaad and Moffett [13] identify the delegation of obligations as a recurring phe-
nomenon in an organisation context and propose policy constructs in Alloy to
deal with delegation operations and reviews. Specifically, when a subject dele-
gates an obligation to another subject, the delegating subject loses its assign-
ment to the obligation but a new review obligation is created and assigned to
her as a means to account for the delegated obligation. Unlike ours, their work
does not address how to incentivise and monitor subjects to fulfil their assigned
obligations. Ben-Ghorbel-Talbi et al. [2] use a logical method to define differ-
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ent kinds of responsibilities when delegation of obligations is occurred, including
functional responsibility, causal responsibility, liability and sanctions. However,
there is no study of complexity in terms of managing and reasoning with these
responsibilities when a large number of delegation operations are granted and
some of which may result in conflicting responsibilities. Norman and Reed [11]
present the use of the Hamblin logic capturing a responsibility-based semantics
of delegation, which provides a rich account of how responsibility is transferred,
acquired and discharged during and after delegation. In particular, their theo-
retical model is able to capture the case of a task being delegated to a group and
to analyse the consequent responsibilities of each of the parties involved in the
group. This inspires us to consider how to incentivise users in a group to work
in a collaborative manner to discharge a delegated group obligation. Burnett
and Oren [4] evaluate a number of different weighting strategies which are used
to update trust for individuals involved in a delegation chain. Unlike our work,
none of their strategies tends to incentivise users to executing tasks.

8 Concluding Remarks

In this paper we argue that one effective means of managing obligation fulfilment
is via delegation of obligations. We propose a protocol for managing the dele-
gation process that involves with announcement, bidding and awarding steps.
We further develop a model that combines trust update with a credit rewarding
scheme to incentivise users to fulfil delegated obligations. We also explore how
the incentive mechanism can be extended to the case where cascaded delegation
of obligations occurs. We run experiments to evaluate our models in a simu-
lated multi-agent system. The results showed that, with respect to the number
of obligations being fulfilled, delegation with incentives outperforms the other
two settings: no delegation, and delegation with no incentive.

One immediate future work is to further examine our experimental data
to define a number of appropriate ways of implementing the incentive schemes
(incentivising users to earn credits), and to compare their fairness and effec-
tiveness on reducing obligations being violated. Another interesting direction is
to investigate the interaction with authorisation when delegation of obligation
occurs. For example, when John delegates an obligation of preparing the quar-
terly sales report to Charlie, Charlie may not have permission to view the sales
database. Who should grant the authorisation to Charlie: the system or John?
What are the security implications for doing so? We would like to take a formal
approach to study the balance between authorisation and obligation fulfilment.
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Abstract. Access control management in IoT environment faces big
challenges. Unfortunately, it is hard to implement current access control
standards on smart objects due to the complexity of access control solu-
tions and the limited capacities of IoT devices. The problem becomes
harder when these IoT devices belong to different organisations and
need to interact together frequently. In the last few years, blockchain
technology has been widely used in inter-organisational access control
solutions for IoT. In fact, this technology can ensure an efficient and
distributed access control. However, the existing solutions require lot
of time and resources. In this paper, we provide a solution for a secure
access control management in inter-organisational IoT networks based on
blockchain and Virtual Private Network (VPN) technology. To optimize
the resources and the time needed for access control, the IoT devices that
belong to different organisations and cooperate frequently are added to
the same VPN. The access control is ensured per VPN using blockchain.
The experimental results of our proposed approach have shown the effi-
ciency of our proposed approach in offering a secure, real-time response,
decentralized, scalable and lightweight access control solution.

Keywords: IoT - Security + Access control + Blockchain - Virtual
Private Network

1 Introduction

The rapid proliferation in IoT systems has a double edged weapon. Effectively, it
has widened their applications range, but it has engendered new security issues.
Effectively, the increase of the number of IoT devices and their ubiquity led to an
increasing number of cyber attacks. Several solutions [29-33] have been proposed
to overcome this limit and ensure the required security. However, the efficiency
of these solutions are limited. In fact, various attacks such as Deny of service
(DoS), Distributed deny of service (DDoS) and Man in the middle (MITM) are
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still very common and frequent attacks. Unauthorized access is one of the most
important sources of such attacks [34,35]. This problem becomes harder when
the IoT devices belong to different organisations.

Hence, proposing an efficient access control scheme will have an important
role on the reduction of these attacks. The first solutions that have been proposed
are centralized [16-18] which results on single point of failure. Then, there are
some solutions that have integrated the blockchain in access control process in
order to avoid centralization and ensure high level of security [4-7]. However
these solutions present a major limit. Effectively, in these proposed researches in
each time a given object wanting to access to an object that belongs to a different
organisation, is compelled to have the access permission from the blockchain that
processes through dedicated smart contracts a fine grained verification according
to the different attributes of the demanding object to decide whether to grant or
revoke access. Such strategy is not practical when there are too many interactions
and collaborations between nodes belonging to different organisations because
the time and resources consumption will be increased since there will be a huge
number of requests that should be approved by blockchain.

Our proposed approach overcomes these limits by conceiving a new dis-
tributed access control system based on blockchain and virtual private network
technology named VPNBDAC. The principle contribution of this approach is
to reduce access to the blockchain when it comes to frequent communications
between the different objects that belong to different organizations. Effectively,
in VPNBDAC, the objects that interact and access frequently the resources and
data of each other are put in the same VPN. The frequence degree from which
these objects are put in the same VPN is specified by the network administrator
depending on the application needs. The belonging criteria for each VPN are
managed by blockchain smart contracts. Once a node fulfills the requirements
to join a given VPN, it has an access to the resources of the nodes belonging
to the same VPN even if they do not belong to the same organisation. In other
words, the integration of the concept of VPNs reduces the complexity of the
access right policy, which in turn incurs a reduction in terms of energy and cost.
The blockchain stores access rights policies and virtual network configuration. It
manages the membership of virtual network and the conditions to be a member.
Our proposed contribution offers an access control solution that ensures:

— Decentralization and Distribution: Avoid single point of failure.

— Scalability: An IoT system connects a huge number of devices. Our system
can handle the growing amount of devices and can manage their access control
efficiently.

— Dynamicity: Access right can be changed over the time according to defined
criteria.

— Time response: Access right request time is reduced.

The remainder of this paper is organized as follows: Sect. 2 presents the back-
ground. Section 3 gives a brief review on state of the art in access control for
ToT systems. Section 4 illustrates the details of the proposed VPNBDAC system.
Then, Sect.5 explains the implementation of the prototype. The experimental
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results and evaluation are discussed in Sect. 6. Finally, the conclusion, current
limitations and future direction are discussed in Sect. 7.

2 Background

Since our proposed contribution is based on blockchain and VPN, we give in this
section an overview of these two technologies.

2.1 Blockchain

The blockchain [20] has been recognized as a distributed digital ledger with
robust consensus mechanism. The blockchain is a sequence of blocks. Each
block points on the previous block. And this what makes it difficult to tam-
per. Blockchain has the ability to revolutionize IoT with an open, trusted, and
auditable sharing platform, where any information exchanged is reliable and
traceable. It offers [21]:

— Decentralization: The decentralized aspect of blockchain can eliminate any
single points of failure which improves the fault tolerance. Using blockchain,
devices can interact with each other without the involvement of any interme-
diary.

— Distribution: Blockchain as it is a distributed ledger technology, has the ability
to store and distribute device information.

— Immutability: Data in the blockchain cannot be altered.

— Scalability: Blockchain technology can control the collection and processing
of data of a large number of IoT devices.

— Anonimity: It is possible to interact with a general address. Personal infor-
mation are not necessary to add a transaction.

— Security High Performance: Blockchain technology utilizes advanced security
compared to other platforms.

2.2 Virtual Private Networks (VPN)

Principe and Definition. Virtual Private Network (VPN) is a communication
environment with a controlled access. VPN creates a secure connection between
the users of this network. VPN network relies on a protocol called the “tun-
neling protocol”. This protocol makes it possible to circulate information in an
encrypted way from one end of the tunnel to the other. The principle of tunnel-
ing consists of building a virtual path between the sender and the recipient. Its
strategy consists on encrypting all traffic from point A (the device) to point B
(the VPN server) and creating a mask of privacy that all the traffic is passed
through. Thanks to this mask, attackers cannot attack IoT devices because they
cannot see them in any way to get access [14].
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Characteristics. A VPN system must be able to implement the following func-
tionalities:

— User authentication: Only authorized users should be able to identify them-
selves to the virtual network.

— Address management: Every client in the network must have a private and
confidential address.

— Data encryption: During transport on the public network, data must be pro-
tected by effective encryption.

— Key management: Encryption keys for client and server must be able to be
generated and regenerated.

3 Related Work

We give in this section a general overview of the basic access control models in
IoT as well as the most recent works that have studied the inter-organisational
access control in IoT systems.

3.1 Basic Access Control Model in IoTs

There are various access control methods and solutions proposed to address
ToT security challenges. Access policies can rely on several different models to
evaluate an access request and decide whether the request is or not authorized.
The most known models are the following: [1-3]

— DAC (Discretionary Access Control) [24]: In this model, only the object owner
has the responsibility of defining rights of each subject on the object. DAC
mechanism controls are defined by user identification with supplied creden-
tials during authentication.

— MAC (Mandatory Access Control) [25]: In this model, only the administrator
has the right of defining rights. Access decision is taken by the security system.

— RBAC (Role Based Access Control) [22]: RBAC is a role or rule based access
control. It is considered more “real” access control model. In fact, access
is based on user’s job function within organization. In other words, RBAC
is a model of access control to an information system in which each access
decision is based on the role to which the user is associated. Users performing
similar functions can be grouped under the same role and the access is given
according to this role.

— ABAC (Attribute based Access Control) [23]: In ABAC model, accesses are
allowed based on the notion of attributes. With ABAC, dynamically changing
attributes, such as time of day and location, can be accommodated in access
control decisions.

To recapitulate, traditional access control models like MAC, DAC and RBAC
do not take into account additional parameters such as resource information
and dynamic information. So in order to provide a more flexible mechanism,
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the ABAC model was proposed, in which authorization decisions are based on
attributes that the user has to prove. The Table 1 presents different access control
models. The ABAC model offers a fine grained access control solution but the
solution based on ABAC model is complex to implement and it consumes a lot
of time and energy.

Table 1. Different access control model

AC model | Policy evaluation criteria Applicability to IoT

DAC [24] |Subject’s identifier Extensively used because it is simple
to implement but it is static

MAC [25] | Subject’s access to a security label | This model is not suitable for

IoT domain

RBAC [22] | Subject’s role This model is very used in

IoT domain but RBAC defines access
in a static manner

ABAC [23] | Subject’s attributes (dynamic ones) | The most suitable for IoT scenarios

as it can support flexible attributes

3.2 Inter-organisational Access Control Solution Overview

Most of IoT networks connect several application domains: smart health, smart
home, smart living, smart transport, public safety, etc. These different organisa-
tions need to cooperate with each other. This cooperation needs communication
which must be efficient and secure. For this reason, several researches proposed
an access control mechanism between organisations. These researches can be
divided into two types: classical solutions and blockchain-based solutions.

Classical Solutions. Authors in [16] implemented a centralized RBAC model
and defined an extension of it. This extension adds an exception situation. When
the user is aware of an exception situation he can request permission from admin-
istration. RBAC benefits are not sufficient to meet the needs of large organiza-
tions. For this reason, the authors in [17] proposed an integration of the ABAC
and RBAC model. This model retains the flexibility offered by ABAC while
maintaining the RBAC advantage of easier administration. Based on attributes
type, a role is allocated to the client. Before deciding the policy, the priority-
based condition is also evaluated for making fine-grained decisions. These two
approaches are centralised by the administrator.

The authors in [18] introduce a new adaptive XACML scheme that extends
the typical XACML by integrating access code generation and verification for
heterogeneous distributed IoT environments. This approach is secure and fine-
grained but it is not scalable.
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Blockchain-based Solutions. To ensure user-driven access, transparency and
pseudonymity, the authors in [4] proposed a distributed access control frame-
work based on Bitcoin technology named FairAccess. In this approach, a resource
owner defines access policies in the beginning through a GrantAccess transac-
tion. After that, the system generates a Token and sends it to the requester.
The requester sends its request with the Token to the blockchain network. And
a GetAccess transaction will be verified by the blockchain. The authors proposed
an extension named FairAccess 2.0 [26]. In this work, they introduced a Smart-
Contract called a PolicyContract which is a representation of an access control
policy defined by a Resource owner, to manage access over one of his resources.
This work intend to overcome some FairAcess’s limits. They offer a fine-grained
solution since they adopt an ABAC model. Contrary to our solution, FairAccess
suffers from some limits. First, obtaining access licenses requires long time due to
the necessity of contacting the owner of the resource for each new access request
or for each token expiration. Second, this model is complex to manage and adapt.
Whereas, the access request management in our proposed solution is simple since
the complexity of the implementation of the smart contract is reduced and there
is only a need to verify the belonging to the same virtual network to make a deci-
sion. The authors in [5] employed an identity-based capability token management
strategy named BlendCAC, which introduces the concept of smart contract for
registration, propagation and revocation of the access authorization using pri-
vate Ethereum technology. This work presents a blockchain-based decentralized
access control system where IoT devices interact directly with the blockchain
and are always connected. This work has some limitations. First of all, the del-
egation act may cause permission leakage resulting in an unauthorized access.
Second, this model needs larger computation and storage overhead because IoT
device is a node in the blockchain. The lightweight nature of the devices is not
taken into consideration. We have overcome these limits in our approach. Effec-
tively, we respected the limited capacities of IoT device and the delegated tasks
to these devices are very light. The IoT device is not a node in blockchain but
it can interact with the blockchain via the management point that is directly
connected to the blockchain.

The authors in [6] introduced the concept of dynamic access rights using
smart contracts based on Ethereum. This work consists of multiple access con-
trol contracts (ACCs) that are responsible for validating access permissions, one
judge contract (JC) which is responsible for judging the misbehaving activities
of the subject, and one register contract (RC) which is used to save all the sys-
tem entities. In this framework, each ACC provides one access control method
for a subject-object pair, which implements both static access right validation
based on predefined access control policies and dynamic access right validation
by checking the behavior of the subject. The authors in [7] proposed an ABAC
framework for smart cities by using private Ethereum. The proposed framework
consists of one Policy Management Contract (PMC) which is responsible for the
storage and management of the ABAC policies, one Subject Attribute Manage-
ment Contract (SAMC) which is used to store the attributes of subjects, one
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Object Attribute Management Contract (OAMC) which is used to store the
attributes of objects and one Access Control Contract (ACC) which is respon-
sible for controlling the access requests from the subjects to the object. They
defined the policy as a combination of a set SA of subject attributes, a set OA
of object attributes, a set A of actions and a set C of context information. For
simplicity, they use start time and end time as an attribute for establishing a
dynamic access control. The evaluation shows that this approach is not suit-
able for large scale IoT network because it is very complex and expensive in
terms of time and resources. Our proposed VPNBDAC offers a time-efficient
access-control for resource-constrained devices.

In all the previous works, each access request goes through blockchain and
this consumes time and energy. Our contribution overcomes these limits by intro-
ducing a virtual private network technology. Members of the same virtual net-
work can communicate together without connection to blockchain. This allows
us to save time and resources. Table2 shows a detailed comparison of inter-
organisation blockchain based solution. As depicted in this table, our proposed
VPNBDAC is the only approach that offers at the same time dynamicity and
scalability with offering a reduced response delay and reduced complexity. This
is thanks to the fact that our proposed system is based on ABAC model to
establish the first access and after that, the access control model is VPN-based.

Table 2. Access control in inter-organisation blockchain based solution

Solution Model Technology | Smart Dynamicity | Scalability | Real | Complexity
Contract Time

FairAccess [4] OrBac Bitcoin No No Yes No +++
FairAccess 2.0 [26] ABAC Etherum | Yes No Yes No +++
BlendCAC [5] CapAC Etherum | Yes No No Yes +
Sc-Based AC [6] - Etherum | Yes Yes No No ++
ABAC for SmartCities [7] | ABAC Etherum | Yes Yes No No +++
Proposed VPNBDAC ABAC Etherum Yes Yes Yes Yes +

and VPN-

based

4 VPNBDAC for Large Scale IoT Network

Our approach aims to minimize the security risks of unauthorized access in
large scale IoT environment. This solution guarantees access control manage-
ment between different distributed organizations. In order to address the issues
of the previous works, we manage access control between different IoT networks
through blockchain and VPN technology. In each organisation, there are some
members that interact actively and frequently with other members in other
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organisations. For example, as depicted in Fig.1, a doctor A in the organisa-
tion 1, accesses frequently to the data collected from Patient’s P sensors that
belong to organisation 2. Also, the nurse B, belonging to organisation 3, has
frequent accesses and communications with doctor A and Patient P’. If each
access is controlled separately, this would lead to on extra resource usage in the
addition to the excessive time spending.

Our basic idea is to form Virtual Private Networks. Each VPN is made up of
actors that interact frequently together. In our example, Doctor A from organi-
sation 1, Patient P from organisation 2 and nurse B form organisation 3 form a
VPN. In this way, instead of controlling access per actor, our approach controls
the access per VPN. Hence, in VPNBDAC each member can be a member of one
or multiple VPNs and each resource owner specifies the access rights for each
VPN according to a dedicated smart contract. Membership to a given VPN is
ensured according to a specific smart contract as well. In order to ensure dynam-
icity, the resource owner can revoke an access right if he detects a misbehaviour.
He only has to update his smart contract.

In this way, our contribution minimizes the complexity of the management
of access rights and optimizes time and energy consumption.

Virtual structure

Virtual Private Network A:
—_ 1

= (1]
- == o) Engineer A
@ Medical W Engineer
bracelet
Doctor A Nurse B
of patient P

BLOCKCHAIN
Virtual Private network B:

(1]
Engineer B

Doctor A Medical
Nurse B
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of patient P’
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Organization 5: /' Organization 4:
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(@) Ca
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Technical Support

Orgnnlnhon 2
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_Engineer A Engineer 8 Engins
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. Y
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W,
boctor A
Doctorg  DoctorC

D
Fig. 1. Proposed VPNBDAC architecture

4.1 Actors

The principal actors in our system are:
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— A resource owner (RO) who defines new policies. In this work, RO can grant
access per Virtual Network (VN).

— The resource (Res) to which we want to perform an action. It is not directly
connected to the Blockchain.

— A requester (Rq) who requests access to resource. In this work, RQ can also
request to be member in virtual network.

— The management point (MP) which is connected directly to blockchain. It is
responsible for exchanging information between organizations and the com-
munication between organisation members and blockchain.

4.2 Smart Contract and Transactions

In order to ensure fine grained, distributed and dynamic access control,
VPNBDAC uses blockchain. Each access-related activity is ensured via smart
contracts. In this work, we have implemented three smart contracts.

The first smart control is access control management smart contract ACM_SC
which is responsible of managing VPN access control. In ACM_SC, we store
access rights for each virtual network. This smart contract will be executed
when the RO grants or revokes access rights.

This contract contains GrantAccess transaction, GetAccess transaction and
RevokeAccess transaction.

— GrantAccess transaction: In this system, a RO defines access control policies
per VPN. For example, the patient who is the resource owner of a camera as
well as bio-medical sensors allows the action < access camera > for VPN
A (made up of doctor A, Patient P and nurse B). Each new defined access
generates a grant access transaction.

— GetAccess Transaction: The requester requests a connection to a resource. A
getaccess transaction will be sent to the blockchain. For the first connection,
the blockchain verifies if the requester belongs to the same virtual network as
the resource. For later connections, the requester and the resource are in the
same virtual private network so they can communicate directly.

— RevokeAccess transaction: The RO can revoke access by introducing the
access and select the virtual network to whom he wants to remove access.
A revokeAccess transaction will be executed and the access will be removed.

The second smart contract is virtual network access control smart contract
(VNAC_SC) which is responsible of managing virtual network members. It will
be executed when the management point adds or deletes a member from VN.

— AddMemberToVN transaction: The MP is responsible of managing VPN
membership. If a member confirms the conditions of subscription to a vir-
tual network, the MP will add this member to adequate VPN.

— DeleteMemberFromVN transaction: If the MP detects a member misbe-
haviour, the member will be banned from access. And a DeleteMember-
FromVN transaction will be executed.
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The third smart contract is attribute based access control management Smart
contract (ABACM_SC). This smart contract is responsible of managing the
attributes of each virtual network.

— AddAttributesToVN transaction: To be a member of a virtual network, it is
necessary to have specific attributes. These attributes will be defined by the
management point.

— BeMemberOfVN transaction: If the requester requests to be a member of
a virtual network, the (ABACM_SC) will be executed. It checks if the
requester’s attributes matche the VPN attributes.

For more clarification, Algorithm 1 describes the authorization process. This
process begins with the definition of an access right. When a requester wants
to perform an action, a getAccess transaction will be executed and verify if the
requester fulfills the conditions to have an access.

Algorithm 1 : Authorization process

//In order to add an access to a resource for a virtual network, we call addRight method
write = contract.grantAccess (”idResource”,” virtualNetwork”,” action”);
//In order to perform we call getRight method and this one returns the action to be performed
read = await contract.getAccess(”idResource”,”virtualNetwork”);
if (read=="requested action”)
console.log(” Access is approved” );
redirect to information page ;

else console.log(”access is denied 7);

5 Implementation of the Prototype

As a “proof of concept”, we have established an initial implementation and exe-
cution of our approach. Our proposed VPNBDAC can be used for a variety
of ToT applications. To demonstrate the efficiency of the proposed solution, we
consider as a typical use case the following scenario: A patient wears a medical
bracelet: MAXREFDES103 Health Sensor Band that measures the oxygen sat-
uration and heartbeat. The functioning of the bracelet and its interaction with
blockchain is summarized in the Fig.2. Since the patient is the resource owner
of this bracelet, he can give access to a group of people that belong to different
organisations. This group is represented by a VPN. For example, he can give a
read access to virtual network made up of some doctors and nurses.

As we have explained in the previous section, the management point is
responsible of managing VPN members. Hence, the overall system consists of
five major components

— Resource: In this case, the resource is the medical bracelet.

— Resource owner: is the owner of medical bracelet. He manages access using a
mobile application.

— Requester: any user who wants to access to the medical bracelet’s data. This
will be done using a mobile application.
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Fig. 2. Proposed scenario: Bracelet’s functioning and interaction with blockchain

— Management Point: In this work, the MP is a laptop application which man-
ages VPN members.

— Ethereum Public Blockchain: This work is implemented using Ropsten which
is an ethereum public blockchain for test.

The VPNBDAC system includes two graphical interfaces one for the resource
owner and the second for the requester. These interfaces are based on Android
and the programming language is JAVA. To interact with Smart contract devel-
oped with Solidity [8], we use Web3j library [9]. The management point interacts
with Smart Contract through a JS application. Also, a configuration is required.
First of all, an ETH node was deployed using Infura [10]. Second, we should
create a wallet. For that, we used Metamask [11] which is crypto wallet and
gateway to blockchain apps.

6 Performance Evaluation

In order to evaluate the performance of VPNDBAC solution, we have com-
pared its execution time as well as its cost with other related works. The Table 3
depicts the required time for data insertion. As shown, VPNDBAC offers reason-
able data insertion time thanks to its very simple smart contracts. Figures 3 and
4 depict the time needed from sending access request to getting decision for dif-
ferent access-control solutions. In the Fig. 3, our proposed approach is compared
to other blockchain-based solutions. And in Fig. 4, our proposed VPNBDAC is
compared to other access control solutions that are not blockchain based. It
is clear from these figures that VPNBDAC offers the lowest time needed from
sending a request to getting a response even in comparison with solutions with-
out blockchain. This can be explained by the fact that the implementation of
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ABAC such as Smart Contract-Based Access Control [6], ABAC in RFID Sys-
tems [12], BEAAS [13], Distributed ABAC for IoT [14] or RBAC model using
smart contract is very complex since they need to do a fine grained verification
to each role or attribute in each access request which consumes time and energy.
In our work, the verification process in blockchain is light thanks to the simplic-
ity of the smart contract. Unlike the ABAC and RBAC approaches, the smart
contract just checks if the requester is member of a virtual network or not to
establish the first connection to a resource. For later connections, the objects
which belong to the same virtual network can communicate directly. BlendCAC
uses a capability-based access control. The implementation of this model is sim-
ple. For this reason, the access request time is small and almost equal to ABAC
and RBAC without blockchain. However, in this approach the IoT device is a
node in blockchain which requires a high consumption in terms of energy. Also
BlendCAC builds a static access control solution, it does not ensure dynamic-
ity. ABAC and RBAC without blockchain solutions offer an acceptable response
time but since they did not integrate blockchain, the level of security is low. Our
approach is more secure since it is a blockchain based solution.

Table 3. Comparison of data insertion time

Data Insertion

ABAC in RFID Systems [12] | between 12225 ms and 40646 ms
BEEAS [13] addUser 1276.59 ms
addUserAttribute 1220.03 ms
addAttributePossible Values 1349.40
addUserAttribute ValuePair 1157.66
Proposed VPNBDAC addMemberToVLAN 1824 ms
addright TOVLAN 2188 ms
AddAttributesToVN 890 ms

The users need to pay some money to deploy smart contracts on the
blockchain and execute the ABIs of these contracts. The Fig.5 displays the
cost of our approach compared to other solutions. We notice that the cost of our
application is very reasonable in spite of having three smart contracts thanks to
the simplicity and efficiency of their implementation. The authors in [12] adopt
an ABAC model hence the implementation of the smart contract is complicated
compared to our solution. As a result, the cost of this solution is high. The cost
of RBAC and CapAC model is acceptable compared to ABAC model but they
do not ensure a fine-grained control. Our approach is fine-grained since we build
the virtual networks according to eligible attributes.
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7 Conclusions

In this paper, we proposed VPNBDAC, a VPN blockchain-based solution for
access control in inter-organisational IoT. The main idea is to gather members
that interact frequently in a virtual private network. The settings of different
VPN are managed by blockchain. A public Ethereum blockchain network was
constructed to implement the proposed solution and evaluate its feasibility and
cost in terms of money and time. The results have shown that this work is feasible
to achieve distributed and fine-grained IoT access control. Also it is efficient in
terms of cost and time. Our ongoing and future work is focused on improving our
proposed system by adding more dynamicity. Access right can be changed over
the time according to defined criteria. The management point will be responsible
for checking if the behaviour of the requester is normal or abnormal. And this
will be ensured by machine learning algorithms which aim to detect malicious
behaviour. We will grant and revoke access according to the score or reputation
of the requester after behaviour’s analysis.
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Abstract. The notion of pseudonym certificates is used for anonymity
and privacy of vehicles in Cooperative Intelligent Transport Systems. Due
to attacks where an adversary can link a certain vehicle to a geographical
bounded area or usage of services, there is a need to protect the vehicle’s
real identity, but at the same time being able to prove its existence at a
later stage due to auditing. We propose a pseudonym swapping protocol
aligned with a new security architecture where signature keys are stored
in both a typical secure hardware module and in a secure accumulator
that provides proof for key validity. We propose minor adjustments to
the current ETSI standard to include such secure setup and provide a
comparative proof of concept implementation between two variants of
secure accumulators.

Keywords: Cryptographic Accumulator - Pseudonym Swapping -
C-ITS - Privacy

1 Introduction

Intelligent Transport Systems (ITS) are information and communication tech-
nologies for connected and intelligent infrastructure, where vehicles, sensors, traf-
fic management equipment, pedestrians and other moving and stationary nodes
are included [1]. The main goal for an ITS system is to provide traffic man-
agement services, safety enhancements and other types of smart functions that
enable traffic efficiency and safety. Cooperative Intelligent Transport Systems
(C-ITS) is a subset of ITS and in particular the collection of technologies and
standards that enables communication and cooperation between two or more
connected entities within an ITS eco-system, e.g. vehicles and roadside units [2].
One key component in such architecture is the Vehicle-to-Vehicle (V2V) and
Vehicle-to-everything (V2X) communication technologies.

Although a promising and still very developing area of research and innova-
tion, several challenges are still unsolved or not yet harmonized, especially within
the privacy and security domain of C-ITS; in particular interoperability, public
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key infrastructure (PKI) scalability, pseudonym reusage policies and revocation
methods [3-5]. Many of these issues are directly related to V2X and V2V commu-
nication protocols and architectures. Several ongoing European C-ITS initiatives
are currently investigating and evaluating different solutions where above men-
tioned challenges are included, e.g. the C-ROADS and NordicWay 3 [6,7]. The
main driver towards the development and deployment of (C)-ITS within the Euro-
pean Union is the Directive 2010/40/EU [1], which most of the mentioned ini-
tiatives stem from. Government agencies, academia and the automotive industry
collaborate in several instances to drive the research forward [2,6-8].

Privacy concerns need to be handled; it should not be allowed to track an indi-
vidual via the vehicle’s traveling path(s) or inclusion of cooperative computations
and data sharing in ITS-related functions or resources [9]. For these reasons (and
further elaborated in detail in Sect. 1.1 and Sect. 4.1) the notion of pseudonyms
have been introduced. The main goal is that a vehicle should not reveal its canon-
ical (true) identity during communication and data transfer, but at the same
time allow for an authority to verify that canonical identity if needed. Hence,
pseudonym management is an integral part of a C-ITS architecture and must be
handled with care and harmonization in mind. Also, with more and broader net-
working capacities and progress in autonomous driving, such collaborative envi-
ronments must be able to distinguish dishonest entities from trustworthy ones [3—
5], therefore a solid trust model is of greatest importance.

1.1 Pseudonyms in Cooperative Intelligent Transport Systems

The ETSI standards [10,11] specify different types of safety messages for V2X
communication, e.g. the Cooperative Awareness Messages (CAM) and Decen-
tralized Environmental Notification Messages (DENM) in particular. None of
these C-ITS messages are encrypted, thus the content must be carefully consid-
ered. Encryption for these types of messages are not suitable since many different
nodes may need to receive them fast (CAM messages are broadcast) and encryp-
tion adds a layer of computations that will affect the performance [12]. However,
CAM messages are signed by the sender. The content of CAM messages are
divided into mandatory and optional data. Vehicle position, direction and speed
are examples of such data that can be included, which also are of high impor-
tance since alteration or faulty data could imply critical safety issues [3-5,12].
For this reason alone, it is crucial that the identity of the sender is trusted and
valid. On the other hand, privacy for the vehicle’s identity and location is also
needed, and for this the notion of pseudonyms is a potential solution.

If the identity is private via pseudonymization, it must still be accountable
[9]. The unlinkability property ensures that an identity can be used in multiple
resources or functions within the I'TS eco-system without an internal or external
observer being able to track that. Furthermore, according to the ETSI standards,
the canonical identity, i.e. the real immutable identity of the vehicle, cannot
be transferred between any ITS stations via ITS safety messages [9]. Several
proposals in the ETSI standards for how to handle pseudonym renewal and
change, refer to [13] for pseudonym swapping as an alternative. This method is for
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vehicles that are close to each other, within a certain geographical boundary and
allows for pseudonym exchange. Such a method would then confuse an adversary
that tracks a vehicle by identity, since the pseudonyms are refreshed regardless if
an actual swap occurred or not between two vehicles. For this reason each vehicle
will have (and build up) a pool of pseudonyms to use over time, and similarly
revoke and discard already used ones. One main concern for that method is that
it may become difficult to reveal the link between a pseudonym and the canonical
identity (if required by external authorities). Finally, although ETSI addresses
and gives several different proposals for pseudonym change mechanisms [14],
there are not yet any final standardization decisions made for explicit pseudonym
management.

1.2 Problem Statement

For C-ITS scenarios where a cluster of vehicles connect into a dynamic network, a
VANET, we need to provide adequate privacy and anonymity (via un-linkability
of a vehicle’s identity and location) at the same time where an external audi-
tor can verify the canonical identity at any given time stamp. Moreover, when
storing private pseudonym signature keys in the vehicle, if an adversary is able
to compromise the key storage module, it may alter or replace keys, hence we
need a mitigation feature. We explore the usage of cryptographic accumulators
to create a verification layer when signing a critical safety message, i.e. a key
validation mechanism that also serves as an intermediate revocation function
when surrounding certificate authorities are not available.

1.3 Contribution

— We propose a secure pseudonym storage and swapping method with dou-
ble Diffie-Hellman rounds and cryptographic accumulators for efficient key
verification.

— We provide a proof of concept implementation of two variants for comparison:
RSA-based [15] and pairing-based [16] accumulators respectively.

— We propose how to adjust current ETSI standard trust model to incorporate
an accumulator-based pseudonym swapping architecture.

2 Related Work

Several different pseudonym change (management) strategies have been pro-
posed [12,17-20]. The primary goal of such a strategy is to determine how
and when vehicles should initiate and execute a change (or update) of their
pseudonyms. Indeed the strategy must impose the unlinkability and anonymity
properties. However, except pseudonymization approaches, several other meth-
ods have been proposed for addressing the privacy concerns, e.g. group signatures
[12]. Hybrid variants of group signatures and pseudonym changing strategies
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have also been considered [12]. These strategies are sensitive to the compromis-
ing of the group manager that knows all the identities of the group members.
Boualouache et al. propose a pseudonym management framework called PRI-
VANET [21] which builds on geographical vehicular location privacy zones where
entering vehicles will assess the need for pseudonym updating. The solution is
focused on the mathematical modeling for computing the privacy zones based
on traffic density and vehicle’s demand on entering.

Several European pilot projects have approached the pseudonym manage-
ment differently [14,22], e.g. the PRESERVE project used 120s intervals for
every pseudonym change, the SCOOP@F project where a pool of pseudonyms is
updated after a fixed number of messages are sent (and signed), and the C2C-CC
project which uses segmentation of the roads and distance-based calculations to
decide how and when pseudonyms should be updated.

For swapping based protocols, several solutions have been proposed. Eckoff
et al. propose an identity diffusion protocol using a time-slotted variant of the
pseudonym pool, allowing for a temporal based swapping where both currently
used and future pseudonyms can be exchanged between vehicles [13]. Primary
focus is on the temporal-based algorithms for initiating the swapping, and the
actual swap is assumed to use a typical data transfer using cryptography as
proposed in WAVE [23]. X. Li et al. proposes a pseudonym swapping protocol
called PAPU, based on generalized differential privacy, noted pseudonym indis-
tinguishability [24]. Their protocol uses a Road Side Unit (RSU) for calculating
the necessary prerequisites before a swap, e.g. driving similarity, and from a pool
of participating vehicles’ pseudonyms, a pseudonym assignment process starts.
The main focus is on the probability calculations of when to initiate the swap-
ping; the swap procedure itself is not detailed. In contrast, Yang et al. proposed a
scheme [20] based on dynamic pseudonym swap zones that allows for pseudonym
swapping within that temporary zone, and where the current pseudonym and
corresponding key-pair for the vehicle’s are exchanged in a secure session detailed
in a swapping scheme. Among the swapping vehicles there is only one that is real
and the others are fictitious in order to confuse an attacker. The pseudonyms
are derived onboard each vehicle using a specific key for that purpose, and each
new pseudonym is a keyed hash using the previous pseudonym as input, thus
constituting a hash chain of pseudonyms.

3 Preliminaries

For our proposal we need a set of cryptographic primitives: a pairing scheme, a
signature scheme and an accumulator scheme. We only give an informal definition
of a pairing: let € : G; X G — G, be a bilinear map with bilinearity, non-
degeneracy and computability properties [25]. The tuple {é, G1, G2, G,, g1, g2, p}
is then an instantiation of a pairing over secure groups (g1) = G1, {(g2) = G2 and
G-, and a prime p. The provably secure BLS signature scheme [26] is based on
pairings; to create a signature over message m we compute o = H(m)* with
a secret key sk and a secure hash function H that maps to elements of Gj.

Verification of ¢ is done by checking é(o, g) Z é(H(m), pk) using public key pk.
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The Diffie-Hellman (DH) key exchange protocol [27] relies on the Diffie-
Hellman hardness assumption:

Definition 1 (Diffie-Hellman assumption). Let G be a secure group with
generator g. Then for any probabilistic polynomial-time adversary A it is hard
to compute g*° given g* and g° for some a,b € Z.

A cryptographic accumulator consists of a set of algorithms with the main
purpose of proving set-memberships: for element a in set A, a prover can provide
a proof that a € A without revealing any information about the elements or the
set. The proof is called a witness. We introduce two different type of accumu-
lators, one proposed by Benaloh and de Mare [15], and one by Nguyen [16]:

Definition 2 (Benaloh and de Mare-based accumulator). Let p,q be
strong primes and a an integer relatively prime to pg = N, secure under the
strong RSA assumption. Then for an element x; to be accumulated, we compute
A — a® mod N. To extract a witness w; for x; € A with n elements, we com-

pute w; = a'li=1:#% . To verify that v; € A we compute wy’ L A. To delete T

_ -1
we compute T; Land run A’ — A%,

Definition 3 (Nguyen-based accumulator). Let é be a bilinear map over
secure groups G1, Go, G, with generators g1 = (G1), g2 = (G3) respectively, and
p a prime. Let t = {é,G1,G2,G,, g1,92,p} be a pairing instance secure under
the q-Strong Diffie-Hellman Assumption. Let s «—g Z,,, then to accumulate x; we

compute A ggw#s); same s is used for all accumulated values. To extract a

; , It .., (xzj+s)
witness w; for element x; € A with n elements, we compute w; = gy '~ 77777,

To wverify that x; € A we compute é(g7% g5, w;) < é(A,g2). To delete x; we
compute (z; +s)~" and run A — A@i+9) ™"

4 System Model and Architecture

4.1 C-ITS Trust Model and Architecture

This section will introduce the basic notation and relevant concepts for privacy
related flows within a C-ITS and V2X/V2V architecture. The current ETSI
standardization package [28] for ITS security and privacy describes a PKI archi-
tecture aligned with IEEE Wireless Access in Vehicular Environments security
messaging [29]. The general trust model include the following certificate author-
ity instances [28]:

Root Certification Authority (CA): The root certificate authority as in tra-
ditional PKI, with the primary purpose as a self-signed certificate, issues and
creates trust chains for subsequent certificate authorities, e.g. the enrollment
and authorization authorities.
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Enrolment Authority (EA): An ITS node that by physical secure processes
can establish a canonical identifier, canonical key-pair and profile information
data for the vehicle to be enrolled.

Authorization Authority (AA): An ITS node that receives authorization
requests and if validated correctly, the AA will return authorization tickets
for the vehicles to consume, i.e. a set of temporary pseudonym certificates.

Each vehicle will have one or several pseudonym certificates (PC). These are used
for signing I'TS safety messages and providing an ephemeral identity for the vehi-
cle. Establishing a secure connection between a vehicle and EA or AA within the
PKI, several type of protocol stacks can be used, e.g. I'TS-G5 via roadside units,
cellular network links via 3G,4G or LTE, or WLAN communication via IEEE
802.11 protocols [14]. When vehicles are broadcasting CAM messages, these are
signed by the PC’s corresponding private key using the Elliptic Curve Digital
Signature Algorithm (ECDSA) [30]. We illustrate a simplified architecture in
Fig.1 for a standard C-ITS setup.

Pseduonyms

Fig. 1. C-ITS architecture with enrollment (of canonical keys) by EA, authentication
and pseudonym collection via AA and a dynamic VANET in a geographical bounded
area with a cluster of nearby vehicles.

4.2 Threat Model

We model our adversary A such that it is an active attacker that can eaves-
drop any messages sent between vehicles and at time stamp ¢, just before the
dynamic VANET is established, record all involved v;’s current pseudonyms
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(via collected signed CAM messages). We also let the adversary have the power
of compromising the vehicle’s secure storage memory module M such that it
can replace, remove or insert new pseudonym keys. An successful attack by A
would be to either alter the set of pseudonym signing keys such that a future
CAM message is signed with a compromised key, or that the anonymity of a
vehicle v; is broken after a successful swap. We note however that we limit the
attack to scenarios where the environment does not allow for deduction of a
vehicle’s identity, e.g. if there are only two vehicles vy and vs, it would be trivial
to identify which pseudonym is given to each vehicle after the swap.

4.3 Pseudonym Swapping System Model

We consider a set of vehicles V = {v1,vs,...,v,} that are part of the same
VANET within a C-ITS eco-system. Each vehicle v; have at least one PC p; ;,
which consists of a key-pair pk;,sk; and some certificate meta-data. Moreover,
each vehicle have their own canonical private and public key-pair pk,,, sky,. A
standard scenario within the model is that vehicle v; needs to update p; ; such
that anonymity and privacy properties are fulfilled. Moreover, we assume this
happens only when neighbouring vehicles are present via means of short-range
communication, within the same VANET or any other type of typical V2X pro-
tocol stack. We note that here is no need for updating p; ; if the vehicle is alone,
thus not exposed to potential adversaries that tries to mount a tracking- or de-
pseudonymization attack. Each vehicle also store and updates an accumulator z;
which holds all pseudonym secret keys. z; can be stored in an untrusted area of
the vehicle’s On Board Unit (OBU) and a secure copy of the keys are preferably
managed within an trusted platform module (TPM) or hardware security mod-
ule (HSM); we denote such module M. We assume any secure computations are
done within M, which also handles all pseudo random generators and signature
computations. From a formal perspective all accumulator functions such as key
generation, witness extraction and verification are computed in M and outputs
accept or reject type of messages.

We note that a PC have a certain explicit structure according to the ETSI
standards, referred to as a EtsiTs103097Certificate data structure [30], which
also corresponds to the IEEE 1609.2 certificate standard. Except data such as
certificate id, validity time, permissions etc., the corresponding public key is
included, and by specification is of the type EccP256CurvePoint, i.e. a ECDSA
256 bit key. Therefore, the PC is a a tuple p;; = (C,sk(; ;) where C is the
certificate including the public key pk(;,j)- The vehicle will then both accumulate
sk(;,j) into z; and store it in M as with any data (e.g. a typical keystore structure
used for certificates), thus the witness w; ; would prove that anything signed with
sk(;,j) will only belong to the key holder of pk(; ;) and C, due to the accumulation.

5 Pseudonym Swapping with Accumulator-Based Storage

We propose a DH double round pseudonym swapping protocol with accumulators
to be used within the C-ITS system model described in Sect. 4.3. The protocol is
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based on the current proposed trust model from the ETSI technical specification
102 941 V1.4.1 [9], hence aligned with the C-ITS PKI architecture. The solution
is delimited to cover and evaluate the PC secret key (accumulator) storage and
swapping parts.

5.1 Proposed Alignment to ETSI Standard

The proposed protocol is aligned with the EtsiTs103097Certificate structure
and we recommend one additional entry for the accumulator value which the PC
secret key is bound to: in the certificate’s Ieee1609Dot2Data entry, the optional
signedData should include the accumulator value z; as AccumulatorStorage
with components AccType and AccValue which specifies if the accumulator is of
type RSA (bit 0) or Paring-based (bit 1), and the actual value which is either
a big integer or ECC point on curve, i.e. of type EccP256CurvePoint. These
updates should be included in the ETSI TS 103 097 standard (Security header
and certificate formats) [30].

5.2 Proposed Security Architecture

Vehicle v; stores the pseudonym secret keys sk(; 1), ..., SK(j n,) in M and the accu-
mulator z; = gk F+5KGno) in an untrusted area outside of M. The motivation
is as follows: z; can easily be distributed and shared among different I'TS stations
and EA/AA parties in order to verify v;’s pseudonyms, without leaking or send-
ing the actual keys. Moreover, assuming M is compromised and one or several
keys are altered, this will efficiently be detected since a witness verification for
each key against the accumulator will be done before usage. This also serves
as an intermediate revocation solution until the vehicle is connected to an AA
again for updates to a certificate revocation list, in the case of rapid revocation
of a certain signing key.

5.3 Protocol Definition and Algorithms

Algorithms for deciding when a cluster of vehicles should connect and swap PC:s
have been considered specifically in [20,21,24] and will be out of scope. The
primary building blocks are an accumulator, realized as a RSA-accumulator
and a pairing-based accumulator for comparison, and the protocol algorithms
that initiates and executes the pseudonym swapping. The protocol description
consists of three algorithms, Swap, Assign and Verify. Included is also a signing
procedure Sign, running a standard BLS signature [26], an encryption tuple
Enc, Dec which encrypts and decrypts a stream of data, and a pseudorandom
generator PRNG seeded by some secure randomness . In the Assign procedure
an interactive DH-protocol is run between each participant in order to exchange
a session key for protecting an assignment value a; and later the pseudonym
keys to be sent; this protocol is denoted DH in the algorithm description. Note
that before running Swap, a pre-stage protocol is needed to setup and initialize
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the swapping zone where all vehicles are connected within a VANET. Given the
described C-ITS trust model and architecture, we assume the following are in
place before the swapping protocol initiates: The CA have distributed necessary
certificates to the EA and AA. By entering a larger VANET, each v; will execute
the standard enrollment procedure with the EA and authenticate itself to the
AA in order to receive the pseudonyms. From the EA the initial set of canonical
keys have been created and stored securely in the vehicle’s M. The PC:s are
retrieved from the AA along with corresponding secret keys and witnesses. This
implies that for each set of PC:s, the corresponding witnesses are stored as well
in the EA and can efficiently be distributed if needed for verification purposes at
later stages. We now describe the main idea of the proposed solution and then
detail each algorithm in pseudo-code. Each vehicle v; have a secure accumulator
z; = gGDskG.2)skik) stored in the OBU, and the corresponding secret keys
accumulated in z; are stored in M, i.e. kK number of signing keys.

Definition 4 (Double DH Pseudonym Swap and Accumulation Proto-
col). The following protocol is run when a cluster of vehicles V = {v1,...,v,}
are close-by, and a swapping initiates:

-V create an ad-hoc group connection in which every v; can broadcast messages
and connect to all vehicles in the group.

— FEach vehicle sign and commit their set of pseudonyms P by computing a sig-
nature value using the canonical secret key sk by: o = Sign(P,t) = (H(P||t))*
where t is the current timestamp, H a cryptographically secure hash function,
and || the concatenation operation.

— Each v; performs one DH round with each v; where j # i, to distribute the
accumulator z; and assignment value o; using an ephemeral DH session key
ki,j .

— FEach v; combine all accumulators and assign values into a master value z,
and computes the assignment slot with Assign, i.e. which set of pseudonym
keys each v; will swap to. After a successful assignment all other keys and
accumulators are discarded.

— FEach v; performs one additional DH round with all the v;’s, where v, is the
vehicle it is assigned to, and swaps with a second DH session key k; ;.

For the rest of v;’s, only dummy values are sent in order to confuse an eaves-
dropping adversary.

— If an authority or AA need to verify a set of PC:s for a vehicle, the Verify
procedure verifies the existence and validity of a particular PC. Same proce-
dure is run internally before signing a message to check that the key is not
altered in M.

We propose the following algorithms for Swap and Assign, as for Verify only
a membership proof computation using corresponding witness is used, therefore
we do not state that as a separate algorithm description here. All accumulator-
and pairing based operations are not explicitly described for simplicity. The
main algorithm is called Swap which represents the main protocol where the
other algorithms are sub-procedures, and Swap should be interpreted as a set
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of interactive procedures running between the vehicles. The primary algorithms

are

defined as follows (Fig. 2):

On-Board Unit

::‘:(Uj:Cijv (%))

(20, Wp) HSM

z; < Assign()

Fig. 2. Example assignment flow from one vehicle’s perspective. After the double DH
rounds the new z; is assigned and corresponding secret keys m, are stored in HSM
unit M, after the assignment procedure.

Swap(V, W, K, P, T) This is the main procedure that needs the vehicles V, the

set of all witnesses W, the signing keys K, all PC:s P and a threshold value
T that determines when to swap. The algorithm runs the complete protocol
when the cluster of vehicles have decided to start swapping pseudonyms. It
returns an updated, swapped set P’ of PC:s for the vehicles to be stored
within a road side unit for later auditing. Assign is a sub-procedure used by
Swap.

Assign(V, W, K, P, 21, ..., Zn, 01, ..., &) — L /1 All vehicles share their accumula-

tors z;, the corresponding (encrypted) keys and witnesses (sk;, w;) and assign-
ment values «;. Ephemeral encryption keys are distributed in DH rounds
between each participant, first for securely transferring each «;, and later for
the pseudonym keys. The assignment process therefore uniquely distributes
keys and accumulators to all involved vehicles, and performs a final verifica-
tion round afterwards. This procedure aborts if any of the steps or verification
fails, otherwise returns success.

Verify(w; ;, z) — L /1 This procedure verifies the existence of sk; ; € z; by using

the corresponding witness wj j, if successful it returns 1, L otherwise.

We note that the threshold value T is decided in the pre-stage protocol, e.g.

it may depend on the number of vehicles, road segments or time slots [14,22]. We
need a threshold in order to abort if the assignment values cannot be established
since it is crucial for anonymity, i.e. the permutation cannot be known.
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Algorithm 1. Swap
Require: VP, W, K, T
sc=0
s = False
while s = False and s. < T do
s« Assign(V, W, K, P)
Se = Se+ 1
if s = False or s. > T then return Error
end if
end while

6 Security Analysis

We briefly analyse the security and correctness properties of the proposed pro-
tocol. Only informal proofs are given due to space constraints, but captures the
main ideas.

Theorem 1. The sub-protocol Assign correctly distributes a swapping.

Proof (Sketch of proof). Let vy,..,v;r be a set of vehicles in the swap proto-
col, with accumulators z; = g3 Kan 2 = gskten-Skkn) regpectively.
Each v; chooses «; «— Z,, randomly and computes (z;)*. All pairwise v; and v;
where i # j runs one round of the DH key exchange protocol which successively
builds up to
5= gsk(1,1)+...+sk<k,nk)+a1+ak‘ (1)

To clarify, for fixed vehicles vy and vy, the build-up is done via the first DH
round; the exchange of k; o is done by vy chooses z12 < Z, and vy chooses
Z2,1 + Zp. Next, they exchange g2 and ¢g**!, hence k12 = ky1 = g*>'"12.
Then the «;’s are shared encrypted as (a;)*:2.

Now, to compute the assignment values, each vehicle creates a list, by com-
puting the following values:

a; = é(Z,g) — é(QSk(l,l)+'-'+5k(k,nk)’g)ﬂ1+"-+&k — é(gsk(111)+4.4+sk(,€mk)7ga2+...+ak)a1
(2)
and so on up to:
ap = é(gSk(lvl)Jr”'JrSk(k'nk) ga1+...+ak_1)ak (3)
: )

which results in L = {a1, asg, ..., ar }. The reason for adding the paring opera-
tions to compute each assignment value is to bind all participants’ keys, via the
accumulators. Although the accumulators can be eavesdropped, the «;’s cannot,
hence the assignment is now bound to the group via the secret keys and secured
by the encryption of the «a;’s.
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Algorithm 2. Assign sub-routine
Require: V, W, K, P
Ensure: | or 1
for each v; do
a; +— PRNG
xz; — PRNG
o; = Sign(zi||i)
for each v; where 7 # j do
kij < DH(g"7,v;)
Wz' = w(i,l), ..,w(i,ni) — W
Ci = afi’j
send (o4, Ci, Wi, (2:)*) to v;
end for
Z < Z;

2 —g
for each received (o;,C;, W, (2;)%7) do
if verify o; is successful then

Z— 225
Z/ — Z/ . Z/aj
end if
end for
L+~

for each u=1,...,n do
Gy — é(z, Z,) _ é(gzini15k(u,l)7gEZn:1al7°‘“)o‘“
Lu] < ay
end for
L «— Sort(L)
p < L where p is the index where a, derived from «; is located in L
Zp — Z
Remove all (0;,C;, Wj, (2;)%7) except from index p
kip — DH(QI;”UP)
C; = EnC(Ska"l, vy Ski,ni) = (Ski,l, vy Skimi)ki’p
v; sends C; and receives Cp
my, = Dec(Cy) = (Cp)"ir
Store (zp, Wp) in v; and my in M.
end for
if no error then
return 1
end if
return L

Next, we sort the list such that Sort(L) = a; < ... < a;. In the unlikely event
that any two values are equal the protocol will abort and re-run, however if
using random integers in Z, for sufficiently large p such collision for n vehicles is
negligible. Now, since each a; is unique with an overwhelming probability, Sort(L)
can be mapped to indices, i.e. if a; is the lowest integer it will map to index 1,
thus the vehicle will discard all received z’s except z;, since for any party, it will
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have all separate z;’s from the DH rounds. Finally, from the second DH round,
all vehicles exchange all keys: for fixed vehicles v; and vy computes x} and 2,
respectively, and shares the ephemeral DH key ki 5 = g"1*2. The decryption for

k/—l
vy is then (sk(y 1) + ... + 5k ny))? e sk(1,1) + - + SK(1,ny)-
O

Theorem 2. The Swap protocol provides anonymity and privacy.

Proof (Sketch of proof). From Theorem 1 we deduce that an outside observer
does not know which set of keys each vehicle will choose, since due to the discrete
logarithm problem it is intractable to extract any «; from (a;)*+7 or any signing
keys from from (Ci)kgd. Therefore, it would be impossible to predict which v;
will swap with v;. However, if the adversary manages to guess the swapping
order correctly, the second DH round still protects the signing keys sent between
two swapping nodes, hence the privacy property is not broken. Finally, since the
keys are both accumulated into z; and stored in M, if a key is altered in M, the
adversary still needs to break the secure accumulator scheme since it verifies the
key in M before signing, hence any attack on the keys will be detected. a

7 Proof of Concept Implementation

We used the efficient MCL library with a Python wrapper [31] for the proof of
concept implementation. The BLS12-381 curve was used.

Table 1. Collected timings for the different accumulator operations and fundamental
crypto operations, all in milliseconds (ms).

Accumulator op. Time (ms) Crypto op. Time (ms)
RSA accumulation 0.0610411 Sign 0.1831055
RSA deletion 0.0657268 Enc 0.1258850
RSA witness extraction 0.0656888 Dec 0.1261234
RSA verification 0.0623901 H 0.0970364
Pairing-based accumulation 0.1771541 PRNG 0.0016689
Pairing-based deletion 0.1862679 Mathematical op. | Time (ms)
Pairing-based witness extraction | 0.1191020 Pow in G; 0.1270771
Pairing-based verification 1.1851931 Inv in G 0.0052452

All tests were run on a MacBook Pro, M1-chip, 1,4 GHz and each test ran for
1000 times where the average timing was noted. We collected all results of the
individual procedures and operations in Table 1. Tests were run for the Assign pro-
cedure, excluding communication parts for the DH rounds, but included all com-
putations. For a single node participating in the swapping protocol, the number
of collaborative vehicles n scales linearly as shown in Fig. 3. A cluster with more
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than 100 vehicles that needs to swap pseudonyms seems unlikely since using the
TEEE 802.11p stack for communication it is estimated to handle between 20-30
vehicles efficiently [32]. However, due to the strong linearity, a larger number of
vehicles scale efficiently from a computational perspective. We also measure the
performance of verifying elements, i.e. signing keys in each type of accumulator,
where we conclude a large advantage for the RSA-based accumulator by Benaloh
and de Mare. We note that current hardware for OBU equipment is less power-
ful than the laptop used for the experiments. However, modern OBU equipment
usually performs well in terms of computational power, whereas the bottlenecks
are related to the wireless communication complexity [33].

Assignment performance Accumulator verification
250 1400
° 1200
200
1000
150 Y

Milliseconds (ms)
Milliseconds (ms)
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(a) Assignment (b) Accumulator verification

Fig. 3. Scalability analysis of number of participants n, for the Assign procedure run
on one node (a), and for accumulator verification on increasing number of elements

(b).

8 Conclusion

From our proposed architecture and analysis we conclude that a double DH
round protocol for pseudonym swapping, using parallel key management with
accumulators, is feasible. With the proposed solution we provide an additional
layer of key verification, i.e. that a certain signing key belongs to a pseudonym
holder with efficient accumulators. Further analysis is needed for the commu-
nication complexity and future research could include efficient secret shuffling
methods merged with key exchange protocols to reduce the DH steps.
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Abstract. This paper presents the results of benchmarking the
quantum-safe Multivariate Public Key Cryptosystem (MPPK) key
encapsulation mechanism for quadratic solvable univariate polynomials.
We used a benchmarking tool containing implementations of the four
NIST Post-Quantum Cryptography (PQC) finalists: Kyber, McEliece,
NTRU, and Saber. The benchmark demonstrates that the performance
of MPPK is comparable with that of the four PQC algorithms, offering
relatively fast key generation and small key sizes. Key encapsulation and
decapsulation performance are comparable with the PQC schemes, with
room for improvement.

Keywords: Post-Quantum Cryptography - Public-Key
Cryptography + PQC - Key Encapsulation Mechanism - KEM -
Multivariate Polynomials + PQC Performance

1 Introduction

To address the advances in quantum computing, National Institute of Standards
and Technology (NIST) began a Post-Quantum Cryptography (PQC) standard-
ization project in 2017. In 2021, four Key Encapsulation Mechanism (KEM)
finalists were announced: Kyber, McEliece, NTRU, and Saber [13]. Besides, a
novel quantum-resistant KEM algorithm, called Multivariate Polynomial Public
Key (MPPK) KEM has been introduced by Kuang and Barbeau [9]. McEliece
falls under the category of code-based algorithms, Kyber, NTRU, and Saber fall
under the category of lattice-based algorithms, and MPPK falls under a multi-
variate algorithm category. We present the results of benchmarking MPPK in
a framework common with the four NIST finalists. We report on the perfor-
mance of MPPK KEM when the security parameter A is set to the value two,
the quadratic case.

Related work is reviewed in Sect.2. MPPK is summarized in Sect.3. The
results of benchmarking MPPK against the four NIST finalists are presented in
Sect. 4. We conclude with Sect. 5.
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2 Related Work

PQC refers to cryptosystems that can withstand quantum computing attacks,
including KEMs [12]. There are two different KEM algorithm types that deserve
special attention: code-based and lattice-based. The algorithm proposed by
McEliece relies on the hardness of decoding a general linear code [11]. Its secu-
rity has been demonstrated by Berlekemp et al. [2]. The other KEM finalists for
PQC standardization, Kyber [1], Nth degree Truncated polynomial Ring Units
(NTRU) [6], Saber [18] are lattice-based, with security arising from the hardness
of solving the Shortest Vector Problem (SVP).

Kuang [7] proposed DPPK, a public key algorithm building on: i) the deter-
ministic complexity O (p?) of cracking the private key from a public key and
ii) the deterministic complexity O (npl/ 2) of solving the polynomial root finding
problem [3,14,16] for breaking intercept ciphertext. Kuang and Barbeau [8,9]
proposed an improvement of DPPK from a univariate to a multivariate base
polynomial case to enhance the security of ciphertext with one multivariate
noise function associated with the constant term in the public key. This improve-
ment hardens the security of ciphers from a univariate root-finding problem to a
problem of solving multivariate polynomial equation systems, which generally is
NP-Hard [4,5]. This paper presents an updated multivariate public-key cryptog-
raphy MPPK introducing a new hidden ring over which the new noise functions
are defined.

3 Summary of MPPK KEM

Unless explicitly stated otherwise, all mathematical operations are modulo a
prime number p, over the finite field GF(p).

3.1 Key Generation

For key pair construction, three polynomials are generated, namely, a base mul-
tivariate polynomial 3(zg,z1,...,2m), of degree n concerning the variable xg,
and two solvable univariate polynomials f(z¢) and h(zg), both of degree \. Coef-
ficients are chosen at random over GF'(p). The base polynomial has the following
general format:

n

Bzo, 21, m) = Y Bil@r, .. )T (1)
i=0
for i = 0,...,n, where every (;(x1,...,2m) is a polynomial in the following

general form

0 i ‘
Bi(x1, ..y Tm) = Z Z Cijyoom @ -l (2)

J1=0 Jm=0
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The upper limits ¢y, ...,¢,, are positive integers. The coefficients c;j, . ;, are
elements of GF(p). Equation (2) can be simply rewritten as a sum of monomials:

L
6i(xla~'~axm):ZCinj with Xj :lelx#ln (3)

=0

L is the total number of monomials. The product of the multiplicand polynomial

O(zo, 21, ..., Tm) and multiplier polynomial f(x) yields a multivariate polyno-
mial ¢(zg, 21 ..., %n,) of degree n + A, that is, a polynomial of the form
n+A
A(20, 01,5y Tn) = qui(xl?"'ﬂxm)x%) (4)
i=0
with ¢; (21, ..., 2m) = 2j+k:i fiBe(x1,...,2m). The same construction applies
to the product between the multiplicand polynomial 3(xg,z1,. .., %) and mul-

tiplier polynomial h(zp) that result is the polynomial

n+A

¢(x0,w1,...,xm):Zz/zi(xl,...,xm)azé (5)
i=0

with ;(z1,...,2m) = Zj—i—k:i hiBe(z1,. .., Tm).

The positive integers A and n, and the prime number p, are security param-
eters. Directly publishing the product polynomials ¢(.) and (.) with all their
coefficients would enable adversaries to perpetrate a variety of attacks leading
to the extraction of the coefficients of B(zq, z1,...,2m), f(20), and h(zg). We
set aside the first and last terms from the product polynomials ¢(.) and ¥ (.) to
prevent these attacks. To build the public key, we define the polynomials

n+i—1
D(x0, X1,y Ty) = Z @i(x1, ..., Tm)z) and (6)
i=1
n+iA—1 )
U (20,21, L) = Z i(T1, ..o T ) TG (7)
i=1

The first term and last terms in ¢(.) and ¢ (.) share the first and last terms of
the base polynomial 3(.). We introduce two noise functions with coefficients over
a ring Z/tZ as follows

L
Z(R()Coj mod t)XJ

N()(ZL'l, . .,(Em)

<
I
—

(Rncn; mod t)mg+)‘Xj

I
.Mh

Np(z1,...,2m)

<
Il
—

where Ry and R, are randomly chosen from the ring Z/tZ with a condition
that GCD(Ry,t) = 1 and GCD(R,,t) = 1. The bit length of the ring Z/tZ
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must be larger than 2log, p + log, L to make sure the calculation of polynomial
values fall inside the ring. Moreover, we recommend picking values such that
the coefficients of the noise functions are a few bits smaller than the bit-length
of ¢t. By introducing two noise functions over a ring structure, we overcome the
security weakness in the previous version of MPPK where the noise functions
are defined in the same prime field GF(p) as the public key polynomials @(.)
and ¥(.) [8,9]. We can keep all the parameters Ry, R,,t as well as the results
of the operations over the ring Z/tZ as a part of the private key to address a
security weakness of the previous MPPK.

Now, let us summarize the key pair construction of MPPK. Th public key
consists of coefficients of @(xq, z1, ..., Zm) and ¥(zg, 1, . . ., Tm) and coefficients
of No(%1,..., %) and Ny (2, ..., 2,), with 2} = z;z8" mod p. The private
key is made of the coefficients of f(xg) and h(zg) and values Ry, R, and .

3.2 Encryption

For our benchmarking, we focus on quadratic polynomials g(zg) and h(zg), i.e.
A = 2. Although we can mathematically use radicals for cubic polynomials, the
decryption with modular cube roots is much more complicated than with mod-
ular square roots. For quadratic polynomials, decryption will produce two roots,
requiring one to make a decision to choose the correct root. Considering NIST’s
requirement of a secret session key size of 32 bytes for all security levels, we
suggest having one extra GF(p) field element, just like a message authentication
code or MAC appended to the 32-byte key. Considering the results from our
security analysis, we will choose the GF(p) field to be 64 bits. So we will hash
a 32-byte secret and create a MAC of 64 bits. Therefore, MPPK cipher has five
quadruples.

Let us define the variable g with the secret s € GF(p) that is to be encrypted

and decrypted. Let us define the noise variables x1, ..., x,, with randomly picked
values 71,...,7, € GF(p). The secret s is encrypted by evaluating the two
polynomials

D =&(s,11,...,mn) and ¥ =T (s,71,...,Tm). (8)

and calculated values from the two noise functions

No = No(r1,...,7m) and N,, = N, (},...,70.), (9)

rtm

with 7 = (r;s"** mod p). We obtain the ciphertext quadruple C[5] = {&[5],

3.3 Decryption

To decrypt the secret s from the ciphertext quadruple C[5] = {®[5], ¥[5], Nol5],
N, [5]}, we use the private key and compute for each segment C[i] with ¢ €
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{0,...,4}

Bo = (ng([f] mod t) mod p

Bn = (N"M mod t) mod p

n

¢(S7T17 e 7rm) = Bofo + 43[7’] + f)\Bn
W(s,r1, ..., m) = Boho + W[i] + haBy.

To cancel the base polynomial f(xg,x1,...,%,) using the random noise, the
following ratio is calculated

k: (b(sarl,"'arm) _ ﬂ(svrla"'arm)f(s) _ f(S) (11)

V(8,71 rm) B8, 71, rm)h(s)  h(s)
This division cancels the random noise. When (s, r1,...,7,) = 0, decryption
fails. The decryption with modular square root produces two roots r[i][2] for each
C[i]. A verification process is required by concatenating them together and then
comparing MAC from decryption with r[4][0] and r[4][1].

(10)

4 Benchmarking MPPK

The MPPK KEM described in [10] focuses on the case A = 1. The security
analysis is developed for any A and applies directly to the case A = 2 described in
this work. The best complexity is at least O(p**3) for cracking the entire private
key and O(p™~3) for ciphertext only attack respectively. Then configurations
(log p,n, A\,m) are (64,3,2,5) for security level I, (64,3,2,6) for level III, and
(64,3,2,7) for level V, respectively.

We present performance data for key generation, encapsulation and decap-
sulation for the four NIST PQC finalists, namely, McEliece, Kyber, NTRU and
Saber as well as RSA-2048, for the purpose of comparison with a currently
widely used public key cryptosystem. We use a benchmarking toolkit called the
SUPERCOP [17] on a 16-core Intel Core i7-10700 CPU system, at 2.90 GHz.
SUPERCOP has been run on the four quantum-safe cryptosystems with param-
eter sets providing NIST security Levels I, III, and V. They respectively corre-
spond to the hardness of breaking Advanced Encryption Standard (AES) 128,
192, and 256 bits. Note that the results presented correspond to the reference
implementation; we have not configured an AVX solution.

4.1 NIST Level I

The configuration of MPPK KEM to meet the NIST security level I is as follows:
logop = 64,n = 3, A = 2,m = 5. As required by NIST, the secret to be encrypted
and decrypted, also called the Session Key Bytes, is 32 bytes for all the measured
primitives. Box plots in Figs. 1, 2 and 3 provide performance data for the NIST
PQC algorithms: McEliece, Kyber, NTRU, and Saber, as well as MPPK KEM
configured to provide security Level I, and RSA-2048. Note that we only illustrate
the performance of RSA-2048 for security Level I. That is because RSA-2048
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Table 1. NIST Level I parameter set.

Crypto system | Size (Bytes)
Public key | Private Key | Ciphertext | Secret

McEliece 261,120 6,492 128 32
Kyber 800 1,632 768 32
NTRU 699 935 699 32
Saber 672 1,568 736 32
MPPK-325 490 99 340 32
RSA-2048 256 384 256 32

provides 112 bits of entropy [15]. We point out that it is a little shy of the
128 its required by the NIST Level 1.

Table 1 contains the public key, private key, and ciphertext sizes of the NIST
PQC algorithms, MPPK KEM, and RSA-2048. The formula used to calculate
MPPK KEM public key sizes in bits is

2m(n+ XA —1)logy p + 2mlogyt
and private keys are calculated using the following formula
2(A+ 1) logy p + 3logy t.

Being 490 bytes, the public key size of MPPK KEM is relatively small. It is,
however, larger than the RSA 256 byte public key. Among the four NIST PQC
algorithms, McEliece has the largest public key with 261,120 bytes, followed by
Kyber at 800 bytes. MPPK KEM also offers a rather small private key size of
just 99 bytes. McEliece, Kyber and Saber have private keys over 1,500 bytes.
NTRU’s private key is 935 bytes. RSA private key is also larger than MPPK,
at 384 bytes. The ciphertext sizes for all the primitives measured have the same
order of magnitude, with McEliece, MPPK, and RSA ciphertext sizes falling into
the interval of [128,340] bytes, and Kyber, NTRU, and Saber ciphertext sizes
being in the interval of [699, 768] bytes.

In measuring the performance of any KEM algorithm, there are three pro-
cedures to focus on: key generation, key encapsulation, and key decapsulation.
Figure 1 illustrates the key generation performance of MPPK and the NIST PQC
algorithms and RSA. The key generation performance values of MPPK prim-
itive estimated in clock cycles tend to fall in the interval [37000,40000], with
a median value being 37,906 clock cycles. The fastest among the NIST PQC
finalists, Saber, offers key generation performance values that fall in the interval
of [39000, 43000] clock cycles, with a median value at 39,654 clock cycles. Mean-
while, the corresponding values for NTRU and McEliece have the general form
z =a x 108 and = = a x 108, respectively, with median values being 6, 554, 031
clock cycles for NTRU and 152,424,455 clock cycles for McEliece. Key gener-
ation estimated in clock cycles for the Kyber primitive has the same order of
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Fig. 1. NIST Level I - Key generation time in clock cycles, by cryptosystem. For every
box, the central mark indicates the median, and the bottom and top edges of the box
indicate the 25th and 75th percentiles. The whiskers extend to the most extreme data
points not considered outliers. The outliers are individually represented by the marker
’JF’.

magnitude as MPPK and Saber. Indeed, the values for Kyber fall into the inter-
val [68000, 78000], with a median value equal to 72,403 clock cycles. RSA key
generation is the next slowest after McEliece, with a median value of 91,049, 514
clock cycles, majorly due to searching for two large prime numbers to create its
public key.

A similar account can be observed in the Fig. 2 depicting key encapsulation
performance in clock cycles. NTRU shows the longest time for encapsulation
with values estimated in clock cycles that fall in the interval [418000,422000],
and a median value of 418, 622 clock cycles. Better performance is achieved by the
McEliece scheme, with key encapsulation values estimated in clock cycles being
in the interval [106000, 123000] clock cycles, with a median value of 108, 741 clock
cycles. Kyber, Saber, and MPPK primitives all have key encapsulation values of
the same magnitude. However, the median values for Kyber, Saber, and MPPK
are 95,466, 62,154, and 99, 010 clock cycles. These three algorithms display com-
parable key encapsulation performance. The RSA algorithm has the fastest key
encapsulation procedure with a median value of 13,254 clock cycles thanks to
its small encryption key. Much like with key encapsulation, the key decapsu-
lation performance of MPPK is better than some of the primitives measured.
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Fig. 2. NIST Level I - Encapsulation time in cycles, by cryptosystem.

However, it does not offer the best performance. Figure 3 illustrates key decap-
sulation performance of the MPPK primitive and the NIST PQC primitives.
The presented data shows that Saber has the fastest decapsulation performance
with values estimated in clock cycles falling in the interval of [63000, 68000] clock
cycles. The Saber key decapsulation performance’s median value is 67, 165 clock
cycles. The next best key decapsulation performance is achieved by Kyber with a
median value of 117,407 clock cycles, with upper and lower quartile values being
125,684 and 117,245 clock cycles, respectively. MPPK follows with key decap-
sulation performance estimated in clock cycles generally falling in the interval
[460000,496000], with a median value of 484,344 clock cycles. The NTRU key
decapsulation performance has a median value of 1,246,861 clock cycles. The
described primitives perform better than RSA for key decapsulation. Indeed, val-
ues for RSA tend to be over 1.67 million and under 1.7 million, with the median
value being 1,676, 246 clock cycles. McEliece offers the slowest key decapsulation
procedure with a median value of over 44 million clock cycles.

Note that such a difference in performance is due to different mathematical
operations used for each procedure. For instance, performing arithmetical opera-
tions over a finite field is very fast. However, taking square roots over a finite field
is expensive and requires a clever algorithm to guarantee efficient performance.
The latter is precisely what is causing slower key decapsulation performance for
MPPK. Similarly, calculating inverse functions over a finite field is costly, which
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Fig. 3. NIST Level I - Decapsulation time in clock cycles, by cryptosystem.

affects NTRU key generation procedure performance. Thus, the differences in
the performance come from unique ways to generate keys, encrypt and decrypt
messages. Some constructions are more mathematically involved and result in
performance challenges. However, one must consider that such constructions
might be more resistant to attacks or perhaps easier to implement than others.

4.2 NIST Level II1

We discuss the performance of the MPPK KEM algorithm and the four NIST
PQC finalists, all configured to provide NIST security Level III. The config-
uration of MPPK KEM to meet the NIST security level III is as follows:
logop=64,n=3,A=2,m=6.

The parameter set is in Table 2. As with Level I, the secret size is 32 bytes,
as NIST requires. The smallest public and secret key sizes displayed in Table 2
correspond to the MPPK primitive, followed by the NTRU scheme with a public
key size of 930 bytes, and a secret key size of 1,234 bytes. Public key sizes for
Kyber and Saber are over 1,000 bytes. The public key size for the McEliece
algorithm is 524,160 bytes, the largest among the compared primitives. The
secret key size for McEliece is also the largest among the values displayed, being
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Table 2. NIST Level III parameter set.
Crypto system | Size (Bytes)
Public key | Private Key | Ciphertext | Secret
McEliece 524,160 13,608 188 32
Kyber 1,184 2,400 1,088 32
NTRU 930 1,234 930 32
Saber 1,312 3,040 1,472 32
MPPK-326 588 99 340 32
MPPK-326 HH« + o+
Saber - H—»H b
NTRU - ++ .
Kyber |- % B
McEliece - - D]» {+ +
10° 10° 107 108 10°
Clock cycles

Fig. 4. NIST Level III - Key generation time, by cryptosystem.

13,608 bytes. However, they offer the smallest ciphertext at 188 bytes. MPPK
offers a rather small ciphertext with 340 bytes, followed by NTRU with 930
bytes. Ciphertexts corresponding to Kyber and Saber are over 1,000 bytes.
Figure 4 illustrates the key generation performance of MPPK and NIST PQC
algorithms providing security Level III. According to the table data, the MPPK
KEM algorithm offers the fastest key generation procedure with a median value



Multivariate Polynomial Public Key Encapsulation Mechanism 249

T

MPPK-326 - —| + .

Saber - U»‘ + +— =
NTRU - ”‘&
Kyber - ’m + o+ + o+ J
T+

Clock cycles

McEliece

10°

Fig. 5. NIST Level III - Encapsulation time, by cryptosystem.

of 51,439 clock cycles. The most efficient performance among the NIST PQC
finalists is displayed by the Kyber and Saber primitives, with values for both
schemes falling into the interval [115000, 138000]. McEliece has a rather slow key
generation procedure with a median being over 387 million clock cycles.

Figure 5 illustrates the key encapsulation performance of MPPK and the four
NIST PQC algorithms. As with key generation, MPPK offers fast key encapsu-
lation performance for the Level III security configuration, with a median value
of 112,607 clock cycles. The values for the NIST PQC finalists are over 137,000
with median values being 172538, 140376, 703046, and 157554 clock cycles for
the McEliece, Kyber, NTRU, and Saber primitives, respectively.

Decapsulation data as given in Fig.6 illustrates that the McEliece primi-
tive has the slowest performance with a median value at over 93 million clock
cycles. NTRU follows at values over 2 million clock cycles. The fastest among the
measured NIST PQC primitives is Saber, with values falling in the interval of
[173000, 200000] clock cycles. MPPK KEM displays results with a median value
of 477,922 clock cycles.
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Fig. 6. NIST Level III - Decapsulation time, by cryptosystem.

Table 3. NIST Level V parameter set.

Crypto system

Size (Bytes)

Public key | Private Key | Ciphertext | Secret
McEliece 1,044,992 13,932 240 32
Kyber 1,568 3,168 1,568 32
NTRU 1,230 1,590 1,230 32
Saber 1,312 3,040 1,472 32
MPPK-327 686 99 340 32

4.3 NIST Level V

Figures7, 8 and 9 explore the performance of MPPK together with the NIST
PQC primitives at security Level V. The configuration of MPPK KEM to meet
the NIST security level V is as follows: logep = 64,n = 3,A = 2,m = T.
The secret remains 32 bytes, as required by NIST. The ciphertext sizes for the
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McEliece and MPPK primitives are rather small concerning the other NIST
PQC primitives. Indeed, the ciphertexts for McEliece and MPPK are less than
350 bytes, whereas the Kyber, Saber, and NTRU ciphertext sizes are over
1,200 bytes. MPPK also displays a small secret key of 99 bytes. Correspond-
ing sizes for the Saber, Kyber, and McEliece algorithms are 3040,3168, and
13932 bytes, respectively. The NTRU primitive has a relatively small secret key
size of 1,590 bytes. The same observations apply to the public keys. That is,
MPPK offers a small public key of 686 bytes. The public key sizes of the NIST
PQC finalists are 1230, 1312, 1568, and 1044992 bytes for NTRU, Saber, Kyber,
and McEliece, respectively.

MPPK-327 ‘HHQ 4
Saber - % + + b
NTRU - '» .
Kyber |- .war -

McEliece - P J L <~+

1 1 1 1 1

Clock cycles

Fig. 7. NIST Level V - Key generation time, by cryptosystem.

Figure 7, Saber displays the best key generation performance among the NIST
PQC finalists, with a median value of 128,412 clock cycles. McEliece, on the
other hand, offers the slowest key generation performance with values over 800
million clock cycles. MPPK displays fast key generation performance with a
median value of 59,566 clock cycles.

Figure 8, moving on to key encapsulation performance, NTRU has the slowest
encapsulation procedure with values over 1 million clock cycles. McEliece and
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Fig. 8. NIST Level V - Encapsulation time, by cryptosystem.

Kyber offer better performance with cycles over 200, 000. Saber displays the best
performance among the NIST PQC primitives with values below 160,000 clock
cycles. MPPK, too, offers fast performance with values under 130,000 clock
cycles. The best key decapsulation performance among all primitives measured
is offered by Saber. Indeed, Fig. 9 show that key decapsulation values for Saber
are under 190, 000 clock cycles, whereas the corresponding values for Kyber are
over 235,000, over 3 million for NTRU, over 179 million for McEliece, and over
460, 000 clock cycles for MPPK KEM.

Figure 10 plots the MPPK performances of key generation, encapsulation,
and decapsulation for all three levels. Cycles of key generation and encapsula-
tion slightly increase as the security level changes from level I to V. However, the
decapsulation performance remains the same for all three levels. This behavior
reflects the MPPK decryption mechanism. Basically, the same modular square
root over the same prime filed GF(p) for all security levels. It is also noticeable
that this modular square root computation significantly contributes to the clock
cycles of decapsulation. Although this relatively low performance in decapsula-
tion compared with Kyber and Saber, MPPK still demonstrates much better
than RSA-2048.
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5 Conclusion

Our analysis highlights that MPPK KEM offers fast key generation for all con-
figurations providing security levels I, ITI, and V. The key encapsulation perfor-
mance is comparable with some of the fastest PQC schemes. Key decapsulation is
relatively slow compared with Saber and Kyber. However, NTRU and McEliece
are the slowest of all the primitives considered. The slow key decapsulation per-
formance of MPPK comes from finding roots of the quadratic equation over
GF(p), more precisely, from taking square roots over the finite field.
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