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Preface

We are delighted to introduce the proceedings of the sixth edition of the Interna-
tional Conference on Intelligent Transport Systems (INTSYS 2022) from the European
Alliance for Innovation (EAI). We returned to presential mode, and the conference took
place in Lisbon, Portugal, from 15th–16th December, 2022. This conference brought
together researchers, developers, and practitioners from around the world who are lever-
aging and developing Intelligent Transportation Systems (ITS) to increase efficiency,
safety, and mobility, and tackle Europe’s growing emission and congestion problems.

The theme of INTSYS 2022 was “Intelligent Transportation Systems: Challenges
for 2030”. This edition received 45 submissions, from which the technical program of
INTSYS 2022 accepted 15 full papers. All 15 papers were presented in oral sessions
at the main conference tracks. All accepted papers were subjected to a double-blind
peer-review process with a minimum of four reviews for each paper.

In this edition of INTSYS 2022 the presence of industry was reinforced by the
two guest speakers sharing the innovative solutions of their organizations. Additionally,
sustainability gained renewed space in the conference as innovative green initiatives
were shared.

Concerning the committees, it was a great pleasure to work with the excellent orga-
nizing team of the EAI, which was essential for the success of the INTSYS 2022 confer-
ence. In particular, we would like to express our gratitude to Veronika Kissova and the
EAI staff for all the support provided in all subjects. We thank ISTAR and ISCTE for
their support in hosting the conference. We would also like to express our gratitude to all
the members of the Technical Program Committee, who have helped in the peer-review
process of the technical papers, as well as ensured a high-quality technical program. We
thank the extensive list of external reviewers from several areas of expertise and numer-
ous countries worldwide. A special acknowledgmentmust be addressed to all the authors
for their effort in producing such good-quality papers and for the extremely rich and pos-
itive feedback shared at the conference.We strongly believe that the INTSYS conference
provides a good forum for all researchers, developers, and practitioners to discuss all
science and technology relevant to ITS. We also expect that future INTSYS conferences
will be as successful and stimulating as indicated by the contributions presented in this
volume.

December 2022 Ana Lucia Martins
Joao C. Ferreira

Alexander Kocian
Ulpan Tokkozhina
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Analysis of the Tourist’s Behavior in Lisbon
Using Data from a Mobile Operator

Bruno Francisco1, Ricardo Ribeiro1,2 , Fernando Batista1,2 ,
and João Ferreira3,4(B)

1 Instituto Universitário de Lisboa (ISCTE-IUL), 1649-026 Lisbon, Portugal
{bamfo1,ricardo.ribeiro,fernando.batista}@iscte-iul.pt

2 INESC-ID Lisboa, 1000-029 Lisbon, Portugal
3 Instituto Universitário de Lisboa (ISCTE-IUL), ISTAR, 1649-026 Lisbon, Portugal

joao.carlos.ferreira@iscte-iul.pt
4 Inov Inesc Inovação – Instituto de Novas Tecnologias, 1000-029 Lisbon, Portugal

Abstract. This paper aims to provide to all entities involved in Lisbon tourism
activities a geospatial, statistical, and longitudinal analysis tool based on data
provided by a mobile operator in cooperation with Lisbon City council, which
allows obtaining knowledge about the behaviors and habits of tourists and visitors
of the city. The main intention is to provide information that allows decision-
makers to base their choices on real data and facts instead of empirical knowledge
and non-sustained information The work was mainly developed in three distinct
phases. On the first phase, it was necessary to create knowledge about the tourism
business and understand the available data to understand whether they would be
able to answer our questions. In the next phase, the dataset was prepared and
adapted to our needs - the data given to us had information regarding both mobile
phones belonging to Portuguese and foreign users. Considering that our focus was
on second group, part of the information was discarded.

Through the work developed, it was possible to identify which countries and
geographical areas come fromLisbon’s tourists and visitors.Additionally,wewere
able to identify, through the available data, the most visited places, and parishes in
the city, as well as the place where they eat and sleep when they are in the city. It
was also possible to characterize how events such as theWeb Summit or a football
game influence the behavior and movements of visitors in Lisbon.

The analyses and information provided were duly validated by specialists
from the Lisbon Municipal Council, through presentations and questionnaires to
decision-makers and users of the developed solution.

Keywords: Tourism · Lisbon · Travel Behavior · Smart Mobility ·
Transportation Networks · Big Data · Data Analytics ·Mobile Networks · Data
driven

1 Introduction

According to [1], the Portuguese capital receives about 4.5 Million tourists every year.
Considering that Lisbon has approximately 504 thousand residents, the city receives

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
A. L. Martins et al. (Eds.): INTSYS 2022, LNICST 486, pp. 3–22, 2023.
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around 9 tourists per resident, the same is to say that it receives nine times the fixed
population. As a term of comparison, cities like Prague, Barcelona and London receive
between 4 and 5 tourists per resident. Looking into this ratio and considering that when
compared with any of the referred cities, Lisbon is much smaller, it is easy to understand
that all the stakeholders need to have a deep knowledge of the behaviors and movements
along the city, to provide the tourists, the best possible experience.

Considering this number of visitors, the empirical knowledge is not enough to man-
age and define the strategy for hotels, local accommodations, stores, restaurants, trans-
ports,museums, security and all the areaswe can rememberwhenwe think about tourism.
By providing to stakeholders like City Council and the entities responsible for tourism
with the necessary information, we can have a very positive impact on the decision-
making process, mitigating the risk of incorrect actions that can lead to an unpleasant
stay in Lisbon and to the decrease of the financial income. The best ambassadors that
Lisbon can have abroad are the previous visitors.

Cities are complex environments and there is a huge number of challenges that need
to be addressed to provide everyone a better experience in a city like Lisbon.

Addressing these challenges assumes a decisive role, especially now that tourist
activity begins to recover after the pandemic period. As of the second half of 2021,
the recovery started, and in May (last data available), there was a recovery of around
162% [2], compared to the same month of 2021. Even so, we continue with a negative
variation, compared to May 2019.

Considering the Big Data generated and available these days, it is perfectly unthink-
able that this digital asset is not used and that is exactly what we intend with our work -
use Big Data to respond to our challenges.

This work was developed in partnership with the Lisbon City Council [3], more
specifically with the Lx Data Lab [4], which provided us with the data obtained through
an established contract with a Mobile Operator.

Considering that it was not possible through the literature review to find the infor-
mation available in previous works, with this work, we intend to create knowledge in
relation to: 1) Where do the Top visitors of Lisbon come from? 2) What are the most
visited areas of Lisbon? 3) Where are the Tourists during mealtimes and where they
sleep?; and 4) Event Analysis. To achieve this, we apply a data science approach with
CRISP-DM [17] using past data of mobile operators, where we use cellular grid areas
with information about tourists’ nationality (number only due to GRDP rules), and time
stamps in periods of five minutes.

According to the General Secretariat for the Economy [5], the weight of Tourism
on the Portuguese Gross Domestic Product is around 19%, being the 5th country in the
world where the contribution of Tourism has the greatest weight. This fact is particularly
relevant given the number of people that this sector employs in its various aspects, so
any negative variations in this indicator have an extremely harmful influence, not only
in economic terms, but also in social terms. Unfortunately, it was not possible to confirm
from any source what percentage of financial income derived from Tourism is generated
in Lisbon. Of course, we cannot just and only focus on the financial part, which is not
always in the best interests of the “Customers”, that, in our case, are the Tourists. It is
important that whenever you visit Lisbon, you can be sure that you will find a safe city,
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properly sanitized, with a good transport network, enough accommodation and framed
with the most visited places and events of interest that can properly complete all points
of interest, such as monuments, gastronomy, climate and so on. We believe that from
the moment we provide decision-makers with the data, they will be able to create a
transport network that meets the demand of tourists, they will be able to better train
police authorities and all professionals working in Tourism.

Given this scenario, it turns out to be simple to understand that the motivation to
carry out this research work lies in the possibility of carrying out an academic work
that can have practical applicability and with a positive impact on the economy and,
consequently, on the lives of all those who depend on tourism. The main intention is to
avoid mistakes in decision-making by stakeholders.

The reminder of this document demonstrates, mostly through visualizations, that it
is fundamental to to better understand how do tourists “behave” in the city of Lisbon.
The focus of the analysis will be on the evolution over the five months of data we have
available, considering the number of people and origin, with particular attention to the
most represented countries and continents. Attentionwill also be paid to the placeswhere
tourists spend the most time and where the largest numbers of visitors are found, where
they sleep and where they are at mealtimes (for the time being, our datasets do not make
it possible to specify the commercial establishments). Finally, the influence of events
in Lisbon will be highlighted, in relation to volumes and origins by comparison with
a baseline that will always be the same period of the previous or subsequent week, to
understand how events such as the Web Summit (https://websummit.com/) or the games
Football League of Champions League (https://www.uefa.com/uefachampionsleague/)
change the usual panorama of Tourism in Lisbon.

2 Related Work

The high rate of use of mobile phones combined with mobility makes the data generated
through the signaling exchanged between the terminal and the network a tool through
which analyzes can be carried out that make it possible to identify patterns and behaviors
related to mobility. According to the GSM Association [19] there were 460 million
mobile subscribers in Europe in 2021, covering around 86% of the population; according
to data provided by ANACOM [20], in Portugal there are around 13 million active sim
cards. Therefore, this information can effectively be one of the best probes that exist
for the analyses. It should also be noted that since roaming within the European Union
started to have costs like those in the country of origin, people began to enjoy theirmobile
services much more when they are visiting another European country, which now allows
them to have a sufficient volume of data and potential also to carry out research work
related to tourism using this information. Therefore, the use of such a kind of data has
been applied to study the way how people move in the cities.

Mariem Fekih et al. [5], 2021, explored and made use of data generated through
signaling exchanged between a mobile operator in order to create Origin-Destination
matrices, with the main objective of assessing whether the amount of data generated
through signaling can or cannot be a reliable source of analysis of the commuting move-
ments of individuals, proposing a system capable of transforming the data generated by

https://websummit.com/
https://www.uefa.com/uefachampionsleague/
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the mobile network into flows that allow typifying the Origin-Destination, having these
validated through inquiries made by the local authority responsible for transport. This
study was conducted in Rhône in the French Alps and the data used were provided by
the mobile operator Orange. Through this work, the authors showed that these data can
be used to estimate the pendulum movements, having been possible to prove through
the questionnaires that the conclusions are valid. It was also possible to prove that this
method can be automated and that after a few days, it may be possible to typify these
movements successfully, being possible to avoid the constant questionnaires. Thus, the
group of researchers proved that the use of this information allows themeans of transport
to be optimized, benefiting users through optimizations that allow a higher quality of
service.

In the article “Enhancing pedestrianmobility in Smart Cities using Big Data”, Ebony
Carter et al. [6], 2020, proposes the use of different datasets generated through sensors
installed on the Internet of Things network of the city of Melbourne to improve accessi-
bility and the sustainability of the Municipality. The datasets used for the study include
diverse information, for example: about parking, mobility, departures and arrivals at
the airport and pedestrian traffic, having been estimated that in a period of 24 hours,
data of around 650 thousand people. The results and analyzes were produced through
heatmaps and various graphics, which allowed interpreting and contextualizing the anal-
yses. Through thework carried out, it was possible to characterize pedestrianmovements
in Melbourne, and it was proposed to City officials that they continue to develop the
sensor network and Internet of Things, since it is an essential source for the continued
development of knowledge. Necessary information on pedestrianmovements to improve
sustainability and accessibility.

Continuing the study of thework carried out using the data generated by the signaling
generated by cellular networks, Claudio Badii et al. [7], 2021, developed several metrics
that allow us to perceive whether a given individual is or is not in mobility and if he is
in motion, how you are doing it (on foot, by bicycle or in your own or public means of
motorized transport), with the objective of sending each person personalized messages
that can raise awareness of issues related to sustainable mobility and healthy living
habits. To achieve their goals, the authors created a multi-class classifier that proved to
bemore accurate than resorting to a hierarchical approach and able to handle andmanage
data in real time. The developed solution was implemented in Antwerp and Helsinki.

Data generated through social networks are also an important source of information
for the topic of mobility and behaviors in cities, Saqib Ali Haidery et al. [8], 2020
made use of data from Weibo, a Chinese social network in the sense of analyze and
typify the number and density of Weibo users in the city of Shanghai using estimation
techniques with one or more variables. With this work, it was possible to use the referred
data to conduct different vectors of analysis: points of concentration of people and from
their location develop personalized recommendations and typify the different volumes
in the 10 districts of Shanghai. From this information, it is possible to develop disaster
mitigation plans as well as manage security and emergency resources.

Chiara Mizzi et al. [9], 2018, in the article “Unraveling pedestrian mobility on a
road network using ICTs data during major tourist events”, also used the data provided
by the Italian mobile operator TIM to study the characteristics of pedestrian mobility
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on the road network, using the City of Venice as an example to study the impact of
tourists on the lives of local citizens as well as preserving the city’s cultural heritage.
After having worked and transformed the data, they developed an algorithm capable of
reconstructing pedestrian movements through the streets of Venice and from there, they
were able to distinguish mobility patterns between tourists and locals. Additionally, it
allowed stakeholders to be given important and relevant information for decision-making
based on data and not on empirical knowledge.

Entering in the field of machine learning, Jaeseong Jeong et al. [10], 2021, presents
a model in which people’s mobility predictions are made from the traffic seen from
the core side and the 5G radio. With this approach, it is possible to analyze mobility
in real time and with data being generated in real time. The contribution of this work
focused on the concept of NWDAF (Network data analytics function), having proposed
an approach a predictive model capable of adapting the 5G network to each user and
their needs, allowing to give the user a better experience regarding internet connection
speeds and the reduction of latencies.

Continuing the study of the state of the art, the work developed by PENGZHAN
GUO et al. [11], 2021 is also relevant, who in their article “Route Optimization via
Environment-AwareDeepNetwork andReinforcementLearning” studied and developed
an adaptive system that allows optimizing taxi services, proposing a deep learning system
capable of optimizing routes on which these vehicles provide service, identifying the
“optimal path”, especially in abnormal cases and unexpected situations. For this case
study, the researchers used data from “yellow taxis” circulating in New York City in the
pre- and post-Covid period. Themodel created was able to detect anomalous events such
as unexpected concentrations of people and, from there, adapt its recommendations on
the best route to follow between two points, having been able to increase the weekly
profitability of the vehicles by 98%.

Martin ŠAUER et al. [12], 2021, developed knowledge about the intra-regional flow
of tourists in Central Europe and its implications, having listed that understanding and
typifying these movements is essential for strategic planning and sustainable develop-
ment, particularly at the level of the most visited cities. In carrying out this work, data
provided by entities responsible for tourism in various cities in Germany, Austria and
the Czech Republic were used and from these data it was possible to conclude that the
factors that most influence the distribution of tourists are: air connections, the attrac-
tiveness of the chosen destination and the size of the tourism market in the place where
visitors come from, given that, as in the case of Lisbon, the Germans are the ones who
most influence tourism.

Continuing with the study of work done in relation to mobility, Xin Lao et al. [13],
2021, in the article entitled “Comparing Intercity Mobility Patterns among Different
Holidays inChina: aBigDataAnalysis”made use of data provided byTencent, aChinese
Internet-related service company to model mobility patterns between Chinese cities on
holidays, identifying the differences between different more traditional festive seasons
such as Spring Festival, Tomb-sweeping Day, Dragon Boat Festival, and Mid-Autumn
Festival and the less traditional ones in China, like Christmas and New Year’s Eve.
Through the work carried out in this article, they were able to prove that: a) movements
are different depending on the type of holidays, b) the cities of Pearl River Delta and
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Xi’an are those fromwhichmore people leave for their hometowns during the traditional
festive periods and c) during less traditional holidays, travel is mainly for recreational
reasons, unlike traditional holidayswhere people travelmainly for cultural and traditional
reasons.

Xin Li et al., 2018 [14], through the article entitled “Position prediction system based
on spacial-temporal regularity of object mobility” proposed the creation of a system that
makes predictions regarding the mobility of a given object, using historical data of the
referred object that could be any type of “connected device” with GPS, from a mobile
phone, to a car or any type of wearable - from the past data, the proposed model is able
to predict which will be the next positions occupied by the referred object, and each
possible position to be occupied in space is classified according to a score calculated
on historical data, with the one with the highest classification being displayed. It should
be noted that when evaluating the accuracy of the model proposed by Xin Li et al., it
obtained accuracy rates 44% higher than those obtained with an algorithm based on
Markov time series, thus proving the capacity of its model for predictions.

In the article entitled “The path of least resistance explaining tourist mobility patterns
in destination areas using Airbnb data”, Umut Turk et al. [15], 2021, resorted to data
provided by the Airbnb local accommodation platform to identify which are the 25 most
attractive tourist destinations the world, having as motivation to do so the fact that a
lack of knowledge on the topic was identified. Initially, an assessment was made of the
quality of Airbnb’s offer and prices in each of the locations and subsequently the prices
and quality of the transport network were evaluated in each of the locations studied. The
authors confirmed that the asking price for local accommodation is directly related to its
geographic location and the quality of public transport to the places of interest in each
city that one of the reasons that most weigh in choosing accommodation is the proximity
to good transport, especially in cities like Berlin and Frankfurt (Table 1).

Table 1. Keywords definition

Number of documents

Concept 453106 3156 44

Data Analysis

Behavio#r Analysis

Population 220301

smart cities

cellular network

Touris*

Roaming

Context 642769

Mobility

Limitations

(continued)
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Table 1. (continued)

Number of documents

Period: 2018 - 2022

Only Journal papers, articles and reviews

This is demonstrated by the 44 documents returned by the query (Concept AND
Population AND Context AND Limitations) when we use the keywords from each
column.

After completing a manual approach to identify the key subjects for their research
questions and specify the outcomes, 16 publications were identified. Our study’s sys-
tematization considered the year, the region, the RQ subject, and a succinct description.
The 16 studies that were reviewed were selected based on the standards. The trend line
in Fig. 1 reveals that the subject we’re looking at is becoming more and more popular,
underscoring its significance.

50%

40%

30%

20%

10%

0%
2018 2019 2020 2021 2022

Fig. 1. Evolution of relevant studies per year

Given that the goal of this study is to identify how tourist behavior analysis and
tourism mobility are used in smart cities, Table 2 and Fig. 2 provide theoretical explana-
tions of the topicsmentioned in each of the papers that were evaluated, with a focus on the
use of mobile phones and tourist behavior analysis when using mobile devices. Figure 2
demonstrates howmost studies examined how people usedmobile phones and other ICT
infrastructure and their behavior (ICT). Our research is based on both ideas since we
not only analyze human behavior utilizing Lisbon’s communication infrastructure as an
operator, but also grasp it and develop a plan to satisfy their needs.

Table 2 provides a summary of amore thorough analysis of this review. The problems
were plainly stated; therefore, it was unnecessary to ask the publications’ authors for
clarification. Since the studies’ results were categorized based on their inclusion or
exclusion in the research, they are not mutually exclusive.
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origin–destination matrices 5% 3%

mobile phones / ICT

Infrastructures
Big Data Analysis

Quality of life

14%
24%

3%

behaviour analysis

ML

Covid 19 / Disease Hotspot

13%

8%

Tourism 3%

Spatial patterns 27%

Fig. 2. Relative weight by document subject

Table 2. Summary review analysis

Topic Reference

(1) origin–destination matrices [3]

(2) mobile phones/ICT Infrastructures [3–11]

(3) Big Data Analysis [3, 5, 10]

(4) Quality of life [12]

(5) behaviour analysis [4, 8, 10, 11, 13–17]

(6) ML [4, 6, 7, 9, 13]

(7) Covid 19/Disease Hotspot [13]

(8) Tourism [11, 13]– [15, 17]

(9) Spatial patterns [14, 15]

3 Knowledge Extraction Approach

CRISP DM stands for Cross Industry Standard Process for Data Mining [19]. The goal
of CRISP DM is providing us with a structured way of planning and executing a data
mining project, ensuring that the best insights are retrieved from the available data.
During the present work we followed this methodology as it has proven to lead to a
more efficient data mining. Given the relevant data and our primary objectives, we chose
a modified version of this methodology for our project that consists of 3 phases, due
the need of visual dashboards for decision makers: 1) Business understanding; 2) Data
understanding 3) Data preparation and 4) Visualization
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3.1 Business Understanding

In this first stage, the emphasis is on comprehending the project’s requirements and goals
from a business standpoint. Using this knowledge, a data mining issue definition and a
rough project schedule are then created to meet the goals.

Understanding the project’s goals and requirements is the focus of the business
understanding phase and it is divided in 4 sub-tasks. Except for the third task, the
remaining three tasks in this phase are fundamental project management procedures
that apply to most projects:

a) Define business objectives
b) Assess situation
c) Define data mining goals
d) Create a project plan

In our specific case, and considering thatwehave noknowledge regarding the tourism
business, in addition to what is common sense, wemostly resort to the help of the Lisbon
city Council and the LX Data Lab. This was the way found to ensure that we were able
to obtain enough knowledge to allow us to interpret the data and the results obtained,
this would not be possible without knowing the business or, at least, the analyzes would
be more superficial and eventually with less added value.

3.2 Data Understanding

The data made available by Lisbon city Council (Câmara Municipal de Lisboa) is sup-
plied under an agreement with a mobile operator and is generated using the information
provided by the cellular network and the mobile devices of each user. The information
contained in the dataset is duly anonymized for legal and privacy reasons. In this way,
it is not possible in any way to make any specific analysis of a particular user. There is
not even any key that relates a given user to an event, and it is only possible to carry out
analyzes involving volumes.

All the data available is aggregated in 3743 grids of 200× 200meters, being collected
in periods of 5 minutes. Due to privacy constraints, if a certain grid doesn’t have at least
10 users in the 5 minutes frame, it won’t be reported. Data is made available on the big
data platform, for a period of about 45 minutes after being collected. This means that
we can have a maximum of 1 hour delay between the collection and the availability
of the data. However, it is important to say that for the scope of the present work, we
will use a snapshot of the data and, therefore, we will not be leverage of the online data
stream. Although we won’t be using them all in our project, Table 3 presents the 24
indicators/dimensions available in the data provided by the Mobile Operator.

In addition to the dataset that contains the data provided by the city Council through
the agreement established with Mobile Operator, a dataset that contains information
related to each of the 3743 grids was also used. These are the data that allow us to
geo-reference the main dataset since it contains the coordinates of the centroid of each
grid, the parish, or parishes in which the grid is inserted, the name, the geometry and
the WKT. With this information and using the “Grid_ID” key, it becomes possible to
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Table 3. Mobile operator dataset variables

ID Name Description Type

0 Grid_ID Number of the grid There are 3743 squares of 200 by 200 m to cover
the metropolitan area of Lisbon

Nominal

1 Datetime Time and date of occurrence Datetime

2 C1 Number of distinct terminals counted on each grid cell during the
5-min period – Measured every 5 min

Metric

3 C2 Number of distinct terminals in roaming counted on each grid cell
during the 5-min period– Measured every 5 min

Metric

4 C3 No. of distinct terminals that remained in the grid cell counted at the
end of each 5-min period

Metric

5 C4 No. of distinct terminals in roaming that remained in the grid cell
counted at the end of each 5-min period

Metric

6 C5 No. of distinct terminals entering the grid Metric

7 C6 Terminals leaving the grid – These are the distinct terminals that left
the grid. The calculation is made using the previous 5-min interval
as reference, also considering the crossings of the grid in the same
interval

Metric

8 C7 Number of entries of distinct terminals, in roaming, in the grid Metric

9 C8 Number of exits of distinct terminals, in roaming, in the grid Metric

10 C9 Total no. of distinct terminals with active data connection in the grid
cell – Measurement every 5 min

Metric

11 C10 Total no. of distinct terminals, in roaming, with active data
connection in the grid cell – Measurement every 5 min

Metric

12 C11 No. of voices calls originating from the grid cell Metric

13 C12 Entering the city: No. of devices that for 5 min enter the 11 street
sections considered for analysis. For this purpose, a section of track
is a route with

Metric

14 C13 Entering the city: No. of devices that for 5 min enter the 11 street
sections considered for analysis. For this purpose, a section of track
is a route with

Metric

15 D1 Top 10 origin Countries of the devices in Roaming Metric

16 E1 Number of voice calls that ended in the grid within the 5-min Metric

17 E2 Average download speed per grid within the 5-min Metric

18 E3 Average load speed per grid within the 5-min Metric

19 E4 Peak download speed on the grid within the 5-min Metric

20 E5 Peak upload speed on the grid within the 5-min Metric

21 E6 Top 10 apps used on the grid within the 5-min Metric

(continued)
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Table 3. (continued)

ID Name Description Type

22 E7 Lowest permanence period on the grid within the 5-min Metric

23 E8 Average permanence on the grid within the 5-min Metric

24 E9 Maximum permanence period on the grid within the 5-min Metric

25 E10 Count of devices sharing the internet connection in the grid within
the 5-min

Metric

insert the events in the space and, from there, trigger our analyses, after collecting the
data for our study, we carefully examined it and investigated each variable to understand
its potential and how we could increase the added value of this research. As previously
mentioned, our key objective is to comprehend how tourists move around. To do so, the
Lisbon city Council provided us with a dataset about people’s movement in the city of
Lisbon (both roaming and non-roaming), based on mobile phone data produced. The
mobile operator extrapolated the data to create the currently accessible dataset to provide
a more accurate depiction of the mobility of all individuals who moved around Lisbon
between September 2021 and January 2022.

3.3 Data Preparation

This process was oriented to the dashboard visualization of geographic and temporal
data to obtain a clear image that would be able to help us understand the data and address
the questions we set out to answer. In the course of our work, we realized that the result
would be as rich as the more information we were able to provide to stakeholders

Fig. 3. Lisbon Districts, and Operator grid and respective cells
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4 Insights and Visualizations

Once the data had been worked on and prepared, it was time to start creating the graphics
and visualizations that effectively allow us to respond to the questions we set ourselves.
Therefore, in this section, we will continue our analysis. For this phase, two “high-level”
tools were used, namely, Microsoft Power BI (https://en.wikipedia.org/wiki/Microsoft_
Power_BI) and Microsoft Excel (https://en.wikipedia.org/wiki/Microsoft_Excel). The
latter, not being exactly a massive data analysis tool, with due work, allowed us to obtain
interesting results.

At this stage, we portrayed the data graphically to make it easier to focus on the most
crucial information and quickly identify trends and patterns in the tourist population’s
mobility. We can study and discover more about data using graphs and charts.

4.1 Where Do the Top Visitors of Lisbon Come from?

Bearing in mind that our work focuses on tourists in the city of Lisbon and their habits,
it makes perfect sense that we start exactly by typifying their origins, whether from
the country or from the Continent/Geographical Area where they come from. In Fig. 2,
representing the average number of Visitors in each 200× 200 meters cell from the grid,
it is visible that the top six of the origin of the Tourists in the 5 months of analyzed data,
are the same, although the rankings change between the months. According to available
data, the largest number of visitors to Lisbon come from Germany, Spain, France, Italy,
the United Kingdom, and Brazil. The analyzedmonth with more visitors was November,
eventually due to Web Summit.
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Fig. 4. Top six Lisbon tourists by citizenship

We also consider it important to go up a level in terms of geographic aggregation
and for that, we grouped some of the countries in large geographic areas whose result
is shown in Fig. 3, representing the average number of Visitors in each grid cell (200 ×
200 meters). Through this visualization, we can see that the most represented areas of

https://en.wikipedia.org/wiki/Microsoft_Power_BI
https://en.wikipedia.org/wiki/Microsoft_Excel
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Fig. 5. Evolution of Lisbon tourists by geographic area

touristic origin are South America, Europe (South/North/Center), the Alpine Countries
and theMiddleEast. This information is supported by the perCountry analysis performed
before. Once again, we can see that November was the month with more Tourists, most
probably because of the Web Summit.

4.2 What Are the Most Visited Areas of Lisbon?

As previously mentioned, we grouped the parishes of Lisbon and our first analysis of the
most visited areas of the city falls precisely on this grouping. Not surprisingly, the areas
most visited by tourists are the Historic Center and the City Center of Lisbon (Fig. 4),
representing the average number of Visitors in each of the 200× 200 meters grids. Even
so, it is interesting to check the average number of visitors in each of the grids and their
evolution over the months.
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Fig. 6. Evolution of Lisbon Tourists by Month and City Area
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Fig. 7. Evolution of Lisbon Tourists by Month in Historical Parishes

According to the available data and through Fig. 5 and focusing on parishes in the
Historic Center of Lisbon that receive the most foreign visitors we can see that Santa
MariaMaior andMisericórdia are by far the most visited ones. This insight is consistent
with the fact that it is in these parishes that very emblematic monuments of the city are
located.

Through a georeferenced analysis, using the centroids included in the dataset of
the mobile operator, we were able to understand the exact locations in the parishes of
the historic center of Lisbon where Tourists travel the most. In Fig. 6, it is possible
to see highlight in Castelo, Alfama, Baixa Pombalina and São Vicente de Fora. These
visualizations provide useful insights to decision-makers detailed information at street
and hourly level.

Continuing with the analysis of the Parishes most visited by Tourists in Lisbon, it
is still very important to characterize those belonging to the City Centre. Among the 6,
and as we can see in Fig. 7, representing the average number of Visitors in each grid cell
(200 × 200 meters), there are 3 that stand out for clearly having several tourists well
above the others and they are Santo António, Arroios and Avenidas Novas. Through the
geographic analysis (Fig. 8), it is possible to clearly perceive that Avenida da Liberdade
and the Saldanha area are where more tourists move in the parishes of the center of the
city.
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Fig. 8. Heatmap of Lisbon Tourists in Historical Parishes (November)
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Fig. 9. Evolution of Lisbon Tourists by Month in City Center Parishes

4.3 Where Are the Tourists During the Mealtimes and Where Do They Sleep?

Using the centroids present in the dataset of the mobile operator again and applying a
time filter to the data, considering that the lunch period is between 12am and 2.30pm
and dinner is between 7.30pm and 10pm, we created the visualization in Power BI
below (Fig. 9) which shows the concentration of tourists in the afore mentioned periods.
Carrying out the exercise for the month of September, even though the data are prepared
to do so for any of the months, we can see that, with the exception of the West zone of
Lisbon (Belém/Alcântara), visitors have lunch and dinner in the same places in the city,
which ends up making sense since it does not make much sense for them to travel to
have their meals, unless the restaurant it is also a point of interest. Again, the data and
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Fig. 10. Heatmap of Lisbon Tourists in City Center Parishes (November)

visualizations are prepared to a level of detail that allows you to go down to street and
time level.

4.4 Event Analysis

As is well known, the number of major international events has been growing, bringing
an even greater number of visitors to the city, in addition to the already large number of
tourists. For the present work, we believe that it would make perfect sense to compare
the volumes and origins on the days of the event, with the same days of the previous or
subsequent week, this being the most correct way we found to make the comparison.

Therefore, we developed the analysis of the Web Summit (https://websummit.com/)
that took place between the 1st and 4th of November 2021, and for the counterpart days
of the week before and the week after the event. Through Fig. 10, it is possible to see that
on the days of the event, tourists were mostly concentrated in the Lisbon International
Fair (https://www.fil.pt/) while on the same days of the counterpart weeks were more
spread out above by the points of interest of the Parish, namely in the Oceanário. It is
also possible to see that the number of Tourists on the days of the event almost tripled
compared to the same period last year. It is also possible to verify that, in percentage
terms, the geographic areas of origin of the visitors are also quite different. During the
Web Summit week about 21% of the Tourists were from South America while in the
previous and following were from the Eastern Europe.

Additionally, we also analyze the influence of a sporting event, in this case a Cham-
pions League football match held on October 20th - Benfica - Bayern. For this case, we
only use visitors from Germany, as Bayern Munich is a German Club. For this analysis,
we applied a time filter between 07pm and 10pm, in the parishes of Benfica, Carnide

https://websummit.com/
https://www.fil.pt/
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and São Domingos de Benfica. On Fig. 11, it is noticeable that, compared to the same
day and time of the previous and the after week, the number of Germans in the analyzed
parishes grew almost 20 times and that their concentration was almost exclusively in the
centroids of Estádio da Luz. The fact that there is a much higher than usual volume of
German tourists in the area surrounding the stadium on the day of a Champions League
game against a German team, does not represent anything new, being exactly what would
be expected from find in this analysis. The exercise intends to demonstrate the capability
of a tool like the one that was developed to help quickly and in real time take on events
that may require, for example, the intervention of security forces (Figs. 12 and 13).

Fig. 11. Heatmap of Lisbon Tourists at Lunch and Dinner Time (September)

Fig. 12. Web Summit Analysis
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Fig. 13. Benfica vs Bayern

5 Conclusions

It is essential for public policy to comprehend the spatial spread of urban tourism. As
a result, in areas where there is a high concentration of tourists, local authorities might
think about initiatives to improve the tourist experience, like creating pedestrian-only
lanes or enlarging sidewalks, increasing the number of public spaces with free Wi-Fi,
and positioning new tourist information centres, among other things.

Through the method developed and the tools used, we were able to answer the ques-
tions we wanted to. It was possible to identify the origin, and the number of Tourists in
Lisbon as well as the evolution over the period under study (September 2021 to January
2022), making a separation not only by Country but also by Continent/Large Geograph-
ical Area. We were able to understand and demonstrate which areas and parishes are
most visited in the City of Lisbon and the places where they are during the typical meal
and sleep times. Finally, we were able to understand in a way that a major international
event such as the Web Summit or a football match in the Champions League changes
the panorama of tourists/visitors in Lisbon.

In that sense, properly adapting our method to handle a constant flow of data, public
policy makers, like the Lisbon Municipal Council or the National Tourists Office, can
take advantage of an aggregated view that in real time manages the resources of various
departments ranging from transport, hygiene, and safety. By processing this data in real-
time, everyone involved in the management of the city in its various vectors will be able,
on the one hand, to provide a much more pleasant experience for visitors, but also to
avoid security breaches and any type of unwanted events Additionally, our work can
encompass an analysis tool based on real data that allows, in the medium and long term,
to plan accommodation and commerce.

It is also important to mention that with the available data, we can have much more
insights than the ones we refer to in this work. However, due to scope limitations, we
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have chosen the one that seems to have the best fit. The developed tool was designed
with the possibility of using a series of filters that allows the Lisbon City Council to
make its own analysis on topics that were not explored in this dissertation, making more
final analysis both from a temporal and geographical point of view. If users deem it
necessary, they can still use the solution developed to load new data, if they follow the
same structure, making it possible to use it in analyses with new information coming
from the same source.

To process an amount of data of this order to obtain real value for the benefit not
only of Tourism, but of all those who travel through Lisbon for work or leisure, it is
essential that there is a large computational and analytical capacity. For the first case,
there should be recourse to cloud technology, which, as is well known, although with
high costs, allows processing large amounts of information, without delay and without
the need to install local capacity. From an analytical point of view, it makes sense to
developmachine learningmechanisms, capable of highlighting patterns and helping data
analysis, providing decision-makers with automated reports and dashboards to support
decision making.
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Abstract. The adoption of more environmentally friendly and sustainable fleets
for last-mile parcel delivery within large urban centers, such as e-cargo bikes, has
gained the interest of the community. The logistics infrastructure network, had
to adapt to the requirements of this new type of fleet, and micro-hubs and nano-
hubs emerged. In this paper we tackle spatiotemporal characterization of e-cargo
bike fleet behavior, by conducting a data centered case study where we explore
data from Yoob, a last mile delivery e-cargo bike logistics startup that operates
in the Lisbon area and outskirts. We also address the identification of potential
expansion locations to the establishment of new hubs. Our data was collected
during a 4-month period (January to April 2022). By adopting state-of-the-art
data science and machine learning techniques, and following the CRIPS-DM data
mining method, our innovative approach discovered five clusters that are able to
characterize theYoob fleet, with variations in distances traveled, times, transported
volumes and speeds. In the perspective of expanding Yoob’s e-cargo bike network,
three new locations in Lisbon were signaled for potential new hub installation. To
the authors knowledge this is thefirst studyof this kind carried inPortugal, bringing
new insights in the field of last-mile logistics.
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1 Introduction

The impact of urban logistics and logistics networks in urban mobility of the large cities
are increasingly discussed by policy makers and logistics operators [1]. These last ones,
along with service providers are beginning to introduce more environmentally friendly
vehicles into their fleets. E-cargo bikes are one of the most widely implemented electric
powered vehicles for deliveries within urban centers [2].

This study of based on data generated by e-cargo bike urban logistic operator, allows
us to understand and find patterns and dynamics in the functioning of E-cargo bikes in
urban centers, taking the example of the Lisbon case study.
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1.1 Motivation and Topic Relevance

Performing last mile delivery with less impact on urban mobility in a sustainable and
ecological way is the main goal of Yoob. This startup is a delivery logistics company
operating in Lisbon’s urban center, and it is the first of its kind operating in the city, and
in Portugal. Operations started in the fall of 2021. At the time of this article writing,
Yoob has a fleet of ten e-cargo bikes and two e-vans supported by five logistic hubs
spread (referred to as micro and/or nano-hubs) throughout the city, including the city
center. With the growth of their operations in the city, the need arose to get more insights
on the behavior patterns of Yoob’s e-cargo bike fleet. This data centered study provides
insights for better strategic decisions for Yoob’s future logistic operations and expansion
of its network.

1.2 Research Questions and Objectives

This study aims to analyze and visualize the behavior patterns of e-cargo bike fleet based
on anonymized real time data of a logistics company, collected in Lisbon from January
2022 to April 2022. It also intends, based on collected data, to evaluate the optimal sites
for the new hubs locations to expand the e-cargo bike delivery area in Lisbon. Therefore,
the following research questions are addressed by our research:

RQ1: How can we characterize the spatiotemporal traffic of the last mile logistic distri-
bution performed with the e-cargo bike fleet, taking into consideration open data of the
city and data collected during the performed routes?
RQ2: Based on the fleet behavior and the patterns detected, what are the best possible
locations for the micro-hubs or nano-hubs expansion?

1.3 Structure

This paper is organized into four sections. In Sect. 1, we introduce the topic context,
motivation and relevance, and we raise our research questions and objectives. In Sect. 2,
we present a literature review by using the Preferred Reporting Items for Systematic
Reviews andMeta-Analyses (PRISMA)methodology [3]. In Sect. 3, we apply theCRoss
Industry Standard Process for Data Mining (CRISP-DM) [4] methodology to our case
study, presenting the results of each phase. Finally, in Sect. 4, we present and discuss
our conclusions, limitations, and future work.

2 Literature Review

2.1 Methodology

PRISMA [3] is a standard methodology for generating systematic and objective findings
from literature reviews. It is an approach that assisted us in describing literature findings,
as well as to contribute to our goals.
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2.2 Results

To kick start PRISMA in our systematic literature review (SLR), we run the following
logical query on academic data repositories: (“e-cargo bikes” OR “electric-assist cargo
bicycles”) OR (“micro-consolidation hubs” OR “hub location”) OR (“Last mile logistic”
OR “urban logistic”) OR (“spatial patterns” AND “data mining”). 34 articles met the
eligible requirements.

Analyzed literature methods applied strong emphasis on visualization, with focus
on study and detection of transportation traffic patterns [10–19]. K-means [10, 11, 20]
was used to perform clustering analysis regarding travel activity for taxis and bikes and
to find the places that gave rise to shorter travel distances. DBSCAN was implemented
to found travel paths made by users of public transportations [12] and to study private
car trajectories in the city [15]. In the decision taking for hub location, the two principal
algorithms implemented were Genetic Algorithm [2, 21] and PROMETHEE [20, 22].

Moreover, we found that the study of e-cargo bikes is still very limited and focused
on the scope of environmental impact and benefit of cargo bike usage. Very few papers
analyzed the behavior and performance patterns of last mile delivery of e-cargo bikes
in urban centers. The importance of using spatiotemporal analysis in comparison to
traditional data mining approaches that consider instances to be “distributed equally
and independently”, is due to the possibility to find existing links between the various
instances of available data in space and time [23]. Ignoring these connections can lead
to misinterpretation and results that are difficult to understand [18, 23].

We observe homogeneity in the applied spatiotemporal methods. The clustering
technique for pattern detection was the most present in our SLR. Zeng et al. [14] charac-
terized the taxi travel patterns of Chongqing residents from two perspectives, hot spots
and hot paths, by applying the GRIDBSCAN and ST-TCLUS (Spatial-temporal trajec-
tory clustering) clustering algorithms. It allowed to conclude that depending on the time
of day, these areas varied according to their land use. Y. Huang et al. [15] studied the
travel patterns of private cars to identify the most frequented sites using the Density-
Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm andMarkov
chains, allowed them to identify that 59% of car trips exhibit regular spatiotemporal
mobility and repeated travel patterns. By applying the ST-HDBSCAN clustering algo-
rithm (combination of ST-DBSCAN andHDBSCAN clustering algorithms) Li et al. [18]
made a spatiotemporal characterization of the hotspot characteristics, through the study
of “Spatiotemporal Distribution”, “Travel Distance Distribution” and “Travel Direction
Distribution”, concluding that the most frequented areas are the ones where there is
a higher density of points of interest. Toro et al. [10] studied the mobility patterns of
users of Milan’s bike sharing systems and using the clustering technique with K-Means,
allowed him to identify which stations have the same usage pattern. In the exploitation
of the most frequent paths made in the Singapore Strait Ron, Wen et al. [16] applied
the K-nearest neighbors’ algorithm, to perform clustering on time series of waterways,
which allowed them to identify the most congested areas spatially and temporally. Atluri
et al. [23] state that, in exploring problems with spatiotemporal data, finding the simi-
larities or dissimilarities between instances is the key to solving most challenges. In the
collected studies, the evaluation of the performance of cargo bikes is highly focused on
comparing with the performance of the cargo vans in the last mile delivery [17, 24–26].
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Cargo bikes showed a greater flexibility and advantage in the routes they made. Most of
the time the chosen bike route is shorter than the route made by vans [24]. This differ-
ence can be up to twice as large on shorter trips [17]. Also, it was found that cargo bike
riders easily break traffic regulations by riding in the opposite direction during short trips
[24]. Amaral et al. [17] identified that travel times were not as important for cargo bikes
as for motor vehicles, because bicycles can easily “outrun” traffic jams. An interesting
observation by Conway et al. [24], showed that the speed of cargo bikes on the bike paths
is lower than when on the road for motor vehicles, with a speed figure lower than 20%
on some of the routes. The impact of street topography was mentioned in Amaral et al.
[17] who defined a scale between the elevation and the impact on cyclist performance.
This scale sets as a reference, below 2%, with no effect, between 2% and less than 5%,
already considered with impact and above 5%, representing a substantial impact. The
speed considered in the studies was not homogeneous, varying between 11.6 km/h [24]
and 24.0 km/h [25]. A literature review done by Büttgen et al. [7] finds an average speed
of this type of vehicles between 8.0 km/h and 25.0 km/h.

Overall, all studies conclude that cargo bikes represent a more viable and advanta-
geous alternative in last mile delivery, with greater gains in more congested areas [24],
but with some constraints. Sheth et al. [25] concluded that the distance and the number
of deliveries, are the most impacting factors on viability and cannot exceed 3.2 km and
20 orders per stop. In Amaral et al. [17], the capacity of the vehicle was not considered,
but authors concluded that beyond 3.0 km, it was no longer efficient to deliver with this
type of vehicle. The combination of cargo bikes and the implementation of micro hubs
has helped the green alternatives for last mile delivery, to gain momentum [9]. Distribu-
tion networks with micro-hubs do promote a more organized last mile delivery [8] and
benefit from economies of scale [27].

The definition of micro hub in the literature is vast, and for our paper we adopted the
definition by Katsela et al. [8], which defined it as “logistics facilities where commercial
transportation providers (or “carriers”) consolidate goods near the final delivery point
and serve a limited spatial delivery area in a dense urban environment”. Finding and
defining a location for micro-hubs is an important and complex task [2, 8]. The rising
costs of urban land, lack of adequate infrastructure, changing demand, changing city
characteristics [22] and regulatory requirements [8], do not ease the task of being able
to find an optimal solution that minimizes operating costs and impact on communities.
The most common characteristics addressed in the literature to study this problem were
demand (e.g., residential, commercial, and/or employment density), infrastructure (e.g.,
pedestrian/bicycle infrastructure provision, road classifications, pedestrian zones, and
measures to assess traffic), and land use constraints [6, 22, 28]. When the deliveries
are made by cargo bikes, the location of the micro-hub should be the closest to the
delivery point [22, 29]. Assman et al. [9] recommended locating them in areas of higher
commercial density. This need for proximity comes from the capacity limitation of
bikes compared to a delivery van, and multiple trips to the micro-hub may be required,
so travel time and travel distances are minimized [8]. According to Assman et al. [9],
the maximum distance between the micro-hub and the delivery point should not exceed
1000 m. In Rudolph et al. [22] a distance between 500 m and 1200 m is pointed out as
the distance range that allows economic feasibility for deliveries made by cargo bikes.
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In Faugère et al. [5] and Srivatsa Srinivas et al. [30], the implementation of this type of
infrastructure in mobile units was evaluated and, in both studies, they concluded that
it can be a viable alternative but under very restricted conditions. Faugère et al. [5]
indicated as a condition, the requirement to transport a high volume of orders and a very
short maximum transit travel time. In Srivatsa Srinivas et al. [30] the need for a strong
analytical engine that can accurately predict demand for a given geographic location and
the dynamic optimization of the route and parking location of the mobile warehouse,
was the only way to make this alternative viable. The study of stationary micro-hubs is
the most widely covered in the literature, but the methods vary among literature papers.
When the targets’ location points are already known [2, 7, 31, 32], only an evaluation
of the performance of each of the locations was done to find the one that best suited
the purpose. Naumov et al. [2] developed a mathematical model representative of the
network and its behavior and by applying Monte Carlos simulation, evaluated which
of the five pre-defined locations allowed minimizing the transportation work. In Kedia
et al. [32], the Location-Allocation model, was used to find the locations that minimized
the distance that had to be traveled. Bütten et al. [7] uses the Two-Echelon Vehicle
Routing Problem 2E-VRP model to find an optimal solution that minimizes costs. In
Leyerer et al. [31], the Split Delivery Vehicle Routing Problem with Multiple Products
Compartments andTimeWindows (SPVRPMPCTW)model is solved, tominimize costs
throughout the three stages (LRP, VRPwith time window and VRP considering multiple
products) that compose model. When there is no pre-knowledge of such locations, other
approaches are needed, and possible solutions can be found based on the knowledge
of the demand or the geographical characteristics of the cities. Rudolph et al. [22] uses
a multi-criteria method to find the most suitable locations and employs the Analytical
Hierarchical Process AHP and PROMETHEE algorithms, defining that the main criteria
to use are demand, road type and land use. The optimal locations should minimize travel
times and travel distances. Song et al. [19], use the LCRS (Longest Common Route
Subsequence) algorithm, complemented with a voting system, to find the paths most
traveled and where there is a higher concentration of deliveries. This approach allows
them to calculate which locations can minimize the time and distance traveled. In the
literature we found that, in the approach to this problem, the computational capacity
and the time required to explore all possible options, limit the calculation of the optimal
points [19, 21, 33, 34]. The implementation costs of micro-hubs and vehicle capacity
are often not considered. We can argue that minimizing distances, travel times, and costs
are among the most relevant objectives in hubs location.

3 Data Analysis and Modeling

The CRISP-DM methodology, applied in our research, attempts to reduce the cost and
increase reliability, repeatability, manageability, and speed of big data mining opera-
tions. According to this methodology the life cycle of data mining projects is divided
into six parts: business understanding, data understanding, data preparation, modeling,
evaluation, and deployment.
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3.1 Business Understanding

The data explored was provided by the e-cargo bike urban logistics startup Yoob [35].
As mentioned, the purpose of the study is two-fold: the first, to provide a spatiotemporal
characterization of the Yoob e-cargo bike fleet in the parcel collection and delivery
processes in Lisbon as well in its outskirts; the second, to propose locations for the
new hubs and adjustments to the existing logistics network, in order to strengthen and
expand the fleet operations. The company has two types of hubs, the micro-hub, with an
area of 36 m2, a relatively smaller option compared to the values found in SLR, which
range between 92 m2 to 920 m2 [36]. The functional definition is in line with that found
at SLR, with various services being done at the micro hub, namely, consolidation of
goods, storage, and recharging of e-cargo bikes. The nano-hubs, which is an innovative
concept developedbyYoob, emerged from the adaptation of the pick-up/drop-off concept
to last mile delivery logistics, characterized by having relatively small areas ranging
between 3 m2 and 120 m2, exclusively dedicated as a temporary transition point where
the goods remain no longer than 48 h. The type of associated physical infrastructure
varies depending on where it is implemented, given it only requires temporary storage
capacity for goods [37].

3.2 Data Understanding

The data was extracted from Yoob’s database and covered the period of January 1st

to April 30th 2022, encompassing 9,175 records and 34 variables. The data does not
provide the routes (trajectories) done by the fleet. The geographic information on the
route is characterized by latitude and longitude of origin and destination. There are some
variables that generated based onmobile devices used by the employees during the entire
logistics operation.

In our approach, each record in the data represents a “story”, which is geographically
composed of two points, one for pickup and the other for delivery. Within each story
there are two “sub-stories”, where each “sub-story” refers to a geographical location
(pickup or delivery) and is always associated to a “route”, where the “routes” can be
composed of one or more “stories”.

3.3 Data Preparation

The first data preparation step was the individual evaluation of all variables. Secondly,
the unnecessary variables, outliers and incomplete stories were removed resulting in a
dataset with 8,381 records (91,3% of the raw dataset) each one with 26 variables. The
third step was to convert our dataset to have a sub-story granularity, by creating two
datasets, one referring to the pick-up information and the other referring to drop-off
information. These two datasets were merged.

To enrich our dataset, we added extra features:

• [‘Elevation_point’] - Elevation of the sub-story geographic location, was obtained by
consulting a DEM (Digital Elevation Map) [41].
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• [‘order route’]: Number indicating the order in which the location is visited within
the route sequence.

• [‘time_enRoute_sec]: Time period in seconds between the [‘history.enRoute’] and
[‘history.arrived’].

• [‘time_points_sec’]: Time period in seconds between two consecutive points on the
same route.

This dataset processing with sub-story granularity resulted in 15,828 records and 27
variables.

To perform the spatial analysis two geographic data frames were generated with the
geopandas Python library [42]. In the first the granularity was the route level, and second
the granularity was the sub-story level. To be considered valid, a route must have two
or more associated sub-stories. Routes that do not meet this requirement were removed.
With this procedure we were able to reconstruct 664 routes, representing 95% of the
total routes in the original dataset (699 routes), at sub-story level. We have removed 20
records (<0.002%), ending up with a dataset with 15,808 records.

3.4 Modeling

Fig. 1. Clustering the sub-stories with K-Means

In the modeling phase, we applied
machine learning techniques, namely
K-means, to developed three models
to answer our research questions. In
the first model we created clusters to
identify the behavior of routes in cer-
tain geographical areas. In the second
modelwe clustered the routes and eval-
uated their characteristics, providing
answers to our first research question.
In the last model we performed a grav-
ity center analysis, with the goal to
explore new locations for the imple-
mentation of new hubs, answering our
second research question. To build
the models we used the sklearn [43]
library, for pre-processing we used

MinMaxScaler [44] and LabelEnconder [45] and to perform cluster and the center of
gravity analysis, we used K-Means algorithm [46]. To evaluate the optimal K value in
the two first models, we adopted the Knee Elbow method with the knee library [47] and
Davies-Bouldin index [48].

First Model – Clustering the Sub-stories with K-Means

In the first model, we identified the behavior of routes in certain geographical
areas with cluster analysis. The feature selection was made from the geodataframe data
structure with sub-story granularity.
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The selected features were [‘latitude’], [‘longitude’], [‘elevation_point’],
[‘time_points_sec’] and [‘distance_to_prev’]. Before running the clustering model in
our data, we had to scale the data, as it had different measurement units, with Min-
MaxScaler. When evaluating the Knee Elbow method and the Davies-Bouldin index
through a range from 1 to 30 clusters, we found that the optimal value for K was 5 in
knee elbow method, and 4 in the David-Bouldin technique. After testing the model with
both values, the knee elbow value was selected as it gave us more information (later
confirmed in YOOB briefings). Then we applied the K-Means algorithm with a K value
of 5 to our data, and the output is depicted in Fig. 1. Four main clusters (C0 to C3)
outstand in the visualization, and a fifth cluster (C4) with dissipated grey dots among the
four other main clusters. In this model we can observe the e-cargo bikes’ performance
according to the geographical area. In Fig. 1, we can see the four well defined clusters
and a more disperse cluster (C4) where the e-cargo bikes have a higher average speed of
18.64 km/h, indicating that these are acceleration areas. In the other clusters the average
speed is significantly lower. The zones with the second highest average speed were the
ones in cluster C2 where e-cargo bikes achieved average speeds of 6.84 km/h, followed
by the zones covered by cluster C1 with average speeds of 5.01 km/h. The areas covered
by clusters C0 and C3 have a more homogeneous performance. However, in the areas
covered by cluster C3 the e-cargo bikes tend to be slower, with average speeds of 4.20
km/h vs 4.43 km/h of the speeds practiced in the C0 areas.

Second Model – Clustering the Routes with K-Means
In the second model the selected features were based on the geodataframe with granu-
larity of the route: [‘distancia_total’] and [‘distancia_maxima_do_ini’]; and were scaled
with MinMaxScaler. Much like in the first model, we evaluated the Knee Elbow value
and the Davies-Bouldin value in a range from 1 to 30 clusters and selected the optimal
value for K (5) provided by the Knee Elbow method, since the optimal value in the
David-Bouldin method was far bigger. Applying to our data K-Means with a K value of
5, the output results in five clusters (see Fig. 2, 3, 4, 5, 6, 7, 8 and 9).

Fig. 2. Routes per cluster Fig. 3. Average total distance per cluster

In Fig. 9, the operation time metric was calculated by subtracting the average total
en route time from the total time spent between two locations and dividing the result
by twice the number of locations visited, representing the operation time spent at each
location. In the presentation of results below, all figures are average numbers.
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Fig. 4. Average maximum distance from
initial location per cluster

Fig. 5. Average visited locations per cluster

Fig. 6. Average speed per cluster Fig. 7. Average total time in route per cluster

Fig. 8. Average total time between
locations per cluster

Fig. 9. Average operation time per cluster

The most common performance is the one observed in cluster C0, accounting for
41.2% of the total trips (see Fig. 2). This cluster features a speed of 6.84 km/h, which is
the lowest speed of the five clusters, corresponding to a total traveled distance of 11.16
km. Yoob’s e-cargo bikes travel at a maximum distance of 3.64 km, from their starting
location. The total duration of cluster 0 trips is 3 h and 54 min, and the e-cargo bikes
are only in motion for a period of 1h48m. Seventeen different locations are visited, and
3m40s is the shortest operating time per location visited, during trips of cluster C0. The
second largest type of performance is observed in cluster C3, which includes 32.4% of
the total trips (see Fig. 2). It is characterized by a total distance traveled of 4.31 km, at a
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speed of 7.96 km/h. In cluster C3, e-cargo bikes travel a maximum distance of 2.22 km
from their starting location. These trips have the shortest and closest travel distances.
They have a total duration of 2 h 42 m, and bikes are only in motion for 42 m. With six
different locations, cluster C3 has the fewest number of locations visited from all five
performances, but has the longest operation time per location visited, requiring 8 m 25
s. This may be associated with the high waiting time for customers according to Yoob
partners feedback. The third most predominant type of performance is the one observed
in cluster C2, with 31.6% of total trips (see Fig. 2). The total distance traveled is 14.15
km at a speed of 9.75 km/h. The e-cargo bikes travel at a maximum distance of 6.23
km from the starting location. The total travel time is 4 h 6 m, with the e-cargo bikes
being in motion for 1 h 36 m. Thirteen different locations are visited, and bikers spend
5 m 43 s for each location. The fourth most observed performance type is the one of
cluster 4, with 24.8% of the total trips (see Fig. 2). It is characterized by a total traveled
distance of 28.01 km, at a speed of 9.41 km/h. The e-cargo bikes travel at a maximum
distance of 6.38 km from their starting location, with a total duration of the route, of 6
h 42 m. Bikes are in motion for an average period of 3 h 24 m. These are the trips with
the longest travel time and with the largest number of places visited, with a figure of
twenty-two different places. At each location visited bikers spend 4m31s in operation
time. The least observed type of performance is the one corresponding to cluster 1 (see
Fig. 2), with only 2.8% of the total trips. These are the longest trips with the wider range,
but also the fastest ones, with a total distance traveled of 35.58 km, at a speed of 11.20
km/h. In this cluster, the e-cargo bikes travel at a maximum distance of 14.16 km, from
their starting location. The total travel time of a trip is 5 h 12 m, with the e-bikes being
in motion for a period of 2 h 54 m. Twelve different locations are visited, and bikers
spend 5 m 47 s in each location.

Third Model – Center of Gravity Analysis with K-Means
In the third model, we analyzed the centers of gravity of the sub-stories of our data.
This model analysis was requested in one of the meetings held with Yoob. Although
in our initial SLR there were no direct references to this specific topic, by doing some
additional research, we found that Wen et al. [49] and Cai et al. [50], both approached
this problem by applying K-means techniques with a weighted featured to find the best
hub locations. In our approach, we adopted a similar method with a weighted K-Means
algorithm.

Fig. 10. Volume parcels per proposed new cluster centroid
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Fig. 11. Center of gravity analysis for eight hubs, using K-Means. Dark lines represent the
distances from the hub center to the delivery points

Our model applied the number of locations intended to simulate, and a new variable
was considered in the weighting of the cluster. In our model, the number of parcels
was considered, as the effort needed to carry out the delivery. As most of the time
the pickup parcels were in the hubs or at the collect/delivery locations, we added a
penalty value in the delivery parcels, considering these last ones three times bigger
in effort than the pickup ones. This forced the algorithm to locate the centroids of
the cluster in places where distance and effort would be reduced. The data applied in
this model was based on the variables [‘latitude’], [‘longitude’] and [‘parcels’] from
the geodataframe with sub-story granularity. A new variable was created designated
[‘calc_ajusto_de_custo_se_houver’], to include the penalty value. We simulated the
center of gravity for 8 hubs, the result is shown in Fig. 10 and the volume associated for
each location is depicted in Fig. 11.

3.5 Deployment

The models created were not applied in a real production environment. Software devel-
opment was developed on a personal computer equippedwithWindows 10 (64bits) oper-
ating system, Intel(R) Core (TM) i7-11370H 3.30 GHz, with 40 Gb of memory ram.
We adopted the Python programming language (v3.10.4) [38], compiled with Visual
Studio Code (v1.69.1) [39] on Jupyter Notebooks extension [40]. The developed soft-
ware material and data sets are available for use by the Yoob company and for further
academic research purposes.

4 End-User Evaluation

The end-user evaluation verifies that the findings are consistent with the proposed
research objectives and the accuracy of the business requirements.
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Table 1. Method assessment questionnaire

Criteria Objective statement Eval #1 Eval #2

Utility It can help business decisions regarding the behavior
of the fleet and hub expansion

FA FA

Understandability Provides understandable results FA FA

Accessibility Can be used without training LA LA

Level of detail Provides knowledge regarding the mobility of the fleet
and detailed location for expansion

FA FA

Consistency Gives consistent results LA LA

Robustness Has enough detail to be used in other cases of e-cargo
bikes and hub expansion

FA FA

In the end of the study a questionnaire was sent to the two YOOB partners, with
the questions and answers indicated in Table 1. The development of the questionnaire
follows the standards defined by the ISO/IEC TS 330611 [51], primarily used to assess
software development processes. Four levels of the NLPFwere employed for evaluation:
Not Achieved (NA) - [0–15%]; Partially Achieved (PA) - [15–50%]; Largely Achieved
(LA) - [50–85%]; Fully Achieved (FA) - [85–100%]. In this evaluation, we obtained a
rating of FA, in the criteria of usefulness, understanding, level of detail and robustness,
and LA rating in the criteria of accessibility and consistency. Overall, this indicates that
the work done represents an added value for the company, providing useful, detailed, and
clear information, appropriate to support decision making, in the context of the e-cargo
bike fleet as well as for the expansion of new hubs. The YOOB evaluators consider that
this study can be replicated to other case studies with potential for improvement, and
implementation readiness. Moreover, the outcomes are aligned with the objectives and
requirements proposed for the research presented in this paper.

5 Discussion and Conclusions

We have presented an innovative data science-based study, the first regarding last mile
delivery using e-cargo bikes operating in Lisbon, Portugal, as far as the authors are
aware. To tackle our research questions, we developed and evaluated three intelligent
computingmodels.Our secondmodel (Clustering the routeswithK-Means) in particular,
allowed us to answer the first research question, and to characterize the behavior of
the e-cargo bike fleet through the traveled distance, time, speed and number of visited
locations. Overall, the average of total traveled distance ranges between 4.31 km and
35.50 km, distancing from their start location, between 2.20 km and 14.10 km. 63% of
the routes show distance ranges very close or even lower than the values reported by
Sheth et al. [25], which considered cargo bikes to have an efficient performance under

1 “ISO - ISO/IEC TS 33061:2021 - Information technology—Process assessment model for
software life cycle processes.” https://www.iso.org/standard/80362.html.

https://www.iso.org/standard/80362.html
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3.20 km. The average number of different locations visited per route ranges between
6 and 22. The average observed speed varies between 6.84 km/h and 11.20 km/h, a
value close to the study by Bütten et al. [7], where these authors looked at several cargo
bike projects, and calculated average speeds between 8.00 km/h and 25.00 km/h. The
temporal characteristics revealed a time in movement per route from 42 m minutes up
to 3 h 24 m, and a total route duration time, ranging between 2 h 42 m and 6 h 42
m. Required transaction time within each route ranged from 3 m 40 s to 8 m 25 s. This
higher timemay be due to the particularities of certain customers requiring more waiting
time. Excluding this last observation, the time metric ranges between 3 m 40 s and 5
m 43 s. This set of characteristics gave us an overview of the needs of each route and
the respective performance of the e-cargo bikes in their operation conditions. As for the
second research question, the third model (K-Means center gravity analysis), was used
as our basis for analysis. The choice of new hubs locations, in the context of an expansion
of the e-cargo bikes network, is a complex process due to the high number of constraints
that are to be considered in the site search [2, 19, 21, 33, 34]. In the search for new
locations the factors considered for the cost function of our model were the distance and
the cost associated with each location visited. Then for evaluation of the hub type, the
volume associatedwith each hub of this new structurewas analyzed.When simulating an
expansion of three more hubs beyond the five that are currently part of YOOB’s network,
our model suggests that the implementation of these new hubs should be located in the
boroughs of Alvalade, Benfica and Algés (Fig. 10). When confronted with the results of
this model, the YOOB partners considered that these three new proposed locations are
valid options that required further analysis in terms of economic viability. Regarding the
3 remaining computed locations, in the case of C2 (Fig. 10), the choice of the current
location of the hub (nr 1), which is within the radius of this cluster, was due to the
geographical characteristics of the area, which is on top of a hill, causing the trips to
have a downward direction, facilitating the effort required by the biker. In the case of
C7 (Fig. 10), the divergence between the location of the hub (nr 4) and the location
proposed by our model, raises additional challenges of further changes of location due
to the high price of real estate in the area where the centroid calculated by our model is
located. Considering the remaining proposed hub locations, the YOOB partners showed
complete agreement. By analyzing the volume of parcels associated with each hub in
Fig. 11, we can discuss what type of hub is the most adequate for micro-hub or nano-hub
requirements. In our study all three new locations are more suitable for nano-hubs. In
the already existing nano-hub located in the Saldanha, we observed that due to the high
associated volume of parcels it could shift to a micro-hub, and this observation was
positively validated by YOOB partners.

Research Limitations
Themost significant limitations of our study are related to the dimension, granularity, and
structure of the data. The information on the routeswas limited to the visited geographical
points, lacking information about the order of each visited location, and lacking complete
information about the route trajectory (its 3D coordinates) taken from pickup to delivery
as well city traffic. Having trajectory and traffic data would allow a deeper and more
rigorous analysis of the e-cargo bike fleet route patterns, namely the real trajectories
in which route was performed and the actual distances traveled. We collected data in
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the period from January to April of 2022, corresponding to the first four months of the
company’s registered activity (YOOB started operations in Lisbon in the fall of 2021).
After data pre-processing, we came up with a dataset comprising 15 828 records and
27 variables, which was considered sufficient for our analysis, but that nevertheless can
be limited for long-term trend analysis. The proposed hub locations can be considered
the best possible locations with limitations, as many factors were not considered, such
as street elevations and, specially, socio-economic factors that need to be taken into
account, to tackle costs for the customer and the municipality.

Future Work
The following suggestions are made for upcoming research work:

• Expand the number of observations analyzed to detect long-term trends and produce
more insightful results, given that YOOB has the possibility to collect stories and
route data on a regular basis.

• Study the shortest and flattest path.
• Perform more detailed cluster analysis, with an increased number of clusters when
analyzing route typologies.

Acknowledgements. This work is partially funded by national funds through FCT - Fundação
para a Ciência e Tecnologia, I.P., under the project FCT UIDB/04466/2020.
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Abstract. Our paper addresses the mobility patterns in Lisbon in the vicinity
of historical and transportation points of interest, with a case study conducted
in the parish of Santa Maria Maior, a vibrant touristic neighborhood. We pro-
pose a data science-based approach to analyze such patterns. Our dataset includes
five months of georeferenced mobile phone data, collected during late 2021 and
early 2022, provided by the municipality of Lisbon. We performed a systematic
literature review, using the PRISMA methodology and adopted the CRISP-DM
methodology, to perform data curation, statistical and clustering analysis, and
visualization, following the recommendations of the literature. For clustering we
used the DBSCAN algorithm. We found eight clusters in Santa Maria Maior, with
outstanding clusters along 28-E tram and Lisbon Cruise Terminal, where mobility
is high, particularly for non-roaming travelers. This paper contributes to the digital
transformation of Lisbon into a smart city, by improving improved understanding
of urban mobility patterns.

Keywords: smartphone data · urban mobility · visualisation · point of interest ·
DBSCAN · PRISMA · CRISP-DM

1 Introduction

1.1 Motivation and Topic Relevance

The analysis of available Internet of Things (IoT) data in urban settings by relevant
stakeholders, shows that city decision-makers can alleviate urbanization’s pressures by
providing a new experience for citizens, making their day-to-day life more comfortable
and secure. In smart cities, IoT refers to the use of smart computing and networking tech-
nology and linked devices for real-time data collection. Rising urbanization, increased
demand for efficient infrastructure in metropolitan areas, as well as for energy-efficient
resources, traffic management, waste management, public safety, and security, which in
turn, are development factors for the total market. Connected internet technologies and
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devices can be used to alleviate problems, improve the quality of residents’ life, and
minimize resource consumption in smart cities.

In urban settings, it has become increasingly crucial to determine the location of
mobile phone users in the Global System for Mobile (GSM) networks. The location of
a mobile phone can be determined using the network architecture of the telecom service
provider. It is possible to collect raw radio data of a handset using the subscriber iden-
tity module (SIM) in GSM and Universal Mobile Telecommunications System (UMTS)
devices. The precision of any localization system is critical to the success of the tech-
nology in the long run, and it is determined by the density of cellular base stations,
with urban areas obtaining the best potential accuracy due to the increased number of
cell towers, as well as the use of the most up-to-date timing methods and technologies.
Numerous factors can affect the accuracy of location data, including its source, which
may include Global Position System (GPS) signals, Wi-Fi, or cell tower triangulation.

Rush hours and traffic jams have become part of our daily routines over the years,
as well as the research drive to reduce this phenomenon. As result, it is becoming
increasingly vital to revolutionize traffic management in urban areas using data and a
variety of computing methods to help cities to understand what is happening and provide
new mobility strategies.

The availability of Vodafone Portugal [1] mobile phone data provided by Câmara
Municipal de Lisboa (CML), opened an opportunity and interest to study this data in
the scope of urban mobility in the city of Lisbon, especially to understand how, when
and where people travel in the city. Considering this data, the aim of our research is
to understand mobility patterns in Lisbon, by performing analysis and visualization of
mobility phenomena during a given time period.

The results of this study will provide knowledge to the policy and decision makers
at CML, enabling better mobility patterns understanding, as well as the implementation
of sustainable urban mobility and tourism strategies for the city.

1.2 Research Question and Objective

This research theme was proposed by Iscte in partnership with CML’s Center for Man-
agement and Urban Intelligence by the LxDataLab [2] and also in partnership with
Vodafone Portugal.

Our research question can be stated in the following way: “what are the mobility
patterns of smartphone users in the city of Lisbon related to points of interest, namely,
historical places and public transportation?”.

This research question led us to our research objective that, in short, aims to under-
stand the mobility patterns in Lisbon by analysing mobile phone data, in the vicinity
of the mentioned points of interest. We propose to perform analysis and visualization
of mobile Vodafone data and open-source mapping data to identify mobility patterns
in Lisbon, using data mining and visualization. Our data mining approach, adopts the
CRISP-DMmethodology [3, 4], and for themodelling,wewill use statistical analysis and
cluster analysis, this last one with the Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) method, following literature recommendations.
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1.3 Structure

This paper is organized in four sections. In Sect. 1, we introduce the theme of the paper,
the topic context, research questions and goals, methodology, and structure. Section 2
introduces the results of our systematic literature review and bibliometric analysis using
the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
[5] with findings on the latest state-of-the-art methodologies applied to urban mobility
behavior patterns, based on the analysis of mobile phone data. In Sect. 3, we use a
data science approach to perform data mining, namely, adopting statistical analysis,
DBSCAN clustering and visualization. In Sect. 4, we discuss our results and research
limitations, present our conclusions, and propose future lines of research work.

2 Literature Review

2.1 Methodology

PRISMA [5] was applied with the purpose of identifying, evaluating, and critically
appraising research, to provide an answer to a well-formulated query related to our
research question. This methodology is a set of elements for systematic reviews and
meta-analyses that is scientific proof.

2.2 Results

In this studywe used the following keywords to query academic repositories (Scopus and
Web of Science): “datamining” and “machine learning” and “smartphone” and “data”. It
returned the most relevant papers, that were screened for eligibility and full text reading,
resulting in a total of 12 papers that were included in our bibliometric analysis.

Based on the articles resulting from the PRISMA survey, we analyzed their methods
and applications. We observed a trend in the application of DBSCAN method [6–9].
Other methods include visualization and analysis of mobility patterns with and with-
out point of interest (POI) [10–15], k-means clustering algorithm [16], Dynamic Time
Warping (DTW) [12], and analytic methods such as Point Density and Kernel Density
Estimation [17].

We identified the use of the DBSCAN method in “Vehicular traffic flow intensity
detection and prediction through mobile data usage” [6] where its application is made
in an artificial neural network trained with the traffic levels of the network nodes in a
time series to predict the traffic of the nodes. In paper “A cluster-Based Approach Using
Smartphone Data for Bike-Sharing Docking Stations Identification: Lisbon Case Study”
[16] for the identification of soft mobility hotspots at specific bike share docking stations
using k-means clustering algorithm. Moreover, “Spatio-Temporal Mining To Identify
Potential Traffic Congestion Based On Transportation Mode” [7] for the identification
of potential traffic congestion using DBSCAN clustering algorithm; “Understanding
individualmobility pattern andportrait depiction basedonmobile phonedata” [8] studied
the application for individual mobility pattern analysis and portrayed the depiction in
various Chinese cities. Also, “Clustering Large-Scale Origin-Destination Pairs: A Case
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Study for Public Transit in Beijing” [9]. Study applied as well, DBSCAN to determine
the bus passengers in Beijing mobility patterns.

We also identified visualizations and statistical analysis methods in the articles “Ap-
plying Big Data Analytics to Monitor Tourist Flow for the Scenic Area Operation Man-
agement” [10] in which these methods are applied to the identification of tourist move-
ment inBeijing. “UnderstandingHumanMobility Flows fromAggregatedMobile Phone
Data” [11] used these methods to identify the population behavior in Milan”. Extracting
Dynamic Urban Mobility Patterns Phone Data” [12] also used these methods to identify
urban mobility patterns. The research “Ensemble-spotting: Ranking urban vibrancy via
POI embedding with multi-view spatial graphs” [13] study identified mobility patterns
with POIs to the discover the association between vibrant communities and geographical
items. The research “Using bundling to visualize multivariate urban mobility structure
patterns in the São Paulo Metropolitan Area” [14] identified spatial grouping and some
visualization using the application of bundling approach to support multi-attribute trail
datasets in the São Paulo metropolitan area.

The identification of urbanmobility patterns in the city of Shanghai used an analytical
approach with Point Density and Kernel Density Estimation in “Role of big data in
development of smart city by studying the density of citizens in Shanghai” [17] also to
be considered.

3 Data Mining

The data mining CRISP-DM methodology [3, 4] is implemented throughout this
research.

3.1 Business Understanding

LxDataLab [2] is supported by CML and was established to respond to the need to build
analytical solutions for the city of Lisbon, capable of enhancing urban planning, and
improve resilience, security, mobility, operational, and emergency management in the
city, using innovative data analysis and machine learning techniques.

LxDataLab launched yearly challenges to the academia and research communities to
understand different city domains: environment, energy, citizen, economy, governance,
mobility, and quality of life.

This study addresses challenge 70 theme on “Mobility in the city of Lisbon based
on mobile phone data”. This challenge in the urban mobility domain, in collaboration
with a mobile service operator (Vodafone), aims to understand how people handling a
mobile phone move in the city, which is fully in line with our research objectives.

This paper tackles this challenge by analyzing the georeferenced data collected by
Vodafone during a five-month period, fromSeptember 2021 to January 2022 and answer-
ing to our research question. In essence, the study aims to build an analytical research
model centered on the CML smart city framework, looking at the mobility patterns of
smartphone users (nationals or roaming users), looking particularly at points of interest
in the city, namely historic places and public transportation, helping decision makers of
CML in the area of urban mobility.
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3.2 Data Understanding

Five datasets were provided for each month, namely, September, October, November,
December 2020, and January 2021. The datawas compiled into 3,743 200-by-200 square
meters (a grid of quadrants or quads).

According to Vodafone’s metadata, there were no records reported with values less
than 10 devices, and datawas gathered every fiveminutes. Eachmonthly dataset provides
the number of devices present in a certain quad every 5 min (along with a time marker),
or more than 5 min for roaming and non-roaming, city enters and exits, terminal exits
from the quad, top ten roaming nations and top ten applications, and downstream and
upstream rates.

We have seventeen million records in the September dataset (17,233,318), thirty-two
million records in the October dataset (32,627,308), twenty-one million records in the
November dataset (21,619,292), thirty-three million records in the December dataset
(33,121,657), and thirty-three million records in the January dataset (33,344,624). This
resulted in a cumulative total of roughly 137 million records spread across five months.

An additional datasetwith geoinformation, known asVodafone grid,was provided by
CML, and combined with the monthly datasets. This dataset complements the monthly
datasets by containing information regarding the parish, street name, neighborhood or
zone, position, and geometric information of the squares. It should be noted that two
columns are shown for Lisbon parishes (freguesia and freguesias), which differ due to
parish renaming andmerging since November 8, 2012 [18]. As suchwe used the updated
parishes information, set up after 2012.

3.3 Data Preparation

We included in our data type information, three ordinal qualitative variables -
extract_year_2, extract_month_3, and extract_day_4 - and three continuous variables –
Grid_ID, Datetime, and C3 or C.

Some of the datasets (September, November, December, and January) contain 44
nulls in column C3/C4, 30 nulls in column extract_year_2, and 43 nulls in column
extract_day_4. We eliminated their entries due to the small quantity of nulls in the
datasets.

After cleaning, we retained the following number of records: sixteen million records
in the September dataset (16,166,066), thirty million records in the October dataset
(30,604,296), twenty million records in the November dataset (20,142,789), thirteen
million records in the December dataset (13,048,266), and thirty-one million records in
the January dataset thirty-one million (31,277,197). This resulted in a total 111 million
records to be used in this research, meaning that nearly 26 million records were deleted.
The listing of the column “nome” valueswas visually analyzed to remove highways from
the datasets, as these locations are prone to congestion, leading us to misinterpretation
of the data and misconception of our objective. Therefore, the following road routes and
were removed from the “name” column: “A5”, “EixoNorte-Sul”, “CRIL”, “2ª Circular”,
and “A2”, given that they correspond to is arriving, leaving or crossing the city.

A Python script was developed to group the data for a given month by parish and add
up each parish’s number of devices. The result of this analysis determined which Lisbon
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parish was going to be selected to be our case study. Additionally, we analyzed and visu-
alized the number of stopped devices, the number of historical Points-of-Interest - POIs,
the number of bus stop POIs, the number of metro station POIs, and the number of train
station POIs, in the parishes of Lisbon, using choropleth maps. These POIs are related
with tourism and sightseeing themes, arising from the combination of transportation and
historical landmarks, that were chosen for this analysis to understand how people move
in the city and how this behavior is related with the mentioned POIs, and to narrow our
data modeling study to an outstanding parish.

POIs data was collected from the OSMnx library [19] via category-specific queries.
We created two queries (due to museums’ inclusion in the tourism category) for the his-
torical POIs. For the train transportation POIs, a search for train stations was conducted,
but the results also contained metro POIs, which were subsequently merged. Finally, for
collecting bus stops and metro stations, a direct and simple search was sufficient.

In December (see Fig. 1), the non-roaming map shows that the interior and north
parishes of Lisbon are more likely to have more devices. Avenidas Novas and Alvalade,
for example, havemore than 310million devices, probably due to the traffic, workplaces,
universities and cultural places location. On the other hand, the roaming map shows that
the inner core of Lisbon, from Avenidas Novas to Santa Maria Maior, has more devices.
Santa Maria Maior parish has more than 26 million devices, followed by Misericórdia,
Santa António, Avenidas Novas, and Olivais, with more than 13 million. Estrela and
Arroios have more than 7 million, and the remaining parishes have fewer than 7 million
devices.

Fig. 1. Average number of devices (millions) per Lisbon parish in December: non-roaming (left)
and roaming (right). Dark green areas have a higher number of smartphone devices.

Santa Maria Maior is the parish with the higher number of historical POIs, and we
decided this criterion to analyze further this parish as a case study in our paper. In this
scenario, we recognized that Santa Maria Maior has not the higher number of observed
devices but, still holds many data observations (between 31 million and 101 million).

3.4 Modeling

In this section, we present the data model results regarding the Santa Maria Maior
parish, by analyzing mobile phone data and POIs data, showing insights on people’s



46 D. Leal et al.

mobility patterns in this parish. We analyzed all the months of the datasets although, for
the purpose of this paper, we are only presenting the month of December.

3.4.1 Statistical Analysis Model

For our statistical analysis, we started by analyzing POIs data, followed bymobile phone
data and a combined analysis of both. Finally, we applied the DBSCAN clustering
algorithm to the datasets, given that it is a technique adopted by the literature to similar
problems, as shown in our literature survey.

Fig. 2. POIs category histogram.

Figure 2 shows a histogram depicting the total number of POIs, where colors of
the public transportation-related histogram categories, such as metro station, railway
station, and bus stop, were chosen based on the colors of their respective logos. In Fig. 2,
we can observe that historical points of interest shows the highest number of POIs (62),
followed by bus stops (24), metro stations (5) and train stations (1).

Figure 3, depicts Santa Maria Maior parish POI categories locations (historical, bus
stops, metro stations, and train stations), including two bar charts, of longitude (x-axis)
and latitude (y-axis). Regarding the public transportation POIs, we can notice the multi-
modality nature of the system, particularly in Rossio, in the Santa Justa area, where there
are 9 bus stops, 1 metro station, and 1 train station. This bridges mobility connections
both within and outside this parish. The presence of bus stops and historic points of
interest across the parish of Santa Maria Maior is noticable. We can observe the maxi-
mum concentration of POIs at the latitude between 38.710 and 38.714 with slightly over
40 points covered in total, with the distribution of POIs becoming increasingly smaller
as one proceeds away from these locations. These correspond to stops and historical
locations, and metro station serving the areas of Santo Estêvão, São Miguel, Alfama,
Santiago, Sacramento, Chiado, and Castelo. The highest concentration in longitude is
between –9.1425 and –9.1400, with about 20 points covered, and these POIs are largely
bus stops and historical places, followed by metro stations and the train station, that
spread in the areas of Santa Justa, Sacramento, Chiado, Mártires, and São Nicolau.
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Fig. 3. POIs location distribution in Santa Maria Maior.

In our our data model and for each month, we associated the number of devices
present in a given square polygon (of the 200 m × 200 m grid of the data resolution),
with the various POIs categories considered for this work, with the following tech-
nique: if a given POI point is inside a given square polygon, that POI will receive the
number of devices collected for that polygon. Thus, we can conclude that x number of
devices remained stationary for more than five minutes in a specific POI. The limitation
of our approach is that different POIs, regardless of category, have the same number of
devices associated, if they belong to the same polygon.

In Fig. 4, we can notice that, for both non-roaming and roaming data, it is highly
concentrated in the Chiado area. We can observe also some orphan POIs, i.e., points that
will not be considered since they were located beyond the data polygons associated with
the parish in study.

Figure 5, depicts two plot bars with average number of non-roaming and roaming
devices, for the seven days of the week.

Observing the non-roaming plot bar, the weekly behavior on the number of devices
tended to be very similar from Monday to Tuesday, with almost 350 thousand devices,
rising onWednesday with over 350 thousand devices, dropping to a maximumminimum
of around 325 thousand devices on Thursday, and starting to rise until Saturday, when it
reaches its highest value, around 375 thousand devices, and then dropping on Sunday.
We observed that all weekdays have values close to 350 thousand devices, except for
Wednesday, which has slightly more than 350 thousand devices.
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Fig. 4. Historic POIs (red dots), included in smartphone data polygons in December 2021, in
Santa Maria Maior: non-roaming (left) and roaming (right) (Color figure online).

Fig. 5. Average thousand devices in December weekdays in Santa Maria Maior: non-roaming
(left) and roaming (right).

The graph for the roaming showed that the weekly behavior tended to decrease from
Monday with just over 50 thousand devices, followed by Tuesday and Wednesday with
under 50 thousand devices, Wednesday with close to 45 thousand devices, Friday with
just over 50 thousand devices, Saturday with close to 55 thousand devices, and Sunday
with nearly 60 thousand devices.

Fig. 6. Average thousand devices in December daily hours in Santa Maria Maior: non-roaming
(left) and roaming (right).

In Fig. 6, we show two bar plots with the average number of non-roaming and
roaming devices, in December’s daily hours. For non-roaming data we verify that the
minimum device peak is at 6 a.m. with slightly more than 200 thousand devices, and
the maximum device peak is at 4 p.m. with around 450 thousand devices, showing that
it took 10 h to reach the maximum value. The common commute pattern considers
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the morning peak between 8 a.m. to 9 a.m. and at the afternoon peak between 5 p.m.
or 6 p.m., which explains the observed behavior. For roaming data, we notice that the
minimum device peak occurs at 6 a.m. with a little more than 30 thousand devices, and
the maximum device peak occurs at 8 p.m. with nearly 70 devices, requiring 14 h to
achieve the maximum figure. Roaming mobile phone data shows a later appearance than
non-roaming devices.

Fig. 7. Average thousand devices in December weekdays (blue line) and weekends (red line),
per hours of the day, in Santa Maria Maior: non-roaming (left) and roaming (right) (Color figure
online).

In Fig. 7, we compare the average number of devices per hour of the day during the
week (blue line) and on weekends (red line), using two-line plots for non-roaming (left)
and roaming (right).

In the non-roaming graph, the contrast in the number of devices between the two
categories outstood, with fewer devices on weekends. Following a pattern quite like that
depicted in Fig. 6, the number of devices in Santa Maria Maior begins to increase at
6 a.m. in the morning for the working days of the week and weekends scenarios and
continues to rise until 4 pm for the working days the week and 5 pm for the weekends,
when the values begin to decrease. We confirmed that during the weekends, the devices
only have higher values between 4 p.m. until 5 a.m. Moreover, Santa Maria Maior has
more devices on working days during the day and on weekends during the night.

The roaming graph, with the two-line plots showed almost identical despite the
difference during the day, as in the weekend showed highest values than the weekdays.
The weekday values began to increase at 5 a.m. and continued to rise until 8 p.m., at
which point they begin to fall until 5 a.m. On the other hand, the weekdays started
increasing at 6 a.m., peaking at 12 p.m., declining until 1 p.m., and rising again until 8
p.m., decreasing till 5 a.m. In this scenario, there are already more data on weekends
than during the week.

Results and conclusions from graps’ visualization are in line with expectations since
Santa Maria Maior is one of most popular and touristics parishes in Lisbon.

Looking in more detail on POIs category analysis, we created visualizations using
an ascending horizontal bar chart, with month by month average device figures, in each
POI (see Fig. 8). The subway and train POIs were grouped together. As mentioned, if
two POIs are paired with the same quadrant, they will have the same number of devices.

In the non-roaming case Praça da Figueira hadmost of the devices, nearly 35million,
Martim Moniz, with over 25 million devices and Praça do Comércio, with nearly 25
million devices in December (the month with the highest number of devices). These
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Fig. 8. Average bus stops POIs with devices in December, in Santa Maria Maior: roaming data.

areas of Santa Maria Maior correspond to high concentration areas of bus stops. The bus
stops in the areas of Jardim do Tabaco, Rua dos Remédios and Chafariz de Dentro have
the fewest number of devices, around 1 million each.

In the roaming graph (see Fig. 8), the top 3 areas were the same, with the order
shift of 2nd and 3rd place: Praça da Figueira with more than 5 million devices, Praça do
Comércio with just over 3.5 million, and Martim Moniz with just over 3 million. Again,
the bus stop areas with the lowest number of devices were Jardim do Tabaco, Chafariz
de Dentro, and Rua dos Remédios, with a total less than half a million.

When comparing the graphs between non-roaming and roaming, non-roaming shows
an average of around 8 million, and roaming an average of approximately 1 million
(Fig. 9).

Fig. 9. Average train and metro stations POIs with devices in December, in Santa Maria Maior:
non-roaming (left) and roaming (right).

In the non-roaming case the railway station with the most devices in December
was Restauradores, together with the homonymous metro station, which has slightly
more than 7 million devices, while the fewest devices were observed in the Rossio train
station, with almost 2 million devices. These POIs contain an average devices of nearly
4.5 million.
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Fig. 10. Average historic POIs with devices in December, in Santa Maria Maior: non-roaming
(left) and roaming (right).

In the roaminggraph (seeFig. 10), betweenRossio andMartimMoniz,Restauradores
metro station had the highest number of devices with approximately 900,000 devices,
followed by Rossio, with nearly 800,000 devices, Baixa-Chiado, Rossio, and Terreiro
do Paco with values below 500,000 devices, and MartimMoniz with just under 400,000
devices. Comparing non-roaming and roaming, the non-roaming case has an average
of around 4.5 million devices and the roaming case has an average of approximately
500,000.

Therefore, wemodified ourmodelling approach and instead of having all our original
groups—castle, memorial, monument, etc.—we created four groups: castle, memorial,
monument + museum and others with the remaining groups (see Fig. 10).

In Fig. 10, we show that memorials had the highest number of historic POIs (44),
followed by castles (10), others (4), and monuments (2), where other comprise churches,
city walls, and archaeological sites. In both non-roaming and roaming cases, the memo-
rial type not only has the largest number of POIs (more than half of POIs, but also showed
the bigger presence of devices, with more than 2.5 million non-roaming, and 3 million
roaming. The historical site with the most devices is the memorial of the Incêndio do
Chiado (5.5 million non-roaming, and 7.5 million roaming), and the memorial of Maria
José Nogueira Pinto and Comemoração do Navio-Escola Sagres are the sites with the
fewest with less than 1.5 million devices (non-roaming and roaming).
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Fig. 11. Cluster analysis with DBSCAN of historic, bus stops, metro, and train stations POIs with
devices in December, in Santa Maria Maior: non-roaming (left) and roaming (right).

3.4.2 Cluster Analysis Model

In our modelling approach we aim also to identify correlations and structures in the data
that would be difficult to find manually, but could also be useful in recognizing patterns
and anticipating trends in our selected POIs. To this aim, we conducted cluster analyses
withDBSCAN, for bus stops and historical points together, to achieve a sufficient data set
size. The result is depicted inFig. 11where the color dots represent eachof the eight found
clusters for the month of December. Red dots represent POIs considered outliers, i.e.,
points which were discarded during clustering. The black cluster corresponds to Praça
dos Restauradores, Praça Dom Pedro IV, and Praça da Figueira, in the Santa Justa area.
The pink cluster regards Praça Martim Moniz, in the Mouraria neighborhood. Chiado
and Sacramento correspond, respectively. To the dark orange and deep pink clusters The
longest cluster is colored purple and extends from Mártires to Castelo/Santiago. The
yellow cluster is located in the Madalena neighborhood. The brown cluster corresponds
to the neighborhood of Sé. The orange cluster includes the areas of Alfama and São
Miguel. The blue cluster is located between São Miguel and Santo Estêvão. And close
to the São Vicente parish, Santo Estêvão neighborhood, the green cluster evolves around
the Lisbon Military Museum.

We highlight two of the found clusters: the purple and the blue. The purple cluster
follows the route of the well-known electric tram 28E | Martim Moniz – Prazeres across
the Baixa area, whereas the blue cluster is located in the Lisbon Cruise Terminal area
bordering the green cluster in the Museu Militar. In Fig. 11 we can observe that, in these
clusters, non-roaming mobility is higher.

3.5 Discussion

The literature review led to the collection of academic papers that determined themethod-
ologies applied in this paper. Our study addressed the understanding of how travelers
handling a mobile phone (nationals or roaming users), move in the city of Lisbon, partic-
ularly in the vicinity of POIs in the city, namely historic places and public transportation,
with a special focus in the Santa Maria Maior parish. We analyzing georeferenced data
collected by Vodafone during a five-month period, from September 2021 to January



Analyzing Urban mobility Based on Smartphone Data 53

2022 and open-source mapping data of the City [19] (OSMnx). We used statistical anal-
ysis and clustering analysis with DBSCAN, to investigate such travel phenomena. The
development of various combinations between categories of POIs with DBSCAN [6–9]
led us to conclude that the optimal result was eight clusters, of which two clusters, the
purple cluster and the blue cluster, stood out due to their proximity to 28E tram route
and Lisbon Cruise Terminal.

This research produced an innovative study taking the perspective of public trans-
portation rather than shared transportation [16], with a focus case in the parish of
Santa Maria Maior. This was chosen due to the large number of observed devices for
non-roaming and roaming travelers, as well as the large number of POIs.

3.6 Research Limitations

We can highlight a few limitations, regarding the mobile phone data quality. The month
of September data only begins on the 15th, making it an incomplete month. Additionally,
the monthly datasets were encoded incorrectly, resulting in certain damaged values and
improper formatting of the datetime and polygon objects. The data lacks also information
on the nationalities of the roaming devices. The identification of the time they spend in
a specific square polygon could result in an interesting analysis of trajectory patterns.
The data corresponds to a pandemic-restricted season, which does not represent a usual
mobility period. The inclusion of anonymous device identification could also allow a
more extensive study to better understand the trajectories of travelers.

3.7 Future Work

Future work could cross-reference mobile phone data with public transportation cards
(Viva/Navegante) data, in order to understand the entries and exits in transportation
modalities. The availability the roaming nationality variable, would enable to compre-
hend distinct behavioral patterns from different nationalities. With a higher processing
capacity, it would be possible to analyze all monthly data in a single dataset and generate
more dynamic graphs, including the analysis of daily peaks, during the day, afternoon,
or night, taking into account the full dataset.
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Abstract. Cooperative Cyber-Physical Devices (Co-CPS) are reaching
into the most diverse areas and pose new integration challenges. For
cooperative autonomous machines, safety and reliability must be guar-
anteed without human presence. Among these, Cooperative Vehicular
Platooning (Co-VP) applications offer an exciting promise, as they allow
to improve road occupation, reduce accidents, and provide fuel savings.
The high complexity and safety-critical characteristics of these appli-
cations requires them to be validated, to ensure their reliability before
being applied in real scenarios, notably regarding their underlying com-
munication transactions.

This paper presents an architecture for validating a Co-VP system via
Hardware-In-the-Loop (HIL) integration of IEEE 802.11 communications
and co-simulation support of a 3D simulator. We present it in a scenario
of communication according to the ETSI ITS model and information
exchange frequencies between the vehicles. Through these scenarios that
mimic realistic conditions of Co-VP applications, we observe the impact
of such variations on the number of messages received, network delay,
and lateral and longitudinal platoon errors.

Keywords: Cooperative Vehicular Platooning · Vehicular Networks ·
Safety · Hardware in The Loop

1 Introduction

The advance of communication technologies has expanded the ability of devices
to cooperate in an unprecedented way [1,2]. Cooperative Cyber-Physical Devices
(Co-CPS) have emerged from these advances, being applied to diverse industrial
[3], residential [4], logistics [5], and automotive [6] applications. Among these,
one prominent application is Cooperative Vehicular Platooning (Co-VP) [7]. Co-
VP enables fuel savings [8], reduced traffic flows [9], and contribute to decreasing
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the number of accidents [10]. In a Co-VP application, platoon members receive
information from neighbors, other vehicles (V2X), or the infrastructure (V2I).
An overview of the connectivity that can enable Co-VP is illustrated in Fig. 1.
Co-VP is highly affected by the network conditions since the vehicle controller
and platoon safety rely on information received from the environment [11].

Fig. 1. Co-VP general View

Due to the variety of agents involved, the vehicle speed and the need of real-
time response, system failures could result in damages and even loss of lives.
Thus, they are classified as safety-critical systems [12] and thorough validation
before implementing these systems is required [13]. In this context, simulators are
essential to validate Co-VP systems, given their flexibility, scalability, and low-
cost [14]. Nevertheless, this cannot replace system validation at the real hardware
platforms, since simulators cannot encompass all real-world dynamics and the
imperfections produced by process characteristics or hardware constraints [15].
However, given the cost and complexity of Co-CPS and Co-VP applications,
along with the safety risks, safety limits are complex and expensive to validate
in such configurations.

An intermediate model between full simulation and the real system is the
Hardware in the Loop (HIL) [16]. Typically used in automotive environments,
HIL provides a well-defined condition for the Device Under Test (DUT), com-
monly used to test complex physical systems and processes. Compared to field
testing, it is a cheaper solution and presents results that are easier to replicate
[17]. In addition, the HIL-based approach allows experimentation and analysis
of a specific component in the Co-VP study, such as On Board Units (OBUs)
and Road Side Units (RSUs). These tests can be realized over additional safety-
critical scenarios, enabling the analysis of the vehicle response while ensuring a
risk-free environment.

In this paper, we present an implementation of HIL aimed at validating the
communication infrastructure of Co-VP systems, using as a base the CopaDrive
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Table 1. Acronyms Table

Acronym Meaning Acronym Meaning

BSP Basic Service Profile OBU On Board unit
CAM Cooperative Awareness Messages PF Predecessor-Follower
Co-CPS Cooperative CPS ROS Robot Operating System
Co-VP Cooperative Vehicular Platooning RSU Road Side Unit
CPS Cyber-Physical Systems TRC Transmission Rate Control
DUT Device Under Test V2I Vehicle to Infrastructure
ETSI European Telecommunications Standards Institute V2V Vehicle to Vehicle
HIL Hardware in The Loop VANET Vehicular Ad Hoc Network
IFT Information Flow Topology WAVE Wireless Access in Vehicular Environment

model shown in [14]. So, we integrated the CopaDrive and Wi-Fi communication
devices (IEEE 802.11), using the Robot Operating System (ROS) as an interface.
The contributions of this work can be divided into three aspects:

– To present a HIL architecture integrating a 3D simulator and a real commu-
nications model to validate the communications infrastructure and its impact
on the vehicles’ platooning performance.

– Present a hybrid communications model between the application layer of
ETSI ITS-G5 [18] and the physical layers of IEEE 802.11. We validate this
communication model and the delays between messages using control boards
used in real vehicles.

– Analysis of the Co-VP use case using different maximum communication fre-
quencies and the message triggers defined in ITS-G5, analyzing the lateral
and longitudinal platooning errors.

The organization of the rest of this paper is as follows. In Sect. 2, we present
related work describing HIL implementations. The architecture of the developed
HIL is explained in Sect. 3, including the equipment and technologies used. Next,
we present the proposed scenarios and the evaluation tests. Final remarks are
drawn Sect. 5. An acronyms list is presented in Table 1 to the reader’s conve-
nience.

2 Background

The flexibility of HIL in enabling the interaction between physical test vehicles
and virtual vehicles from traffic simulation models has been studied before [19],
showing it increases validation scalability and reduces costs. Another advantage
of HIL is to evaluate safety-critical systems and resources that usually operate
in highly variable environments in a controlled and limited environment. It also
allows for parallel development of different system components on the fly [20].
The general HIL architecture for Co-VP scenarios is presented in Fig. 2, where a
bidirectional information flow between the Cyber-Physical physical and virtual
subsystems is shown.
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Fig. 2. HIL General Architecture

Just a few works address the HIL application in Co-VP environments. For
instance, the work presented in [21] enables Co-VP performance evaluation based
on stability and collision risk analysis. Furthermore, extensive simulation using
real-world vehicle parameters can examine longitudinal controller specifications
and network characteristics, observing platooning performance limits caused by
network constraints and control system settings. Extending the network con-
straint analyses, the impact of Transmission Rate Control (TRC) on a Co-VP
scenario based on industrial V2X nodes operating on ETSI ITS-G5 channels is
the main focus of [22]. It evaluates the longitudinal distance of simulated vehicles
in congested scenarios by changing the message frequency based on a simulation
of four vehicle OBUs with data logging over Matlab Software.

Otherwise, the authors of [23] implemented a HIL test platform using the
Carsim/Simulink vehicle simulator integrated with real DSRC modems. This
HIL allowed a realistic evaluation of the parameter selection method of a Co-
VP model based on a feedforward controller within a stable column boundary.
In addition, this platform also evaluates the impact of dropout and commu-
nication delay on the longitudinal column stability of the Co-VP. Finally, an
LTE C-V2X [24] HIL implementation was presented in [25]. Although this work
is still under development, the authors have already presented an interesting
platform based on the CARLA simulator, integrated with Simulation of Urban
MObility (SUMO) and direct communication between the simulated vehicles
via C-V2X Mode 4 modules. This platform implements a Software-Defined-
Radio (SDR) based on three radio devices that mimic three real vehicles. In
future HIL implementation developments, various Co-VP controller models can
be evaluated based on the SUMO simulator.

2.1 Cooperative Vehicular Platooning

The interest in platooning applications is increasing in industrial and academic
environments due to its advantages for traffic and drivers. Co-VP applications
increase road efficiency in traffic, reducing vehicle distances, lowering energy
consumption, and reducing CO2 emissions. On drivers side, it reduces the travels
time and a reduction in travel time due to reduced traffic congestion [26,27].
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Fig. 3. Co-VP Predecessor-Follower Information Flow Topology (PF-IFT) [31]

In this work, we assume a platoon of n + 1 vehicles under a V2X commu-
nication environment using a Predecessor-Follower Information Flow Topology
(PF-IFT) [28], as presented in Fig. 3. Each vehicle has sensors to measure its
global position, speed, acceleration, and heading. The vehicles in the platoon
are referred to as cari (where i ∈ {0 ≤ i ≤ n, i ∈ N}), with car1 being the
platoon leader. Each cari can be both a local leader of cari+1 and a follower
of cari−1. Each follower decides their behavior based solely on the messages
received from the local leader, transmitted upon activation of kinematic triggers
based on the ETSI ITS-G5 standard. Each cari sends a message mi,i+1(t) con-
taining its current global position (xi(t), yi(t)), speed (vi(t)), acceleration ai(t),
steering angle αi(t) and heading θi(t) to SVi+1. The platoon members control
model is based on the integrated lateral and longitudinal Look Ahead Controller,
as presented in [29,30].

2.2 Vehicular Communications

Communication between vehicles and infrastructure is increasingly necessary,
thus opening up the possibility of creating effective C-ITS, allowing road users
and traffic managers to share information and use it to coordinate and co-decide
on their actions. This information flow is built upon an IEEE 802.11n network on
a Vehicular AdHoc Network (VANET). So a VANET is a subclass of a mobile
AdHoc network, which does not depend on fixed infrastructure, allowing the
network nodes (mostly vehicles) to move freely. The VANET has two main goals:
continuous connectivity for mobile users while on the road and efficient wireless
connection between vehicles without access to any fixed infrastructure [32].

Regarding vehicle communications, several studies have been performed in
VANETs, including comparisons between different technologies [33]. Among the
most studied and promising ones are IEEE 802.16e [34], LTE C-V2X [35], and
IEEE 802.11p [32]. Despite the great discussion of which will prevail in the
future, an in-depth comparison of each of them will not be analyzed within this
project’s scope. It is a fact that the IEEE 802.11p is the most used, tested, and
accepted nowadays for vehicular communications [36,37]. As a complement, 5G
with all its features [38] network slicing, a greater number of connected devices,
lower latency, and greater speed in transmissions that can be up to ten times
faster than 4G [39] become all communications faster and more secure.
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The increasing interest in vehicular cooperative applications induced the def-
inition of standards over different VANET models to define conditions and use
cases for technology development. So, some organizations have worked in this
direction, creating the Wireless Access in Vehicular Environments (WAVE) [40]
in the U.S.A and the European Telecommunications Standards Institute (ETSI)
ITS-G5 [41] in Europe, being both supported by IEEE 802.11p.

In an embedded scenario, the V2V communication is ensured by the OBU,
present in each vehicle. This module will be responsible for transmitting messages
between vehicles and sending and receiving data from the neighbors. Looking
forward to speeding up message transmissions, the general V2V communication
model defines a broadcast message containing the vehicle information to be used
by neighbors. In addition, the ETSI ITS-G5 standard and WAVE define the
transmission of basic messages, called Cooperative Awareness Messages (CAM)
and Basic Safety Messages (BSM), respectively, enabling collective perception.
The CAMs can be transmitted periodically, at a pre-defined time interval, or
event-triggered when a kinematic threshold is crossed, e.g., when speed or head-
ing angle strikes a given value [31].

3 HIL Simulation Architecture

An HIL architecture allows to simulate a complex scenario (e.g., vehicular pla-
tooning) while integrating real-world components for validation within the archi-
tecture. Conceptually, the single entity vehicle is actually composed of two sub-
systems: the communication subsystem, in the form of On-board Units (OBU)
that provide ad-hoc communication between vehicles, and the physical vehicle
itself. In the presented HIL architecture, the first subsystem is accurately repli-
cated by actual OBUs (one per each vehicle in the scenario), whereas the vehicles
and the world in which they exist are simulated using ROS nodes and Gazebo,
a simulator of vehicle dynamics and control. The HIL architecture and imple-
mentation presented in this paper is based on the version of Copadrive described
in [14]; a more detailed representation of it can be found in Fig. 4.

3.1 Platooning Application

We consider three vehicles in which the first, Car1, is the global leader of the Co-
VP application, acting autonomously to follow a line in the track. The followers
are respectively Car2 and Car3, but this configuration can easily be extended to
more vehicles. The vehicle speed and position controller model is based on the
integrated system presented in [29]. Thus, it is possible to validate the lateral and
longitudinal errors between the vehicles during their movement. This controller is
based on a double PID controller, responsible for the vehicle’s speed and steering
angle.
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Fig. 4. HIL implementation View

3.2 Communication via Wireless Media

In this implementation, we are using Jetsons TX2 [42] equipped with Wi-fi inter-
faces as OBUs. The wireless link is meant to provided solely communication
between the local leader and its follower. To share data between OBUs, each
Jetson contains two processes, a ROS Server and ROS Client, shown in Fig. 5.
The ROS Server provides vehicle information (received from the ROS Master)
to the ROS Clients present at other OBUs through the wireless medium. Upon
reception of a message, the ROS Clients transmit that information to its respec-
tive ROS Server.

3.3 OBU-Simulation Connection

Each Jetson has access to all necessary ROS topics through a Master-Slave
connection setup between the Master (deployed at the machine running the
simulation) and each Slave (the Jetsons). This connection model allows a ROS
full-duplex communication, so each Jetson can publish and subscribe to the
necessary topics. To this end, we set up a socket connection in stream mode
using TCP/IP.

The ROS Server at each vehicle has access to the vehicle information
by subscribing to the topic cari/carINFO published, after which it builds
messages in CAM format. Whenever required, the data is serialized [43]
and sent to the bonded clients. On the ROS Client side, the data has
to be deserialized to reconstruct the CAM, which is immediately published
in the topic cari/RXNetwork_wi_fi, where the leader vehicle subscribes
to the car1/carINFO topic and forward the data to the other two vehi-
cles, which will respectively publish in the car2/RXNetwork_wi_fi and
car3/RXNetwork_wi_fi topics.

As all OBUs can monitor ROS topics, all vehicles have access to their neigh-
bor’s information. However, by design, the follower only uses local leader infor-
mation.



64 E. Vasconcelos Filho et al.

Fig. 5. System Architecture

4 System Evaluation

To evaluate the capability of the proposed HIL system, we define a realistic
scenario that allows the comparison between different messaging profiles. The
ETSI ITS-G5 [41] standard presents a set of rules for triggering CAM messages,
defined in [31] as Basic Service Profile (BSP), based on the variation of speed,
distance, and heading of the vehicle between two measurements, presented as
follows:

– Maximum time (Tmax) interval between CAM generations: 1 s;
– Minimum time (Tmin) interval between CAM generations: 0.1 s;
– Heading difference: the absolute difference between the current and last head-

ing provided in a CAM; a CAM is triggered if heading difference > 4◦;
– Position difference: a CAM is triggered

if position difference > 4 m;
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Fig. 6. HIL’s evaluation circuit scenario

– Speed difference: a CAM is triggered
if speed difference > 0.5 m/s;

The circuit used during the validation intends to imitate a possible city sce-
nario with five 90◦ turns and a 180◦, as presented in Fig. 6. In each scenario,
the maximum message firing frequency was changed between 10 Hz, 7.5 Hz, 5
Hz, 2 Hz, and 1 Hz. Under these conditions, the kinematic triggers of message
sending and the proposed time limit were evaluated. We also compare the HIL
results in each scenario with the one presented in a fully simulated scenario, with
no message delays. Thus, it can be observed how the different communication
conditions affect the control of the vehicles in the proposed scenario.

Regarding the actual OBU equipment, whereas in [14] commercial ETSI
ITS-compliant OBUs were used, in the present implementation these have been
replaced by Jetsons TX2 [42] equipped with WiFi communication. This does not
affect, however, the validity of the proposed HIL approach.

4.1 Scenario Results

Figure 7 demonstrates the trajectory traveled by the platoon leader and vehicles
2 and 3 in each simulation in scenario A. The analysis of the trajectory traveled
by the vehicles using the BSP shows that the profiles with lower maximum
messaging frequency have a more significant discrepancy between the trajectory
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Fig. 7. Performed Trajectory on BSP

of the leader and that of the follower vehicles. It can be observed in curves 1, 2,
and 7 and curves 5, 6, and 7, respectively, at a maximum frequency of 1 Hz and
2 Hz. The analysis of Fig. 7 further illustrates that the trajectory error of car3
is greater than that of car2 at almost all frequency variations. However, as the
communication frequency increases, this difference is reduced and inexists for
frequencies beyond 7.5 Hz. In other words, even motion triggers are not enough
to guarantee that the trajectory is the same among all vehicles since increasing
the sending frequency improves this adjustment.

Finally, the joint analysis of the tests demonstrates the impact of the delay
between messages on the vehicle control system. This impact is illustrated
by comparing the simulated follower’s trajectory, with near zero inter-message
delays, and in the HIL implemented models. In the entire simulation scenario,
the followers can perform the same trajectory as the leader, while this capacity
is reduced as we reduce the communication frequency.

The conclusions obtained from the vehicle’s trajectory are corroborated by
analyzing the error of the longitudinal distance between them during the trip.
The desired distance between the vehicles is defined in [29] as a constant time-
headway policy (CTHP) that uses the vehicle’s current speed to define the safety
distance. Thus, the distance error is calculated as the difference between the
current and the desired distance. This error is presented in Fig. 8 as the error of
the longitudinal PID controller. This figure illustrates how the maximum values
of the longitudinal error increase with decreasing maximum messaging frequency.
The distance error varies along the route, being corrected on the straight lines,
but suffers a high impact with the circuit curves.
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Fig. 8. PID Error on BSP

Another analysis of the performance of the Co-VP system is performed con-
cerning the follower’s lateral error compared to the leader. As observed in Fig. 7,
the curves performed by the followers that move over a lower messaging fre-
quency exhibit a higher error. This observation is reinforced in Fig. 9, which
indicates the fit of the heading of the leader and the followers at different fre-
quencies for curve 7. This figure illustrates that the HIL simulations with higher
sending frequencies present less oscillation and quick stabilization, returning to
the correct trajectory. However, this oscillation is more significant in the lower
frequency cases and prevents the system from stabilizing quickly.

Fig. 9. BSP Heading Comparison
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Table 2. Sent Messages

Sender Frequency 10 Hz 7.5 Hz 5 Hz 2 Hz 1 Hz

car1 Time Trigger 1296 762 620 34 0
Kinematic Trigger 0 170 210 702 728
Total 1296 932 830 736 728

car2 Time Trigger 1303 734 561 805 0
Kinematic Trigger 0 222 396 53 804
Total 1303 956 957 858 804

Using the HIL model for the various frequencies pointed out still makes it
possible to observe the number of messages each local leader sends to its follower.
As the position and heading errors propagate from the leader to the end of the
platoon, the Table 2 shows that the number of messages sent from car2 to car3
is higher than from car1 to car2.

Finally, we also evaluate the delay between messages sent from car1 to car2
and from car2 to car3 at each given frequency. This analysis studies the time
between messages sent by the ROS server allocated respectively on cars 1 and 2
to the client version of ROS on cars 2 and 3. As this HIL implementation includes
OBUs using Wi-Fi as the communication medium, capturing this information
is essential for different studies and modeling Co-VP systems. This delay is
shown in Fig. 10. This figure illustrates that above the frequency of 5 Hz, the
difference between the delays is minimal. This difference is reflected in the car’s
movements on the track and their trajectory. At lower frequencies, this delay
increases, implying larger trajectory, distance, and heading errors.

Fig. 10. Delay During the BSP Tests
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5 Conclusion and Future Works

This paper presents a HIL architecture for the evaluation of Co-VP systems. The
architecture brings together actual radio equipment – 802.11 (WiFi)-capable On-
Board Units – and a software simulation of the physical dynamics and control of
vehicles – based on ROS and Gazebo. This allows us to analyze the impacts of
communication in the performance of Co-VP applications in a realistic fashion, as
message exchanges are carried out by actual hardware. To showcase the presented
HIL implementation, we deployed a simulated platoon using control algorithms
already experimentally validated in realistic circuit, and quantified application
performance (lateral and longitudinal errors) and communication performance
(delays between messages) while varying the message-sending frequencies and
triggers across the ranges defined in ETSI ITS standards family. Thus, we firmly
believe this tool can contribute to different studies on Co-VP systems, both
in the control and communications areas, due to the implemented client-server
structure for communication between the devices.

We hope to scale the system to more vehicles and study the impact of other
communication models on the platoon, ensuring its safety conditions and mini-
mizing the errors found.
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Abstract. In this paper, we propose a constrained optimal control app-
roach as a reference trajectory generator for a driving scenario with
uncertainty. With a given scenario, this generator can produce a reference
trajectory in order to make validations for autonomous vehicle’s decision-
making problems. The constrained optimal control problem guarantees
obtaining a collision-free trajectory with safety and comfort based on
the design of the objective function and the constraints of the vehi-
cle. The uncertainty of environmental information provided by sensors
is taken into account, and a stochastic optimization problem is proposed
to limit the risk of violating safety requirements. Numerical experiments
show that the stochastic model can better ensure the robustness of the
obtained solutions.

Keywords: Autonomous vehicle · Trajectory planning · Stochastic
optimization · Optimal control · Chance constraint

1 Introduction

Autonomous vehicles have been an active research area of both academia and
industry in recent years as a way to achieve a safer and more effective mode of
transportation. Various challenges are faced in different subtasks, and trajectory
planning is one of them. An autonomous vehicle’s decision-making module has
to determine a collision-free and feasible trajectory that takes the vehicle from
its current position to its destination in a dynamic and unpredictable driving
environment.

Because of the complexity of the autonomous vehicle’s system and the pos-
sible failure of coherence among the modules, the algorithm’s performance may
not be initially envisioned, and malfunctions may sometimes occur. It is, there-
fore, essential to validate the reliability and safety of autonomous vehicles prior
to their commercialization. Furthermore, there is no practical way to conduct a
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complete on-road vehicle-level test that covers all driving scenarios. A promising
solution is to make the assessment through driving scenarios in simulations to
reduce costs and effort. Thus, to evaluate the performance of the decision-making
module of an autonomous vehicle, a reference generator is used to generate a
reference trajectory and compare the original trajectory with this reference tra-
jectory in order to make an assessment.

In addition, uncertainties arising from sensor noise, measurement fluctua-
tions, and weather conditions must be taken into account to achieve maximum
practical performance. These factors have a huge impact on safety assessment.
The reliability of trajectory generators depends on their ability to model uncer-
tainty effectively and ensure that the generated trajectory is robust and promis-
ing.

The main contribution of this paper is to propose a numerical optimal control
method to formulate the reference generation problem under various driving
scenarios. The model considers factors like safety, comfort, and effectiveness,
as well as features such as adaptive cruise control and lane-keeping assist. In
addition, we also address uncertainty and employ a chance constraint to assess
safety.

The remainder of this paper is organized as follows: In Sect. 2, state-of-art
trajectory planning techniques are discussed. Section 3 describes the formula-
tion of our reference generation model and the stochastic component. Section 4
presents the numerical experiments and compares the performance of different
approaches. Conclusions and future perspectives are provided in Sect. 5.

2 Related Work

There has been an increasing amount of trajectory planning techniques derived
from robotics and adapted to the application of autonomous vehicle decision-
making. A variety of approaches has been developed in order to meet different
needs across a wide range of driving scenarios.

One widely applied approach is the sampling-based method, including the
Rapidly-exploring Random Tree (RRT) [1] and its variants [2–4]. RRT explores
the configuration space with a random search for connections in order to obtain
a feasible trajectory. It’s widely used in online path planning problems. In [5],
improvement has been made by removing the steering function in RRT while
providing asymptotic near-optimality for kinodynamic planning. Despite the fact
that sampling in a semi-structured space allows for fast planning, there is no
guarantee for the optimality and continuity of the results.

There is also interest in graph search-based algorithms at different planning
levels. The A* algorithm uses heuristics to perform the process of online trajec-
tory planning efficiently with a fast node search. While it is useful for searching
areas known to the vehicle a priori, it is slow and memory-intensive for large
areas. Its extensions like AD* [6], ARA* [7] and AIT* [8] aim to find a subopti-
mal solution quickly by executing an A* with inflated heuristics and then refine
the solution incrementally. Typically, a heuristic rule for this type of algorithm is
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not straightforward to find in complex driving environments, and the trajectory
is not always smooth.

In order to generate a smooth trajectory that respects the precise constraints,
optimization methods have demonstrated their effectiveness. In [9], The optimal
control solutions are presented and analyzed for various maneuvers for models
of different complexities. Another example is [10], in which numerical optimal
control and homotopy methods are combined for motion planning in nonconvex
environments, the problem is formulated as Sequential Quadratic Programming
(SQP), and the obstacles are categorized according to their topological proper-
ties. The optimization methods typically encode constraints and objectives in
continuous optimal control, transform them into a nonlinear optimization prob-
lem, and then develop efficient and reliable algorithms to solve it.

3 Problem Formulation

3.1 Driving Scenario

In this section, we break down all the elements of the input to our reference
generator model. The driving scenario could be understood as such: a driving
scenario is the precise description of all the components in the environment and
the trajectory information of all other traffic actors, including vehicles, pedes-
trians, etc., over a period of time (typically ≤ 30s). It could be a simulator or
a real-life driving scenario, and the information could be retrieved and stored
properly to reproduce it.

The necessary information on the road and other moving objects should be
available in a typical driving scenario as follows:

– The trajectory of the ith vehicle at time t: this is represented and noted by
Xi(t), Yi(t).

– The ith center lane of the road is noticed by Ci(x).
– The boundary of the road noted by Bi(x).
– Regulations and code of the road, including maximal speed, which is indicated

by vmax.

In order to produce the reference trajectory, we also need our ego vehicle’s
planning information as follows:

– The initial state of the ego vehicle: z0.
– Predefined way-point as an indicator of the expected maneuver (lane change,

overtaking, steady driving, etc.).
– The measure of the optimality that based on an evaluation function.
– Constraints of the vehicle: cinematic and dynamic constraints and consider-

ation of passenger’s comfort.

Our reference generator needs to take that information as input and output
the reference trajectory for the ego car given the driving scenario.
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3.2 Optimal Control Problem

The objective of our work is to develop a reference trajectory generator with var-
ious functionalities in a driving scenario. With a scenario as input, this reference
path generator should output a list of commands to execute to create a reference
trajectory for further evaluation. The reference trajectory must maintain a safe
distance from the leading vehicle and drive in the middle of the lane, taking into
account all relevant vehicle constraints. This problem can be well-defined under
the optimal control framework.

In an optimal control problem, the optimal control input u(t) is determined
to minimize an objective function �(·) while respecting the system dynamics f(·)
and proposed constraints. The problem is formulated as follows:

min
z(·),u(·)

∫ tn

t0

�(z(t), u(t))dt

s.t. ż(t) = f(z(t), u(t)),
c(z(t), u(t)) ≤ 0,

z (t0) = zinit, z (tn) = zterm,

z(t) ∈ Z, u(t) ∈ U .

(1)

where t0 and tn are start time and end time, zinit and zterm are inital and
terminal states, c(·) is the inequality constraint function, Z and U are feasible
sets of states and control inputs.

Various methods are available for solving this continuous optimal control
problem, which can be classified into direct and indirect methods. Through indi-
rect methods, the original problem is first transformed into a boundary value
problem and then solved numerically, while direct methods solve the nonlinear
optimization problem through the discretization of the integral form.

For a given period of time, the whole duration is equally divided in N phase
[t0, t1, ...ti, . . . tn] where ti+1 = ti + dt, ∀i ∈ {0, 1, . . . n − 1}, and dt is the
duration of one frame during which the state and control inputs are constant.

min
u,z

k=n∑
k=1

�(zk, uk)

s.t. zk+1 = zk + f(zk, uk)dt,

c(zk, uk) ≤ 0,

z0 = zinit, zn = zterm,

zk ∈ Z, uk ∈ U ,

k = 0, 1, · · · n.

(2)

Once this nonlinear optimization problem is solved, we can re-establish the
reference trajectory using the initial state of the vehicle and the result commands.
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3.3 An Example of Our Module

In the sequel, we provide an explicit example of the modeling of a reference
trajectory generator.

We chose the unicycle kinematic model as the vehicle model for trajectory
planning. The state of the ego vehicle at time k is given by:

zk = [xk, yk, θk, vk]T ,

where x is the longitudinal position, y is the lateral position, θ is the heading
angle, and v is the speed.

The control input at time k is given by

uk = [ak, ωk],

where ak is the linear acceleration and ωk is the angular velocity.
And the ego vehicle’s control-state relationship is :

zk+1 = zk + f(zk, uk)dt, (3)

where f(zk, uk) = [vk cos θk, vk sin θk, ωk, ak]T .
We can formulate the reference trajectory generation as an optimal control

problem in discrete form, which gives the following nonlinear optimization prob-
lem (NLP).

min
u,z

k=n∑
k=1

{wgD
2
k(xk, yk) + wv(vr − vk)2 + waa2

k

+ wωω2
k + wj(ak − ak−1)2 + whH(θk)2

+ wpP (xtgt
k , ytgt

k , xk, yk)} (4)

s.t. zk+1 = zk + f(zk, uk)dt, (4a)
L(xk, yk) <= 0, (4b)
|vk| ≤ vmax, (4c)
|ωk| ≤ ωmax, (4d)
|ak| ≤ amax, (4e)
|ak − ak−1| ≤ jmax, (4f)

K(xtgt
k , ytgt

k , xk, yk) ≥ dmin

k = 0, 1, · · · n. (4g)

where u and z are vectors, including all the discrete control inputs and states
during the scenario.

The objective function (4) consists of several different terms to regulate the
behavior of the ego vehicle. D2

k(xk, yk) is the distance to the waypoint at time
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k. Minimizing their sums allows the vehicle to travel at the desired speed while
staying at the center line. (vr − vk)2 regulates the vehicle’s actual speed to the
desired speed. a2

k and ω2
k penalize the large control input, and minimizing the

jerk term (ak −ak−1)2 improves the comfort of passengers in the vehicle. H(θk)2

drives the vehicle to align its heading with the curvature of the center lane.
The potential field function P (dk) is based on the headway distance dk to the
leading vehicle. This term is used to regulate the headway distance in order
to achieve ACC functionality. The weights w are chosen according to needs.
They represent the importance of each factor and the trade-off among comfort,
security, and effectiveness.

Constraint (4a) comes from the vehicle’s kinematic model. Constraint (4b)
guarantees the vehicle to drive within the road range. By interpolating polyno-
mials, we can represent the boundaries of roads and restrict the reach of ego
vehicles. Constraints (4c, 4d, 4e, 4f) present the speed limit, the actuator lim-
its of the vehicle, and the range of jerk. The safety and comfort of passengers
are ensured by those terms. Constraint (4f) is the collision avoidance constraint.
The minimum distance between the ego vehicle and the heading vehicle should
exceed a threshold dmin.

3.4 Stochastic Model

The model above assumed that the ego vehicle could obtain exact environmental
information. In real-life scenarios, sophisticated sensors in ego vehicles do not
always provide accurate information in complex driving scenarios. The inability
to handle the involved uncertainty may lead to a security failure for autonomous
vehicles. In our paper, a chance-constraint stochastic optimization model [11] is
proposed to solve problems with uncertainty in order to achieve better perfor-
mance.

In our stochastic model, the leading car’s position at time k, (xtgt
k , ytgt

k ),
contains random noises following normal distributions due to sensor inaccuracy.
Hence, we consider xtgt

k ∼ N(μxk, σ2
xk) and ytgt

k ∼ N(μyk, σ2
yk). Adding the

random variable in the optimization problem, we need to treat the objective
function and the constraints independently.

In objective function (4), the uncertainty part lies in the term
P (xtgt

k , ytgt
k , xk, yk), so we can replace xtgt

k and ytgt
k with μxk and μyk to get

the approximate expectation.
The constraint (4g) is the only constraint involving uncertainty.

|xtgt
k − xk| + |ytgt

k − yk| ≥ dmin

.
Applying triangle inequality to the left side, we have

|xtgt
k − xk| + |ytgt

k − yk| ≥ |xtgt
k − xk + ytgt

k − yk|
.
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Thus the constraint (4g) can be replaced by a more strict constraint

|xtgt
k − xk + ytgt

k − yk| ≥ dmin

.
Based on the property of normal distribution, we have r = xtgt

k +ytgt
k following

normal distribution N(μxk + μyk, σ2
xk + σ2

yk) with a given a threshold α. The
chance constraint can be transformed as follows:

P(|xtgt
k − xk + ytgt

k − yk| ≥ dmin) ≥ α, ∀k

=P(|xtgt
k − xk + ytgt

k − yk| ≤ dmin) ≤ 1 − α,

=P(
−dmin − μxk − μyk + xk + yk√

σ2
xk + σ2

yk

≤ xtgt
k + ytgt

k − μxk − μyk√
σ2

xk + σ2
yk

≤ dmin − μxk − μyk + xk + yk)√
σ2

xk + σ2
yk

) ≤ 1 − α

=FN (
xk + yk + dmin − μxk − μyk√

σ2
xk + σ2

yk

)

− FN (
xk + yk − dmin − μxk − μyk√

σ2
xk + σ2

yk

) ≤ 1 − α.

(5)

This is equivalent to

P(xtgt
k − xk + ytgt

k − yk ≤ dmin) ≥ β1

P(xtgt
k − xk + ytgt

k − yk ≥ −dmin) ≥ β2

1 ≤ β1 + β2 ≤ 2 − α

β1, β2 ∈ [0, 1].

(6)

A sufficient condition is to consider β1 = β2 = 1 − α/2. Then the above
constraints can be transformed to

P(xtgt
k − xk + ytgt

k − yk ≤ dmin) ≥ 1 − α/2, ∀k

=P(
xtgt

k + ytgt
k − μxk − μyk√
σ2

xk + σ2
yk

≤ dmin + xk + yk − μxk − μyk√
σ2

xk + σ2
yk

)

≥ 1 − α/2

=
dmin + xk + yk − μxk − μyk√

σ2
xk + σ2

yk

≥ F−1
N (1 − α/2)

=xk + yk ≥ μxk + μyk − dmin +
√

σ2
xk + σ2

yk · F−1
N (1 − α/2).

(7)
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In a similar way, we have:

P(xtgt
k − xk + ytgt

k − yk ≥ −dmin) ≥ 1 − α/2, ∀k

=P(
xtgt

k + ytgt
k − μxk − μyk√
σ2

xk + σ2
yk

≤ −dmin + xk + yk − μxk − μyk√
σ2

xk + σ2
yk

)

≤ α/2

=
−dmin + xk + yk − μxk − μyk√

σ2
xk + σ2

yk

≤ F−1
N (α/2)

=xk + yk ≤ μxk + μyk + dmin +
√

σ2
xk + σ2

yk · F−1
N (α/2),

(8)

where FN is the cumulative distribution function of standard normal distri-
bution.

Using the last constraint instead of the previous one (4g), we can get a
new optimization problem to generate a reference trajectory considering sensor
uncertainties.

4 Numerical Experiments

In this section, numerical tests are conducted to prove the efficiency of the ref-
erence trajectory generation model under various driving scenarios. Our driving
scenarios are generated with SCANeR Studio [12], which is a commercial driv-
ing simulation software that helps develop and validate ADAS. The modules in
SCANeR Studio for vehicle dynamics, environment building, and sensor mod-
eling offer us the flexibility to define road states and conditions based on our
requirements. The driving data in SCANeR Studio could be exported for further
analysis. We solve nonlinear programming models with the help of the Python
package GEKKO [13], which has an active set sequential quadratic programming
solver for our constrained nonlinear optimization problem.

Following are descriptions of our experimental set-up, examples of results,
and a comparison of the performance of our deterministic and stochastic models.

4.1 Experimentation Set-Up

Our model consists of driving-related parameters, such as the maximum speed
and the minimum inter-vehicle distance, etc. Those parameters should be
adjusted to reflect real-world regulations and traffic rules. In response to chang-
ing scenarios, they should be adjusted as well. For example, the reference speed,
and the maximum speed in highway scenarios must be higher than those in
urban driving scenarios.

Our experiment is based on an urban driving scenario. Parameters like the
reference velocity, minimal distance and maximum velocity should be inferior to
those in highway driving. The table below lists the values of parameters during
the numerical experiments:
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Table 1. Parameters’ values during the simulation.

Parameter meaning Value

vr reference velocity 12 m/s

dt time step 0.05 s

dmin minimum distance 5 m

vmax maximum velocity 40 m/s

ωmax maximum angular velocity π/6 s−1

jmax maximum jerk 0.6 m/s2

Another set of parameters is weights in the objective function, representing
the importance of corresponding terms to optimize. In order to achieve the best
performance of the model, the weights should be fine-tuned from an engineering
perspective.

The stochastic model takes into account the uncertainty of the sensors, which
results in errors in the position of the leading vehicle. Thus the detected leading
vehicle’s position is equal to the real leading vehicle’s position plus a random
noise with a normal distribution N(0, 1).

4.2 Examples of Solutions

Fig. 1. Result of an example scenario.

The following result has been obtained in a driving scenario generated in
SCANeR, using the deterministic and stochastic models with the previously
indicated parameters.

In Fig. 1, we show the generated acceleration and angular velocity profile
during the scenarios to get the optimal reference trajectory.
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Table 2. Comparison under different configurations.

wg : wv : wa : wω : wj : wh : wp 5:1:1:1:1:1:1 1:5:1:1:1:1:1 1:1:5:1:1:1:1 1:1:1:5:1:1:1

N 20 40 60 20 40 60 20 40 60 20 40 60

Average CPU time(s) 0.36 0.68 2.38 1.34 5.93 3.52 1.18 12.48 3.39 0.73 1.05 2.66

Average acceleration 1.62 1.84 1.88 0.57 0.74 0.72 0.34 1.24 1.47 1.05 1.53 1.59

Average angular velocity 0 0 0.09 0 0 0.04 0 0 -0.07 0 0 0.08

Average velocity 14.80 15.82 16.82 14.36 15.32 16.19 14.13 15.54 16.63 14.61 15.74 16.73

Average distance 20.72 19.80 18.50 20.82 19.94 18.52 20.92 19.88 18.49 20.76 19.81 18.50

wg : wv : wa : wω : wj : wh : wp 1:1:1:1:5:1:1 1:1:1:1:1:5:1 1:1:1:1:1:1:5 1:1:1:1:1:1:1

N 20 40 60 20 40 60 20 40 60 20 40 60

Average CPU time(s) 1.24 2.56 3.92 0.55 4.07 3.82 0.82 3.51 3.54 0.95 3.06 3.25

Average acceleration 1.04 1.53 1.59 1.03 1.55 1.61 1.05 1.53 1.60 1.05 1.53 1.60

Average angular velocity 0 0 0.08 0 0 0.08 0 0 0.08 0 0 0.08

Average velocity 14.61 15.74 16.73 14.56 15.74 16.74 14.61 15.74 16.73 14.61 15.74 16.73

Average distance 20.76 19.81 18.50 20.78 19.82 18.50 20.76 19.81 18.50 20.76 19.81 18.50

4.3 Effects of Different Configurations

In Table 2, we considered various values of the objective weights proportion
and the number of sampling times N to analyze its impact on the results and
calculation.

We can observe that the average CPU time is always constant, and when the
weight wa, wv is high, the acceleration is low, and high weight wω leads to low
angular velocity. The average CPU time increases proportionally as the number
of time frames increases.

In real-life applications, the proportion of weights should be adjusted to
achieve optimal performance under specific criteria.

4.4 Comparison of Robustness

This part presents two experiments that illustrate the robustness of the stochas-
tic model under data uncertainty. Specifically, robustness is the ability to pro-
duce near-optimal solutions with fewer violations of constraints while facing the
uncertainty of data. In the context of autonomous driving, it can be illustrated
in two ways.

Firstly, the model needs to be robust to an unchanged driving scenario with
numerous realizations of the uncertainty of data. Secondly, the robustness needs
to be proved in various driving scenarios. Two experiments are designed based
on these two aspects.

Our first experiment fixes the driving scenario and generates 100 realizations
of its random variables Xtgt, Ytgt. Next, we run the deterministic model and
stochastic model over 100 instances and compare the number of the violated
constraints.
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Fig. 2. Constraint function values of all instances for deterministic and stochastic mod-
els.
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Figure 2 visualizes the constraint violation value dmin − K(xtgt
k , ytgt

k , xk, yk),
adapted from constraint (4g), for the whole results of the two models. Figure 2(a)
and Fig. 2(b) show the constraint violation value for the whole constraints, whilst
Fig. 2(c) and Fig. 2(d) show a zoom-in on a subset of constraints for better
readability. In Fig. 2, each curve in its own color displays the constraint vio-
lation values of a driving scenario result, and the x-axis represents the index
of constraints. If the value at constraint index i exceeds 0, it means that
dmin > K(xtgt

k , ytgt
k , xk, yk), i.e., the constraint (4g) is violated at this sampling

time.

Fig. 3. Number of violated constraints of our two models.

Fig. 4. Histogram of the number of violated constraints of our two models.

Figure 3 shows the number of violated constraints for simulations with 100
realizations. The blue dots represent the number of violated constraints for our
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Fig. 5. Constraint function values of all instances for deterministic and stochastic mod-
els.
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deterministic model, and the orange dots represent the number of violated con-
straints in the stochastic model. In Fig. 4, the distribution of the violated con-
straints is presented, and we observe that most of the stochastic models results
are feasible, i.e., no constraints are violated; there are only three instances with
a single constraint violation. Conversely, the constraint violations in the deter-
ministic model are typically around two and three.

Fig. 6. Number of violated constraints of two models.

Fig. 7. Histogram of the number of violated constraints of two models.

Similarly, we conduct our second experiment with 100 different scenarios and
compare the performance of our models, in the same way, to further prove our
model’s robustness under different scenarios. Figure 5 visualize the constraint
violation value as in Fig. 2. Figure 6 and Fig. 7 present the number of violated
constraints and their distribution, respectively. As a result of the diversity of
scenarios, the number of violated constraints is more divergent compared with
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the precedent experiment. Meanwhile, the stochastic model still yields fewer
constraint violations than the deterministic model.

We can conclude from the two experiments above that the stochastic model
produces more robust solutions both in terms of stability and diversity.

5 Conclusions and Future Work

In this paper, an optimal control based reference trajectory generator has been
proposed and implemented. With a scenario and prior waypoints, this generator
can find an optimal collision-free trajectory for further validation. Stochastic
programming has been used to address the uncertainty of autonomous vehicles.
We also thoroughly analyse the performance of the deterministic model and
the stochastic model under different configurations. Based on the comparison,
it appears the stochastic model can produce more robust solutions than the
deterministic model when uncertainty is present.

Future work includes the development of an increasingly sophisticated vehi-
cle model and modeling of uncertainty involving dependent random variables.
Another extension is to solve online autonomous driving planning problems with
an adapted similar optimization-based framework.
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“France 2030” program, as part of the SystemX Technological Research Institute.
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Abstract. Fish products traceability is a sensitive issue for supply chains (SCs)
involved in the capturing processes and successful distribution of these commodi-
ties. Full transparency and traceability of fish products’ locomotion has a poten-
tial to stop the flow of illegally or unethically caught/processed fish. Blockchain
technology (BCT) is considered to become a crucial part of the fish traceability
solution, providing an end-to-end visibility, thus creating value for all stakehold-
ers, including final consumers. In this study, we are aiming to explore the current
state of the BCT implementations to the fish distribution SCs This study applies
a systematic literature review (SLR) approach of academic literature to reveal the
status quo of BCT adoption in the fish and seafood SC cases, revealing the oppor-
tunities it holds in improving the levels of traceability, as well as the challenges
that were identified in extant literature that need to be addressed throughout the
development of the fish industry applications.

Keywords: blockchain · supply chain management · fish distribution

1 Introduction

Fish and seafood industry is one of the biggest worldwide, representing 12% of liveli-
hoods across the globe, generating wealth to 1 out of every 10 people in the world [1]. In
the last 50 years worldwide fish consumption grew almost in double – full market size
figures surmounted $500 billion USD [2]. Marine ecosystems are facing with high levels
of pressure, where illegal, unreported, or unregulated (IUU) fishing activities are pos-
ing threat to the overall sustainability of ecosystems, thus seriously affecting the global
economies and creating risks of consumer contamination cases. [3] estimated that, on a
global scale, IUU fishing holds around 30% of the total global fisheries catch, resulting
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into around 10 to 23.5 billion US$ annual losses worldwide (around 11 to 26 million
tons of fish products).

Seafood and fish products traceability is becoming critical for supply chains (SCs)
involved in these commodities. Therefore, experts see full traceability and transparency
of SCs as the only way to stop the flow of illegally or unethically caught/processed
fish. Blockchain technology (BCT) has potential to become a significant part of the
solution, providing end-to-end transparency and traceability, thus creating value for all
stakeholders, including final consumers. In order to understand why BCT has a potential
to address IUUfishing problem, it is essential to understand the features of the technology
itself. Blockchain technology is based on a decentralized peer-to-peer architecture and is
also defined as an encrypted digital ledger [4]. It is able to create a continuous, visible and
unalterable sharable record of transactions and movements around SC in an immutable
manner [5]. Like this, BCT is a set of chain blocks, that altogether represent a tamper-
proof, permanent sequence of data and transactions that can be verified anytime in the
future. This network is built based on the consensus algorithm, achieved by various
voting mechanisms, where the chain can be extended with a next block, only when the
majority of participants agree with it [6].

In this study, we are aiming to explore the current state of the BCT implications
to the fish SCs and the existing scholar investigations in the field. This study will shed
light on the traceability and transparency achievement with BCT implementation, other
significant advantages and improvements that BCT can bring to fish and seafood SCs, as
well as the current challenges in the field. The next sections are built as following: Sect. 2
will bring a general understanding of BCT and its potential in SC practices, Sect. 3 will
disclose the methodology selected for the study, Sect. 4 will generate a discussion of
extant literature systematization and Sect. 5 will provide conclusions of the study and
future paths for the research.

2 Blockchain Technology Features and Implications to Supply
Chain Management

The global supply chain is an industry that is running the global economy and brings to
consumers everything that is needed: food, transportation means, clothing and generally
anything that might be needed for everyday life activities. Like this, one of the most
emergent, promising technologies that holds the potential to transform and improve SC
activities is Blockchain [7].
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The distributed nature of BCT, the immutability of its records, and the ability to
operate in a decentralized logic through smart contracts use make BCT-based networks
significantly different from those previously developed and based on the Internet (e.g.
Industry 4.0 sectors and supply chains) [8]. Smart contracts are essentially pre-defined
self-executing codes, that are preventing risk of corruptions or tampers within the exe-
cution of a given contract [9]. Smart contract feature is one of the main novelties of
BCT-based networks, and it is expected to play a crucial role in managing partnership
efficiency – due to the information immutability, and automation it may result in trans-
parency and improvement of SC collaboration [10]. BCT is assumed to become a “next
holy grail for the enterprise”, as it holds huge potential for SC improvement in all of its
aspects, such as manufacturing, production, orders placing, transportation, delivery and
consumption [11].

By its nature, BCT is bringing transparency throughout the whole supply network, in
this way providing reliability in information about products’ origins and confidence in its
provenance [12]. BCT-based distributed ledgers provide a single version of truth through
consensus protocols [13], therefore enhancing the performance of SC, and eliminating
the need in establishing trust relationships among players, since every participant will be
a holder of all information flow existing around the network [9]. Transparency of records
and transactions about products and processes empowers suppliers to be engaged with
further activities and decisions, like strategies development, joint knowledge creation
and innovation support [14].

Scholars were already proposing BCT applications to various sections and fields that
would improve life and experiences of populations, including smart cities applications
to parking spaces gamifications [15], construction engineering [9], agriculture [16],
automobile trade [17], wine counterfeiting reduction [18] and many other fields. BCT
applications are actively discussed to bring improvements to the SCs related to perishable
commodities, as all data regarding movement, storage conditions and temperature can
be successfully traced and assured for safety purposes. In this light, fish SCs were used
as a potential field of application of BCT [19, 20], as the sensitivity and potential food
risk for consumers make fish SCs justified for transparent technology integration. In the
next sections, BCT-based academic solutions for fish and seafood SCs will be discussed
closely, exploring important scholarly articles in the field.

3 Methodology

In order to address the aims of this study, a systematic literature review (SLR) was cho-
sen as a suitable methodology, which enables clarity and academic integrity to follow a
pre-defined route for choosing and analyzing the most relevant extant literature in the
field. For the SLR, this study followed the Preferred Reporting Items for Systematic
Reviews and Meta-Analysis (PRISMA) checklist, that allows a structured and transpar-
ent process of literature selection, that can be reproduced by other scholars. The graphical
representation of the literature selection process can be found in a flow diagram (Fig. 1).

Three academic databases were used for the query: Web of Knowledge (WoS),
ProQuest, and Scopus. These databases were chosen as being trusted global databases
for academic queries and for the capacity to provide publications from top international
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multidisciplinary journals. The keywords for the search were ‘blockchain’ and ‘fish’,
with an advanced search function to extract studies with both keywords found in the
abstract. The search was further limited only to peer-reviewed articles written in English.
All publications available up to beginning of April 2022 were included, without any
limitations per year.

Fig. 1. Literature selection process

As can be seen in Fig. 1, the initial number of studies identified in three databases
upon abstract keyword inclusion criteria was 59. It is important to note, that among
these documents, the types include conference proceedings, newspaper articles, erratum
etc. This highlights the interest in the topic not only in the scientific field, but a general
public interest in fish traceability solutions. In order to focus more on academic studies,
we further used the filter to exclude it to peer-reviewed articles only. Total number of
peer-reviewed articles resulted in 18 studies, after excluding the duplicates, final result
revealed 11 unique articles. All of the 11 articles were thoroughly screened through
full-text for their suitability and soundness to the purpose of this study. As a result, all
11 articles were kept for final inclusion to this SLR, as they serve the aim of the study
and bring different aspects to further discussion.
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Figure 2 represents the ratio of the 11 selected articles based on the year of publica-
tion, which reveals that the highest level of academic interest in fish traceability solutions
was witnessed in 2020. It can be further assumed, that the worldwide pandemic situa-
tion awakens an increased interest to the provenance and safety assurance of products,
including perishable commodities, such as fish products.

Fig. 2. Publications ratio per year based on the 11 articles included in SLR

Table 1 shows the full list of articles, that were selected for this SLR. Table 1 reflects
the multidisciplinary nature of the topic – the journals, where articles were published
include different spectrum of fields: technological, business, and environmental studies.
The primary focus of the selected articles, as can be seen fromTable 1 is the development
and proposition of traceability and monitoring solutions for fish products supply chains.
This focus signifies the interest of consumers in fish products processing and transporta-
tion transparency, that will ensure food safety. In the next section, the discussion of
issues addressed by selected studies will be performed, including views on transparency
solutions, other improvements that BCT is able to bring to fish supply chains, and the
current challenges in the field.
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Table 1. Full list of 11 articles included in systematic literature review

Author(s) Year Journal Title Issues discussed

Korneyko and
Podvolotskaya

2019 Journal of
Engineering and
Applied Sciences

Assessment of the
Blockchain
Capabilities to
Combat the Global
Trade in “Falsified”
and “Illegal” Fish
Products

Review of literature
on blockchain-based
solutions to combat
illegal and falsified
fish products in
markets

Altoukhov, A 2020 Earth and
Environmental
Science

Industrial product
platforms and
blockchain in
aquaculture

Modern automation
systems integration
for fishes and
crustaceans farming

Grecuccio et al 2020 Energies Combining
blockchain and IoT:
Food-chain
traceability and
beyond

Design and
development of a
software framework
for food supply chains
traceability under
Industry 4.0 context

Hang et al 2020 Computers and
Electronics in
Agriculture

A secure fish farm
platform based on
blockchain for
agriculture data
integrity

Blockchain-based fish
farm platform for
agricultural data
integrity assurance

Petri et al 2020 Computers in
Industry

Blockchain for
energy sharing and
trading in distributed
prosumer
communities

Blockchain-based
energy framework
proposition based on
real fish processing
industrial site

Probst, W 2020 ICES Journal of
Marine Science

How emerging data
technologies can
increase trust and
transparency in
fisheries

Digital data
technologies impact
on commercial
fisheries

Low et al 2021 Chemical
Engineering
Transactions

Development of
Traceability System
for Seafood Supply
Chains in Malaysia

Food management
tool development for
seafood supply chains
traceability

(continued)
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Table 1. (continued)

Author(s) Year Journal Title Issues discussed

Rahman et al 2021 Foods Traceability of
Sustainability and
Safety in Fishery
Supply Chain
Management
Systems Using Radio
Frequency
Identification
Technology

Traceability systems
for food safety,
sustainability and
product quality
assurance of fish
supply chains

Sengupta et al 2021 Information
Systems Frontiers

Disruptive
Technologies for
Achieving Supply
Chain Resilience in
COVID-19 Era: An
Implementation Case
Study of Satellite
Imagery and
Blockchain
Technologies in Fish
Supply Chain

Fish supply chain
challenges in
developing countries
and disruptive
technologies
integrating solutions

Tsolakis et al 2021 Journal of Business
Research

Supply network
design to address
United Nations
Sustainable
Development Goals:
A case study of
blockchain
implementation in
Thai fish industry

Design of a
blockchain-based fish
supply chain for
Sustainable
Development Goal
achievement

Feng et al 2022 Computers and
Electronics in
Agriculture

Modeling and
evaluation of quality
monitoring based on
wireless sensor and
blockchain
technology for live
fish waterless
transportation

Waterless fish
transportation and
intelligent monitoring
solutions

4 Discussion

Some of the brightest innovative features of BCT are: improved transparency and further
traceability of information, as well as increased trust between stakeholders [21]. Fast-
moving SCs, such as those dealing with perishable items, that require a cold chain
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storage were named among the most crucial industries for BCT penetration [5]. In this
context, fish product SCs represent a perfect example of disruptive technology integration
for the traceability and trust improvement purposes. In the following subsections the
transparency solutions, further advantages and challenges of BCT-based networks for
fish SCs will be discussed; the discussion is based upon the set of studies selected for
the SLR.

4.1 Traceability and Transparency of Blockchain-Based Fish Supply Chains

At this stage of globalization and international long SCs, global traceability systems
are required to bring together all the processes and shared data across seafood industry
stakeholders; and BCT is specifically interesting for seafood trade applications, as such
networks can guarantee unaltered and veridical real-time data [22]. Like this, [22] believe
that final consumers would not question the accuracy of data, as the immutability feature
ofBCTallows to rely on authenticity of available data.However, not onlyfinal consumers
might value high transparency of data, such controlling agents as non-governmental
organizations (NGOs) and management authorities are generally interested in traceable
information availability for sensitive commodities [23]. In his study, [23] highlights the
application of various disruptive technologies for different levels of fish SCs. Like this,
he claims, that data mining and artificial intelligence (AI) seem to be useful for stages
of monitoring and controlling fishing vessels, as they help accumulating knowledge on
catches and following compliance to rules and standards at the sea; BCT and smart
contracts, on their turn, are useful for information transparency assurance across the
given supply chain.

A motivation for BCT-based application architecture for [24] was the detection of
trust absence towards fish quality from consumers, as upstream activities information,
such as catchment source, storage conditions and packaging processes are generally not
available for the final consumer. The proposition is to build a BCT-based app, which can
scan the QR code on fish and seafood products and bring transparency to information
such as satellite-based fish zone data, hyper local weather data, and GPS and IoT based
vessel communication; like this, quality and safetymeasures in the fresh fish and seafood
SCs can be improved [24]. Among other applications ofBCT-technologies to fish SCs, an
innovative waterless transportation monitoring system based on flexible wireless sensor
for live sea basswas suggested [25]. This application showed the ability to reach dynamic
and continuous monitoring and tracing of transportation parameters, and with the use of
BCT ensure security and reliability of shared data.

A seafood traceability system for inputting data was proposed by [22], which is
designed to deal with complex SCs, bringing to a unified network all players, starting
from aquafarms, all the way to final consumers. As complex SCs have a higher risk
of food contamination and poisoning, the proposed system simplifies the tracking and
tracing information kept on blockchain all the way back to the potential affected batch
of products [22]. An interoperable solution, involving a combination of blockchain with
multiple technologies, such as Internet of Things (IoT),wireless sensor networks (WSN),
and radio frequency identification (RFID) also enables building a traceability system for
sustainable and safe fisheries SCs [26]. Besides having a potential to improve aquaculture
and seafood traceability, such technologically advanced SCsmay resolve potential issues
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of managing customer requests and responding quickly to unexpected changes in orders
[26, 27] explain BCT-based networks by drawing analogy with Enterprise Resource
Planning (ERP) software, where registered batches of products, and any information
related to the product’s lifecycle can be stored in an immutable manner, being available
to all network players simultaneously. The potential of BCT-based solutions in bringing
transparency and traceability to products SCs is obvious, and fish SCs are identified
as a suitable application case, due to perishability and short lifecycle of the product.
Transparent information and traceability possibilities can bring value-added aspect not
only to final consumers, but to every stakeholder of such SC, as it assures the safe
concerns and decreases the risk of fish and seafood contamination cases.

4.2 Blockchain Driven Improvements for Fish Supply Chains

Apart from bringing a previously unattainable level of transparency to supply networks,
BCT has other significant inherited features, that are able to improve SC processes. BCT-
based solutions make it perfect to apply in use cases, where trust of network participants
lacks due to lengthy and poor communication across network, e.g. SCs of imported
seafood products that are flowing through multiple responsible controlling authorities
when crossing borders [23]. The trust-improving factor will drive social and economic
benefits to fishermen as well, as it will highlight consumer trust towards sellers, create
a better management of fish SCs and develop more resilience across SCs to cope with
emergency situations [24].

BCT ismaintained to be aswell the technology, that can help in identifying anomalies
throughout the production and consumption processes, e.g. a frozen fish fillet can be
traced back and checked for saturated water and chemicals additives, that could be
illegally used to increase fillet’s weight [28]. Another improvement, that BCT can bring
to fish SCs is flexibility and the speed of information updating for players; it can as
well result in reduction of costs by creating digital certification for products involved
[29]. The BCT-based platform proposed in one of the selected studies, can provide
fish farmers with benefits of secure, tamper-proof storage of big agriculture data, and
automate transactions via smart contract usage; therefore, reducing levels of errors or
data manipulation [30]. Moreover, when combined with other technologies, such as IoT,
BCT is claimed to bring even more advantages to food SCs, by overall improvement of
business processes and increasing customer satisfaction, e.g. when applied to cold-chain
use cases [27].

4.3 Current Challenges of Blockchain-Based Solutions for Fish Supply Chains

When talking about advantages, that BCT-based networks are able to bring to the fish
SCs, it is important to keep inmind the infancy of this technology applications to business
practices. Hence, there are still some challenges and considerations that need to be kept
in mind when developing an implementation plan to a real use case.

When designing BCT-based solutions, one thing that should be primarily evaluated
and considered is the existing data structuring type and technology specifications in
each given case; for instance, when applied to Thai government system, the challenge
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remained in the data inaccuracy and initial incorrect number of registered vessels, mak-
ing the traceability in this case incomplete [31]. Thus, each specific case of a specific
country cannot be fully generalized, as there can be nuances that are only characteristic
to that specific SC and existing regulations and flaws. [24] further support, that cultural
differences and contextual conditions may result in a degree of complexities for dif-
ferent regions – depending on the existing infrastructure, it requires the willingness of
stakeholders in the BCT adoption process.

The real-life implementation of anti-counterfeit BCT is still challenging due to gen-
eral limitations such as the heterogeneity of participation in global SCs, the high cost of
technology implementation and support, and the potential risk of software vulnerability,
caused by uncertain legally recognized status in many countries across the globe [28].
As from the scientific side, there are already some propositions of models and systems
that are existing, the practical implementation is still at a lower level of progress. For
instance, the system proposed by [22] should be further implemented in a real use case
to validate the system and check the food hazards sensitivity. Trustworthiness of smart
meters, proposed by [32] should as well be further evaluated through usage of trust and
reputation techniques to check the level of reliability of smart devices and their asso-
ciated risks. Overall, in-depth research for the technical aspects of BCT deployment
is required, such concerns as storage capability, speed of transactions, and its overall
performance and behavior, when used in a combination with other technology, such as
IoT [25].

5 Conclusions and Future Research

In general, the application of BCT to a specific SC of fish distribution opens many
frontiers for industry improvement. Fish industry represents a network of stakeholders
that are involved in a fast-moving SC, where the product under distribution is perishable
and sensitive to storage conditions. Thus, BCT implementation would allow a real-time
data visibility for upstream players to manage the fluctuations in demand, as well as
would bring more trust for downstream players (final consumers), as information about
the origins would be open and easily accessible. It would also serve a purpose of social
and economic benefit creation for fishermen, as it would exlude data manipulation in
further SC stages and would build trust for the product, potentially leading to a higher
rates of consumption of fish products. However, it is important to keep in mind the
introductory stages of BCT applications in businesses, so challenges like heterogenity
of participation in technology adoption and concerns regarding high costs of technology
implementation and its further support may still arise at this stage.

The focus, therefore should be on both academic and practical exploration of BCT
potential to bring improvements to fish SCs. We hope that this study helped gaining a
status quo of BCT adoption in the fish and seafood SC cases, revealing the opportunities
it holds in improving the levels of traceability and transparency to all network players,
including the final consumers. The challenges identified in the selected set of articles
were revealed, and need to be addressed by further scholar and industry applications.
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Abstract. In view of climate change, the expansion of European rail transport
is important. Compared to air travel, comparatively few people travel by train on
trans-European routes. This paper summarizes findings from a focus-group study
which was conducted to explore problems and requirements of European train
travelling. During the focus group discussion, five participants aged 24–61 years
were asked about their experiences with European train travel and the problems
they face today. Additionally, they discussed which changes and potential mea-
sures could increase their train usage in the future. Results from the study show that
the participants would like to travel by train through Europe, but some obstacles
prevent them from doing so. They mentioned the high ticket prices, the lack of an
integratedEuropean booking platformand the lack of comfort at stations and on the
trains. They also criticize long in-vehicle travel times, long transfer times, missing
information, and overcrowded trains. Their stated requirements for using rail for
inner-European journeysmore often include a unified and consistent ticketing sys-
tem, faster travel times, coordinated connections, and accessibility to rural areas,
rather than just big cities. For longer journeys, participants prefer comfortable
stations and trains where they can work, better information, consistently-available
contact persons and the possibility to drop-off their luggage.

Keywords: European rail transport · international travel · travel behavior ·
European green mobility

1 Introduction

Rail transport is one of the most environmentally-friendly means of transport and is
therefore seen as a transport mode that will be used more often in the future [1, 2].
Especially in view of climate change, the railway system should be increasingly sup-
ported in the upcoming years. This has become a consensus in the European Union [1].
In reality, however, the passenger volume of airports in the European Union (EU) has
increased from 750 million to over one billion in the last 10 years [3]. On the contrary,
cross-border rail travel still comes with a lot of problems and does not havemuch to offer
compared to low-cost airlines and the private car on longer journeys [4, 5]. However,
many short distance flights and car journeys within the EU could be replaced by train [6].
In order for people to consider train rides instead of car rides, the conditions for using
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trains have to improve. Therefore, according to the EU Commission and many national
governments and in view of climate change, rail travel should become more attractive
on longer routes in Europe, so that emissions from short-haul flights and private cars
can be reduced [7]. The EU is also pursuing this goal and has, for example, declared
2021 the “Year of Rail” and held several events and conferences [8]. The aim was to find
possibilities to strengthen the railroads in Europe and thus achieve the self-established
goals of doubling rail transport from the European Green Deal and Fit for 55 programs
[1, 8].The overall goal is to make rail travel in Europe more attractive so that users will
prefer the train over other means of transport. In the following section, research on travel
mode choice and train travel in general is summarized. Afterwards, the study method is
explained and results are provided. In the final section, the results are discussed in the
context of the findings from literature.

2 Influencing Factors of Travel Mode Choice

Theoretically, there is great potential for trans-European train travel [6]. Studies show
that the availability of good railway services allows people to switch modes from plane
to train trips [9, 10]. However, this potential is reduced by the unavailability of direct
train connections, expensive prices, complicated ticket booking, high travel times and the
respective advantages of driving by car or flying [4, 9, 11]. Furthermore, other factors
such as comfort at the stations and in trains, the accessibility to the train station, the
frequency and reliability of trains, safety, and the positive perception of stimuli like
appearance or smell [12–14] are also influencing the choice of mode of transport. All
these factors and advantages of the train are in competition with the advantages of the
plane, which is faster; the car, which is more flexible; and the bus, which is cheaper [15].

In addition, however, there are additional psychological factors like habits, personal
attitudes towards transport modes, environmental awareness, social influence, culture
and morals [15–18]. All these factors may differ in how they influence the travel mode
choice of potential users. For example, one factor which is usually rated negatively, is
the longer travel time on a train compared to a car drive. This factor can be positively
framed in such a way that it is possible to use the free time to read and work [15, 19]. Of
course, this option of working/reading should then be supported by e.g. the cabin-design
(e.g. through quiet areas, technological equipment). Depending on who are potential
target users, different barriers have to be addressed [19].

There has been research about ticketing to counteract some disadvantages of train
rides in Europe [20]. They found that various national railway providers do not cooperate
and are not interested in relinquishing sovereignty over their network. Nevertheless, new
private railway companies are entering the market creating competition, but making
ticketing for international travel even more complicated [20, 21]. One study shows that
booking multiple tickets on international journeys with the different rail operators is
often the only option [20]. This makes the journey more expensive and if the connecting
train ismissed due to a delay, a new ticketmust be bought as there is no transfer guarantee
[11, 20]. In her qualitative study, she concludes that a check-in/check-out system, where
customers can use any train in Europe would make the train much more attractive [20].
With that system, the passengers do not have to buy a ticket; they just have to put a
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smartcard on a reader when entering the first station (check in) and leaving the last
station (check out) and a standardized price will be automatically deducted from their
bank account [20].

General problems with national rail services, such as the high prices and frequent
transfers are well known [4, 9, 11]. However, other, previously unknown problems may
exist which are particularly prevalent on trans-European railway journeys and have not
yet been considered in the literature. Furthermore, the requirements of the passengers
on these journeys must also be considered from a user perspective. With the knowledge
of the problems from the user’s perspective, it is possible to see urgent need for change
and whether the measures which are planned in relation to the European Green Deal,
can contribute to the benefit of the passengers. The following study explores possible
problems and requirements for trans-European rail transport in detail and from the user’s
point of view.

3 Study Design

3.1 Method

For the purpose of exploring the topic of trans-European railway network a focus-group
method was selected in order to detect new ideas and possible barriers for using trains on
European journeys [22]. One advantage of performing a focus group is that new creative
ideas can be generated collaboratively, which may have remained hidden in individual
interviews [23]. Through group dynamics, ideas can be further discussed, extended, and
directly evaluated by several potential users. While it is true that focus group studies
cannot be representative as they are a qualitative method with few participants, they
provide the potential for insights into topics that are under-researched so that they can
be further investigated in future research.

The focus group discussion took place online and in German. The participants were
guided through the different topics, which are described in Sect. 3.3, with a Power-
Point presentation that included questions and images. For one question Mural (a dig-
ital bulletin board) was used to brainstorm ideas. Amberscript software was used for
transcription of the material and MaxQDA for coding the transcripts.

3.2 Participants

Five participants were recruited for the focus group. As shown in Table 1, three of the
participants were aged 24–26. Of these, one uses the car as the main mode of transport,
one uses the bicycle and one uses public transport. All of them often use the train for
shorter journeys, and two out of three also use it for longer journeys through Europe.
Two of them have an academic degree and work now in a full-time job. One is still
studying. In addition, there was also a participant in her 60 s who has a higher position
in a larger business group and a participant in her 40 s who has a larger family with
children. Both of them use the car as their main mode of transport and do not travel at
all or only very rarely by train.
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Table 1. Participants

Participant 1 Age: 24 | Cologne, Germany | Full-time Job | male
Main mode of transport: Car and public transport

Participant 2 Age: 25 | Ulm, Germany | Student | female
Main mode of transport: Public transport

Participant 3 Age: 26 | Stuttgart, Germany| Full-time job | female
Main mode of transport: Public transport

Participant 4 Age: 45 | Esslingen, Germany | Part-time job | female | two kids
Main mode of transport: Car

Participant 5 Age: 61 | Nuremberg, Germany | Full-Time Job | female
Main mode of transport: Car

3.3 Procedure of the Focus Group Discussion

Asmentioned above, the focus groupwas conducted using a PowerPoint to give structure
to the discussion. The following steps were taken during the discussion:

1. Welcome and introduction of the participants.
2. First general discussion on past experiences with longer train journeys including

international trips.
3. Discussion of problems and possible barriers for travelling by train in Europe.
4. Collection of ideas with online tool Mural on how deficits could be eliminated. Ideas

were sorted into three categories: “Before the journey”, “During the journey,” and
“After the journey”.

5. Collection of needed changes in the railway system, using the example of their way
from home to their favorite holiday destination in Europe.

6. Opinions on three ideas for modern train travel in Europe were discussed. The three
ideas included modern sleeping cars in the night-trains of the ÖBB, a universal
European booking system with low prices and a check-in/check-out system like in
the Netherlands.

7. Final comments about future travelling by train were discussed.

4 Results

The results of the study canbe sorted into twocategories. First, the barriers that, according
to the participants, exist in today’s trans-European rail transport, and their needs and
expectations for using the European rail transport mode more often in the future.

4.1 Barriers

There are many factors identified by participants that currently prevent them from trav-
elling by train and which can be divided into three categories: Station, Information, and
Services.
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Station. One important point that was mentioned is the comfort of the train station
in many (not all) European countries. Participants compared the atmosphere and the
feel-good factor with airports, which have more shops, relaxing zones, and comfort to
offer. On the contrary, it was mentioned that at many railway stations there are almost
no opportunities to pass the time with only few warm places to sit, especially in the
winter. One participant said: “And especially in the winter, it is very unpleasant if you
had to wait for half an hour on the platform and would like to read” (translated from
German). The presence of strange people and the resulting feeling of insecurity was also
mentioned.

Information. This category addresses the absence or lack of various types of informa-
tion. It was mentioned that people are forced to wait on the cold platform because that
is the only place where information about the train is available: “There was a storm,
which means that everything took forever. And then you couldn’t actually leave the
[…] platform because you were always dependent on the information on the platform
about what to do next, even if it was raining through the roof and it was totally cold.”
(translated form German). In addition, the information reported was often contradictory
across various information channels or simply not available. Regarding stations in non-
German-speaking regions, the information is sometimes only available in the national
language. Also, stations in other countries have a different structure, which leads to
confusion when the track cannot be found. Moreover, the person to contact in case of
difficulties is not clear when you buy tickets from several railway companies. Changing
between two stations, such as in Paris, was also viewed negatively if the effort is not
explicitly known.

Service. It was also criticized by participants that in some countries, trains can be
overbooked and therefore a few people have to stand in the long distance trains for
hours. This leads to overcrowded trains and even for passengers with reservations it
turns into awkward and stressful situations to squeeze through the crowds, especiallywith
children and big suitcases. It is evenmore difficult, when the train arrives in another order
than indicated. Additionally, concerning suitcases, it is also noted that it is particularly
stressful on longer journeys with a lot of luggage and several changes. This is especially
the case when going skiing or on other activity-based holidays, when you need lots
of luggage. It is also noted that arriving in the touristic areas like mountains or coasts
by train becomes a problem because it is difficult to get around in these rural areas
and driving from home by car is more pleasant. The participants also mentioned that it
is difficult to book trans-European tickets in general. One of the participants said that
to get to Spain from Germany, it is necessary to buy three tickets: one for the German
operator, one for the French operator, and one for the Spanish operator. This leads tomore
expensive tickets and no guarantee of connecting trains. In addition, the connections are
not coordinated, and the transfer times are too long and make the time advantage of the
flight even greater. Together with the low-cost plane tickets, the train seems unattractive
for the passengers. All these barriers mentioned above are summarized in the following
Table 2.
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Table 2. Barriers

Station Insecure und uncomfortable feeling

Cold and uncomfortable waiting areas at the platforms

Gate areas in Airports are more attractive

Information Only in the local language and on the platforms

Complicated to find the correct platform

Incorrect wagon-order indicators on the platform

Assistance only from the specific train operator

Services Overcrowded trains

Different operators → More than one ticket → No connection guarantee

Expensive tickets

No coordinated connections → Long transfer and travel times

4.2 Needs and Requirements

The needs and requirements from the participants can be sorted into basic requirements
which are necessary for them to travel with the train through Europe, and additional
requirements which make the train ride a journey that is comfortable and feels good.

Basic Requirements. Thebasic requirements aremainly related to thepoints of services
and accessibility and are necessary for the participants to use the train onEuropean routes
at all. A European booking platform, with which one ticket can be bought for directly
getting to the destination, allowing easier enforcement of passenger rights in the event
of a delay was mentioned. In addition, the connections should be better coordinated. For
the younger price-conscious participants, the rail prices for the entire journey should
be cheaper or more competitive with air fares, especially with low-cost airlines, so that
they consider travelling by rail. On the other hand, participants who have already been
working for a few years state that they would like to travel more flexibly and not be tied
to specific times. Regarding the travel time during the day, one participant mentioned
8–9 h as the limit for train journeys, other participants are more open if the comfort of
travelling by train is increased in the future. For long distance routes, diverse night train
connections should be available, where you arrive at your destination well-rested with
sufficient comfort, privacy, and silence. A high density of accessibility to the railway
system, especially in rural areas, is also noted. Not only the large cities should be easily
accessible; there should also be good public transport connections to destinations in
rural regions so that the train is more attractive than the car. In addition, there should be
car-sharing and rental car providers at all larger stations, so that people who need the
car at their destinations can rent one directly after arrival.

Additional Requirements. The additional requirements will make the train ride more
attractive and comfortable so that the journey is pleasant, and people enjoy travelling
by train trough Europe, even on longer journeys. The participants would like to have a
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significant improvement in the condition of the stations. They mentioned an extra area
where only passengerswith a valid ticket have access andwhere a variety of opportunities
to spend time and eat are available, as is the case at airport transfer areas. The participants
would like to have warm places to sit and work in silence, shops, and sufficient food
options. People without a ticket should not have access to these spaces, so that the
passengers feel safer. In this passenger-only area, all information on all connections
should be given via display boards and loudspeaker announcements, exactly as on the
platform. Nevertheless, there should also be enough comfortable waiting areas on the
platform, including warm ones in the winter.

The same can be transferred to the in-train design. Opportunities inside the train
should also be created so that working on the move is possible without any problems.
There should also be a good choice of food aboard for longer journeys. In addition, the
space for sitting should be sufficiently large and comfortable, the Wi-Fi should work
permanently, and only as many tickets as seats inside the train should be sold. There
should be enough quiet compartments for participants who need to rest. A board enter-
tainment system was also desired. In order to simplify the boarding process, everyone
should be assigned a seat and so everyone can be directly at the right carriage of the
train, e.g., with the help of electronic carriage position indicators. There should also be
enough staff available at boarding to simplify the process and to answer questions at any
time. As far as luggage is concerned, participants would like to be able to either drop off
larger luggage at the station and pick it up again at the destination station without having
to lug it along every time they change trains, or to have it delivered directly to their
accommodation at their destination. At the same time, more storage space for luggage
should be available, especially on night trains.

In summary, participants would be willing to choose the train as their means of
transport more often in case of the changes mentioned. The required changes are sum-
marized in Table 3. One participant described appropriately as follows: “I mean, I would
leave from Cologne […] to Paris and it takes about three and a half hours. If you have
an on-board restaurant there, you have your seat, that’s comfortable. You could maybe
have a nice dinner there, then watch a series in your seat, then arrive in Paris and at the
same station there would be a night train to Spain […] You’d leave at 6 p.m. in Cologne,
then travel from Paris to Spain by night train at 10 p.m., and then I would perhaps be
in Spain in the morning. I would think that would be much more pleasant than flying
because my holiday would kind of already start when I leave Cologne. If it all works
out. If everything is coordinated and I’m well rested the next morning at my holiday
destination and don’t have to get on a plane in the evening than I would take the train.”
(Translated from German).

5 Discussion

The barriers people reported in this study concerning today’s trans-European train net-
work are similar compared to the literature which focused on national and international
rail services [4, 6, 11, 24]. These are mainly factors related to comfort, time, price, and
availability which keep many passengers from travelling by train today.
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Table 3. Basic and Additional Requirements

Basic
Requirements

Services European-ticket-booking platform

Coordinated international services

English-speaking assistance/information everywhere

Competitive price and flexible booking

Less travel time (max. 8–9 h)

Comfortable night trains (for longer journeys)

Accessibility Accessibility in rural areas

Car-sharing/Car-rental at train stations

Additional
Requirements

Stations Access only for passengers

Comfortable and warm seating and working areas

Shopping, eating and entertainment

Electronic carriage position indicator at platforms

Trains Comfortable seating

One seat for each passenger

Good food at restaurants

Working possibilities (quiet area with Wi-Fi)

Board entertainment system

Enough storage space

Services Luggage drop off

Additionally, slight differences to findings from the literature are recognized with
regard to the requirements. For example, the participants of this study would like to have
one European booking platform through which all railway companies are obliged to sell
tickets with which is similar to findings from another study [11]. The big advantage of
the booking system would be that train connections can be easily compared and booked
simply as is the case with well-known air travel sites. In contrast to the private train sites,
the booking fee could be saved, no extreme price would be charged, and the guarantee
of a connection would be granted. Van Overhagen on the contrary, concludes a different
result [20]. As described earlier in Sect. 2, her study supports a “check-in/check-out”
system for passengers. This type of systemwas not preferred by participants in this study.
This may be due to the fact that she conducted her study in the Netherlands, where the
check-in/check-out system has been a standard for a long time.

The introduction of aEuropean timetable is also being discussed in the political arena,
i.e. connections with short transfer times that are coordinated throughout Europe. The
expansion of night trains is now being promoted jointly by several European railway
companies [25]. The ÖBB (Austrian Railway) is therefore ordering new night trains,
which will be available in the near future.
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The requirements concerning the comfort of the equipment is comparable to the
results of Lee et al. [24]. According to the participants, it is not only the comfort on the
trains that is prioritized, but also at the station before and after the journey, and when
changing trains. With a good internet connection on the train and at the stations, the
train could also be an option for business trips longer than 4 h. The shopping and dining
options mentioned would also add to the enjoyment of train travel for private journeys,
as Lee et al. has already mentioned [24].

6 Conclusion and Further Work

The willingness to travel by train on longer European routes exists for almost all par-
ticipants, although to varying degrees. But to do so, they need the mentioned basic
requirements like the European booking platform and lower ticket prices to be able to
drive by train trough Europe. With the above-mentioned additional requirements, they
imagine rail travel as an attractive means of transport of the future, which they would
always like to use. As the study gives a purely German view of a very small sample
size of five participants, results could be different with other German users and vary
from country to country. Therefore, more data should be examined in further qualitative
and also quantitative studies in more European countries. Furthermore, the requirements
mentioned by the participants only refer to objective factors like travel time and comfort.
However, the psychological factors such as habits, social influence, and attitudes might
not be changed by measures that address the mentioned requirements of the participants.
Therefore, further studies should aim at integrating a wider variety of factors which can
then be positively influenced regarding trans-European rail travel.

Finally, themeasures discussed in this study, such as the Europeanmobility platform,
European passenger rights, and the European timetable of the European Commission
provide a first impression of possible steps towards promoting sustainable travel.
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Abstract. Highway operators are in a constant search of techniques and
methodologies that can reduce their energy footprint. In this respect,
the installation of dimmable light-emitting diode lights on the open
road section of highways appears to be a promising solution, due to the
reduced energy consumption (compared to high pressure sodium lamps)
and the ability to adjust their brightness at various levels, based on the
road’s traffic load. However, setting the desired level of light intensity
cannot be performed instantly, due to safety and contractual reasons
that a highway operator must follow. For this reason, an adaptive and
intelligent system is proposed in this work, that models traffic load and is
able to predict its future trend, based on current load and light intensity
measurements. In this way, the unnecessary use of the lighting equipment
is avoided, as brightness is dropped to a minimum level when traffic load
is predicted to be low. The proposed model is based on recurrent neural
networks and more specifically on long short-term memory cells that are
able to model complex dependencies in data with temporal correlations,
like traffic load measurements. The overall approach is evaluated on rel-
evant data provided by Olympia Odos S.A. that operates the Elefsina-
Korinthos-Patra highway in Greece, with promising results.
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1 Introduction

The transportation sector, along with the organization and operation of road
networks and traffic management, is of pivotal importance for the economic
development of countries and the improvement of the quality of life of their citi-
zens. Nowadays, in a period of rapid development and application of innovative
solutions in transportation technologies, the ability to integrate smart systems
that can tackle complex problems and enhance the level of the provided services
is challenging.

Especially in the area of highway lighting, new possibilities emerge, as light-
emitting diode (LED) lights allow the adjustment of their brightness, a process
also known as dimming [6]. In contrast, traditional lighting methods, such as high
pressure sodium (HPS) lamps incur high operating costs, due to their increased
energy consumption and corresponding equipment maintenance and replacement
needs [5]. Additionally, their environmental footprint must be also taken into
account, since the inability to adjust their brightness results in light pollution
that affects negatively both the residents of the neighboring areas adjacent to
highways, as well as the local flora and fauna.

Even though LED lights can be dimmed, this process cannot be performed
instantly, based on the current traffic load, as it requires a certain amount of time
during which the traffic load and consequently the light intensity requirements
may change. For this reason, the development of a machine learning (ML) algo-
rithm that will be able to model and predict the traffic load for near-future time
windows (e.g. within the next hour), based on current traffic data and lighting
conditions, is necessary. In this manner, the available equipment is used in an
energy efficient way, as brightness is limited to a minimum level when the road
traffic is predicted to be low.

This work predominately focuses on the development of an ML algorithm that
predicts future traffic load. The said algorithm is going to be part of a broader
intelligent architecture that ingests predictions along with weather data and
road incidents and selects the desired dimming level, based on a decision making
process and a rule set defined by the concessionaire of the highway (Fig. 1). The
developed system has been tested on data from the Elefsina-Korinthos-Patra
highway in Greece, which are provided by the concessionaire, Olympia Odos
S.A. The expected benefits of the overall intelligent lighting system, apart from
being an end-to-end solution for brightness management in open highways, are
energy savings, reduction of the CO2 footprint as well as light pollution, while at
the same time assessing the desired levels of safety and traffic quality, especially
during low visibility time periods (night, cloudy weather, etc).

The rest of the paper is organized as follows; Sect. 2 overviews related work,
Sect. 3 outlines the benefits of LEDs over other legacy technologies and Sect. 4
presents Intelligent Traffic Control Systems. Section 5 discusses the traffic load
prediction module, starting from the data acquisition process (Sect. 5.1), con-
tinuing with the machine learning algorithm (Sect. 5.2), the description of the
optimal model (Sect. 5.3) and the evaluation the obtained results (Sect. 5.4).
Finally the paper concludes in Sect. 6.
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Fig. 1. The overall intelligent lighting system architecture

2 Related Work

Traffic prediction has been extensively studied, especially in the framework of
smart cities [18]. The main objective in this case is to employ machine learning
methodologies in order to predict traffic jams and other road incidents that might
hinder the flow of traffic. This type of information is particularly useful to urban
planners, transportation authorities and to individuals and parties involved in
the planning and development of the transportation infrastructure and services
within cities.

Recently, highway traffic prediction has also emerged as an active research
field, especially with the availability of both private and public relevant datasets.
For example, private data provided by South Korean highways have been used
in [31], where the authors employed long short-term memory cells for highway
vehicle speed prediction, along with bayesian optimization and meta-learning
for hyper-parameter tuning. Or in [2], where real-time traffic flow is modelled
by a Bayesian classifier and support vector regression. In [16], structural state
space models are utilized for short-term highway traffic state prediction and are
evaluated on data from the northern Taiwan highway network.
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Many works are based on public data provided by the California Department
of Transportation Caltrans Performance Measurement System (PeMS)1. In [30],
the authors propose an intelligent system based on empirical mode decomposi-
tion and least-squares support vector machines. The spatial and temporal corre-
lations existent in PeMS traffic data are also examined in the context of diffusion
convolutional recurrent neural networks [15], graph convolutional networks [27]
or attention-based periodic-temporal neural networks [25].

Finally, in [17], the authors have a similar objective to our own; they propose
a smart highway lighting system based on road occupancy. Nevertheless, their
actual approach is rather simplistic as they develop a probabilistic model which
is evaluated on simulated data. To the best of our knowledge, our proposed
methodology is among the first to study the problem of highway traffic prediction
using machine learning techniques and for the purpose of adjusting the intensity
of the lighting systems.

3 Light Emitting Diodes

Reducing the operating costs of highways while at the same time complying
with safety levels defined by national and international regulations, is one of the
biggest challenges faced by all parties involved in the infrastructure of transporta-
tion networks (states, construction companies, operating and management com-
panies). In particular, highway management companies put a constant effort in
modernizing their equipment by adopting smart methods to reduce their energy
footprint, such as replacing traditional lighting devices with dimmable LEDs.

Even though initially LEDs exhibited greater life cycle costs compared to
HPS luminaire [29], recent developments, such as the price drop of LED lamps
thanks to higher production and more players in the market (particularly from
China), as well as their better efficacy, compared to other technologies, have
resulted in an increased market penetration [8]. In particular, from 120 lm

W, which

was comparable to the 90–100 lm
W of the legacy technologies, LEDs achieve effi-

cacies of more than 160 lm
W on professional lighting applications like in highways,

parking lots, etc [5].
The use of dimmable LED lighting on highways ensures a significant reduc-

tion in energy consumption - and hence operating costs - without reducing the
light quality or affecting road safety [13]. A reduction in energy consumption is
still possible even when no new lighting studies have been performed and the
old equipment is just replaced with the new one [33]. This is attributed to two
factors; (i) the better efficacy of the LED lamps and therefore the need to use
considerably smaller installed power, compared to other lamp types (e.g. HPS),
in order to achieve the same light coverage, (ii) their ability to be used in a
selective and controlled manner, according to the actual requirements of each
occasion. Moreover, the correct use of the dimming feature can contribute to

1 https://pems.dot.ca.gov/.

https://pems.dot.ca.gov/
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further increasing the efficiency of LED lights, while this ability can also con-
tribute to the reduction of light pollution, which disturbs the ecological balance,
as it has a great effect on the animal life and well-being [28].

4 Intelligent Traffic Management Systems

Intelligent traffic management systems (ITMS) are systems that monitor road
networks and whose use can aid operators draw dynamic conclusions. ITMS col-
lect data from a multitude of sources, such as cameras, sensors, mobile phones
etc, that are subsequently processed in order to draw insight out of them. ITMS
constitute an active, multidisciplinary research field, as they make use of tech-
nologies like big data analytics, machine learning, Internet of Things (IoT) and
others. A number of studies in the relevant literature summarize useful conclu-
sions from pilot applications of such systems [12,22].

The benefits of ITMS can be visible in various aspects, including the effective
use of real-time data [11], the capability of managing big data loads from various
sources [19,24], the automatic adaptation to traffic loads [7,14], the constant
adaptation to changes in their environment and the possibility of preemptive
predictions [21,26]. Their application in adjusting the brightness of the lights
of the open road section of highways can be seen as achieving the optimum
tradeoff between road safety and energy consumption [7,20]. On the one hand,
the highway operators seek to reduce operational costs as much as possible. On
the other hand, street lighting is necessary for the safety of the road users, while
regulations mandate that it should be set above certain thresholds, depending
on current traffic conditions. At the same time, dimming the LED lights can
not be performed instantly, but requires a time frame of 10 minutes in order
for the brightness to reach the desired level. Obviously, continuously alternating
brightness levels is not productive at all.

In this respect, an intelligent and adaptive lighting system that reads current
traffic conditions and predicts their trend for the near-future (e.g. the next couple
of hours) can be very useful. Based on the said predictions, the operator can lower
the brightness level when necessary, reducing operational costs and achieving
energy savings, without affecting road safety. In the current work, the adaptive
lighting system is studied with respect to the traffic prediction module. More
specifically, ML algorithms are going to be implemented, based on recurrent
neural networks with long-short term memory units. The respective models are
going to be trained on traffic data from the Elefsina-Korinthos-Patra highway
in Greece, provided by Olympia Odos S.A.

5 Traffic Load Prediction

This Section presents the key components of the traffic prediction module, that
is an integral part of the overall intelligent lighting system architecture (Fig. 1).
Initially, data acquisition is discussed (Sect. 5.1), proceeding with the description
of the implemented ML algorithms (Sect. 5.2), following with the description
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Fig. 2. The Traffic Load Prediction module

of the optimal model (Sect. 5.3) and finally ending with the evaluation of its
performance (Sect. 5.4). The overall procedure is depicted on Fig. 2.

The traffic data for the consecutive analysis originate from the Elefsina-
Korinthos-Patra (Olympia Odos) highway in Greece, have been collected in 2018
and are provided by Olympia Odos S.A. The full length of the highway is depicted
in Fig. 3, along with the toll stations.

5.1 Data Acquisition

Traffic load data acquisition can be performed in a number of ways, either intru-
sive or non-intrusive, including magnetic field detectors (magnetometers), pres-
sure detectors, cameras, microwave radars, bluetooth and GPS trackers. In the
case of the Olympia Odos highway, the chosen solution are inductive loop detec-
tors, placed on the road surface (Fig. 2, top left). Those devices are comprised
of a coil, through which an electric current passes. The presence of metallic
objects or other sources of electromagnetic interference around the coil alter
its self-inductance and therefore permit it to function as a vehicle detector. An
inductive loop detector is comprised of a controller, along with the accompany-
ing cable which is mounted on the road surface (at the highway intersections in
the examined case - Fig. 3).

The raw data from the controllers of the inductive loops are read in comma-
separated value (CSV) format and are subsequently stored on a log database
(Fig. 2, top row). Every entry in the database corresponds to one of the 40
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Fig. 3. The full length of the Olympia Odos highway in Greece, along with the toll
stations

measurement points in each direction of the highway. At each measurement
point, sensors are placed on each lane and are equipped with a counter that
stores the number of vehicles that pass over it. In the analysis that follows, we
have selected only the main highway sensors, as their information is more relevant
to those on the exit ramps, when predicting the traffic load of the highway. The
selected group of sensors can detect the vehicle type (e.g. motorbike, car, lorry),
their average speed and the occupancy degree (percentage) of the road. Every
six minutes, each sensor stores the contents of its counter into the database
(Table 1).

Table 1. Sensor data stored in the database (every 6 min)

Feature Example

Timestamp 2018-01-04 10:12:00

Sensor location VDS ZEV M T96,6

Highway direction EPT-T

Highway lane 1

Lane occupancy (%) 1.3%

Average speed of vehicles 126 km
h

Total number of vehicles 24

Prior to providing the data as input to the machine learning algorithms,
a number of preprocessing steps are necessary (Fig. 2, second row). Initially,
the data are inspected for missing or corrupted values, which are subsequently
removed from the dataset. Then, the measurements for each lane are aggregated
per sensor location and direction, in order to obtain the total traffic load. Figure 4
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displays the average daily traffic load at the EPI-E location (Epidavros, direction
to Elefsina) for the examined time period (February 2018 to November 2018),
after it has been preprocessed.

Fig. 4. Average daily traffic for the examined time period (February 2018 to November
2018) at the EPI-E location (Epidavros, direction to Elefsina)

A closer inspection of the displayed data reveals the expected temporal cor-
relations in traffic load. For example, there are evident two main seasonalities in
the data; namely, weekdays and weekends. Weekends exhibit larger traffic vol-
umes and this is especially characteristic of Sundays, when many travelers return
to Athens via Elefsina. Other sources of seasonal data (increased traffic loads)
are holiday seasons (Easter, summer), public and national holidays, as well as
random events (e.g. accidents) that may occur on the highway. It is also worth
mentioning that the “gap” appearing around June 2018 is due to a malfunction-
ing of the given induction loop for the said period, which has been detected (and
the corresponding values removed) during the preprocessing phase.

5.2 Machine Learning Algorithms

As it is evident both from the analysis in Sect. 5.1 and Fig. 4, the nature of
the examined problem is that of time series forecasting [3]. In simpler words,
the objective is to predict the evolution of the time series (here, the traffic
load) over time, implying that, as there is a temporal correlation between the
current traffic load and its past values, there should also be a correlation between
present values and future ones. If we are able to predict future traffic loads with
a certain confidence for the next hour, then we are able to proactively increase
the brightness levels and reactively decrease them, based on those predictions.
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Fig. 5. The implemented machine learning model (recurrent neural network with
LSTM cells)

Time series forecasting has been extensively studied in the framework of
machine learning algorithms, employing a variety of techniques, including regres-
sion, neural networks, support vector machines and random forests [1]. Among
the most prominent methodologies are recurrent neural networks (RNNs) [9],
which are an extension to feed-forward, artificial neural networks (ANNs), where
a feedback loop has been added between the output of each neuron and its input.
The presence of the said feedback loop is considered to address the temporal
dependencies in sequences of data [23].

The building blocks of RNNs are the recurrent neurons, which are also called
units and are stacked in layers from the network input to output (Fig. 5), in a
similar fashion to the ordinary neurons of ANNs. The most popular RNN units
are the long short-term memory (LSTM) cells [10] and the gated recurrent units
(GRUs) [4]. In this work, we have experimented with networks featuring both
types of recurrent neurons.
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The input to the RNN network is the past traffic load data, in temporal
order and its output are the predicted traffic load values, again in temporal
order. According to the analysis of Sect. 5.1, the measurement period is 6 min,
therefore, if the objective is to predict traffic for the following hour, then the
subsequent 10 values need to be predicted. Consequently, the network output is
of size 10. The network input size is related to how far it is necessary to “look
back” in time in order to be able to produce accurate predictions for the future. If
the time window (in the past) is very short, we might miss useful correlations for
our analysis; on the other hand if it is too long, we might introduce noise into the
model, in the form of unnecessary information. After an initial experimentation,
it has been found out that the optimal time window in the past is also one hour;
that is, the model reads the past hour’s measurements (10 values) in order ot
predict the following hour’s load (10 predictions). In essence, the overall RNN
architecture falls in the category of a many-to-many prediction, where the input
size is equal to the output size (Fig. 5).

Finally, the type of the predicted values need to be determined. An obvi-
ous choice would be to treat the problem of traffic prediction in the form of
regression; that is to output the exact value of the future traffic load. However,
such a modelling is not fit for the case we are examining, as we are interested
in determining the traffic level (and subsequently, adjust the brightness of the
LED lights) rather than a precise value. For this reason, apart from studying
it in the context of regression, we have also decided to discretize the output to
categories of N cars; that is, to treat it in the form of multiclass classification
(i.e. in the first category fall predictions of up to N cars, in the second between
N and 2N and so forth - Fig. 2 second row, left).

5.3 Optimal Model

Having determined the main aspects of the proposed architecture in Sect. 5.2,
we proceed with tuning its parameters and hyper-parameters in order to obtain
as accurate predictions as possible. These include the activation functions used
in the recurrent (hidden) layers and in the output layer. In the former case,
the hyperbolic tangent has been chosen, as its smoothness has been found to be
helpful during network training. In the latter case, the softmax function has been
chosen, as the problem is multiclass and because it can convert the output of the
neurons into probabilities (that sum up to 1). Finally, categorical cross-entropy
has been used as the loss function, as it is common for classification problems.

Other hyper-parameters include the number of hidden layers, the number of
neurons per hidden layer, the type of the recurrent units in the hidden layers,
the Dropout rate and the number of training epochs. Their optimal values have
been determined from an initial search space through exhaustive grid search and
cross-validation. Table 2 summarizes both the search space for the said hyper-
parameters, along with their optimal values.

Figure 5 displays the architecture of the optimal model. It is comprised of
two hidden layers of 70 LSTM neurons each (2nd and 3rd columns). The outputs



124 A. Kolaitis et al.

Table 2. Hyper-parameter search space and optimal values

Hyper-parameter Search space Optimal value

Number of hidden layers [1, 2, 3] 2

Number of neurons per hidden layer [30, 40, 50, 60, 70] 70

Recurrent unit types [LSTM, GRU] LSTM

Dropout rate [0, 0.01, 0.1] 0

Number of training epochs [10, 20, 30] 30

of the 10 last LSTM cells of the second hidden layer are aggregated in the output
layer (last column).

5.4 Evaluation

The optimal model of Sect. 5.3 has been trained on inductive loop data, according
to the process described in Sect. 5.1. In order to avoid overfitting, the model has
been trained on data from one location (KOR E - Corinth, direction to Elefsina)
and has been evaluated on two other locations, on both directions of the highway
(AKO E - Ancient Corinth, direction to Elefsina and AKO T - Ancient Corinth,
direction to Patras). Table 3 summarizes model performance on the training and
the test data. The examined metrics are the mean absolute error (MAE), the root
mean square error ((RMSE) and the mean absolute precentage error (MAPE)
[32]. Those metrics are defined in Eqs. 1–3 below

MAE = 1
M

M∑

i=1

|ŷi − yi| (1)

RMSE =

√

1
M

M∑

i=1

(ŷi − yi)2 (2)

MAPE = 1
M

M∑

i=1

∣
∣
∣ ŷi−yi

yi

∣
∣
∣ (%) (3)

where M are the total measurements in the training/test datasets, ŷi is the pre-
diction and yi is the actual measurement. MAE and RMSE are regression metrics
(by their definition correlated), quantifying the deviation between predicted and
actual values (RMSE penalizes larger deviations more) and their optimal value
is zero (therefore the smaller MAE and RMSE values, the better). MAPE, on
the other hand, is the normalized version of MAE. Accuracy measures how many
times ŷi is equal to yi in the training/test dataset and we also provide results for
the discretized accuracy (multiclass classification problem described in Sect. 5.2);
that is when we model system output in categories of N cars each.

A closer examination of the results presented on Table 3 validates the per-
formance of the proposed approach. When traffic prediction is examined as a
regression problem (first 4 result rows of Table 3), the optimal model of Sect. 5.3
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Table 3. Model evaluation on the training (2nd column) and test data (3rd-4th columns)

Metric Performance

KOR E AKO E AKO T

MAE 10.15 8.68 9.30

RMSE 17.05 14.94 15.98

MAPE 20.33% 28.21% 28.40%

Accuracy 57.96% 61.82% 59.85%

Accuracy (N = 20) 93.01% 95.50% 94.99%

Accuracy (N = 40) 98.70% 99.50% 99.19%

Accuracy (N = 60) 99.69% 99.87% 99.72%

is able to make predictions that are only a few vehicles apart from the actual
load. On the other hand, when the same problem is treated as (multiclass)
classification (last 3 result rows of Table 3), the performance, in terms of the
accuracy metric, is excellent, exceeding 99% in both the training and the test
data. As discussed earlier (Sect. 5.2), the discretization of the network output
into categories (classification problem) facilitates its integration into the overall
intelligent lighting system (Fig. 1), without sacrificing the quality of the obtained
predictions.

6 Conclusions

In this work, a machine learning model for traffic prediction, based on recur-
rent neural networks, has been presented. The said model is a component of a
greater architecture, an intelligent lighting system, that adjusts the brightness
of dimmable LED lights on the open road section of highways, reducing energy
costs, as well as the overall environmental footprint of the road operators. The
obtained results, both qualitative and quantitative, are very encouraging and the
overall architecture is currently implemented on a larger scale, on the Elefsina-
Korinthos-Patra highway in Greece.

Naturally, the current implementation can be further extended. For example,
more data may be integrated into the model, in the form of domain knowledge
(e.g. certain days that are expected to witness high traffic loads, like public
holidays). Additionally, outlier detection can be useful as a further preprocessing
step, as it has been observed that certain values recorded by the inductive loops
are out of the ordinary and may be attributed to errors/interference during data
acquisition. Finally, it is worth building more complex models, that consider
data input from more than one locations.
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Abstract. This paper presents the problem of allocating berth positions
for vessels in tidal bulk port terminals (BAPTBI), considering the specific
export scenario and robust control over goods’ stock levels. An integer
linear mathematical model is proposed for the discrete case (time and
quay). The model controls the minimal and maximum inventory levels.
A dataset of 59 instances was generated based on data obtained from a
relevant bulk terminal in São Lúıs, Brazil. Through the experiment using
the Gurobi solver, it is noticed that some medium-sized instances take
more than 1 h to be solved.

Keywords: Berth allocation problem · Tidal ports · Inventory level
constraints · Integer Programming · Mixed Integer Programming

1 Introduction

Bulk cargo is transported unpacked in large quantities of liquid (e.g., petroleum,
gasoline, caustic soda, and chemicals) or dry (e.g., coal, grain, iron ore, and
bauxite ore). In 2020, about 70% of the seaborne trade volume in tonnes loaded
was dry bulk cargo, including iron ore and grains, of which Brazil is a great
exporter, reaching in both 23% of world markets [1]. In bulk ports, vessels are
loaded using excavators, conveyor belts, or pipelines. Silos or inventory piles for
the bulk cargo are often alongside the berth or disposed of in large areas around
the port [2].

In Brazil, the total port handling in 2021 was solid bulk 706,635,947 ton, liq-
uid bulk 314,750,969 ton, containerised cargo 132,991,636 ton and general Load
60,004,915 ton, totalling 1,214,383,467 ton that represents 5.09% of increasing
when compared to 1,155,608,201 ton in 2020. Ponta da Madeira terminal handled
182.36 million tons, Santos terminal 113.28 million tons, and Tubarão terminal
64.14, from which iron ore (370.57 million tons), oil and results (195.73million
tons), and container (132.99million tons) [3].
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In Maranhão state, the operational scenario at the maritime industrial port
complex of São Lúıs is shaped by the public terminal of Itaqui port and the pri-
vate terminals of Ponta da Madeira (Vale Mining Company), Aluminum Consor-
tium of Maranhão (Alumar Alumina refinery), all currently in operation, as well
as two new port terminals: the São Lúıs port terminal, headed by the company
WPR, a subsidiary of the WTorre Company; and the Alcântara terminal port
headed by GPM (Grão-Pará Multimodal) company [4].

A berth is a quay location equipped with one or more ship loaders. Generally,
the more ship loaders, the greater throughput the berth has. The physical space
dedicated to the berth can be continuous or discretised. In tidal ports, such as
the ones in São Lúıs, vessels may need to wait for tidal conditions for mooring
even when a berth position is available. Thus, the transit from waiting areas to
the berth position is done in time windows at regular time intervals, previously
known, in general, during high tides [5].

The decision to be taken must consider when (tidal time window) and where
to berth a vessel, following the enterprise’s berthing politics that considers berth
capabilities and throughput, ship features and cargo, etc., and performance mea-
sures as overall quay utilisation, turnaround time, and incurred demurrage.

This work is devoted to the heterogeneous berth case of the Berth Allocation
Problem in Tidal Bulk ports with Inventory level conditions (briefly named as
BAPTBI or BAPTBS [5]), for which is assumed a dynamic BAP on a given
discretised planning horizon. The quay is also discretised in berth positions with
different load or unload throughput.

The vessels are allocated to time windows with favourable tidal conditions
and berth availability regarding the inventory level of bulk cargo transported
from/to the mining/refining company yard [5]. It is assumed that each vessel can
load or unload multiple bulk cargo types without changing the berth, keeping
the same throughput. For loading operations, inventory must be enough to be
loaded onto the vessel. Unloading operations prioritise those vessels carrying raw
materials at a critical inventory level.

Despite satisfactorily representing a standard bulk port terminal in tidal
ports, the proposal in [6,7] differs from the present one mainly because they do
not consider operational scenarios related to large mining companies, which work
with large volumes of bulk and make decisions based on the levels of inventory
in their storage yards. A recent literature review found no studies addressing
stock-constrained ports, especially moving bulk in tidal windows [8].

This paper is organized as follows: in Sect. 2, a flat bibliographic review is
presented; the mathematical model is proposed in Sect. 3; the instance generator,
the instance dataset, and the main computational results are depicted in Sect. 4;
the main finding are highlighted in Sect. 5.

2 Related Works

The problem of planning and scheduling integrated guaranteeing that products
are stored and shipped within the established schedule has been approached
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in [9]. A mathematical model was formulated as a Product Flow Planning and
Scheduling Problem, solved by a column generation procedure and a branch-
and-price algorithm.

The results have shown that the proposed method can reach optimal solutions
in small and medium instances, producing upper and lower bounds for medium
and large sizes instances related to operational scenarios where optimisation
packages are not effective [9].

A mathematical model that deals with tidal constraints was proposed by [7],
specifying aspects such as allocation of sections of quays and arrival-departure
of vessels. The quay boundary is discretised into sections with the same length,
each equipped with only one fixed quay crane. Depending on the vessel’s length,
one or two quay cranes can load or unload the vessel. CPLEX and a Genetic
Algorithm were able to solve the model. The latter was proposed to deal with
the above 20 vessels [7].

[10] proposes a model dealing with berth locations on an opposite or adjacent
side in a continuous quay. Hence the model manages spatial constraints limiting
the mooring and departure of vessels. Such real-world restrictions are not taken
into account in the literature. The authors have proposed a mixed-integer lin-
ear programming formulation and a heuristic-based solver algorithm to obtain
optimal or near-optimal solutions using instances inspired by an actual tank
terminal in Belgium.

A stochastic version of a previous deterministic model [11] has been proposed
based on a network berth-flow, dealing with delays on the planning horizon.
The model considers different arrival times for each vessel, and a network is
constructed for each type of berth. The results have shown that the stochastic
model surpasses the manual allocation.

In [12], a mathematical model is presented, assuming a dynamic arrival of ves-
sels, discrete berths, and operations without interruption before service comple-
tion. The work presented the results of a mathematical model validated through
numerical experiments over six instances inspired by data of the bulk port of
Sfax, Tunisia. The model considers specific features like length and draft of ves-
sel, length and draft of berth, and security control time between vessels. The
authors compared the results obtained by CPLEX solver with those obtained by
the Sidi Youssef Port’s planning process (SYPP), reaching a total service time
saved from 6% to 17% [12].

Based on the port of Jorf Lasfar [13], the largest in Africa, a model was
proposed to deal with the restrictions of routes made between the storage hangars
and the berths with different water depths and heterogeneous berth speeds. The
model’s objective is to maximise the difference between dispatch and demurrage
for all berthed vessels. Even being inspired by a specific port, the model is flexible
to be easily adapted to any bulk port.

Despite satisfactorily representing a standard bulk port terminal in tidal
ports, the proposal in [6,7] differs from the present one mainly because they do
not consider operational scenarios related to large mining companies, which work
with large volumes of bulk and make decisions based on the levels of inventory
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in their storage yards. A recent literature review found no studies addressing
stock-constrained ports, especially moving bulk in tidal windows [8].

3 Mathematical Modelling

The Berth Allocation Problem in Tidal Bulk ports with Inventory levels con-
straints (BAPTBI) is a lineup decision problem on a set of vessels with an
Estimated Time of Arrival (ETA) within a given planning horizon. The lineup is
a set of decisions that leads to the vessels’ Estimated Time of Berthing (ETB).
Once the berth and the docking TTW are assigned, it is possible to define the
Estimated Time of Sailing (ETS).

The Berth Allocation Problem in Tidal Bulk ports with Inventory levels con-
straints (BAPTBI) has been modelled with time, and berth discretised [5]. A
Tidal Time Window (TTW) happens in a regular and known time frequency,
contemplating high tides or even low tides but under particular current condi-
tions in which it is possible to tow a large ship through the narrow sea channel
safely. The planning horizon is divided by M TTW and all the time scale (ves-
sel’s arrival times, days on hand, etc.) is discretised and expressed as a multiple
of TTW.

For convenience, TTWs happen in a regular and known time-frequency TF
(TF ∼= 12 h, if contemplating only high tides). The planning horizon is divided
by M TTWs and the time scale (vessel’s arrival times, days on hand, etc.) is
discretised and expressed as a multiple of TTW . Such assumption is sufficiently
flexible to represent fine or coarse-grained discrete times. Even eventual not
regular TTWs, like those with low tidal currents, can be represented by reducing
the time-frequency (fine-grained discrete-time) and including constraints that
disable specific low tide windows.

The data for BAPTBI is given by [5]:

– N : set of ships, n = |N |;
– M : set of TTWs, m = |M |;
– L: set of berth positions, l = |L|
– ai: expected arrival time (ETA) of the ship i (TTW);
– hil: handling time of the ship i if berthed at l (TTW);
– di: demurrage for ship i;
– ek: the initial stock level for the raw material k;
– wk: the amount of consumption or production for raw material k;
– qik: the cargo capacity of the ship i with respect to raw material k.

The bulk k may be imported or exported (input or output cargo). Hence,
the operation type (unload or load) is defined by the signal of wk and qik.

– importation: wk, qik > 0;
– exportation: wk, qik < 0;
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Handling time, hil is given by:

hil =
∑

k∈K qik

vl
(1)

The BAPTBI mathematical model is decided by the variable yijl that repre-
sents the relationship between vessels, TTWs and berths (Eq. 2).

yijl =
{

1 if ship i is allocated to TTW j and allocated to berth l
0 otherwise (2)

Equations 3 and 4 ensure that each vessel may be moored in a berth, at a
TTW, after the ETA. Equation 5 avoids a vessel to be moored before the previous
vessel is out of the berth. The last service TTW can be obtained by j + hil − 1.

ai−1∑

j=1

|L|∑

l=1

yijl = 0, ∀i ∈ N (3)

|M |∑

j=ai

|L|∑

l=1

yijl = 1, ∀i ∈ N (4)

|N |∑

n=1
n �=i

j+hil−1∑

m=j
m≤|M|

ynml ≤ (1 − yijl)|N ||M |, ∀i ∈ N, j ∈ M, l ∈ L (5)

|N |∑

i=1

|L|∑

l=1

j∑

z=ai

min(j − ai + 1, hil)
hil

×qik×yizl ≤ j×ck+ek, ∀j ∈ M,k ∈ K (6)

|N |∑

i=1

|L|∑

l=1

j∑

z=ai

min(j − ai + 1, hil)
hil

×qik×yizl ≥ j×ck+ek−Qk, ∀j ∈ M,k ∈ K

(7)
Equation 6 refers to inventory control in an importation port, i.e., incom-

ing vessels arrive loaded with the raw material necessary for the manufacturing
activities that take place in the industry that manages the port (usually large
transnational enterprises). On the other hand, Equation represents an exporta-
tion port inventory constraint in which the incoming vessels only may berth if
there is a sufficient amount of bulk cargo to be loaded in.

The minimisation of the service time (Eq. 8) is defined as the sum of the
waiting time, j − ai, added to the handling time, hil, for each ship. Note that
TTW j meets the expected berth time (ETB).

min
|N |∑

i=1

|M |∑

j=1

|L|∑

l=1

(j − ai + hil) × yijl (8)
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4 Computational Experiments

In this section, the results of computational experiments are presented to enable
the assessment of the proposed mathematical model. It is important to men-
tion that the new proposition maintains the same realistic elements modelled
previously, however featuring a better running time for resolution.

In order to define a more challenging dataset for a commercial solver and
eventually for approximate algorithms, an instance generator is proposed for the
BAPTBI.

4.1 Instance Generator

We have run an instance generator for building problem instances based on the
operational scenarios in the private bulk port terminals in São Lúıs: Ponta da
Madeira port (Vale Mining Company), Alumar port (Alumina refinery). The for-
mer mainly exports large volumes of sinter-feed iron ore through six ship-loaders
that feature four berths. The latter imports raw materials, such as caustic soda
and bauxite, through all two-berth positions. Nevertheless, occasionally Alumar
port employs a single berth that is the only one equipped for load operations,
and exports refined alumina destined to big manufacturers worldwide.

4.2 Instance Dataset

We have provided a total of 59 export instances1, ranging combinations from
N ∈ [10, 50], L ∈ [4, 6], and K ∈ [4, 6]. Such ranges of values cover parameters
that well represent port terminals that are slightly smaller or larger than those
found in São Lúıs’ port terminal. All vessels handle only one bulk cargo at a
time.

Allocating berths to ships affects handling times and consequently can expose
the inventory to critical levels (close to zero or above Qmax), especially in sce-
narios where each ship only transports one raw material per trip. In these cases,
it is more likely situations where it is required to prioritise ships with cargo
whose inventory level is reaching a critical level. However, sometimes there is no
possible decision that saves the instance from unfeasibility.

The problem instances are named in the form nnN.bB.kK to specify nn ves-
sels, b berths and k different cargo.

4.3 Commercial Solver

Exact methods play an essential role in validating heuristic algorithms, as they
serve as a baseline for comparing results. In this work, we use Gurobi’s solver,
version 9.5.1 with academic license2.

1 dataset available at http LACMOR.
2 https://www.gurobi.com/academia/academic-program-and-licenses/.

https://www.gurobi.com/academia/academic-program-and-licenses/
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The solver uses simplex or barrier methods for continuous models and branch-
and-cut for MILP3. The user can modify a significant number of parameters
allowing different configurations.

This particular solver was chosen by the resources available, the detailed doc-
umentation, and the library provided in many programming languages besides
performance.

4.4 Computational Experiment

In the second computational experiment, we run the solver GUROBI on the
dataset considering the turnaround time objective function (Eq. 8) in the time
limit of 4, 800s.

Fig. 1. Solution Service Time for instance 20N.5B.5P.20D

Table 1. Computational Experiment Results Using GUROBI

Instance Solution (TTW) Time (s) GAP (%)

10N.4B.5K 236 3.66 0.00

10N.4B.6K 285 7.90 0.00

10N.5B.4K 167 2.63 0.00

10N.5B.5K 190 2.12 0.00

10N.5B.6K 210 2.73 0.00

10N.6B.4K 107 0.94 0.00

10N.6B.5K 136 1.45 0.00

10N.6B.6K 151 1.91 0.00

(continued)

3 https://www.gurobi.com/documentation/9.5.1/refman/cpp grbmodel optimize.
html.

https://www.gurobi.com/documentation/9.5.1/refman/cpp_grbmodel_optimize.html
https://www.gurobi.com/documentation/9.5.1/refman/cpp_grbmodel_optimize.html
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Table 1. (continued)

Instance Solution (TTW) Time (s) GAP (%)

15N.4B.4K 501 82.31 0.00

15N.4B.5K 644 77.90 0.00

15N.4B.6K 845 125.49 0.00

15N.5B.5K 620 117.80 0.00

15N.5B.6K 765 90.77 0.00

15N.6B.4K 217 12.47 0.00

15N.6B.5K 317 20.94 0.00

15N.6B.6K 396 37.90 0.00

20N.4B.4K 1016 236.32 0.00

20N.4B.5K 1122 4800.00 2.41

20N.4B.6K 1311 4800.00 0.23

20N.5B.4K 523 54.30 0.00

20N.5B.5K 671 4800.00 36.07

20N.6B.4K 465 41.89 0.00

20N.6B.5K 605 4800.00 39.34

20N.6B.6K 807 147.59 0.00

25N.4B.4K 1251 395.35 0.00

25N.4B.5K 1273 4800.00 3.30

25N.5B.6K 1258 4800.00 1.74

25N.6B.5K 991 4800.00 29.87

30N.5B.4K 922 4800.00 51.19

30N.5B.6K 1119 4800.00 0.45

30N.6B.5K 1413 930.68 0.00

30N.6B.6K 1192 4800.00 0.76

35N.4B.4K 922 284.07 0.00

35N.4B.5K 1172 622.62 0.00

35N.4B.6K 1435 4800.00 0.84

35N.5B.4K 1242 4800.00 30.19

35N.5B.5K 1452 659.00 0.00

35N.5B.6K 1637 4800.00 0.49

35N.6B.6K 2061 4800.00 0.44

40N.4B.4K 1742 4800.00 28.76

40N.4B.5K 2294 4800.00 0.22

40N.4B.6K 2114 4800.00 0.99

40N.5B.4K 1995 4800.00 0.40

40N.5B.5K 2290 4800.00 3.49

(continued)



BAP in Export Tidal Bulk Ports with Inventory Control 137

Table 1. (continued)

Instance Solution (TTW) Time (s) GAP (%)

40N.5B.6K 2470 4800.00 1.70

40N.6B.5K 2062 4800.00 0.63

45N.4B.4K 1854 4800.00 54.64

45N.4B.5K 1640 4800.00 40.24

45N.4B.6K 2180 4800.00 1.01

45N.5B.4K 1957 994.93 0.00

45N.5B.5K 2128 4800.00 0.61

45N.5B.6K 2460 4800.00 0.53

50N.4B.4K 1871 4800.00 0.11

50N.4B.5K 2403 4800.00 58.43

50N.4B.6K 2804 4800.00 69.72

50N.5B.5K 2929 4800.00 58.01

50N.5B.6K 3474 4800.00 37.25

5 Conclusion

This work shows a slightly better response of GUROBI for the new maximum
inventory level constraint tested for 81 instances. It happens due to the reduction
of the search space with the inclusion of this new constraint, so the solver can
spend its total time for new areas, reducing the final gap. From 81 instances
tested 21 were considered infeasible by the solver, or 4800 was not enough time
to find a solution.

Table 1 above shows the results obtained for the instances, the total time used
by GUROBI to reach the best solution and the final gap of the search space.

Already in Fig. 1 we have a graphic example of solution obtained by the
solver where we can see the proper distribution of vessels along berths and tidal
windows. To reach the minimum service time, the proposed solution agglutinate
the vessels without free TTW between them to find the lower value for the
objective function. For the 20N.5B.5P instance, the solution prioritise the faster
berths (#1, #4 and #5) to attend the vessels, reducing the time usage for the
slower berths (#2 and #3)

Future researches can improve the instance generator quality, working with
higher number of vessels and comparing larger datasets with controlled differ-
ences between them. Other point is to apply heuristics and metaheuristics that
can compete against the commercial solvers or work with them inside hybridiza-
tion strategies to reach better results.



138 C. Linhares et al.

References

1. United Nations Conference on Trade and Development. Review of Maritime Trans-
port 2021. Review of maritime transport. United Nations, Geneva (2021). ISBN
978-92-1-113026-3

2. Ribeiro, G.M., Mauri, G.R., de Castro Beluco, S., Lorena, L.A.N., Laporte, G.:
Berth allocation in an ore terminal with demurrage, dispatch and maintenance.
Comput. Ind. Eng. 96(C), 8–15 (2016). ISSN 0360–8352. https://doi.org/10.1016/
j.cie.2016.03.005

3. National waterway transportation agency (ANTAQ). https://anuario.antaq.gov.
br/ea/index.html. Accessed February 2022

4. Sant’Ana, H.A.D., Alves, E.D.J.P.: Mining-railroad-port: at the end of the line
a City in Question. Virtual Brazilian Antropology. V14N2, Part 2 (2017). ISSN
1809–4341

5. Barros, V.H., Costa, T.S., Oliveira, A.C., Lorena, L.A.: Model and heuristic for
berth allocation in tidal bulk ports with stock level constraints. Comput. Ind. Eng.
60(4), 606–613 (2011). https://doi.org/10.1016/j.cie.2010.12.018

6. Cheimanoff, N., Fontane, F., Kitri, M.N., Tchernev, N.: A reduced vns based app-
roach for the dynamic continuous berth allocation problem in bulk terminals with
tidal constraints. Expert Syst. Appl. 168, 114215 (2021). https://doi.org/10.1016/
j.eswa.2020.114215

7. Liu, M., Liu, R., Chu, F., Chu, C.: Mathematical model and solution approach
for berth allocation problem in tidal bulk ports with different vessel draft require-
ments. In: 2018 15th International Conference on Service Systems and Service
Management (ICSSSM), pp. 1–6. IEEE (2018). https://doi.org/10.1109/ICSSSM.
2018.8465036

8. Mnasri, S., Alrashidi, M.: A comprehensive modeling of the discrete and dynamic
problem of berth allocation in maritime terminals. Electronics 10(21), 2684 (2021).
ISSN 2079–9292. https://doi.org/10.3390/electronics10212684

9. Menezes, G.C., Mateus, G.R., Ravetti, M.G.: A branch and price algorithm to
solve the integrated production planning and scheduling in bulk ports. Eur. J.
Oper. Res. 258, 926–937. Elsevier (2017). https://doi.org/10.1016/j.ejor.2016.08.
073

10. Correcher, J.F., Van den Bossche, T., Alvarez-Valdes, R., Berghe, G.V.: The berth
allocation problem in terminals with irregular layouts. Eur. J. Oper. Res. 1096–
1108 (2019). https://doi.org/10.1016/j.ejor.2018.07.019

11. Yan, S., Lu, C.-C., Hsieh, J.-H., Lin, H.-C.: A dynamic and flexible berth alloca-
tion model with stochastic vessel arrival times. Netw. Spat. Econ. 19(3), 903–927
(2019). https://doi.org/10.1007/s11067-018-9434-x

12. Lassoued, R., Elloumi, A.: The discrete and dynamic berth allocation problem
in bulk port. In: 6th International Conference on Control, Decision and Infor-
mation Technologies (CoDIT), pp. 1976–1980 (2019). https://doi.org/10.1109/
CoDIT.2019.8820590

13. Bouzekri, H., Alpan, G., Giard, V.: A dynamic hybrid berth allocation prob-
lem with routing constraints in bulk ports. In: IFIP International Conference on
Advances in Production Management Systems, pp. 250–258 (2020). https://doi.
org/10.1007/978-3-030-57993-7 29

https://doi.org/10.1016/j.cie.2016.03.005
https://doi.org/10.1016/j.cie.2016.03.005
https://anuario.antaq.gov.br/ea/index.html
https://anuario.antaq.gov.br/ea/index.html
https://doi.org/10.1016/j.cie.2010.12.018
https://doi.org/10.1016/j.eswa.2020.114215
https://doi.org/10.1016/j.eswa.2020.114215
https://doi.org/10.1109/ICSSSM.2018.8465036
https://doi.org/10.1109/ICSSSM.2018.8465036
https://doi.org/10.3390/electronics10212684
https://doi.org/10.1016/j.ejor.2016.08.073
https://doi.org/10.1016/j.ejor.2016.08.073
https://doi.org/10.1016/j.ejor.2018.07.019
https://doi.org/10.1007/s11067-018-9434-x
https://doi.org/10.1109/CoDIT.2019.8820590
https://doi.org/10.1109/CoDIT.2019.8820590
https://doi.org/10.1007/978-3-030-57993-7_29
https://doi.org/10.1007/978-3-030-57993-7_29


Intelligent Transportation and Electric
Vehicle



Bus Journey Time Prediction: A
Comparison of Whole Route and Segment
Journey Time Predictions Using Machine

Learning

Laura Dunne(B) and Gavin McArdle

School of Computer Science, University College Dublin, Belfield Dublin 4, Ireland

laura.dunne2@ucdconnect.ie, gavin.mcardle@ucd.ie

Abstract. Accurately predicted bus journey times are essential for bus
network reliability and making bus transport attractive. The most com-
mon approach when predicting bus journey times with machine learning
(ML) is to predict journey times for each stop pair segment. Segment data
can be very noisy, leading to inaccuracies. To investigate this, this paper
compares the classic stop pair segment approach to three other methods.
Firstly, a naive method of calculated historical averages is introduced as
a baseline. We then explore two methods based on predicting the whole
bus route journey time from origin to terminus. To estimate a passenger’s
journey, where the whole route is not travelled, we estimate the propor-
tion of the whole journey time the passenger’s journey will take. The first
of these methods calculates this proportion from similar historical jour-
neys, and the second proposed method trains an ML model to predict
this proportion for each segment of the passenger’s journey. The results
show that this novel proposed approach results in less error across most
metrics, when compared to the segment prediction method. An interest-
ing insight from the analysis shows the proposed approach has enhanced
benefits during peak travel time and during the working week. Gains in
prediction accuracy at these times would benefit the most commuters.
This research can be applied to make robust scheduling decisions that
will increase bus network reliability, improve bus network satisfaction
and uptake, and lead to more sustainable cities.

Keywords: bus journey time prediction · machine learning · random
forest

1 Introduction

Scheduled bus services are an important component of the transportation net-
work in an increasingly urban world. Many urban centres are rapidly expanding
and have exceeded the road and parking infrastructure for every inhabitant to
have a private car [11] even if air quality issues could be overcome by increased
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or complete electrification of personal vehicles. As stated by UN Sustainable
Goal 11.2 [26], more sustainable forms of transport are necessary for continued
development. Walking and cycling are ideal for shorter journeys in mild weather,
as they require minimal infrastructure and have health benefits associated with
active transportation [17]. For many reasons, much of the population will con-
tinue to depend on public bus and rail services. Buses have several advantages
over rail transport; buses are cheaper for the same quality of service [2], require
far less infrastructure, and are more flexible as buses can easily be rerouted
as urban centres evolve. However, buses are not without limitations and often
lack reliability compared to rail services. They operate in more complex and
less controlled environments than trains, stopping more regularly and interact-
ing with other traffic and cyclists. Many governments have policies encouraging
switches to more sustainable transport since the Paris Agreement in 2015 [4].
Many of these policies focus on improving the bus network to promote its use.
Since resources are not infinite, the bus services must also be optimised within
the existing infrastructure. The most significant factor for passengers is a low
waiting time [19] which is directly related to the reliability of the bus network
[23], and accurately predicting journey times for bus scheduling and real-time
passenger information (RTPI) is key to a reliable bus network [3].

The prediction of bus journey times is the subject of much research. The
main techniques used are simple historical averages [15], statistical methods
including regression models, Kalman filters and Machine Learning (ML) [21].
The literature in this area has several weaknesses; there is a lack of standard
syntax, and the studies tend to be small due to the complexity of bus data
[18,21,27]. There is also no standard benchmark dataset to allow comparisons
between studies. Comparing one study with another is usually impossible as bus
routes have different characteristics, affecting the error metrics. The longer the
bus route, the higher the absolute error will be [10]. Bus routes on networks
with low reliability will have a higher level of irreducible error regardless of the
prediction methods employed [8,21].

A common approach in many studies that predict bus journey times with ML
is training multiple models for each consecutive stop pair segment. Generally,
a model is built to predict the journey time for the segment between every
two consecutive stops on the bus network [7,10,16,20,21,27]. This approach will
result in a number of models that is one less than the number of stops on the
route. There are many reasons for this segment prediction approach: stops are
where bus arrival times are often monitored with Automatic Vehicle Location
(AVL) systems and are typically the only place passengers can embark and
disembark. Stop arrival time is most relevant to the service user, and it is a
natural and intuitive way to conceptualise bus routes. However, real-world data
is messy, and the measurement of bus location can be inexact. The GPS readings
themselves are not exact and have reported errors up to 30m depending on the
age of the GPS unit, local conditions and the speed of the bus. [28]. Many GPS
units deployed on buses are old, and buses often operate in densely urban areas.
The presence of tall buildings, or the so-called ’urban canyons’, is known to
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impact the accuracy of GPS readings [14]. A recent study [25] showed a 13-
second discrepancy between the GPS recorded time of arrival of a bus at bus
stops and the actual time of arrival. There is also the compounding factor of the
frequency of recording of position. Often this is around 30 s but can be longer, so
the timing of arrival at stops is often interpolated [22]. These factors will likely
create significant noise in the data regarding journey times between individual
stops, increasing errors in the predictions from models trained on segment data.
We observed that studies that predicted both longer and shorter sections of the
same route tended to have lower error metrics for longer sections [5,6,12,20,21].
We conducted a provisional experiment to test the theory that whole route
prediction methods were more accurate than segment prediction methods. Two
methods predicted the whole route journey time. The first method had a single
Random Forest (RF) model trained on the whole journey times between the
origin and terminus stop. The second method trained an RF model for each
consecutive stop pair segment on the route and returned the sum of these models’
predictions to estimate the whole journey time. The evaluation revealed the
first method was superior across multiple error metrics. Predicting by segment
resulted in a mean absolute error (MAE) of 286 s versus 266 s for whole journey
prediction. Segment prediction had a mean absolute percentage error (MAPE)
of 0.099 and a coefficient of determination (R2) of 0.877, and the corresponding
values for whole journey prediction were 0.094 and 0.895, respectively.

These results motivated further exploration, as regardless of the accuracy
of whole journey time predictions, they are only useful for predicting journey
times for bus schedules. They are not useful for predicting individual passen-
ger trip times (i.e. partial journeys). Partial journey predictions are needed for
journey planning and RTPI. We sought to harness the accuracy of whole jour-
ney time predictions to improve partial journey time predictions. An experiment
was designed to compare four methods of journey time prediction for several bus
routes in Dublin, Ireland. The methods were a naive historical averages (HA)
method, the most common method: segment prediction (SP) and two methods
based on whole journey prediction. Both of these methods predict the whole
route journey time and estimate the proportion of the whole route journey time
the partial journey is likely to take. As described in [8], the first of these methods
calculates the historical average proportion similarly to how HA calculates jour-
ney time and is called Whole Journey Prediction with Calculated Proportion
(WJP-C). The novel second method uses an RF model to predict the proportion
and this method is called Whole Journey Prediction with Predicted Proportion
(WJP-P).

This paper makes the following contributions:

– Challenges the status quo regarding how bus routes are treated conceptually
for ML modelling by assessing the SP method, an approach often used without
much discussion of the rationale.

– Presents an approach for predicting partial journey times that significantly
improves upon the SP method on most metrics with the consumption of
similar computing resources.



144 L. Dunne and G. McArdle

– Performs deep analysis of the results of the four methods and examines the
results by segment length, bus route, time of day and day of the week.

The remainder of this paper is organised as follows: Sect. 2 describes the data pro-
cessing, Sect. 3 outlines the methodology used, Sect. 4 demonstrates the results
and discusses the analysis, and Sect. 5 presents the conclusions of this study and
discusses the planned further work.

2 Data

The National Transport Authority (NTA) in Ireland provided the historical bus
data used in this study. As is typical with AVL data, there were some data quality
issues, such as the bus stop arrival events not being recorded or duplicate arrival
events at the same stop. As a result, not every unique trip had the same stop
sequence; some trips were invalid and could not be included in the analysis.
When selecting a subset of these routes for analysis, the routes with the highest
quality data were desired. The inclusion criteria for this study were that the
bus routes had at least 80% valid unique trips and at least 3000 unique trips
in total. Based on these criteria, 16 bus routes were selected from the Dublin
Bus network. These were eight head sign pairs for route numbers: 4, 27A, 32,
42, 56A, 79A, 120, and 184. The final dataset was all valid data for these routes
for a year from January 1st to December 31st 2018. The Dublin Bus network in
2018 contained 253 routes and served over 1.3 million people in the Dublin area.

The most common stop sequence present on each route in the data was found,
and this stop sequence was confirmed to be correct by comparison to the GTFS
(General Transit Feed Specification) data published by Dublin Bus. The raw data
was structured as bus arrival events at bus stops. Trips that contained extreme
outliers, such as whole journey times or segments with journey time outliers
greater than twelve standard deviations (SD) from the mean were removed, as
were trips with impossible values such as negative journey times. Less than one
and a half per cent of data was lost at this step. Additional features for the time,
day of the week, and month were extracted from the timestamps. The time group
feature had variable granularity. Peak travel periods are 30 min, and off-peak
travel periods are 60 min long and are encoded from 0 to 29 starting at midnight.
This was to avoid too coarse a granularity during rapidly changing peak travel
periods yet allow for enough data in each time group during off-peak periods
when there are fewer buses on the network. This approach was benchmarked
against homogenous 30-minute and 60-minute granularities and was found to
improve error metrics. Further details on the data cleansing procedure can be
found in [8].

The cleaned and preprocessed data format is shown in Table 1. Following
processing, the data was split into a training set and a testing set in the ratio
of 85:15. This could not be done using a standard test/train split as many rows
in the dataset refer to the same unique trip. To maintain data integrity, 15% of
the trip IDs were randomly selected, and all rows with those trip IDs became
the test set. The training set was then further processed in three ways. Firstly,
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Table 1. Sample of the data after preprocessing. The stop arrival times are defined in
seconds after midnight and journey time is in seconds. Day 0 is Monday and Month
1 is January. Time groups 9 and 10 are 30-minute periods during the morning peak
travel period from 08:00 to 08:30 and 08:30 to 09:00

TripID First Stop Second Stop First Stop Arrival Time Second Stop Arrival Time Month Day Time Group Journey Time

20858 324 327 30579 30669 1 0 9 90

20858 327 7113 30669 30745 1 0 10 76

20858 7113 127 30745 30812 1 0 10 67

20858 127 112 30812 30877 1 0 10 65

20858 112 113 30877 30958 1 0 10 81

20858 113 114 30958 30964 1 0 10 6

the training set is used to create a Reference Dataset. This contains the average
journey time and the average proportion of the full journey for each unique
segment on each route for each combination of time/day in our dataset. An
example of the resulting Reference Dataset is shown in Table 2.

Table 2. Sample of the Reference Dataset. All of these samples are from Route 4 in
direction 1, and take place on a Monday (Day = 0) between 13:00 and 17:30 in the
afternoon (time groups 15 through 20) on the segment between stops 273 and 405. The
Reference Dataset contains the mean journey time and mean proportion of the whole
journey time for each day/time combination.

Day of Week Time Group First Stop Second Stop Mean Journey Time Mean Proportion

0 15 273 405 249.79 0.058591

0 16 273 405 253.63 0.059462

0 17 273 405 251.87 0.059878

0 18 273 405 262.81 0.058941

0 19 273 405 257.38 0.059040

0 20 273 405 263.17 0.060619

Secondly, the training set undergoes further processing to train RF models
to predict whole journey times. It is restructured to represent unique journeys
instead of arrival events. All arrival events except for the first and last were
dropped for predicting whole journeys. The target feature, the historical journey
time, is calculated for each journey in the dataset. The resulting data structure
is shown in Table 3 and contains three temporal features: month, day and time
group.

Traffic volume and passenger load have the most significant impacts on bus
journey times [24]. These features are difficult to measure directly, but as they
offer a cyclical pattern, they are encoded in temporal features [1]. The training
data is also used to structure the data for segment prediction, similar to for
whole journey predictions, but the details of the intermediate bus stops are not
removed.
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Table 3. Sample of the data prior to modelling

Month Day Time Group Total Journey Time

3 3 10 5442

1 2 7 5097

1 2 15 4799

1 2 26 2807

4 4 19 5402

3 Methodology

Once the dataset was processed, four methods were implemented to predict
journey time as shown in Fig. 1. These four methods are described in this section.

Fig. 1. Methodology Flow Diagram

3.1 Historical Averages (HA)

The Reference Dataset described in Sect. 2 was used in two ways. Firstly, it was
used in the naive baseline method, HA. To produce an estimate for a passenger’s
partial trip time, this method references the Refernce Dataset for each segment
at the time and day that the partial trip occurs and sums these historical average
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times to get a total. HA is shown in Eq. 1 where n is the number of segments in
the trip and T is the average historical journey time for the day of the week, d
and time of day, t that the trip takes place.

n∑

i=1

T i,dt (1)

3.2 Whole Journey Prediction with Calculated Proportion
(WJP-C)

Secondly, the Reference Dataset is used to calculate the proportion of the whole
journey, the passenger’s partial journey historically represented. The dataset is
referenced for each segment on the partial journey at the time and day the trip
takes place and the sum of these historical average proportions for the segments
is returned. This value will always be a ratio between 0 and 1 depending on
how much of the whole journey the passenger travels. It is multiplied by the
prediction returned from the whole journey RF model to get an estimate for
the passenger’s journey time. That model has been trained on the whole journey
dataset restructured for modelling as described in Fig. 3. RF was used throughout
as it needs minimal hyperparameter tuning, is scalable and has previously been
shown to be the best of the traditional ML algorithms for this dataset [8]. WJP-
C is shown in Eq. 2 where Ŵ is the whole journey time prediction from the
random forest model, n is the number of segments in the trip and P is the
average historical proportion for the day of the week, d and time of day, t that
the trip takes place.

Ŵ · (
n∑

i=1

P i,dt) (2)

3.3 Whole Journey Prediction with Predicted Proportion (WJP-P)

An RF model is trained for each segment on the route that will predict the
proportion of the whole journey that the segment will take. The training data is
sequentially filtered to just the data corresponding to the relevant stop pair, and
an RF model is trained for each pair. The number of models trained depends on
the length of the route and is always one less than the number of stops. WJP-P
is shown in Eq. 3 where Ŵ is the whole journey time prediction from the RF
model, n is the number of segments in the trip and P̂ is the predicted proportion.

Ŵ · (
n∑

i=1

P̂i) (3)
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3.4 Segment Prediction (SP)

In a similar way to how WJP-P builds a model to predict the proportion of
each segment, the SP method sequentially filters the data to each consecutive
stop pair segment and builds an RF to predict journey time, and like before, the
number of models trained will be one less than the number of stops on the route.
SP is shown in Eq. 4 where Ŝ is the segment prediction from the RF model and
n is the number of segments in the trip.

n∑

i=1

Ŝi (4)

3.5 Testing

It was not possible to access real passenger journeys for this experiment, so a
simulated passenger journey was extracted from each of the 21706 test journeys.
A random sequence of stops was generated from each unique journey in our
test set. This was achieved by choosing two random indices from a sequential
list of stops for the route the unique journey is from. We check that the same
index has not been chosen twice, and the lower index becomes the boarding stop
and the higher index becomes the disembarking stop of the pseudo passenger.
This is similar to the approach used in [8,13]. Quotas were used to ensure the
distribution of the length of the partial sample journeys was uniform from each
route, with a similar number of journeys for each possible number of segments.

For each test journey, four predictions were made - one for each of the
four methods. Analysis was then performed, including the calculation of MAE,
MAPE, root mean squared error (RMSE), mean percentage error (MPE) and
R2. The resulting predictions were also assessed for skew and were found to be
right skewed with skew values of between 0.97 and 0.999. Since the dataset was
not normally distributed, one-way ANOVA and Kruskal-Wallis tests were per-
formed on the predicted values of the methods to evaluate statistical significance.
The results were analysed to show the results of the method by segment length,
route, day of the week and time of day. The results are presented and discussed
in the next Section.

4 Results and Discussion

As can be seen in the results presented in Table 4, the proposed method WJP-P
outperforms the other methods using MAE, MAPE, RMSE and R2, the results
of the commonly used SP are comparable to WJP-P, and both outperform the
other two methods on all metrics. The MAE for WJP-P is a 5% improvement
over the commonly used SP method. The MAPE is 2.5% better for WJP-P
compared to SP. WJP-P surpasses SP by 6.4% on RMSE. R2 is high for all
methods due to the size and quality of the data, and WJP-P surpasses the other
methods with an R2 of 0.954.
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The magnitude of the error is of primary importance, but the bias or direction
of the error is also important and is rarely reported in the literature. MPE is
not a good metric for assessing the accuracy of the results, as even large positive
and negative error values could negate each other. Still, it was included in our
analysis as it is a good indicator of the bias in the results. We can see from
the MPE results in Table 4 that all methods return a small positive MPE. HA
and WJP-C return smaller MPE values than SP and WJP-P. A negative MPE
means the method tends to overpredict journey time instead of underpredicting
it. If a bus journey is underpredicted, the bus will arrive later than expected,
and if a bus journey is overpredicted, the bus will arrive earlier than expected.
When bus scheduling is taking place, methods of prediction that overestimate
should be used as this reduces the likelihood of late departure on the return
journey, which is one of the causes of unreliability on bus networks [9]. For
journey planning without arrival-time bound transfers (e.g. arriving in the office
by 9 am), methods that overpredict are superior.

The results were statistically significant with ANOVA and Kruskal-Wallis
tests with p-values of 0.013 and 0.019, respectively. These results were stable
over multiple runs with different test/train splits and various test/train sizes.
The remainder of this Section will discuss a deeper analysis of the performance of
the methods by the number of segments travelled, by the route and by temporal
features.

Table 4. Full Results

Metric HA SP WJP-C WJP-P

MAE/s 164.88 154.15 159.92 146.36

MAPE 0.1309 0.1276 0.1298 0.1245

RMSE/s 289.46 245.81 275.52 229.98

MPE -0.01099 -0.02309 -0.01069 -0.02298

R2 0.927 0.948 0.934 0.954

4.1 Impact of Number of Segments

As shown in Figs. 2 and 3, WJP-P outperforms the other methods on all lengths
of journey that exceed 9 segments in length. Up to 9 segments in length, WJP-C
and HA methods are superior. This threshold is likely due to the cumulative noise
in the data. It can be considered that methods involving calculated averages,
especially HA, perform well on short trips and especially WJP-P but also SP,
perform well on medium and long trips.
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Fig. 2. The number of stop pair segments in the partial journey vs MAE. WJP-P
outperforms all other methods for trips with a length of greater than 9 segments. The
number of segments in the test journey in this chart has no relationship to where in
the whole bus journey the test journey is. There could be a test journey of 1 segment
at the beginning or the end of the whole bus journey.

Fig. 3. The number of stop pair segments in the partial journey vs MAE: trips with
a segment length of 1 to 22. This enlarged part of Fig. 2 more clearly shows HA and
WJP-C outperforming the other methods until the number of segments in the trip
exceeds 9 and WJP-P outperforming other methods for trips longer than 9 segments.

4.2 Impact of Route

Generalising from the findings in Fig. 2 and 3, it was theorised that the methods
using calculated averages, HA and WJP-C, would perform best on short routes
and WJP-P would perform best on medium and longer routes. This was largely
found to be the case, as can be seen in Table 5 and Fig. 4. Even though HA
was included as a naive baseline method, and performed poorest overall, it was
the best performing method on four routes. These routes were all short routes,
with an average length of 30.5 segments, and were four of the six shortest routes.
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WJP-P was the top scoring method on nine routes which have an average length
of 50.89 segments. Despite being the dominant method in the literature, SP was
the superior method on only two routes, the 184 in both directions. WJP-C was
the top-performing method on one route, the longest one. It was also observed
that some of the routes had very minimal differences in the MAE between the
methods, and others had wide variation. The column Max minus Min MAE
in Table 5 shows the remainder when the MAE of the best performing method
is subtracted from the MAE of the worst performing method. Several factors
were examined to try to elucidate the cause of this instability between methods
including the percentage of data retained after outlier removal, SD, variance,
skew, kurtosis and the number of outliers at various thresholds. None of the
factors studied showed a strong correlation or had a linear relationship with the
Max minus Min MAE. However, it can be seen in Table 5, which is arranged in
order of increasing SD, that the routes with a large difference in the performance
of methods all have an SD larger than 60 s. The results across these sixteen
routes echo what is seen across the literature, with different methods performing
better on different datasets. It is clear that bus routes shouldn’t be treated as a
homogenous group when assessing methods for the prediction of journey times.

4.3 Impact of Temporal Variables

An analysis of MAE by time of day and the day of the week was conducted for
the two best-performing methods overall, WJP-P and SP, as shown in Figs. 5
and 6. A pattern emerged that seemed to correspond to peak and off-peak travel
times/days on the bus network, so this was quantified with a reliability index,
defined as one divided by the SD of the whole journey times on the network, as
described by Sterman and Schofer [24]. Figure 5 shows WJP-P outperforming SP,
especially during the morning and evening peak travel periods when the network
reliability is low. The left section of the graph shows WJP-P outperforming SP

Fig. 4. The best method by the number of segments on the bus route and the MAE
of the best performing method.
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from time group 5 to 12 (5 am to 11 am) and again from time group 20 to 25 (5
pm to 9 pm). There is minimal difference between the two methods during off-
peak times. Similarly, Fig. 6 shows WJP-P outperforming SP from Monday to
Friday. During the conventional working week and especially during peak travel
times is the time with the greatest number of passengers are on the network,
and improving journey times at these times will benefit the most people. This
is an important finding and is a strong argument for WJP-P over SP.

Fig. 5. The time groups in the study vs MAE and reliability

Table 5. Results by Route

Route Num Trips Percent Data Num Segs SD Min MAE Max minus Min MAE Best Method

27A 1 8775 99.51 39 31.73 91.15 7.93 HA

32 2 6423 98.75 58 32.89 134.30 6.46 WJP-P

32 1 6512 98.20 56 39.66 149.37 17.21 WJP-P

184 1 6848 98.85 43 44.88 106.60 8.83 SP

79A 1 7566 99.01 32 45.43 106.00 2.42 HA

120 2 13618 99.52 23 52.47 86.04 2.79 HA

42 1 10200 98.25 55 53.38 155.89 16.77 WJP-P

42 2 11164 98.67 58 56.32 163.08 8.06 WJP-P

27A 2 8436 99.45 38 56.74 96.15 7.19 WJP-P

120 1 13944 99.18 25 58.62 82.15 1.90 HA

56A 1 4238 97.85 54 62.51 174.12 147.37 WJP-P

4 1 15016 98.69 56 69.59 223.77 30.49 WJP-P

56A 2 4294 99.02 52 73.85 161.25 201.51 WJP-P

4 2 15629 99.08 60 75.94 232.77 23.54 WJP-C

79A 2 7240 99.38 31 81.71 134.20 22.77 WJP-P

184 2 6361 98.63 44 88.43 169.19 21.34 SP
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4.4 Computational and Storage Resources

The computational and storage resources consumed in this experiment are pre-
sented in Table 6. All methods were tested on the same partial journeys on a 2017
MacBook Pro with a 3.3 GHz Intel Core i5 processor and 16 GB of memory.
Data processing time has been provided separately from training time because
after the initial year of data is processed, the time taken for processing addi-
tional daily data would be minimal. HA does not do any ML model training,
so its average training time is zero. WJP-C trains a single RF model per route,
and a short training time of 0.51 s reflects this. WJP-P and SP show similar
prediction times with 42.91 s and 45.40 s, respectively. Both of these methods
train a model per segment, but the training time for WJP-P is shorter than SP.
The average prediction time is likely the most significant of these measurements
for journey planning applications and RTPI, as this will determine the speed at
which information is returned to passengers. HA and WJP-C are very similar
and over 40 times faster than WJP-P and SP, which are also very similar to each
other. The same pattern is seen for storage with the models and data required
for HA and WJP-C 18 times smaller than the other two methods. These results
are specific to RF models, which have a larger storage size and a shorter training
time than neural network models.

Fig. 6. The days of the week in the study vs MAE and reliability

Table 6. Computational and storage resources consumed by the different methods

Measurement HA SP WJP-C WJP-P

Data Processing/Route (in seconds) 54.83 20.32 102.7 132.29

Training Time/Route (in seconds) 0.00 45.40 0.51 42.91

Prediction Time/Test case (in seconds) 0.0157 0.6719 0.0156 0.6735

Storage /Route (in megabytes) 846.30 16017.62 852.80 16739.08



154 L. Dunne and G. McArdle

5 Conclusion

From the results of our experiments and analysis, we conclude that the commonly
used SP method is not the best approach. It is not the best approach overall, nor
on the majority of the bus routes, across multiple metrics. We also conclude bus
routes are not a homogenous population and that attempting to define a single
best algorithm for predicting bus journey times will result in sub-optimisation.
The optimum method for journey time predictions should be determined based
on many factors, including those identified in this study: the application, the
trip’s length, the temporal features of the trip, and also possible factors related
to the bus route characteristics and data profile.

The novel method we present in this paper represents a significant contri-
bution as WJP-P outperforms SP on most metrics, and on the majority of bus
routes at a similar computational cost. The other method based on whole jour-
ney time prediction, WJP-C, has an overall reduction of 3.7% MAE compared
to SP but at a significantly reduced computational cost. We suggest this as a
good value option, balancing the accuracy of predictions with computational and
storage costs.

Analysis of the results has provided important insights into the nature of bus
journey time prediction regarding the bias in and variability between methods
predicting for trips of different lengths, at different times of day and week and for
bus routes with different characteristics. An important finding is the enhanced
benefit of WJP-P at peak travel times and during the traditional working week.
These findings can be applied to predict bus journey times for timetabling, and
result in more achievable timetables, improving the reliability of the bus network.

Planned further work involves the application of these methods to more bus
routes to validate the results. We are especially interested in applying the method
to bus routes with different characteristics in different cities, and to bus routes
with a lower frequency and a lower quality of data.
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Abstract. Road accidents cause 1.35 million deaths a year and have
now become the leading cause of death between the ages of 5 and 29.
CAReful is an application that can be used while driving to detect dan-
gerous behaviors, such as drowsiness, turning the head, using the smart-
phone, or the presence of excessive noise. CAReful uses different sensors
to monitor the driver, such as the microphone, GPS, camera, accelerom-
eter, gyroscope, and magnetometer, and to obtain information about the
vehicle’s speed and the road. Since driving behavior is privacy-related,
all processing and storage of sensitive information occur on the user’s
device.

Keywords: Road accidents · Distraction detection · Smartphone

1 Introduction

According to the “Global status report on road safety”, the number of road
traffic deaths is approximately 1.35 million every year, and road accidents are
the main cause of death for people aged 5–29 years [18]. A significant fraction of
road accidents is known to be caused by distracted driving. The U.S. Department
of Transportation’s National Highway Traffic Safety Administration (NHTSA)
estimates that the number of deaths caused by distraction was +3300 in 2011,
whereas the number of injuries was 387000 [15]. The problem is known to be
relevant also in other parts of the world [8], and in more recent years the situation
did not get better [16].

Distraction can be defined as a specific type of inattention where the driver
focuses on non-driving activities. Distractions can be categorized in visual dis-
tractions, such as looking at the infotainment system of the vehicle, manual
distractions, such as eating or drinking, and cognitive distractions, such as speak-
ing with other passengers [17]. In many cases, a distracting task can span more
categories: for instance, reading a text message on a smartphone requires both
looking away from the road and using at least one of the hands to control the
smartphone. Distractions can also be more or less demanding in terms of cogni-
tive load.

The increasing capabilities of vehicles, in terms of automated driving, can
be helpful in the long term, as the driving tasks will be shifted from humans
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to the vehicle’s intelligence. However, the level of automation that is currently
available, or that will be available in the near future, can be paradoxically an
incentive to distraction [12]. In fact, some levels of automated driving require
the driver to be attentive and promptly take control of the vehicle in anomalous
situations, but being the human relieved most of the time from driving tasks,
distracting activities like using a smartphone can occur even more frequently. In
addition, the time needed to replace all existing vehicles with fully automated
ones is going to take several years.

As a consequence, methods for automatically detecting distracted driving
received significant attention during the last years. In this paper, we propose a
system for detecting distracted driving that advances the state of the art along
the following directions: i) the method identifies a wide range of distracting
activities relying on the multiple sensors available on a smartphone (the camera,
the microphone, the GPS, the IMU); ii) detected distractions are used to com-
pute a distraction index that can be used by the driver for self-assessing their
driving style; iii) the system relies only on a smartphone and all computation
and storage of information occur locally. This is important because information
about the driving style is of personal nature and it could be used for malevolous
purposes (e.g. by insurance companies not authorized by the user). Finally, in
some countries, monitoring of workers is not allowed; therefore, a solution like
the one we propose can be useful for those professional drivers who are interested
in self-assessing their driving style but, at the same time, want to preserve their
privacy.

2 Related Work

Because of the social significance of the problem, the detection of dis-
tracted drivers received significant attention during the last few years. Several
approaches are based on computer vision only. Through computer vision, in
fact, it is possible to detect a wide range of distracting behaviors, such as using
a smartphone while driving, reaching out objects in the backseat, or looking
in the wrong direction. In [6], an approach based on two stages is presented:
the first stage relies on a ResNet-101 network to identify and locate the rele-
vant elements in an image, such as hands, face, and a smartphone; the second
stage uses features like the distance between the previously identified elements
to classify the current behavior as safe or not. The approach was evaluated on a
set of images when executed on a standard PC. Another vision-based approach
is described in [14], where a camera is used to recognize a set of distracting
activities such as texting using the phone, operating the radio, doing makeup,
reaching behind, or talking with other passengers. The focus of the study was
on the best performance that can be obtained using a number of well-known
deep learning methods in terms of accuracy and execution speed on embedded
computers. The problem of optimizing a Convolutional Neural Network (CNN)
is faced in [3], where the number of parameters is reduced compared to other
CNN-based approaches. Also in this case, the approach is based only on images
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of the driver to recognize the unsafe behaviors included in the dataset provided
in [7].

Detection of unsafe behaviors that is specifically designed for being executed
on smartphones is described in [19]. Unsafe behaviors are not restricted to inat-
tentive driving, but also include careless change of lane, tailgating another vehi-
cle, and lane weaving. One of the main goals of the system is to select the most
appropriate camera depending on the current context. The reason is due to the
inability of the adopted smartphones to activate the front-facing camera when,
at the same time, the rear one is in use. The front-facing camera is used to rec-
ognize the possible drowsiness of the driver or the direction of the head, whereas
the other camera is needed to observe the trajectory of the car across lanes and
the distance from the preceding vehicle. The approach focuses on a wide range of
danger sources, but does not specifically target the possibly different distracted
driving behaviors.

SafeDrive is a wearable system able to detect a number of distracting actions
[11]. SafeDrive relies on the IMU available on smartwatches to monitor the right-
hand movements of the driver, to understand if she is interacting for too much
time with the car controls, she is searching items located at the passenger’s seat
or at the backseat, or she is eating. The approach uses, as the main source of
information, the rotation angle of the driver’s hand on the horizontal plane,
integrated with information collected by the smartphone. The latter, in partic-
ular, is useful to monitor the vehicle’s dynamics. Another approach based on
wearable devices is the one described in [13], where the position of the smart-
watch is derived using the RSSI of Bluetooth Low Energy (BLE) communica-
tion. The basic idea is that the smartwatch communicates with the passengers’
smartphones so that its position can be estimated without relying on IMUs (the
rationale is that IMUs are also influenced by vehicle dynamics). The set of dis-
tracting actions again includes using a smartphone, eating or drinking, searching
onboard items, and operating the vehicle systems. IMUs were used in [9], where
the considered distracting activities were all related to the use of a smartphone
(being involved in a call, two-way texting, and reading a message).

The reader is forwarded to [12], where existing literature about the detection
of driver’s distraction is reviewed and taxonomized.

3 CAReful: An App for Detecting Distracting Behaviors

CAReful is an Android application for smartphones able to measure the level of
inattention of the user while driving. The app makes use of the different sensors
typically available on a smartphone to collect information about the behaviour
of the driver and about the environment around her (e.g., tortuosity of the road).
The distracting behaviors that CAReful is able to detect are: drowsiness, turned
head, usage of smartphone, smartphone fall, and excessive noise. The device is
supposed to be positioned in front of the user as it is commonly done when
using a smartphone as a navigation aid. The main sensors used by CAReful
are: the GPS, the microphone, the camera and all the motion-related sensors,
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such as the accelerometer, the gyroscope and the magnetometer. Beside the
distracting behaviors, CAReful combines the presence of such activities with the
vehicle speed and the tortuosity of the travelled road. The idea is that distracting
behaviors are much more dangerous as the speed increases or when the road is
non-rectilinear. The output is a single index that can be used to evaluate the
general risk associated to distractions. The index is computed during a trip and
saved to keep note of the user’s behavior. In the following, we describe how the
considered distracting activities are detected.

3.1 Drowsiness

The front camera is used for the detection of the driver drowsiness. In particu-
lar, drowsiness is recognized by computing the fraction of time the eyes of the
driver are closed. The camera sampling rate is set 10 Hz, as a trade-off between
detection accuracy and resource consumption. To recognize the features of the
driver’s face, we rely on the Google ML Kit [10]. In particular, we make use of
the Face Detection APIs to detect the points of interest within a face and then
to estimate the fraction of time the eyes are kept open or closed. Whenever the
driver’s eyes are kept closed for 20 consecutive frames (∼2 s), then a drowsi-
ness counter is incremented. Such a counter is then combined with similar ones
concerning the other possibly distracting activities to obtain the final index.

3.2 Turned Head

The same camera is used also to understand if the driver has turned her head
to the left or to the right, looking away from the road. Also in this case, we
relied on the Face Detection APIs as it is highly optimized for being executed on
mobile devices. The driver’s head is considered to be turned when the module of
the Euler Y angle of the head is greater than a threshold (40◦). The threshold
has been set considering that when the Euler Y angle is greater that 36◦, only
the right eye is visible from the camera. The same applies when the angle is less
than −36◦. Once the driver has turned her head in one of the two directions for
at least 4 s, the counter related to this distracting behavior is increased.

3.3 Usage of Smarthphone

The IMU of the smartphone provides information useful to detect if the device
is used by the driver. In particular, we adopted a simple approach based on
detecting a rotation of the device, corresponding to when the smartphones is
removed from the holder where it is supposed to be placed. The listener of the
gyroscope is activated with a period of ∼200 ms. If the module of the angular
velocity becomes greater than the threshold, the distracting activity is detected.
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3.4 Smartphone Fall

We decided to include the fall of the smartphone in the set of distracting activities
because picking up the device from the vehicle floor can be extremely dangerous.
To detect a fall, the magnitude of the acceleration vector is computed and stored
in a buffer. We decided to use the magnitude of the acceleration vector, and not
all the three components, to keep the method simple and independent from the
possible rotations of the device when falling [1,2,5]. The magnitude values in the
buffer are then compared with two thresholds – lowTh and highTh – to detect
the free fall of the smartphone and then its impact onto the floor. Every time a
new value is added to the circular buffer, the algorithm searches in the array for
a value lower than lowTh, corresponding to the free fall phase. Then, if the free
fall phase is detected, the algorithm searches for a value higher than highTh in
the remaining part, caused by the impact of the device onto the floor.

3.5 Excessive Noise

The microphone of the smartphone is used to capture the level of noise in the
vehicle. The android.media AudioRecord class is used to sample the sound level
every 500 ms, encoded as 16 bit PCM. The mean value of the samples is com-
puted to make the system tolerant to possible short spikes in the signal. The
mean value is then compared to a reference value to obtain the level of noise
on a dB scale. The reference value used is the minimum value that the device
is able to measure. Unfortunately, the result cannot be easily translated into a
dB Sound Pressure Level1 (SPL) because the latter assumes a reference level of
20μPa and the samples are collected through an uncalibrated smartphone. For
this reason, we finally compared the result to an empirically derived threshold.
A study demonstrated that reasonably accurate measurements can be carried
out when using iOS devices as the different models share many similarities from
the point of view of the audio subsystem [4].

3.6 Trip Logging and Road Tortuosity

Every trip has departure and arrival coordinates, collected via GPS. The GPS
is also used to retrieve the speed of the vehicle which is used as a multiplying
factor when computing the distraction index, as discussed in Sect. 4. The rotation
vector, derived from the accelerometer and magnetometer readings, is used to
compute the curvature index of the road covered during the trip. The azimuth is
sampled every 200 ms and the difference between adjacent samples is used as an
indication of the direction change in the considered period. Finally, the average
module of the differences is used as an indication of the overall road tortuosity.
The result is then compared to a set of empirically-defined thresholds to obtain
the curvature index.

1 dB SPL is typically used to express the threshold of discomfort or pain for humans.
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Table 1. Contribution of every distraction counter and multiplier in the score formula

Role Range Description

Tortuosity multiplier 1–3 Difficulty of the road

Speed multiplier 1–4 Speed of the vehicle

Drowsiness counter 0–30 How many times eyes are closed

Head turned counter 0–15 How many times head is turned

Usage counter 0–1 Phone is used

Fall counter 0–1 Phone falls

Noise counter 0–12 How many times noise is detected

4 Distraction Score

As mentioned, the distraction score quantifies the level of distraction of the driver
at a given time during the trip. The distraction score d is computed according
to the following formula:

d = (
Speed

4
+

Tortuos.

3
) · (Head

15
+

Drowsiness

30
+

Noise

12
+Fall +Usage) (1)

Speed and tortuosity act as a multiplying factor. The other term, instead,
expresses the amount of the driver’s distracting behaviors. The speed index is
supposed to be in the 1–4 range as we identified 4 different speed limits to be
typically adopted (urban road, extra-urban road, main extra-urban road, and
motorway). Road tortuosity is expressed by a value in the 1–3 range, as we
wanted to classify roads into easy, medium, and difficult ones. The counters
related to drowsiness, turned head, and smartphone usage are normalized in the
range 0–1 by dividing their actual values by the theoretically maximum values
obtainable in a minute. The range of possible values for the different counters
is shown in Table 1. This is done to compute the fraction of time a specific
behavior has been detected. Fall and usage of smartphones are considered binary
values, as they are associated with particularly distracting behaviors. During the
whole trip, the attention level is re-computed every minute (and the counters are
reinitialized). This enables identifying specific parts of the trip that have been
characterized by distractions.

Equation 1 is used to compute the “istantaneous” disattention level. How-
ever, to provide a more readable feedback to the driver, variations are smoothed
through an exponential moving average:

di = (α · d) + (1 − α) · di−1

The value of di is then shown to the user using a range of colors as depicted
in Fig. 1b. To be more specific, what is actually presented to the user is the
attention level, as we feel that providing positive feedback to the driver is better
than highlighting bad behaviors.
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Fig. 1. Screenshots of the app.

5 Conclusion

CAReful is an application that does not store any sensitive data, all the infor-
mation collected about the driver and the surrounding environment is processed
in real-time and not stored. Processing occurs locally using just the smartphone
resources, and without transmitting any information to external services. The
only information stored is a summary of the trip: departure and arrival location,
departure and arrival time, and aggregate score. We believe that self-assessing
the users’ driving style while preserving their privacy is key to the widespread
adoption of tools like the one we propose and, in the end, to improve safety on
the roads.

Some screenshots of the app are shown in Fig. 1. In particular, Figs. 1a and
1b show the main screen and the map that is visualized when driving. Figure 1c
instead shows the development mode of the app, where information about col-
lected data and intermediate results is reported.

Future work will concern the evaluation of the app. As also pointed out by
the literature summarized in Sect. 2, the evaluation of systems aimed at detect-
ing distractions when driving is particularly troublesome because real tests are
too risky. A possible solution is represented by realistic driving simulators, pos-
sibly integrated with a trace-driven execution as far as the motion sensors are
concerned.
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Abstract. Vehicle detection in autonomous driving could be very challenging
under adverse road conditions. The problem has been studied intensively. How-
ever, recent studies have shown that the problem remains unsolved, especially
when the vehicles are occluded or under low-light conditions. This paper adopts a
different approach to vehicle detection by taking advantage of RFID technology.
Specifically, RFID tags are attached to the vehicle’s surfaces, and then a system
is designed to detect, locate, and track those tags dynamically. In addition, RFIDs
are allowed to store user data on chips. To fully utilize this feature, this paper
develops an algorithm to select and store the most critical information in tags for
recovering the boundaries of occluded vehicles and finding the vehicle’s location
and orientation. The proposed method achieves the following objectives: (1) Vehi-
cles could be detected at a relatively long distance in any conditions (including
low-light or adverse weather). (2) The boundary of the occluded vehicle could
be recovered. (3) Vehicles are still detectable even if they are turned off. (4) The
implementation is relatively simple. The evaluation results have shown that the
proposed method is able to detect a vehicle’s orientation and rotation and recover
the boundary for an occluded vehicle.

Keywords: Autonomous driving · RFID tags · shape approximation ·
orientation estimation · vehicle detection · vehicle safety

1 Introduction

In recent years, due to the popularity of autonomous driving, the related accidents also
increased [1, 2]. According to a report [2], the accidents were caused by detection
defections, such as the driving systems failing to detect other vehicles or recognize
surrounding objects.

1.1 Challenges of Vehicle Detection

Autonomous vehicles are required to identify and track other vehicles around them and
properly handle each detected vehicle. However, there are many challenges to recog-
nizing those vehicles on roads correctly. The most significant challenges of vehicles
detection are summarized as follows:
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Vehicle detection is especially challenging in heterogeneous traffic or adverse road
conditions, in which the size and type of vehicles vary significantly. When vehicular
traffic density is high, it leads to frequent occlusion. Occlusions increase the difficulty of
learning the visual representations of vehicles. The tracker may fail to follow the target
under occlusions since the occlusions prevent the tracker from learning the complete
appearance representation of the target [3]. Furthermore, complex backgrounds, weather
conditions, and cast shadows make identifying and tracking a vehicle difficult [4].

1.2 Related Works

Although on-road vehicle detection is challenging, significant progress has been made
for general problems in recent years [5, 6]. Autonomous vehicles integrate multiple
sensors onboard for information acquisition about road conditions. Those sensors can
be classified into two main categories: active and passive [5].

The most common approaches to detecting vehicles by active sensors include radar-
based and laser-based. Millimeter-wave radar is widely used for vehicle detection, in
which a frequency-modulated continuous waveform signal is emitted. Its reflections
are received and demodulated, and frequency content is analyzed [6]. Radar sensing
generally features a narrow angular field of view, and measurements are quite noisy,
requiring extensive filtering and cleaning [6].

Lidar-based systems emit and receive lasers at wavelengths generally between 600
and 1000 nm. The distance to the detected object could be derived based on how far the
photons have traveled round trip [5]. Laser-based systems are accurate; however, they
do not perform well in rain and snow [7]. When a large number of vehicles are moving
simultaneously in the same direction, interference among sensors of the same type poses
a big problem [7].

A passive vision-based system such as a camera is utilized to track approaching
and preceding vehicles more effectively than active sensors as visual information can
provide a brief description of the surrounding vehicles [5]. Optical sensors can also be
used for lane detection, traffic sign recognition, or object identification [5].

Multiple sensor approaches are more likely to progress and achieve more reliable
and secure systems than a single sensor. In the fusion process, either two types of sensors
perform detection simultaneously and then validate each other’s results, or one sensor
detects while the other validates [5].

Imaging technology is the mainstream of vehicle detection methods [6], which could
be divided into two broad categories: appearance-based and motion-based methods.
Appearance-based methods recognize vehicles directly from images. However, motion-
based approaches require a sequence of images to recognize vehicles [6]. Therefore,
monocular vehicle detection often relies on appearance features and machine learning,
while stereo vehicle detection often relies on motion features, tracking, and filtering [6].

Several recent studies investigated the detection problem under special scenarios,
such as nighttime and low-light [8, 9]. The studies have shown that complex road and
ambient lighting conditions and camera configurations can significantly impact the effec-
tiveness. If vehicles are occluded by nearby objects or under very bad weather, the detec-
tion problem could be even more challenging. Current benchmarks indicate that recent
detection algorithms can detect approximately 90% of partially occluded and 80% of
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heavily occluded vehicles [3]. One popular occlusion handling method is the analysis
of motion cues, such as frame comparison reasoning, which analyzes continuous image
data and identifies objects by comparing data between frames [3]. However, this method
is restricted in cases of static occlusion where the variation of occlusion between frames
is small [3, 10]. Some other popular methods of occlusion handling combine a number
of the following occlusion cues or image characteristics to assess if an object boundary
is recognized or recovered [3]. The weaknesses of the existing methods are obvious: (1)
the success rates heavily rely on the visual quality or road conditions; (2) the occluded
parts are very difficult to be recovered in cases of static occlusion because the related
information is limited.

1.3 Proposed Solution for Detection of Invisible/Occluded Vehicles

This paper proposes a method to detect invisible/occluded vehicles by taking advantage
of the newdevelopments in radio frequency identification (RFID) technologies. Themain
idea is to attach passive RFID tags to a vehicle’s surfaces to add new electromagnetic
visibility to the vehicle. Furthermore, each tag is allowed to store a vehicle’s 3D model
on the chip. So that the RFID reader can remotely retrieve the 3D model from a tag
when a vehicle is invisible or occluded; in addition, based on the tags’ returned signals,
the vehicle’s boundary, location, and orientation could be derived. Compared to optical
systems, RFID is independent of weather conditions and the time of the day [16].

The remaining sections of this paper is organized as follows. Section II analyzes the
characteristics of RFIDs and explains the use of RFID technologies to make vehicles
detectable in adverse road conditions. The storage space in a tag is very limited and varies
in different brands. Section III shows how to dynamically minimize the storage space
required for the 3D model of a vehicle. Section IV designs a data structure to support
effective detection and computation in consideration of limited storage space in RFID
tags. Section V proposes methods to estimate an occluded vehicle’s direction, distance,
and orientation. Section VI is the performance evaluation for the proposed method.

2 Make Vehicles Detectable by Using RFIDs

RFID is designed to be attached to equipment or objects for easier detection, location,
and tracking. RFIDs are highly reliable yet have low implementation complexity [13,
24]. For instance, multiple RFID tags are attached to an object to enhance availability
and detection accuracy in inventory applications [25]. An RFID system usually contains
one or more RFID tags and a reader. A tag consists of a silicon microchip attached to
a small antenna, mounted on a substrate, and encapsulated in a plastic or glass veil. A
reader consists of a scanner with antennas to transmit and receive signals, is responsible
for communication with the tag, and receives the information from the tag. A reader can
scan multiple tags at a time. Figure 1 is the illustration of interactions between a reader
and multiple tags. However, it can also detect each tag individually. RFID tags are not
necessary to communicate within line of sight. This characteristic is useful when the
vehicle is partially occluded.
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Fig. 1. An RFID reader can turn on multiple tags simultaneously over a long distance.

2.1 Durability and Detection Range of Passive RFIDs

There are two types ofRFID systems in operation: active and passive. In an active system,
the tag has its power source. The battery life could be up to a few years. However, the
tag has no internal power supply in a passive system; therefore, it can be much smaller
[15]. Passive tags contain circuitry that gains power from radio waves emitted by readers
in their vicinity. They use this power to give a reply to the reader. Passive tags have no
moving parts or internal power sources. The chance of breakdown within the tag itself
is extremely low. Therefore, passive tags can last for the entire lifespan of the vehicles
to which they are mounted [13].

The communication distance of RFID depends on the active or passive RFID, RF
output power of reader/writer, the antenna gain of tag and reader/writer, and the user
environment. In general, the communication distance for active tags could be up to 100
m [11]. For the passive type, although the reachable distance of radio waves depends
on the conditions related to the antenna size and the signal strength, generally speaking,
the higher frequency bands (UHF) have larger communication distances. For instance,
in the mainstream market, some UHF RFID tags’ ranges can reach 20 m [12] or 30
m [13]. Recent studies have shown that the new passive RFID could be reached at an
unprecedented range of up to 64 m [14, 15].

2.2 User Memory on RFID Tags

An RFID tag is composed of four types of memories in a tag. They are (1) reserved
memory, (2) TID (tag ID is written by manufacturers), (3) EPC (electronic product
code) can be written by users, and (4) user memory. Type (3) and (4) can be rewritten by
users. Storing extra information (other than ID number) in an RFID tag allows users to
access records in real-time without connecting to a reference database. When a reader
scans an RFID tag, it can retrieve the ID and the stored data.

Different RFID tags have varying amounts of storage available. The capacity ofRFID
tags ranges from 60 bytes to 64K bytes [19]. Typically, a tag carries about 2 KB of data
(e.g., Fujitsu chip MB89R118). However, some industrial passive UHF tags can store
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4 KB or 8 KB of data. The data retention could be up to 30 years. Invengo RFID Tag
(Model No. XC-TF8102-B-C43) is a typical RFID tag used in this paper’s experiment.
The specifications of the tag are: TID: 96 bits, EPC (electronic product code) memory:
256 bits, and user memory: 512 bits. If applications need more memory than the EPC
section has available, they use the extended user memory to store more information. In
this case, the total size of usable memory is 96 bytes.

To summarize, RFIDs have the following characteristics: (1) their lifespan can be as
long as 30 years; (2) they can be detected at a distance of more than 60 m; (3) users are
allowed to store extra information on a tag for real-time access.

3 Overcome the Limitations of RFID’S Storage Space

One of the solutions to detect invisible/occluded vehicles is to increase every vehicle’s
visibility to other vehicles. There are several advantages to attaching passiveRFID tags to
a vehicle’s surfaces. Those tags can be detected reliably under different road conditions
[16]. Secondly, the vehicle’s identifier, 3Dmodel, etc., are stored in each tag for real-time
access. So that vehicles can easily detect and locate the invisible/occluded vehicles, they
can also recover the boundaries of the occluded vehicles. The storage requirement of a
vehicle’s 3D model should be minimized to overcome the limitation of RFID’s storage
space and achieve better computational efficiency. The following sub-sections are to
develop an algorithm to simplify the 3D expression.

3.1 Vehicle Segmentation

In 3D modeling, a vehicle is scanned into a point cloud which usually consumes a lot
of storage space. A vehicle’s point cloud is divided into multiple parts to simplify the
vehicle bounding’s expression. A tight bounding box is generated for each part. As a
result, the tags’ positions will tightly align with the virtual boundary. Then the resulting
bounding boxes are joined together to create a 3D vehicle model.

Edge-Based Segmentation
Several existing algorithms can be used to divide a point cloud into logical parts [20,
21]. For instance, there are edge-based segmentation, region growing segmentation,
segmentation by model fitting, etc. Different algorithms have their advantages. Vehicles
usually have simple shapes; they are easier to be divided into parts. In this paper, edge-
based segmentation is chosen as it is a fast algorithm to speed up the computation [21].
The edge-based segmentation algorithms have two main stages: (1) edge detection to
outline the borders of different regions and (2) grouping of points inside the boundaries
to deliver the final segments [21]. Edges in a given point cloud are defined by the points
where changes in the local surface properties exceed a given threshold. Figure 2 shows
two examples of dividing a car and a truck into segments.
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Fig. 2. Two examples: (a) a car is divided into two segments; (b) a truck is divided into three
segments.

3.2 Shape Selection

After segmentation, each part of the vehicle will be converted into a bounding box to
simplify the 3D expression.

Building the Shape Database
First, a database of simple 3D geometric shapes is built to store a set of representative
shape exemplars. The selectionof those shape exemplars is straightforward.The common
shapes that appear in the vehicles are selected. It is important to ensure that those shapes
havemultiple flat surfaces, whichwill be easier for the algorithm to estimate the vehicle’s
pose at a later stage. The database can be updated if the shapes of vehicles have changed.
The following is an example (Fig. 3):

Fig. 3. Database of 3D geometric shapes with flat surfaces.

Initial Shape Selection
Instead of directly reconstructing shape representations, the proposed method operates
indirectly by selecting shape exemplars. More precisely, after segmentation, for each
segment, the algorithm is to select one shape exemplar among a set ofK shape exemplars
from a given shape database. The goal is to approximate the realistic shape for each
segment yet consume minimum storage space. After each selection of shape exemplars,
the exemplar’s parameters can be manipulated to fit the bounding box as perfectly as
possible. A loss function is developed to evaluate the fitness of the approximation. This
polygonal model could be used in different types of vehicles. By careful selection, all
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shapes consist of limited flat surfaces, and each surface is a plane that is a flat (not
curved) two-dimensional space.

3.3 Distance Calculation and Parameters Fine-Tuning

A function is used to evaluate the effectiveness of the resulting 3D geometric shape. The
distance is measured between each point of the point cloud and the surface (plane) of
the 3D shape. The following model is proposed: let P = {p1, · · · , pi, · · · , pm} is the
point cloud, and S = {

s1, · · · , sj, · · · , sn
}
denote flat surfaces (planes) of the resulting

3D model. Define dist(pi, S) to be the distance function point pi to S. The objective is
to minimize the total distance from P to S.

d(P, S) = minimize
∑m

i=1
dist(pi, S) (1)

Then the problem can be decomposed into the following set of sub-problems:

• Develop a function dist
(
pi, sj

)
that calculates the distance between a point pi and an

arbitrary plane sj.
• Calculate the distances between point pi and each flat surface (each side is a plane)

and take the shortest of the distances:

dist(pi, S) = min
sj∈S

{
dist

(
pi, sj

)}
(2)

The following paragraph explains how to calculate dist
(
pi, sj

)
. Figure 4 shows the

distance from point A to a plane determined by normal vector N and point B. Point B
is confined to being in the plane. The distance from A to the plane is the length of the
projection of the vector from B to A onto the normal vector. C is the point where the
projection touches the plane, then C is the point on the plane closest to A. Then the
distance from A to the plane is as follows:

d =
∣∣∣
−→
AB

∣∣∣ cos θ =
∣∣∣∣∣
−→
AB · �N

|N |

∣∣∣∣∣
(3)

Iterative Closest Point Fine-Tuning for Each Segment
For each segment, the parameters of a 3Dgeometric shape (such as lengths of dimensions
and orientation) are fine-tuned to match the corresponding point cloud by using the
Iterative Closest Point method (ICP), which is used to align two free-form shapes [22].
Then the problem is formulated as follows: given two corresponding free-form shapes
(shape S and point cloud P). The goal is to fine-tune the shape parameters tominimize the
sum of distance d(P, S). After that, all segments are put together to form the final shape
for the vehicle. Some methods are proposed to identify key points for more efficient
computation [23]. The trade-off between accuracy and computational time is dependent
on the number of key points selected.
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Fig. 4. Illustrate the distance from point P to a plane.

4 Design of Data Structure for RFID Tags

4.1 Data Structure in a Tag

Application developers can use the software development kits provided by reader man-
ufacturers to write data into memory. The following information is stored in a tag to
facilitate vehicle detection. They are the vehicle’s 3D segment shapes, tags’ positions
on the surfaces, the total number of tags on a specific surface (this number will be used
to calculate the weighting of the surface for the pose estimation later), the coordinates
of polygons that form the vehicle’s 3D model. The above information could allow us to
achieve the following objectives: (1) recover the vehicle’s 3D model; (2) calculate the
portion of detected tags on each surface; (3) estimate the vehicle’s orientation.

The following example gives a conceptual idea of the storage requirement for a
typical passenger car. The car in Fig. 5 is divided into two segments: two square frustums.
A 3D square frustum bounding box takes four parameters. Assume that a floating-point
number is used for each parameter. It takes 8 bytes to represent a box. Then two segments
take a total of 16 bytes for the 3D representation. Each 3D object also takes 6 bytes to
specify the coordinates in the 3D space. As a result, two 3D objects consume another
12 bytes.

Fig. 5. All 3D objects share the same coordinate system.

There are many ways to represent a rotation for the orientation representation: 3 ×
3 matrices, Euler angles, rotation vectors (axis/angle), quaternions, etc. Take the Euler
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angle as an example; it uses a sequence like (x, y, z) to specify the rotation of the x-axis,
y-axis, and z-axis, respectively (see Fig. 5). Each object takes 6 bytes for orientation
representation. That takes another 12 bytes. Based on the above rough calculations, the
data storage requirement is about 50 bytes for the above example. This example also
shows that the proposed algorithm can dynamically adjust the storage requirement for
each vehicle.

4.2 Attach Multiple Tags to a Surface

Based on the previous studies, attaching multiple tags to an object can significantly
improve the reliability and accuracy of detection [25]. In the ideal case, the tags should
be attached to a vehicle’s surfaces uniformly. However, this requirement is impractical
in the design of vehicles. The strategy is to divide the usable area on each surface into
grids to maximize the vehicle’s visibility from different angles. A tag is attached to each
grid. Depending on the design of a vehicle, the density of tags may be different on each
surface. The surface’s exposure is measured by counting the percentage of tags that have
been detected to overcome the problem of heterogeneous density.

A vehicle’s 3D model is divided into different separated surfaces. A total number of
tags on each surface is stored in the tag. This number will be used to compare with the
number of detectable tags in the scanning process. If the surface is 100% directly facing
the detector in the detection range, the detector should be able to receive signals from all
tags on this particular surface. Otherwise, the surface is not 100% facing the detector,
or a part of the surface is blocked.

5 Detection of Invisible/Occluded Vehicles

The following information is available to detect an invisible or occluded vehicle: (1) the
vehicle’s 3D model; (2) the distance and direction to the detector; (3) its orientation to
the detector. For point (1), the model can be retrieved from an RFID tag. For points (2)
and (3), the following sub-sections elaborate on details of the proposed methods.

5.1 Direction and Distance Estimation of Passive RFID Tags

This section describes the details of the time-of-flight (TOF) method for estimating a
group of passive RFID tags’ direction and distance. Two readers are arranged horizon-
tally at a vehicle’s two front ends to perform the TOF-based localization. The above
arrangement is to avoid collision with the front vehicles. However, the readers could be
mounted at the vehicle’s back to avoid collision with the rear vehicles. When multiple
tags are present, readers can process a tag at a time.

For on-road vehicle detection, all the vehicles are on the roads which are on the same
or similar ground levels. In the proposed method, only the direction and distance of a
specific tag are required (not the position in 3D space). Therefore, 2D TOF estimation
is adopted in this paper (see Fig. 6). The RFID tag emits a signal, which propagates
through the air toward the two readers. The distance between two readers is k. Since
the distance from the tag to the reader can be measured separately, therefore, the tag’s
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direction to the vehicle can be estimated. The synchronization between two sensors in
TOF measurements is a challenging issue; Medina et al. [18] proposed a TDMA-based
method with compensation of the clock drifts and the random variation of the start time.

Fig. 6. Measurement of the distance and direction.

In the above figure, two readers and one tag are the three points of a triangle. θ1,
θ2, and θ3 are the inner angles of the triangle, respectively. r1 and r2 are the distances
from the tag to readers 1 and 2, respectively. The goal is to find the distance (d) and
direction (θ4) between the vehicle and the tag. There are different ways [26] to measure
the distance between two points, such as time-of-arrival (TOA), time-difference-of-
arrival (TDOA), and received-signal-strength (RRS), etc. Although more complicated
positioning systems (such as GPS) can be used in the vehicle, they still cannot fulfill
all the requirements in this application. For instance, GPS signals are not available in a
tunnel. A new method, time-of-flight (TOF), is proposed to address the ranging issue in
RFID systems [27, 28]. It measures the time-of-flight of the signal traveling from the
transmitter to the measuring unit and back. It performs ranging with a single antenna
and could work with standard EPCGeneration-2 tags. According to [27], at a distance of
40 m, their study achieved 1-m ranging accuracy outdoors. In another paper [28], their
study achieved a ranging precision below 10 cm for a MIMO system at a bandwidth of
100 MHz indoors. In TOF, the distance between the reader and the tag can be estimated
by dividing the total traveling time by 2.

τ = t1 − t0
2

(4)

where t0 and t1 are the starting time and end time of the signal traveling. There is only
one hop in this application, and the tag only gives a simple reply to the reader; the delay
spent on routing and processing can be ignored. So, the distance between the reader and
the tag can be given by D = cτ , where c is the speed of light.
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r1, r2 are measured by using TOF, and k is given. Then θ1 can be expressed in the
following equation by using the law of cosine:

θ1 = cos−1
(
r12 + k2 − r22

2kr1

)
(5)

Similarly, the same method is used to find θ2 and θ3. Then the direction of arrival,
θ4, can be obtained as follows:

θ4 = π − 1

2
θ2 − θ3 (6)

Moreover, the distance between the vehicle and the tag can be calculated by using
the law of cosine again:

cosθ4 = d2 + ( 1
2k

)2 − r22

d · k (7)

The above is a quadratic equation where d is unknown, and the answer is as follows:

d = cosθ4 · k ±
√

(cosθ4 · k)2 − k2 − 4r22

2
(8)

There are two solutions in (8), but one of them will be discarded based on the
constraints. A reader can read multiple tags (say, n) at a time. θ4 and d can be calculated
for each tag. Thus, the direction of arrival and the distance between the vehicle and the
tag could be estimated as the average values of detected tags:

[θ, d ]avg =
[
1

n

∑n

i=1
θ4

i,
1

n

∑n

i=1
di

]
(9)

5.2 Estimation of Vehicle’s Orientation

The relative positions of the detected ID tags can be used to estimate the vehicle’s
orientation. Those IDs are organized in hierarchies. An ID in each tag is formulated in
the following format {Vehicle ID, Polygon ID, Surface ID, Tag serial no}. Based on the
ID format, a tree structure is organized for fast searching.

Localization registration is to determine the orientation of a set of tags for the pre-
built global 3D map. In the matching process, it is computationally expensive. Different
approaches are proposed to accelerate the search [29]. The ordered tree comparison is
suitable for localization registration [17]. The pre-built global 3Dmap could be organized
as a tree (T1) that consists of several polygons, and each polygon consists of several
surfaces. Each surface has an attribute of the total number of tags attached. The detected
tags could also be organized as an ordered tree (T2) which consists of the detected
polygons, and each polygon consists of the detected surface, and each surface consists
of the detected tags. Therefore, the problem can be transformed into an ordered-tree
comparison. A recent study proposed a linear-time algorithm comparing two similar
ordered rooted trees with node labels. They have shown that an optimal mapping that
uses at most k insertions or deletions could then be constructed inO

(
nk3

)
where n is the

size of the trees [17].
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6 Performance Evaluation

6.1 Experiment Configurations

The experiment aims to study the effectiveness of the proposed detection method when
the vehicle is invisible or occluded. Due to the budget constraint, a small-scale exper-
iment is implemented in this paper. The setup of the experiment consists of two major
components: a reader and a box for simulating a car. These two components can be
separated at a maximum distance of 5 m. The box was made based on a car’s three
dimensions, i.e., 0.46-m length, 0.18-m width, and 0.17-m height. The box has a total
of 6 flat surfaces. Multiple tags are attached to each surface. The inner surfaces of the
box are covered by aluminum foil, which is to simulate the metal body frame of a car.
There is a distance of 4 cm between the two tags. The number of tags for Surface {1, 3,
4, 5} are {5, 12, 12, 12}, respectively (see Fig. 7).

Fig. 7. Experiment Setup.

Before the experiment, a product code was written to each tag for identification. The
format of the product code is specified in the previous sections. The antenna is fixed at
a position; the box changes the position and orientation. The following is the hardware
used:

• Reader: CNIST-CN9400 (model no.). The query interval is 25 ms for each antenna.
There is a total of 8 antennas in each unit. A software development kit is installed on
a notebook.

• Antenna: CNIST-CN09C (model no.)
• RFID Tag: Invengo RFID Tag (XC-TF8102-B-C43, model no.): working frequency:
860–960 MHz, EPC memory: 256 bits, and user memory: 512 bits.

6.2 Effectiveness of RFID Detection

This sub-section is to study the detection effectiveness when the vehicle is moving.
The first experiment detects the vehicle’s front surface at different distances. The goal
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is to count how many tags have been detected for each surface. Figure 8 shows the
detectability at a specific angle (see Fig. 7) at different distances. The percentage of
detected tags is counted at each distance.

Fig. 8. Distance sensitivity experiment.

The results show that the front surface (Surface ID 1) can be detected successfully
at different distances. When the distance increases to 5 m, the percentage of detected
tags decreases to 80%, but the success rate is still at a high level. The experiment also
shows that, at a short distance, the reader can detect tags from other surfaces which are
not directly facing the detector.

The second experiment studies the sensitivity of detected tags when the vehicle
changes its orientation. The box is fixed at a distance of 2 m, and then the box is slowly
rotated from left to right for 90° (see Fig. 7).

Fig. 9. Sensitivity on rotation.
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In Fig. 9, the box is rotated 10° from left to the right at a time (that means Surface 1
will gradually flash out, and Surface 4will gradually flash in) (see Fig. 7). The percentage
of Surface 1 starts declining at 50°, and the reading drops to zero at 80°. However, for
Surface 4, the percentage increases steadily when the vehicle rotates. When the degree
reaches 90°, the level reaches the top. The changes in the percentages of those two
surfaces show that the vehicle is rotating.

6.3 Effectiveness of Occluded Object Detection

This experiment is to study the effectiveness of vehicle detection when nearby objects
occlude the vehicle. An object is arranged to slowly move from left to right in the front
of the vehicle. The detected tags’ percentage is measured in each movement when the
occluded surface increases from 10% to 100% at 2 m. Surface 4 is used as a test case
in the experiment; because it has the largest surface so that the most significant result
could be observed. Figure 10 shows the detection sensitivity of the simulating box.

Fig. 10. Sensitivity on occlusion.

Figure 10 shows that the percentage of detected tags decreases proportionally to the
percentage of the occluded surface. This experiment demonstrates the importance of
using multiple tags.

7 Conclusion

We identify the challenges for vehicle detection under adverse driving conditions. This
paper takes advantage of RFID technology to improve the vehicles’ visibility and pro-
poses a solution to overcome the weakness of vision-based detection methods. An algo-
rithm is developed to convert a point cloud into a simple 3D model, which then is stored
in tags for recovery of the vehicle’s boundary. The proposed method has the following
advantages: vehicle detection is not sensitive to light, weather, or occluded conditions;
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vehicles can be detected at a relatively long distance; the implementation is relatively
simple. Finally, a small-scale experiment is set up to evaluate the performance of the
proposed method. The results have shown that, by using multiple passive RFID tags, the
proposed method is able to detect a vehicle’s orientation at various distances; distinguish
whether a vehicle is rotating; recover the boundary for an occluded vehicle.
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Abstract. This paper addresses the problemof predicting the energy consumption
for the drivers of Battery electric vehicles (BEVs). Several external factors (e.g.,
weather) are shown to have huge impacts on the energy consumption of a vehicle
besides the vehicle or powertrain dynamics. Thus, it is challenging to take all of
those influencing variables into consideration. The proposed approach is based on
a hybrid model which improves the prediction accuracy of energy consumption
of BEVs. The novelty of this approach is to combine a physics-based simulation
model, which captures the basic vehicle and powertrain dynamics, with a data-
driven model. The latter accounts for other external influencing factors neglected
by the physical simulationmodel, usingmachine learning techniques, such as gen-
eralized additivemixedmodels, random forests and boosting. The hybridmodeling
method is evaluated with a real data set from TUM and the hybrid models were
shown that decrease the average prediction error from 40% of the pure physics
model to 10%.

Keywords: Hybrid modeling · Energy consumption · Battery electric vehicles ·
Statistical Modelling

1 Introduction

Battery Electric Vehicles (BEVs) are fully electric vehicles with rechargeable batteries
with the aim to reduce energy consumption and CO2 emissions [12]. Compared to vehi-
cles with combustion engines, the heating needed to be provided by electrical energy,
which can account for more than 30% of the overall energy consumed [23]. In addi-
tion, the battery capacity and efficiency are heavily affected by ambient temperature
and external environmental conditions. All of the reasons mentioned above lead to the
problem of “range anxiety”, which is the concern from the drivers that the car will not
have enough energy to reach its final destination or the next recharging station. This is
a significant barrier to market acceptance of battery electric vehicles (BEVs) [19].
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The purpose of this paper is to utilize a hybrid modeling approach to improve the
accuracy of energy consumption prediction. The novelty of this approach consists is
the combination of a physics-based model, to capture the basic vehicle and powertrain
dynamic, with a data-driven model (e.g., generalized additive mixed models), to account
for the other potentially influencing factors that are not covered by the physics-based
simulation model.

Evaluation of the results is carried out using leave-one-out cross-validation. The data
set used is from TUMünchen [23], which provides detailed trips’ information of 72 trips
driving around Munich in various ambient driving conditions.

The contribution of the paper is twofold. First, the energy consumption prediction
accuracy is improved despite the limited available trips in the data set and unknown
number of drivers. Second, the proposed approach separates the vehicle specifics from
the external influencing factors, which makes it easier to adapt the model to different
vehicle, or to drivers with different driving behaviors.

2 Background and Approach

2.1 Prediction of Energy Consumption

As the available battery capacity and energy consumption of the vehicle are the main
influencing factors on the driving range of a BEV, a good deal of effort has been devoted
to develop energy consumption estimation models for battery electric vehicles (e.g., [5,
9]). Many influencing factors are found that have impact on the energy consumption of
BEVs, such as vehicle characteristics, vehicle speed, road elevation, acceleration, etc.
These variables fluctuate greatly in real life, making energy consumption prediction an
even more complex problem.

In terms of physics-based simulationmethodology, either Newton’s Laws (analytical
model) are applied to the vehicle as a point-mass, or detailed physical processes are
incorporated for each module in an electric vehicle [25]. A number of analytical models
were proposed in the literature, for instance, [7] developed a simulation model, for
energy estimation and route planning for a Nissan Leaf. [9] developed four simulation
models for a city electric bus and validated the models using the data collected from a
bus prototype. The drawback of these purely physics-based models is that they don’t
consider heating and air conditioning in the energy computation, which can have huge
impact on the overall consumption [23].

In contrast to physics-based simulation models, a number of purely data-driven
models (mostly regressionmodels)were proposed for the energy consumption estimation
of BEVs. For instance, [5] took into account many aspects (such as the battery’s State of
Charge (SOC), speed, weather data, road type, and driver profile) and gathered data from
a BEV named Pure Mobility Buddy 09. The authors presented a data mining method
for predicting a BEV’s driving range that employs regression inside. [3] developed a
cascade neural network (NN) regression model for energy consumption prediction.

A recent paper [18] analyzed the same BEV tracking data in VED data set [16] to
forecast SOC using deep-learning models, such as LSTM, and Deep Neural Networks.
Yet this work does not consider the heating and AC energy.
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Fig. 1. Schematic view of utilized physic-based simulation model.

Overall, data-driven models also come with shortcomings. For example, large
amounts of data are required, and being more sensitive to the settings of hyper-
parameters. Even though the prediction accuracy of the models can be high under certain
circumstances, the result is not promising if a trip’s characteristics are not seen in the
training data set. In addition, the results are not physically justifiable due to the lack of
interpretability of the black box models.

Therefore, a combination of the two above approaches is proposed. The goal of this
work is to show that the proposed method, combining a physical model with a data-
driven machine learning model, can be applied successfully and adapted to different
driving behaviors and driving conditions.

2.2 Hybrid Modeling for Energy Consumption Prediction

Figure 1 shows a schematic view of the physical model utilized physical model in
this paper, following existing work as in [8]. The physics-based simulation model is
implemented in MATLAB [15] containing a Battery Electric Vehicle (BEV) model and
its components such as motor, high voltage battery, and vehicle dynamics. Regenerative
braking or recuperation is the recovery of kinetic energy during braking. It is assumed
to be 50% as the data set contains more trips with higher ambient temperature without
further tuning.

Figure 2 illustrates the proposed energy consumption predictionmethod for a specific
trip. The physical model takes time, speed, and road inclination from the data as inputs,
and calculates parameters containing information related to the battery of the vehicle,
such as battery temperature, battery current, and battery voltage based on theories in
physics. The whole physics simulation process is done in MATLAB.

For the statistical corrective models to account for the factors not considered by
the physical model, longitudinal data models are used. Different methods have been
proposed to handle longitudinal data effectively (thus eliminating the problem of depen-
dence between temporal data), for example mixed-effects model [6]. Each mixed model
has two parts - fixed effects that are identical for the entire population and random effects
which relate to each of the hierarchical levels. Fixed effects in our case describe general
input variables e.g. temperature and time (duration of driving).

Random effects, on the other hand, explain the randomness and heterogeneity as
a result of known and unknown factors. In this work, this relates to trip specific het-
erogeneity which is not captured by the fixed effects. These are driver specific effects
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Fig. 2. Energy prediction for a trip utilizing proposed hybrid model.

relating to both driving style and personal comfort temperature in the vehicle cabin.
Mixed-effects models use local data to generate one broad flexible model for a certain
area, explaining a significant portion of the population model’s random variability [1].
In addition, this paper also utilized random forests and boosting, which are widely used
in machine learning field for the comparison purpose.

The predictive capabilities of the models are evaluated using leave-one-out cross-
validation. That is to say, there are a total of n iterations, where n is the number of the
trips in the data set. For every iteration, there is only one testing trip, the remaining are
all training data. The training data is used to train the statistical corrective models while
the single testing trip is used to do an overall comprehensive evaluation. The evaluation
process will repeat n times as there are n trips in the data set, and the calculation results
will be averaged.

2.3 Data Set

The TUM data set [23] contains 72 real driving excursions in Munich. The variables in
the data are recorded once every 0.1 s using a 2014BMWi3 (60Ah) as the testing vehicle.
Each trip has time-series data related to environmental signals (temperature, elevation,
etc.), vehicle signals (speed, throttle), battery signals (voltage, current, temperature,
SoC), heating circuit signals (indoor temperature, heating power) and a timestamp [22].
Table 1 explains the relevant columns available in the TUM data set.

Table 1. Variable descriptions for TUM data set.

Variable Description

Time Timestamp for each record in s

Trip.id Trip identifier

Seasonality The trip is recorded in summer or winter

(continued)
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Table 1. (continued)

Variable Description

Weather Weather when the trip was recording, e.g., cloudy

Velocity The magnitude of instantaneous velocity in km/h

Elevation The vehicle’s height above sea level in m

Battery temperature Battery temperature in zC

Requested heating power Heating power requested by the driver in kW

Air conditioner power Air conditioner power used in kW

Ambient temperature Outside temperature in zC

Battery current Battery current in A

Battery voltage Battery voltage in V

3 Evaluation and Results

This section assesses the results of proposed method quantitatively and the overall per-
formance is discussed. The evaluation has been carried out on an ASUS VivoBook, Intel
Core i7-8565U, 4 cores, 16 GBRAM. The evaluation process can be summarized below:

1. Calculate physical model energy consumption based on battery’s current and voltage
simulation results, and add the values as additional column to the trips in the data
set.

2. Subtract the real energy consumption by the physical model’s predictions (from Step
1), which are named physical model’s residuals.

3. Build data-driven models to predict the physical model’s residuals calculated.
4. Add the estimated physical model’s residuals from the data-driven models to the

physical model’s predictions from Step 1.

To account for different scales, absolute percentage error is utilized for the cumulative
values of the energy consumption at time point T of a trip (i.e., the end time of a trip),
and is defined as:

APET =
∣
∣
∣
∣

yT − fT
yT

∣
∣
∣
∣

(1)

where yT is the real value and f T is the forecast value at time T.
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3.1 Generalized Additive Mixed Models (GAMMs)

Generalized additive models are an extension of regression models that allow effects of
input variables to be smooth. For generalized additive mixed models, which includes
mixed effects allows one to account for unobserved heterogeneity [4], e.g., due to indi-
vidual driving behavior. Suppose that observations of the ith of n units consist of an
outcome variable yi and p covariates xi = (1, xi1,…, xip)T associated with fixed effects
and a q× 1 vector of covariates zi associated with random effects. Given a q× 1 vector b
of random effects, the observations yi are assumed to be conditionally independent with
means E(yi|b) = μb

i and variances var(yi|b) = φm−1
i v(μb

i ) , where υ(·) is a specified
variance function, mi is a prior weight (e.g., a binomial denominator) and φ is a scale
parameter, and follow a generalized additive mixed model

g(μb
i ) = β0 + f1(xi1) + . . . + fp(xip) + zTi b (2)

where g(·) is a monotonic differentiable link function, f j(·) is a centred twice-
differentiable smooth function, the random effects b are assumed to be distributed as
N {0,D(θ)} and θ is a c × 1 vector of variance components [14].

The estimates that are based on data that show clear violations of key assumptions for
GAMM should be treated with caution, though few papers (e.g., [20]) state that mixed
model estimates were usually robust to violations of those assumptions (e.g., normality
of random effects).

As the data does contain outliers, the distribution of the response (i.e., physical
model’s residuals) heavily-tailed. The Student’s t family for heavy-tailed data is applied.
The density of the Student’s t family is given by:

f (yi) = �((ν + 1)/2)

�(ν/2)

1√
νπσ

(

1 + 1

ν

(
yi − g(ηi)

σ

)2
)−(ν+1)/2

(3)

The model diagnosis for the GAMMwith Student’s t family fitted on the TUM data
set is shown in Fig. 3. The Q-Q plot indicates that the Student’s t family is suitable
for the TUM data set as the model’s residuals from the GAMM match the theoretical
quantiles (i.e., the red line). The estimated smooth effects from the GAMM model fit
are presented in Fig. 4. The last figure indicates the random effect “Trip Id” of the trips,
and they are plotted against Gaussian quantiles. In mixed-effects models, one doesn’t
directly estimate random effects but assumes they are normally distributed with mean of
0. Therefore, the random effects are checked against Gaussian quantiles for the normally
distributed assumption.
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The summary of the GAMM model with Student’s t family fitted on the TUM data
set is shown in Table 2. For the parametric terms of the model, although the p-values
indicate that some of the predictors are not significant in terms of assuming threshold of
0.05, those predictors are still kept in the model as the main goal of the paper is to predict
the energy consumption of a BEV instead of making explanation out of input variables
(it makes little sense to use p-values to determine the variables in a model that is being
used for prediction [21]). For the smooth terms of the model, such as time, the coefficient
is not printed, as each smooth has several coefficients, one for each basis function. The
Effective Degree of Freedom (EDF) represents the complexity of the smooth fit. EDF
of 1 is equivalent to a straight line, EDF of 2 is equivalent to a quadratic curve, and so
on. With higher EDF describing more wiggly curves.

Fig. 3. Model diagnosis for GAMM with Student’s t family fitted on TUM data set.

The common way to evaluate a predictive model is by looking at the average error
rate from all of the iterations of cross-validation, but it is still interesting to know how
the model performs on each iteration. Figure 5 shows the overall error distribution of all
the iterations from the leave-one-trip-out cross-validation for the GAMMwith Student’s
t family fitted on the TUM data set.

3.2 Random Forest

For fittingRandomForest on longitudinal data, smallmodification on the normal random
forest algorithm is proposed by [11] utilizing subject-level bootstrapping, which enables
the effective use of all data samples and allows for unequal contribution from the subjects.
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Fig. 4. Estimated smooths from the GAMM with Student’s t family fitted on the TUM data set.
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That is to say, the algorithm grows each tree on a bootstrap sample (a random sample
selected with replacement) at the subject level rather than at the replicate level of the
training data. It has advantages for the analysis of longitudinal data because the sampling
scheme is designed to accommodate datawithmultiplemeasurements for a given subject.
Also, as the primary goal of the thesis is prediction, and not in performing inference on the
model components, the method has shown to be effective in predicting cluster-correlated
data.

Table 2. Summary of GAMM with Student’s t family fitted on the TUM data set.

Model TUM

(Intercept) 1537.44 (938.99)

Weather_cloudy 796.09 (649.09)

Weather_dark 1430.53 (723.35)∗

Weather_dark_little_rainy 0.00 (0.00)

Weather_rainy 0.00 (0.00)

Weather_slightly_cloudy 386.27 (582.56)

Weather_sunny 457.96 (573.88)

Weather_sunrise 754.49 (751.99)

Weather_sunset 2322.86 (998.28)∗

EDF: s(Time) 6.25 (7.06)∗∗∗

EDF: s(Ambient.Temperature) 1.00 (1.00)

EDF: s(Velocity) 7.67 (8.54)∗∗∗

EDF: s(Diff_elevation) 2.59 (3.35)∗∗∗

EDF: s(Time):Seasonality_winter 7.01 (7.92)∗∗∗

EDF: s(Ambient.Temperature):Seasonality_winter 1.00 (1.00)

EDF: s(Ambient.Temperature,Diff_elevation) 4.86 (27.00)

EDF: s(Trip.id) 44.40 (57.00)∗∗∗

∗∗∗p < 0.001; ∗∗p < 0.01; ∗ p < 0.05

The random forest was fitted using the package htree in R, and the tuning of the
hyper-parameters is done using grid search which attempts to compute the optimum
values out of different combination of hyper-parameters. Figure 6 shows the overall
error distribution of all the iterations from the leave-one-trip-out cross-validation for the
random forest model fitted on the TUM data set.
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3.3 Boosting

The boosting model utilized is using traditional gradient boosting method to form a
marginal model as Generalized Estimating Equation (GEE). GEE, proposed by [13],
is a general statistical approach to fit a marginal model for clustered data analysis.
Whereas the mixed-effect model is an individual-level approach by adopting random
effects to capture the correlation between the observations of the same subject [2], GEE
is a population-level approach based on a quasi-likelihood function and provides the
population-averaged estimates of the parameters [24]. In this method, the correlation
between measurements is modeled by assuming a working correlation matrix. The esti-
mations from the GEE are broadly valid estimates that approach the correct value with
increasing sample size regardless of the choice of correlation model [17].

Fig. 5. Overall error distribution from LOOCV for GAMM with Student’s t family fitted on the
TUM data set.

That is to say, if Fk is the model at the kth boosting iteration, a regression tree is fit
to the residuals rij = yij −Fk(xij) for i = 1, ..., n and j = 1, ..., ni (n subjects and ith
subject observed at ni time points). If Tk+1 denotes this regression tree, then the model is
updated byFk+1 =Fk + Tk+1, and the procedure is repeated. Determining the number of
boosting iterations is done by using cross-validation with a leave-out-subject approach.

Figure 7 shows the overall error distribution of all the iterations from the leave-one-
out cross-validation for the boosting model fitted on the TUM data set.
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Fig. 6. Overall error distribution from LOOCV for random forest model fitted on the TUM data
set.

Fig. 7. Overall error distribution from LOOCV for boosting model fitted on the TUM data set.

3.4 Overall Comparison

The box plot for the errors from the models fitted on the TUM data set using Leave-one-
out Cross-validation is shown in Fig. 8. Phy_Error is the error from the physics-based
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simulation without utilizing hybrid modeling approach, Gamm_Error is the error from
the GAMM with Student’s t family hybrid modeling model, rf_Error is the error from
the random forest hybrid modeling model and tb_Error is the error from the boosting
hybrid modeling model. The average error rate for the models is shown in Table 3.

From the prediction accuracy perspective, three statistical corrective models don’t
show a large difference from each other. However, GAMMs have a longer running time
compared to the others. In general, the shorter the running time, the better the model
would be, as for the practical usage purpose, the drivers are typically not willing to wait
for a long time to get a prediction of the cumulative energy consumption at the final
destination. Therefore, ensemble learning models would be more preferable in this use
case. GAMMs, on the other hand, are useful for observing the effects of each predictor.

Fig. 8. Comparisons of the models fitted on the TUM data set.

Table 3. Average error rate from LOOCV for the models fitted on the TUM data set.

Model Average error

Purely Physics-based model 0.379

GAMM with Student’s t family 0.115

Random forest 0.106

Boosting 0.103

In addition, as the boosting model has the best overall performance. The purely
data-driven approach was constructed as a benchmark against hybrid modeling method
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utilizing boosting model. The same set of inputs are used to forecast real energy con-
sumption instead of ResidualPhy. The comparison of the error rate between the purely
physics-based model’s predictions, hybrid model using boosting model’s predictions
and purely data-driven boosting model’s predictions is shown in Fig. 9. Phy_Error is
the error from the purely physics based model without any statistical corrective mod-
els, tb_without_Error is the error from the purely data-driven approach using boosting
model and tb_Error is the error from the hybrid model using boosting, respectively. The
purely physics-based model has the highest error, hybrid modeling approach has the
lowest error among the three models, and the purely data-driven model has the highest
variability compared to the other two, the maximum error rate is almost 0.8 (i.e., 80%),
which is really high in the real world.

Fig. 9. Comparison of purely physics-based model, hybrid model and purely data-driven model
fitted on the TUM data set.

Although the data set comes with restrictions and limitations (e.g., unknown num-
ber of drivers, limited sample size issue, only one testing vehicle), the proposed hybrid
modeling approach has shown to be very effective to a certain extent with the improve-
ment of over 90% of the total trips’ energy consumption prediction accuracy utilizing
either one of the corrective models. Despite the fact that the physics-based simulation
model shows deviations to reality, it was corrected by the statistical models using less
data than required by purely data-driven approaches. The idea of combining simplified
physics-based models and data-driven models to achieve better prediction accuracy is
therefore worth further investigation based on different scenarios.
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4 Conclusions

Given the current deluge of sensor data and advances in statistical models or machine
learning methods, the merging of principles from machine learning and physics will
play an invaluable role in the future of scientific modeling to address the range anxiety
of BEVs and physical modeling problems facing society. In this paper, a physics-based
model, representing a rather simple but very efficient model, has been successfully
combinedwith correctivemodels into a hybrid predictionmodel to enhance its prediction
capability under certain circumstances. While the physics-based model part captures
what is actually known about the BEV, the statistical corrective models are responsible
for describing the vehicle’s excluded features and possible deviations from reality due
to the simplified assumptions of the BEV model.

On a realistic, challenging and small data set with a range of temperature and driving
styles, the proposed method has shown to be able to achieve roughly 10% average pre-
diction error utilizing either one of the hybrid model. Other works report same accuracy,
e.g. [18], however do not consider the effect of AC or heating at all, or another research
on energy estimation [10] also reports about 12% error, however does not focus on e-
vehicles where cabin (and battery) conditioning has a much stronger effect as it requires
extra energy from the battery.

Furthermore, the benefit of the proposed approach is the separation of the effect
of powertrain dynamic and the other external factors, which makes it easier to apply
trained model from the data obtained from one vehicle to another without sacrificing
the prediction accuracy. Also, it can handle cases which are less frequently seen, but
where the physical model has a strong effect, e.g. long downhill trips or cold/hot battery
temperature.
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Abstract. This study explores a new research direction on the coop-
eration between electric vehicles (EVs) and drones in last-mile logistics
in the form of electric vehicle routing problem with drones (E-VRPD).
The primary objective of E-VRPD is to find an optimal vehicle tour to
minimize the total completion time to deliver parcels to a set of customer
nodes using a set of EVs, each equipped with a single drone. Due to the
importance of such problems and the lack of existing techniques, in this
work, we develop a sequential decomposition algorithm with an improve-
ment phase to solve E-VRPD. This algorithm involves the development
of a mathematical formulation for inserting drone sorties into an EV tour,
leading to a matheuristic algorithm. The proposed method is evaluated
on a set of instances involving up to 40 customers and 7 recharging nodes,
with the experimental results showing the effectiveness and relevancy of
E-VRPD.

Keywords: Electric vehicle routing problem · Last-mile logistics ·
Drones · Decomposition · Matheuristic

1 Introduction

The ease of getting desired items without having to go out of your house has led
to the continuous growth of home deliveries in recent years. However, this rising
number of customer home deliveries posses a hidden drawback for both firms
and society. Although it sounds very convenient, direct deliveries to customer’s
houses may be costly, highly inefficient, and not environmental-friendly [1]. The
inefficiency issue in last-mile logistics has been long known by researchers and
practitioners. During these golden years of the E-commerce business, where the
majority of parcels delivered are small-size packages [2], this issue has become
more relevant than ever.

Several innovations have emerged as potential solutions in response to this
particular challenge. These innovative ideas range from implementing novel deliv-
ery concepts, such as parcel lockers, to using new transportation technologies [1].
Accordingly, in this study, we aim to explore the cooperation of these innovations
in last-mile logistics, particularly between electric vehicles (EVs) and drones.
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Here, this cooperation is referred to as electric vehicle routing problem with
drones (E-VRPD), where a firm must deliver parcels to a set of customer nodes
using a set of EVs, each equipped with a single drone. Due to the range limitation
of EVs, a set of recharging stations is available to recharge the battery of EVs,
and the main purpose of E-VRPD is to find optimal vehicle tours to minimize
the total completion time of delivery tasks.

E-VRPD can be seen as an extension of vehicle routing problem with drones
(VRPD) [3] and electric vehicle routing problem (E-VRP) [4]. Compared to
VRPD, E-VRPD considers the deployment of EVs instead of traditional inter-
nal combustion engine vehicles (ICEV). This corresponds to the pursuit of a
more sustainable transportation mode amidst the realization of various negative
externalities from freight transportation sectors to the environment [1]. As to
E-VRP, E-VRPD practically extends E-VRP with the presence of drones as an
additional transportation mode, leading to a larger solution space to be explored.

This work defines E-VRPD and develops a sequential decomposition algo-
rithm with an improvement phase to solve E-VRPD. The algorithm involves the
development of a mathematical formulation for inserting drone sorties into an
EV tour, leading to the development of a matheuristic algorithm [5]. To this
time, this is the first effort to propose an algorithm for E-VRPD, as we are not
aware of previous works that deal with a similar problem. As such, we evaluate
the performance of our proposed algorithm by comparing it with E-VRP solu-
tions. Furthermore, with a set of numerical experiments, we show the relevancy
of the E-VRPD as a promising research area in operations research and logistics.

The rest of this paper is structured in the following way. Section 2 presents
a literature review on related studies. Section 3 describes E-VRPD. Section 4
delivers an explanation of our proposed algorithm. Then, Sect. 5 presents com-
putational experiments and analyzes their results. Finally, in Sect. 6, we discuss
some conclusions and future research directions.

2 Literature Review

The study of the cooperation between ground vehicles (e.g. trucks) and drones
was introduced in [2], where the seminal mathematical formulation of coordi-
nation between a ground vehicle (GV) and a drone, namely the flying sidekick
traveling salesman problem (FSTSP), was discussed. FSTSP considers a single
truck assisted by a single drone to perform a parcel delivery task to a set of
customer nodes in a graph. In this form of cooperation, a human operator can
operate the attached drone by launching the drone from a launching node (a
depot node or a customer node) to deliver a parcel to a single customer node.
While the drone performs its sortie (drone-delivery operation), the truck can
serve other customer nodes before recollecting the drone in a rendezvous node,
as long as the endurance constraint of the drone is not violated. Another influ-
ential work from [6] presented an integer programming formulation for a similar
model to FSTSP, namely the traveling salesman problem with drone (TSPD).
By comparing their models to the classical traveling salesman problem (TSP)
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model, these two seminal studies successfully illustrated how using drones in
last-mile logistics with GV as its ‘moving hub’ can reduce the time required to
complete delivery tasks.

Meanwhile, within the last decade, a handful of works have discussed the
optimal way to implement EVs in logistics. Among them, the most popular
direction is perhaps E-VRP, which deals with the optimization of EV routes by
considering the constraints of battery and charging operations. For instance, a
recent survey on E-VRP from [4] reported 136 published works related to E-VRP
within the last ten years, which shows that the deployment of EVs in logistics
is attracting the interest of researchers and practitioners.

Unfortunately, our literature review shows that only four research works are
available on the integration between drones and EVs in logistics, as most of
the previous works deal with the traditional delivery system with a single type
of vehicle. To the best of our knowledge, [7] is the first study to consider the
cooperation between EV and drone in a TSP-variant model. They presented an
EV-based transportation model where an EV is equipped with a single drone.
The model presented in [7] aims to minimize the total energy consumption of
the ground vehicle, and they assumed that the drone could be launched multiple
times within a tour. A recent study from [8] then developed a mathematical
formulation for a similar problem and named the problem the electric traveling
salesman problem with drone (E-TSPD). The model presented in [8] embodied
two particular differences from the problem discussed in [7], in which [8] con-
sidered the presence of recharging stations in the graph and assumed that the
drone battery could be recharged using the energy from the EV after finishing
a sortie. That study was then continued in [9], where the authors extended E-
TSPD to consider the possibility of a partial recharging policy. In this regard,
[9] relaxed the classical assumption of E-VRP variants where the EVs must be
fully recharged after entering a recharging station. Another recent study [10]
discussed the first scaling-up extension of E-TSPD, with a new model named
E-VRPD, with the objective function of minimizing total energy consumption.
In [10], a mathematical formulation of E-VRPD was presented with a hybrid ant
colony optimization algorithm introduced to solve E-VRPD instances with up
to 50 customer nodes. Nevertheless, we note that the E-VRPD model presented
in [10] assumed that the EVs are only used as a moving hub for launching and
retrieving the drones, as only drones serve all of the demand from customer
nodes. Borrowing the term of [11], the E-VRPD model presented by [10] can be
classified as non-simultaneous coordination between ground vehicles and drones,
where this class of model is highly-related to the 2-echelon routing problems
[12]. Additionally, [10] also did not consider the presence of recharging stations
as they assumed that the EVs would always have enough energy to finish their
tour.

In summary, the contributions of this study are twofold. Firstly, we define
the E-VRPD with simultaneous coordination between EVs and drones as a new
form of optimization problem. We differ our contribution from [10] by discussing
a simultaneous form of E-VRPD with recharging stations throughout the graph
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and relaxing the assumption of unlimited energy of EVs. Secondly, a sequen-
tial decomposition algorithm with an improvement phase is proposed as the
first solver for E-VRPD, as there is no existing approach for E-VRPD. This
decomposition approach is executed by deconstructing E-VRPD into a set of
smaller (and simpler) sub-problems that can be sequentially solved using a set
of established tools. The idea of decomposition has been noted for a long time
as an effective and practical way to solve any complex optimization problems,
as shown by several classical decomposition techniques in operations research
such as Dantzig-Wolfe, Lagrangian, and Benders decomposition [13]. In retro-
spect, the decomposition technique has also been noted as a traditional class of
matheuristic approach [5], i.e. a practice of combining metaheuristic frameworks
[14] with exact algorithms, which is known to be a very promising approach to
solving variants of routing problems [15].

3 Problem Description of E-VRPD

This section briefly describes E-VRPD. The problem can be defined in an undi-
rected graph G = (V,A). The set V = V0 ∪ VS ∪ VC captures all the nodes
within the graph, while set A comprises all arcs (i, j) ∈ V, i �= j between those
nodes. In accordance, set V0 = {0, r+n+1} is presented as the set of the depot
node {0} along with its dummy node {r+n+1}, set VS = {1, ..., r} contains all r
recharging stations available on the graph, and VC = {r+1, ..., r+n} represents
all the n customer nodes to be served.

The E-VRPD model aims to find a set of optimized routes to serve all the
customer nodes using f homogeneous fleet of EVs and drones F = {1, ..., f}.
All the routes must be started from and finished at the depot node, and each
customer node must be served only once, either by an EV or a drone. In the case
where a certain node i is visited by both EV and drone, its demand qi is served by
the EV. Additionally, these routes are subject to the capacity constraint, where
each EV and drone has a limited payload capacity, Qt and Qd, respectively. In
some occasions, qi > Qd is valid, therefore, we introduce a subset VD ⊆ VC to
list all the drone-eligible customer nodes.

Along the tour of EVs, the operator can launch the equipped drone from node
i ∈ VL = {0, ..., r+n} to serve the customer nodes in VD. After getting launched,
the drone can then deliver the parcel of the targeted customer node j ∈ VD with
a service time sj , then return back to its corresponding EV at a different node
k ∈ VR = {1, ..., r + n + 1} before its energy capacity, Ed, runs out. Borrowing
the popular terminology from [2], we call such an operation a sortie and define
it as a tuple <i, j, k>, where i �= j �= k. Moreover, note that during a sortie
of drone f , the corresponding EV can visit other customers and/or recharging
nodes before visiting the rendezvous node k.

Similar to the drones, the EVs are also subject to the limitation of their
battery Et. The battery energy of EVs is drained to fuel its movement as well
as recharge its drone’s battery. The latter concept is borrowed from [8], as we
assume that after finishing the sortie the drone batteries will be replaced with
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a new one, and then the used batteries are recharged using the energy from the
EV. If required, the EVs can stop at the available recharging stations i ∈ VS to
recharge their battery with a recharging rate of R. These stations can also be
used as a launching and retrieval point for a sortie. In accordance, we introduce
ht as the battery consumption rate of EVs and hd as the battery consumption
rate of drones.

The objective function considered here is to minimize the total completion
time required, T , to perform all the delivery tasks. Let Fa ⊆ F be the subset of
active tours and Tf be the completion time of tour f , the value of T then can
then be calculated as in Eq. (1). Borrowing the finding of [16], the completion
time of a tour f can be decomposed into three components:

1. the total travel time of the GV. Here, it comprises the sum of travel time,
service time and recharging time of EVs.

2. the total setup time required to launch (sL) and recollect (sR) the drone and
3. the total time spent by the GV to wait for the drone.

Accordingly, the value of Tf can be calculated as in Eq. (2) by introducing
As as the set of all possible (i, j, k) sorties and the following parameters: dti,j
as the distance through arc (i, j) ∈ A for EVs, ddi,j as the distance through arc
(i, j) ∈ A for drones, vt and vd to represent the speed of EVs and drones, si to

represent the service time required to serve node i, tti,j = dt
i,j

vt
as the time required

for EVs to traverse through arc (i, j) ∈ A, and tdi,j = dd
i,j

vd
as the corresponding

travel time parameter of drones.

C = max
f∈Fa

(Tf ) (1)

Tf =
∑

i,j∈A

(tti,j +sj)Xi,j,f +
∑

i,j,k∈As

(sL +sR)Yi,j,k,f +
∑

k∈VS

Rk,f +
∑

k∈VR

Wk,f (2)

In addition, the value of these decisions must be taken into account to cal-
culate the completion time of each tour in Eq. (2). These are:

1. Xi,j,f ∈ {0, 1} that sets whether EV f traverses through arc (i, j)
2. Yi,j,k,f ∈ {0, 1} to decide whether drone f performs sortie (i, j, k),
3. Rk,f ≥ 0 as the recharging time spent by EV f in recharging station k,
4. Wk,f ≥ 0 to define the waiting time spent by EV f in node k to wait for the

arrival of the drone,
5. ati,f , a

d
i,f ≥ 0 to respectively record the arrival time of the EV and drone f at

node i, and
6. eti,f , e

d
i,f ≥ 0 to respectively record the battery state of EV and drone f when

they arrive at node i

Then, the values of Rk,f and Wk,f can be defined as in Eqs. 3 and 4, while
we also define several assumptions in E-VRPD as follows:
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1. Drone can safely land at the rendezvous node before the arrival of the EV.
In this regard, we define that if one vehicle arrives earlier, the early vehicle
must wait for the latter.

2. Full recharging policy is applied for EVs, so they must be in a fully-charged
state when departing a recharging station.

3. All customer nodes have a low-weight demand and are drone-eligible. There-
fore, we can neglect the capacity constraint of EVs in this study.

4. Drones always start their sortie in a fully charged state, and the battery
recharging time is negligible.

5. The battery energy of drones remains drained when the drone performs a
service at drone node j, since it needs to be active during the whole service
time. On the other hand, the engine of EVs is deactivated by the operator
during a visit. In this regard, the battery consumption of drones within a
sortie (i, j, k) can be defined as a time-based function

(
tdi,j + sj + tdj,k

)
hd ≤

Ed, while the battery consumption of EVs in arc (i, j) can be calculated using
a simple distance-based function

(
dti,jht

)
[4].

6. Every time the EV visits a node, the human operator must perform these tasks
in the following order: retrieving the drone (if any), fulfilling the customer
order (if any), recharging the EV (if any), and launching the drone (if any).

Rk,f =
Et − etk,f − (Ed − edk,f )

R
(3)

Wk,f = max
(
0, adk,f − atk,f

)
(4)

4 Sequential Decomposition Algorithm

This section demonstrates how to solve E-VRPD using a decomposition-based
algorithm. This algorithm relies on the idea of sequential decomposition, where
we deconstruct a complex optimization problem into a set of smaller (and sim-
pler) sub-problems that can be solved sequentially [13]. The end product of
these sequential decisions corresponds to the near-optimal solution of the origi-
nal problem.

Accordingly, in order to deconstruct the relatively complex E-VRPD, we
rely on a classic concept in developing a heuristic approach for vehicle routing
problem (VRP), namely ’cluster-first, route second [13]. The core idea is that,
in order to find the near-optimal solution of VRP, one can divide the customer
nodes into k clusters (where k ≤ f), then optimize the route for each cluster
(that comprises a smaller set of customer nodes). Additionally, in finding the
near-optimal route for a truck-drone tandem, the authors of [2] derived the
idea of ’truck-first, drone-second’ that states that the route of a truck-drone
tandem can be developed by finding the optimal truck-only TSP tour for all
the corresponding nodes first, then inserting the drone sorties to re-optimize the
tour.
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Algorithm 1: A sequential decomposition algorithm for E-VRPD
Input: E-VRPD instance
Result: S∗, T ∗

1 S ← ∅, T ← 0, m ← 1
2 Phase I - Decomposition
3 VCL ← kMeans(VC , t

t
i,j , f)

4 while m ≤ CL do
5 STSP

m ← MinTimeTSP (VC,m, tti,j)

6 SE−TSP
m ← RechargingInsertion(STSP

m , VS , t
t
i,j)

7 SE−TSPD
m , Tm ← DroneInsertion(SE−TSP

m , VC,m, tti,j , t
d
i,j)

8 if Tm > T then
9 T ← Tm

10 end

11 S ← Merge(SE−TSPD
m )

12 m = m + 1

13 end
14 Phase II - Improvement
15 S∗, T ∗ ← RandomizedV ND(S, T )

These two ideas are utilized to build the first phase of our proposed algo-
rithm, which comprises two phases: decomposition and improvement. Algorithm
1 presents the pseudocode of our algorithm. We denote S as a solution array
and T as the objective value (of total completion time). Accordingly, S∗ and T ∗

are the final solution and the objective value obtained from the algorithm. In
the following subsections, each of these phases will be explained.

4.1 Decomposition Phase

The first phase of the algorithm decomposes an E-VRPD instance into four
sub-problems: clustering with k-Means, TSP with a time minimization objective
function, recharging insertion problem, and drone insertion problem. These sub-
problems are visually presented in Fig. 1, where the output of each sub-problem
will be used as an input for the next one.

Clustering: First, all the customer nodes, VC , are clustered into m ≤ f clusters.
Here, we deploy the classic k-Means clustering algorithm to create clusters using
tti,j ∈ A as the distance function.

Notably, one major task in the k-Means algorithm is finding the appropriate
value of m. From a practical standpoint, one important observation here is that
deploying all available vehicles (m = f) tends to minimize the total completion
time, as this balances the workload of each vehicle and reduces the chance of hav-
ing an overloaded resource (that corresponds to an increasing value of maximum
completion time). On the other hand, for cost minimization variants, limiting
the value of k to be as small as possible is a logical choice, as it corresponds to
the reduction of fixed vehicle cost [17].
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Fig. 1. Decomposing E-VRPD into four stages: (1) clustering, (2) traveling salesman
problem, (3) recharging insertion, and (4) drone insertion

From the deployment of k-Means, we derive VCL as the set of customer nodes
that has been divided into CL clusters. In this regard, we denote VC,m ⊂ VCL

as the subset of customer nodes included in cluster m.

Traveling Salesman Problem: the second step of this algorithm is to find the
optimal single EV tour (started and ended at the depot node) that captures all
the customer nodes in each VC,m. For each m, we define a TSP to minimize the
completion time that can be defined as in Eq. (5). In this step, we simply deploy
the Concorde solver [18], widely known as a state-of-the-art solver for TSP.

TTSP
m =

∑

i∈{V0∪VC,m}\{j}

∑

j∈{V0∪VC,m}\{i}
(tti,j + sj)Xi,j,m (5)

Recharging Insertion: from the TSP tour of EV (STSP
m ), we now aim to see

whether it is required to insert any recharging stations within the tour. In this
step, the battery state of EV m on its arrival at node i ∈ STSP

m is examined.
Then, a recharging station is inserted into the tour before the point where the
EV’s battery runs out. At this point, one might argue that inserting the drone
sorties before inserting recharging stations could perhaps be more beneficial, as
it could reduce the need to use any recharging stations for the EVs. Nevertheless,
our pilot study during the development phase of this algorithm showed that the
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Algorithm 2: A constructive algorithm for the recharging insertion prob-
lem
Input: Mm, N, dti,j , Et, Ht

Result: SE−TSP
m

1 S ← [0], et0 ← Et, i ← 1, j ← 1
2 while i ≤ |Mm| do
3 Cr ←

(
dt(Mm,j−1,Mm,i)

+ dt(Mm,i,N(Mm,i)
)

)
Ht

4 if etj−1 − Cr > 0 then
5 S ← Merge(Mm,i)
6 etj ← (etj−1 − dt(Mm,j−1,Mm,i)

Ht)

7 j = j + 1

8 else
9 S ← Merge(N(Mm,j−1),Mm,i)

10 etj ← (etj−1 − dt(Mm,j−1,N(Mm,j−1))
Ht)

11 etj+1 ← (Et − dt(N(Mm,j−1),Mm,i)
Ht)

12 j = j + 2

13 end
14 i = i + 1

15 end

16 SE−TSP
m ← S

presence of a recharging station within an E-VRPD tour could potentially be
beneficial objective-wise due to the possibility of launching and/or retrieving
drones there (see Fig. 1). This corresponds to the finding of [19] that showed
how the performance of a truck-drone logistics system could be improved by
including several parking lots for launching-retrieving purposes.

Moving on, this recharging insertion task can be easily solved with a con-
structive algorithm. The core concept of this constructive algorithm is as follows:
“if one cannot reach the nearest recharging station from node i+1 (the next loca-
tion in the tour), one should detour to the nearest recharging station from node
i (current location) before visiting node i + 1”. For this task, we define Mm,i as
the i-th node in the EV tour m and Ni as the nearest recharging station from
node i ∈ {V0 ∪ VC}. For a case where there are two recharging stations with the
same distance from i, we simply take one of them randomly. The constructive
algorithm is presented in Algorithm 2.

Drone Insertion: After obtaining the full EV tour of cluster m (SE−TSP
m ),

which corresponds to the electric traveling salesman problem (E-TSP), the next
step is to insert drone sortie(s) with the aim of reducing the completion time of
tour m. In this regard, we define the drone insertion task as a mixed-integer linear
program (MILP), adapting the approach of [20]. In order to build the MILP
formulation, we first define L as the length of solution array and Lm = |SE−TSP

m |,
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then, we label the nodes in SE−TSP
m as [1, ..., L] according to the order of the

EV tour m, where both nodes ‘1’ and ‘L’ stand for the depot node (start and
finish). By defining the following notations and sets:

– Am as the set of all (i, j) arcs in SE−TSP
m where i < j,

– VL,m = {1, ...L− 1}, VD,m = VC,m ∩ VD, and VR,m = {2, ...L} as the required
sets to define possible sorties in cluster m,

– As
m as the set of all feasible sortie arcs (i, j, k) from VL,m, VD,m and VR,m

where i < j < k.

we can present the MILP of the drone insertion problem for each value of m, as
in Eqs. (6)–(15).

min
∑

i,j∈Am

(
tt(Mm,i,Mm,j)

+ s(Mm,i)

)
Xi,j,m

+
∑

i,j,k∈As
m

(sL + sR)Yi,j,k,m +
∑

k∈VR,m

Wk,m

(6)

subject to:

∑

i∈|1,...,j−1|
i<j

Xi,j,m +
∑

i∈|1,...,j−1|

∑

k∈|j+1,...,L|
Yi,j,k,m = 1 ∀ j ∈ |2, ..., L − 1| (7)

∑

i∈VL,m

i<j

Xi,j,m ≤ 1 ∀ j ∈ VR,m (8)

∑

j,k∈As
m

Yi,j,k,m ≤
∑

i∈{1,...,L}
i<j

Xi,j,m ∀ i ∈ VL,m (9)

∑

i,j∈As
m

Yi,j,k,m ≤
∑

i∈{1,...,L}
j<k

Xj,k,m ∀ k ∈ VR,m (10)

(
td(Mm,i,Mm,j)

+ s(Mm,j) + td(Mm,j ,Mm,k)

)
Yi,j,k,m ≤ Ed ∀ (i, j, k) ∈ As

m (11)

∑

q,r∈As
m

Yp,q,r,m ≤
∑

i,j,k∈As
m

i<p,k≤p

Yi,j,k,m ∀ p > 0, p ∈ VL,m (12)

Yi,j,k,m + Yp,q,r,m ≤ 1 ∀ (i, j, k) ∈ As
m, (p, q, r) ∈ As

m,
i≤p,k>p

q �= j (13)
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Yi,j,k,m + Yp,q,r,m ≤ 1 ∀ (i, j, k) ∈ As
m, (p, q, r) ∈ As

m,
i<r,k≥r

q �= j (14)

0 ≤
(
td(Mm,i,Mm,j)

+ s(Mm,j) + td(Mm,j ,Mm,k)

)
Yi,j,k,m

−
∑

p∈VL,m
p<q

∑

q∈VR,m

i≤p,q≤k

(
tt(Mm,p,Mm,q)

+ s(Mm,q)

)
Xp,q,m ≤ Wk,m ∀ (i, j, k) ∈ As

m

(15)
The objective function (6) aims to minimize the total completion time of tour

m, by reducing the sum of travel time, setup time, and waiting time of the EV.
Equation (7) ensures that each customer node is visited at least once, either by
the EV or drone. Equation (8) sets the direction of an EV tour. Equations (9) and
(10) guarantee that the launching and rendezvous nodes of a sortie of a certain
drone are also visited by the corresponding EV. Equation (11) is the endurance
constraint of drone sorties. Equations (12)–(14) guarantee the continuity of a
drone sortie, such that the drone could not be launched before it is retrieved
back from the previous sortie. Lastly, Eq. (15) defines the value of Wk,m.

4.2 Improvement Phase

The previous decomposition phase is executed iteratively for each cluster m.
The solution of each cluster then corresponds to an E-TSPD solution, and obvi-
ously, those m E-TSPD solutions are together a feasible solution for an E-VRPD
instance. This solution set can be used as an input for any improvement-based
metaheuristics, such as variable neighborhood search, tabu search, or genetic
algorithm [14]. Here, we are interested to examine the suitability of this two-
stage concept for E-VRPD. Thus, we append a simple local-search improvement
phase to further improve the quality of the solution produced by the decom-
position phase. In this regard, we employ a randomized variable neighborhood
descent (VND) with eight neighborhood moves: (1) swap node, (2) swap whole,
(3) insertion node, (4) insertion whole, (5) reverse node, (6) reverse whole, (7)
remove sortie node and (8) add sortie node. This VND procedure and its neigh-
borhood moves are adopted from [21]. Additionally, interested readers can check
the work of [22] to read the complete explanation of the VND procedure.

5 Numerical Experiments and Analysis

This section describes the numerical experiments executed in this study, along-
side the results from these experiments.
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Table 1. Summary of problem parameters

Parameter Value References

EV Renault Kangoo Z.E [24]

Drones DJI Matrice 300 RTK [25]

Charger Alpitronic Hypercharger HYC 300 kW [26]

dti,j Calculated by Manhattan distance [2]

ddi,j Calculated by Euclidean distance [2]

si 1min [2]

Et 33 kWh [24]

Ed 55min [25]

vt 35 mph [3]

vd 50 mph [3]

ht 0.159 kWh/km [24]

hd 0.01 kWh/min [25]

R 300 kWh [26]

sL, sR 1min [2]

5.1 Experiments Settings

All experiments were implemented on a personal computer with AMD Ryzen
5 1600 Six-core Processor 3.2 GHz, 16 GB DDR4 memory, NVIDIA Quadro K-
1200 GPU and Windows 11 operating system. The algorithm is coded in Julia
language and executed as a single-thread code. Both k-Means and Concorde
solver were implemented using available wrapper packages in the Julia environ-
ment, while whenever a MILP formulation needs to be solved, we deploy Gurobi
as a solver using the JuMP environment [23]. The runtime limit of Gurobi is
set as 10 min (600 s), while the improvement phase of our algorithm is executed
for 3 min (180 s). In addition, constraint checking for each E-VRPD solution is
performed with a penalty function technique. In this regard, whenever a solu-
tion violates the E-VRPD constraints (i.e. drone endurance, continuity of tours
and/or sorties), a large penalty value is incurred to the objective value.

5.2 Benchmark Problems

In order to evaluate the performance of our algorithm, we derived a set
of test instances for E-VRPD. These instances are adapted from the popu-
lar E-VRP instances from [17], in which we take the location demography
of the nodes (depot, recharging stations, and customer nodes). We gener-
ate 30 instances in total with various combination values of customer nodes
n ∈ {5, 6, 7, 8, 10, 15, 20, 25, 30, 40}, recharging stations r ∈ {3, 4, 5, 7}, and avail-
able vehicles f ∈ {2, 3, 4}. Then, to develop a more realistic dataset for E-VRPD,
we modify the instances with several parameters presented in Table 1, where sev-
eral of them are based on real-life data (i.e. Et, Ed, ht, hd, and R).
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5.3 Comparison to Existing Techniques

Then, in order to show the relevancy of E-VRPD, we compare the E-VRPD
solutions from our proposed algorithm with E-VRP solutions. This comparison
is selected to gauge the gap of quality that can be attained from implementing
drones into an E-VRP system. In this regard, the hybrid variable neighborhood
search/tabu search (VNS/TS) algorithm [17] was selected as a solver for E-VRP.

We implemented VNS/TS by carefully following the design and parameter
settings presented in [17]. Nevertheless, our pilot study showed that the quality
of E-VRP solutions produced by VNS/TS is largely influenced by its initial solu-
tion. In the original design of [17], the initial solution of VNS/TS was produced
with the classic nearest-neighbor algorithm. However, we note that [17] aimed to
minimize total transportation cost in their study, while we consider to minimize
total completion time instead. Due to the difference in these objective functions,
in this study, we feed VNS/TS with SE−TSP solutions to ensure the quality of
the produced E-VRP solutions.

5.4 Experimental Results and Analysis

Here, we present and discuss the experiment results. These discussions are driven
by the two research questions (RQs) listed below:
RQ 1: “Is the proposed algorithm effective for solving E-VRPD instances?”
RQ 2: “What are the benefits to obtain from implementing drones into an electric
vehicles-based transportation system?”

First, Fig. 2 presents the full numerical experiment results. Each sub-graph
in Fig. 2 corresponds to each instance, which is presented as a combination of
n-r-f . From Fig. 2, we can observe the effectiveness of the proposed algorithm
in finding quasi-optimal solutions for E-VRPD, as the final solution values from
our algorithm are always superior to the E-VRP solution from VNS/TS for all
instances. In addition, it is also observed that the solutions produced by the
first phase (decomposition phase) of the proposed method are comparable to
the E-VRP solutions. Nevertheless, from Fig. 2, it is clear that the effectiveness
of our algorithm is enhanced by the addition of a local-search procedure in the
second stage. By comparing the quality of the solutions produced by the first
stage to those of the second stage, our experiments show that the presence of
the VND procedure reduces the objective value by around 22% on average. This
corresponds to the classic adage that optimizing each sub-system (E-TSPD tour
of each vehicle) does not always correspond to the optimal solution of a complex
system (full E-VRPD instances) [27].

Then, addressing the second RQ, Fig. 2 also shows that the inclusion of drones
into an EV-based delivery system could improve the performance of the system.
This is indicated by the reduction in the total completion time, which can be seen
from the comparison between the quality of E-VRPD final solutions with the
final solutions for E-VRP. In this regard, the total completion time of E-VRPD
final solutions is consistently lower than E-VRP, as E-VRPD is able to exploit the
faster travel time of drones to provide services to a set of drone-eligible customer



210 S. T. W. Mara et al.

Fig. 2. Mean of total completion time for each method

Fig. 3. Comparison of total distance traveled by EVs
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Fig. 4. Visualization of solutions
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nodes. Furthermore, we also derive a bar plot to compare the travel distance of
EVs from E-VRPD and E-VRP solutions in Fig. 3. From Fig. 3, it can be seen
that the EVs always travel less distance in the E-VRPD solutions. This indicates
that the presence of drones can reduce the distance that must be traveled by
EVs, confirming the findings of previous works in VRPD [21]. In this regard, it is
evident that the reduction in EVs’ travel distance corresponds to the reduction
of transportation costs, as the cost per distance of drones is generally still smaller
than EVs (and obviously, ICEVs) [2]. Accordingly, this distance reduction may
bring several benefits, such as the potential reduction in total energy usage
and the number of charging visitations needed. Furthermore, Fig. 4 presents a
visualization of E-VRPD and E-VRP solutions for instance ‘20-4-4’, where the
straight lines refer to a tour of an EV while the dashed lines refer to drone
sorties. From Fig. 4, one can observe how drones reduce the working load of EVs
by simultaneously delivering goods to drone-eligible nodes. A simple indication
of this phenomenon is that the E-VRPD solution for instance ‘20-4-4’ does not
require any visitation to recharging stations. Meanwhile, the corresponding E-
VRP solution for the given instance involves two recharging visits. Considering
the burden of upfront investment for procuring a high-end recharging station [28]
and the cost of using a third-party-based recharging station that is commonly
larger than the basic electricity cost [29], this result indicates that implementing
drones with EVs could be a viable solution for last-mile logistics.

6 Conclusions

This study considered the cooperation between EVs and drones in last-mile logis-
tics. Here, a firm must deliver parcels to a set of customer nodes using a set of
EV-drone tandems, where the EVs could visit a set of recharging stations to
recharge a battery if needed. The main contribution of this study is to define
E-VRPD with simultaneous coordination between EVs and drones and the lim-
ited energy of EVs. In addition, a sequential decomposition algorithm with an
improvement phase is proposed as a solution approach. The algorithm works
by decomposing E-VRPD into four sub-problems: clustering, traveling salesman
problem, recharging insertion and drone insertion. The solution from this phase
is then used as a starting point of the improvement phase with VND.

Our numerical experiments confirmed the effectiveness of the algorithm and
showed the relevancy and potential benefits of implementing an E-VRPD sys-
tem. In this regard, it has been shown that the inclusion of drones into EV-based
delivery systems could improve system performance by reducing the total com-
pletion time. Future steps to further explore the E-VRPD system are to develop
a mathematical formulation to model E-VRPD and compare it to an ICEV-
based system from a financial perspective. Also, other extensions may be added
to the model to reflect real-life scenarios.
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1 Introduction

While the COVID-19 crisis brought passenger traffic to a standstill, freight traffic
by air, sea and truck continued to run to keep the world’s economies going and
to deliver vital goods. Car trips to crowded city centers and shopping malls were
replaced by an explosion of online shopping and doorstep deliveries. Cargo boxes
stuffed between the seats of passenger planes replaced tourists and conference
attendees flying to distant lands. The crisis also caused severe disruptions in
the movement of goods, and the world saw the consequences of the system’s
weaknesses: delays and empty shelves.

Demand for freight transportation will undoubtedly plummet in the eco-
nomic aftermath of COVID-19, but the balance between passenger and freight
transportation has shifted, perhaps forever [1]. The crisis is an opportunity for a
mobility transformation that considers an approach that addresses both passen-
ger and freight transport. Such an approach could channel resources into building
an efficient system that also addresses the climate crisis that has already begun.
In this context, this work emphasizes the urgent need for better integration of
passenger and freight transportation to make our entire mobility system more
resilient and sustainable.

Urban planners often consider ridership when allocating road and building
space. This fact is clearly reflected in the growing interest in ’tactical urbanism’
(a term coined for the action-oriented approach involving short-term, low-cost
and scalable interventions in existing road infrastructure). On the one hand,
cities such as Brussels or Hong Kong are creating more space for pedestrians
and cyclists and prioritizing access for electric vehicles [2,3]. These changes help
improve the quality of life in urban areas and make the transport system work
better for people. However, such urban planning often does not include freight or
urban freight transport, even though, a quarter of the world’s population shops
online. In the U.S., online purchases are up 44.0% in 2020 compared to 2019 [4].
That’s the highest annual e-commerce growth in at least two decades. It’s also
nearly triple the 15.1% increase in 2019 [5].

The transportation of freight has a major impact on the economy; both large
and small businesses rely on the collection and transportation of goods on a
daily basis. Ecuador cities are no exception. For example, due to the topology
of the city of Quito, the vast majority of goods are delivered from the south to
the north and vice versa, traveling more than 70 km from their point of origin.
Industrial areas are located at the extreme ends of the city, but consumption
points are located in the center.

There have been some studies on the potential impact of using rail systems
such as inner-city subways and trams to transport goods within urban areas. Very
few of these studies are conducted in Latin America and there is no study in
Ecuador. Jansen et al. [6], Ghilas et al. [7], and Li et al. [8] show how the entire
freight transportation sector (manufacturers, shippers and carriers, as well as
receivers) generally derives economic benefits from transporting goods by public
transportation. They consistently find that public transportation agencies realise
economic benefits when they make their spare transportation capacity available
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to transport parcels and/or small units of goods. In addition, public agencies can
benefit financially from greater sustainability of transit operations. There are also
benefits in the social sphere. Less burdensome transportation operations pave the
way for delivery and passenger services. This new paradigm in the Ecuadorian
context implies a significant change in the current operational and theoretical
approach to mobility. Another point is the need to make both public and private
investments and adjustments. At a minimum, a consolidation facility and pick-
up and delivery points must be made available at selected transit hubs to initiate
an integration process. An acceptance model (targeting public administrations,
private and public companies, actors of the transport and logistics systems in
general) needs to be merged with an integrated business model that should take
into account all stages of the innovation process: from concept and planning to
implementation, monitoring and evaluation.

Many cities in Latin America have special geographical conditions, in the
Andean region cities embedded in valleys between mountains, or on the coast
cities follow the flow of a river. Many times, the main characteristic of these
cities is an elongated design, longer than wide, which makes them suitable to
having a main line of mass public transportation, for example, with a single
metro line that allows to go quickly from the top to the bottom of the city, man-
aging to significantly minimize costs, time and negative externalities in passen-
gers’ transportation. In other cases, establishing a single line for mass passenger
may be a cheaper option for some Latin American countries, within the reach
of the state budget, instead of a complex and expensive network. Examples of
cities where this type of transportation system has been established in Latin
America are Guayaquil (Ecuador), Quito (Ecuador), Panama City (Panama),
Caracas (Venezuela), Medellín (Colombia), Santo Domingo (Dominican Repub-
lic), among others. It can be seen in Fig. 1 that a single line runs through the
entire city or at least sectors of the city with high traffic congestion.

Fig. 1. Mass transit system that crosses the Metropolitan Area of several Latin-
American cities

All these systems have some similarities. In Guayaquil (Ecuador) the Aerovía
is a suspended aero public transportation system that connects the economic cen-
ter of the metropolitan area of Guayaquil, usually overcrowded, and the neigh-
boring industrial city of Durán with 5 km in length. The project entered into
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operations in 2020 [9], allowing a safe and fast crossing, from one side of the
river to the other in 15min, as an alternative crossing to the bridge through
which, to travel the same stretch, would take 40 to 60min [10]. Panama Metro
is the only Central American Metro System, inaugurated in 2014. It has 30
stations, with a total length of 37 km [11]. Medellin Metro transportation sys-
tem (Colombia) began operations in 1995 with a single line 25.8 km long [12].
Santo Domingo Metro is the public road transport system, or metro, that helps
the city of Santo Domingo, capital of the Dominican Republic. It is the largest
metropolitan rail system in the Caribbean with a 15 km route on its line 1 [13].

The present research aims to contribute with the development of a multi-
objective optimization model [14] and its corresponding solution method based
on simulations and metaheuristics for the integrated passenger and urban freight
transportation problem applied to a public transportation system. A mathemat-
ical model is proposed and solved using evolutionary algorithms. Due to the
nature of the studied system, algorithms for the treatment of multiobjective
optimization problems can be identified. It is proposed to computationally solve
the model using algorithms specifically designed for this task it, validating this
innovative proposal by carrying out experiments considering real instances, using
the new metro of Quito as a case study.

2 Related Work

Ranieri et al. [15] explore innovative approaches to last-mile freight transporta-
tion and also look at collaborative and cooperative logistics. Cleophas et al. [16]
analyze vertical and horizontal approaches to collaboration in urban transport.
They classify public freight transportation as a form of vertical collaboration.
Another innovative approach is the so-called underground logistics system (ULS)
[17]. These underground systems, which are mostly for freight transport, can
relieve urban logistics by reducing the use of road infrastructure. As a result,
freight traffic does not have to interact with existing passenger traffic, and public
transportation is not used. Moreover, there exist works investigating how ULS
systems can be built [17].

There are several ways in which freight can share public transportation with
passengers, with varying degrees of integration:

1. Shared track : freight is transported in a separate vehicle that only shares
infrastructure with public transport vehicles. This is particularly the case for
light rail, where freight is carried in separate wagons without passengers and
with its own traction unit. It is necessary to ensure that freight vehicles do
not interfere with the timetable of passenger vehicles. Examples of this least
integrated type of shared transport can be found in Dresden, Frankfurt or
Zurich [18].

2. Shared vehicle: freight is transported in a separate wagon (light railways)
or an attached trailer (e.g. bus). People and freight share the same travel
route, time and distance. Dependencies exist mainly in loading, unloading
and transhipment. For examples, see Shen et al. [19] and Behiri et al. [20].
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3. Shared Wagon: freight is transported in the same wagon or compartment as
passengers. Passengers and freight do not only share the travel route, time
and distance, but also the space. In particular, peak periods of transport
demand for both passengers and freight must be taken into account, as the
available space must be divided between the two. In addition, design and
safety considerations must be taken into account [21].

Ji et al. [22] envision a multimodal passenger-and-package sharing (PPS)
network for urban logistics that integrates subways, taxis, and trucks. A “hub-
and-spoke” structure is designed that includes nodes at subway stations and
service shops connected to the hubs. Packages are transported by subway on
the backbone links between the hubs and carried by taxis or trucks between the
service shops and the hubs, depending on the unit cost of these two modes and
the capacity constraint of taxis. A mixed integer linear programming model for
hub location problems - a combination of the multi-assignment p-hub median
problem without capacity constraints and the capacitated multi-assignment p-
hub covering problem - is formulated to optimize the multimodal PPS network.
They propose a modified genetic algorithm (GA) to solve the large hub location
problem (HLP). The HLP model consists of binary variables indicating hub loca-
tions and non-negative continuous variables indicating package flows. A modified
GA considers the set of binary variables as individuals.

Romano-Alho et al. [23] introduced a concept called cargo hitching. The solu-
tion is to use spare capacity in passenger traffic. This paper contributes to the
existing literature on cargo hitching in the following dimensions: a) Applica-
tion of an agent-based simulation framework to systematically study the impact
of cargo hitching from the perspective of travellers, carriers, and regulators.
The simulation framework includes detailed modelling of mobility-on-demand
services on the supply and demand side, explicitly capturing the interactions
between supply and demand; b) Conduct extensive simulations to cover different
freight demand allocation strategies to special vehicles using a city-wide model
of Singapore in 2030 and gain insights into the potential impacts of cargo hitch-
ing. The authors used SimMobility, a high-resolution agent and activity-based
simulation platform for flows of people and goods.

Zheng et al. [24] proposed a framework for integrating metro for urban logis-
tics delivery to avoid conflicts with ground transportation and reduce deliv-
ery costs, transportation distance, and vehicle delivery times. By integrating a
metro-based underground logistics system with ground-based delivery vehicles
(GDVs), an optimization model for urban logistics delivery route based on a
single metro line was developed to improve delivery efficiency. In the processing
of this model, the total transportation cost was used as objective function, con-
sidering the capacity constraints of GDVs and a soft customer time window. In
addition, the vehicle routing problem with time windows was considered.

Villa et al. [25] investigated the potential of a metro system in a large city
like Madrid to offer delivery services by using existing transportation capacity
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and using the metro stations to collect parcels in lockers. This would be a new
mixed distribution model for last mile e-commerce delivery. To this end, the
paper assesses the costs and impacts of two alternative scenarios for managing
unused rolling stock space (shared trains) or dedicated enforcement services (ded-
icated trains) on existing routes. The external costs of the proposed scenarios
are compared with the current scenario for e-commerce delivery (parcel delivery
by road). This study presents the quantification of the economic, environmental
and social cost analysis of a new model for e-commerce parcel delivery using
the public transportation network in a large city. The study focuses on evaluat-
ing and comparing the total estimated costs for the two proposed alternatives.
The results show that underground transportation of parcels could significantly
reduce the costs of congestion, accidents, noise, greenhouse gas emissions, as well
as air pollution.

In Sun et al. [26], a metro prototype is developed that integrates retrofitted
metro stations and newly built capsule pipelines to support automated delivery
from urban logistic, gateways to inner-city destinations. Based on four indica-
tors (i.e., freight flow unit, regional accessibility, environmental cost savings, and
order priority), an entropy-based fuzzy TOPSIS evaluation model is proposed to
select appropriate origin/destination flows for underground freight transporta-
tion. Then, a mixed-integer programming (MIP) model with a well-tuned solu-
tion framework combining a multi-objective Particle Swarm Optimization (PSO)
algorithm and the location-allocation routing (LAR) of the M-ULS network is
developed. The simulations are based on Nanjing metro for validation. Results
confirm that the proposed algorithm is able to make high-quality Pareto-optimal
[14] LAR decisions. Moreover, the Nanjing M-ULS project demonstrates strong
economic feasibility and benefits to society and the environment.

3 Mathematical Formulation

The linear scheme of the transport system is represented in Fig. 2, with the
stations and travel time tts from the departure station for demand i, di to
the arrival station ai. Demands are a set of goods that suppliers send to final
customers. These demands must be packed at the departure station in load units,
which we denote as boxes. Once these demands are delivered by the supplier,
they are temporarily stored in departure stations with a cost, until they can be
shipped in a train to their destination station, where each cargo is picked up by
the final customer. We assume that the demands must be transported integrally,
that is, the same demand cannot be divided to be sent in different trains.

Bearing in mind the aforementioned, in order to formulate a multi-
objective model for the integrated passenger and freight transport, the following
expressions are derived, with model sets in Table 1, parameters in Table 2 and
decision variables in Table 3:
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Fig. 2. Conceptual model for the integrated passenger-freight transportation of Quito
Metro

Table 1. Model Sets.

Set Description

i : 1, ..., I Demands
j : 1, ..., J Vehicles (Trains)
s : 1, ..., S Stations
f : 1, ..., F Transportation Fares

Objective functions

Minimize f1 =
I∑

i=1

J∑

j=1

(Ri − ri xijdi
) (1)

Minimize f2 =
S∑

s=1

∑

i∈IIs

J∑

j=1

hj Qixijs (2)

Minimize f3 =
I∑

i=1

UC1Qi (Ri − ri ) +
I∑

i=1

F∑

f=1

J∑

j∈Ff

UC2jQi

(
Ei −

∑

s∈Is

tts

)

(3)
Equation (1), (2) and (3) give the three objective functions namely:

– Minimization of total time of demand permanence in the stations waiting to
be loaded (1).

– Minimization of total time during the loading, unloading and transport oper-
ations of the boxes (2). It should be noted that the time required by the
boxes during their movement from the train are the same regardless of the
way in which the loads are assigned to the trains, therefore, only the load-
ing or unloading time differ according to the schedule in which the loads are
assigned.

– Minimization of total transport and storage cost incurred from the time the
demands arrive at their departure stations until they are transported and
delivered to their destination stations (3).

The aim of this multi-objective model is to determine a set of time in which
the demands are loaded without violating the constraints (4) to (18). i.e., sub-
ject to
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Table 2. Parameters.

Parameter Description

ri Time at which the demand i is ready to be transported

di Departure station for demand i

ai Arrival station for demand i

Endi Time expected for the delivery of demand i

UC1 Unitary cost involved in storing a box /
unit of time in a station ($ /box/unit of time)

UC2,j Unitary cost involved in send a box on train j ($ /box)

Ff Set of trains in which the f fare is applied

lj Train j’s departure time from the station 1

SCs Storage capacity at station s

tts Travel time from station s to the next one

Is Set of demands needing to pass by station s on their way

IIs Set of demands departing from or arriving at station s

Di Set of demands departing from the same station as demand i

and ready for departure earlier than i: Di = { k /rk ≤ ri& dk = di}
V oli Volume of demand i

Wei Weight of demand i

CV B Boxes volume capacity

CWB Boxes weight capacity

Qi Number of boxes containing demand i

capj Boxes transport capacity of train j

Wmax Maximum waiting time of trains at any station s

Wmin Minimum waiting time of trains at any station s

hj Time needed for handling (loading/unloading) a single box at train j

M Big positive real number

J∑

j=1

xi,j,di
= 1, i = 1, 2, . . . , I (4)

Constraint (4) assures that each demand is loaded onto a single train exactly
once.

xi,j,s − xi,j,s+1 = 0, ∀ s ∈ [di, aj − 1] , i = 1, 2, . . . , I (5)

Constraint (5) enforces that the demand, once a train is assigned, goes
through all stations from its departure station to its arrival station.

J∑

i∈Is

xi,j,s Qi ≤ capj , j = 1, . . . , J, s = 1, . . . , S (6)

Constraint (6) forces the transport capacity of each train.

xi,j,di
ri ≤ lj +

di−1∑

s=1

(Cj,s + tts) , i = 1, . . . , I, j = 1, . . . , J (7)
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Table 3. Decision variables.

Variable Description

xi,j,s 1 if demand i is in train j at station s, 0 otherwise
yk,i 1 if k ∈ Di and k is not yet loaded when i becomes ready for departure
Cj,s Waiting time of train j at station s

Ri Time at which demand i is loaded (at station di)
Ei Time at which demand i arrives at its destination station (at station ai)

Constraint (7) assures the arrival time of demands, so that a demand can only
be assigned to a train that arrives later than the demand’s departure station.

Cj,s ≥ Wmin, j = 1, . . . , J, s = 1, . . . , S (8)

Cj,s ≤ Wmax, j = 1, . . . , J, s = 1, . . . , S (9)

Constraints (8) and (9) ensure that the minimum and maximum waiting
times are satisfied at each station.

Cj,s ≥
∑

i∈IIs

hj xi,j,s Qi, j = 1, . . . , J, s = 1, . . . , S (10)

Constraint (10) determines the feasibility of the waiting time of each train
at each station.

Qi = Max

{⌈
V oli
CV B

⌉
,

⌈
Wei
CWB

⌉}
i = 1, . . . , I (11)

Equation (11) is designed to represent the number of boxes needed to pack
each demand.

Ri ≥ lj +
di−1∑

s=1

(Cj,s + tts) − M(1 − xi,j,di
), i = 1, . . . , I, j = 1, . . . , J (12)

Constraint (12) determines the earliest time at which each demand is loaded
into a train.

Rk ≤ ri +M yk,i, k ∈ Di, i = 1, . . . , I (13)

Constraint (13) forces the consistency of the definition of binary variables y.

J∑

k∈Di

yk,i Qk ≤ SCdi
− Qi, i = 1, . . . , I (14)

Constraint (14) forces the storage capacity at each station.

xi,j,s ∈ {0, 1} , i = 1, . . . , I, j = 1, . . . , J, s = 1, . . . , S (15)
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Cj,s ≥ 0, Ri ≥ 0, j = 1, . . . , J, s = 1, . . . , S (16)

Ri ≥ 0, i = 1, . . . , I (17)

yki ∈ {0, 1} , k ∈ Di, i = 1, . . . , I (18)

The last block of constraints (15) to (18) define the binary decision variables
xi,j,s and yk,i in addition to the no negative real variables Ri and Cj,s.

4 Case Study

The Metro of Quito city, capital of Ecuador, will be the underground public
transport network of the city. The system’s first line, which will include 15 sta-
tions, extends from Quitumbe (south of the city) to El Labrador (north of the
city) with a length of 22.6 km (see Fig. 3). Its operation is expected to start in
December 2022, according to its promoters. It will allow to cross almost the entire
city in 33min, a section that normally takes between 90 to 120min through the
current congested roads of the city [27].

Fig. 3. Metro of Quito line

The presented model for integrated passenger and freight transport is appli-
cable in environments such as the Metro of Quito transport system, whose first
Metro Line is based on a linear system of mass transportation, with stations
where merchandise may be loaded and unloaded. In this type of transport sys-
tem, trains may be thought as doing a circular route, i.e. they start from station
1 (Quitumbre), go through all the stations located on the line, arriving at station
15 (El Labrador) and returning back to station 1 in the opposite direction using
a parallel line.

The studied model represents this situation and considers simultaneously
several objective functions, each of them representing the interests of differ-
ent stakeholders: cargo owners, customers, passengers, and government. Several
constraints that reflect possible real situations may also be considered: system
operation rules and business conditions for load management.
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The following Schedule Table (see Table 4) reflects the behavior assumed
for the operation of the Quito metro. Table 4 presents an unique ID, with the
corresponding Station name. The table also presents the Station stay at regular
time, and the Station stay at rush hour, both of this waits inside the station are
for the loading and unloading of merchandise or passengers, (times are defined
in minutes) and finally the Schedule Table indicates a Traveling time to the next
station (also in minutes).

Table 4. Schedule Table.

ID Station name Station stay at
regular time

Station stay
at rush hour

Traveling time
to next station

1 QUITUMBRE 4 min 2 min 3 min
2 MORáN VALVERDE 4 min 2 min 4 min
3 SOLANDA 3 min 1 min 4 min
4 CARDENAL DE LA TORRE 3 min 1 min 3 min
5 EL RECREO 3 min 1 min 3 min
6 LA MAGDALENA 3 min 1 min 3 min
7 SAN FRANCISCO 4 min 2 min 4 min
8 LA ALAMEDA 4 min 2 min 3 min
9 EL EJIDO 3 min 1 min 4 min
10 UNIVERSIDAD CENTRAL 3 min 1 min 4 min
11 LA PRADERA 3 min 1 min 3 min
12 LA CAROLINA 3 min 1 min 3 min
13 IÑAQUITO 4 min 2 min 3 min
14 JIPIJAPA 4 min 2 min 4 min
15 EL LABRADOR 4 min 2 min -

Since the route is circular in this approach, the next station of station Sn

will be the station Sn+1 (n = 1,...,14). In the last station (El labrador) where
the metro begins the returning path until the metro reaches the initial station
(Quitumbre), the real next station of Sn would be Sn−1, but the traveling time
will be assumed the same in both directions.

Table 5 presents the demand used as a didactic example. This demand is
conformed by an Source Station that indicates in which station the interested
party deposits his shipment (demand), a Destination Station, which represents
where the shipment will be received, the number of boxes to be sent using box
as unit of measure, the Time of arrival of the shipment at the source station (in
minutes), which indicates at what time interval this demand was deposited at
the station of origin and a desired deadline, all in minutes, indicating until what
time the shipment should be received.
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Table 5. Demand Table.

ID Source
Station

Destination
Station

Number
of Boxes

Time of arrival
at the station

Desired
cut-off time

1 4 8 6 604 843

2 1 6 3 840 958

3 3 8 5 592 922

4 4 7 6 520 1027

5 2 7 3 772 1005

6 1 7 6 506 1257

7 2 12 1 692 740

8 4 11 5 799 973

9 1 10 6 591 1257

10 2 4 5 624 926

11 5 10 7 632 854

12 1 7 5 782 971

13 4 1 4 646 1240

14 4 11 4 605 1173

15 2 12 3 763 1313

5 Problem Statement

To solve the proposed problem, a multi-objective genetic algorithm NSGA-II
(see Algorithm 5) was implemented. This well recognized evolutionary algorithm
proposes a procedure to efficiently classify the individuals of a population in
several non-dominated fronts and using elitist principles, the best solutions of a
population have the opportunity to be chosen for the next generation using an
explicit diversity preserving mechanism called Crowding distance [28].

Algorithm 5 begins reading the Schedule and the Demand Table at step 1,
the population is initialized and the restrictions are checked to make sure that
population P has only feasible solutions. If no feasible solution is found, a error
message is printed.

After assessing individuals of population P and using genetic operator, an
offspring population Q is generated and the main loop begins at step 6. The
parent and offspring population are combined in R which is sorted lexicograph-
ically according to no-dominance and crowding distance. The best individuals
of R are selected to generate a new evolutionary population P. Then, a new
offspring population Q is generated applying genetic operators to P.

After fulfilling a stop criterion, the loop ends and the final P is returned.

6 Case Study Results

Solving the case study with this proposed NSGA-II algorithm, Table 6 presents
the obtained Pareto set.
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Algorithm 1. Non-dominated Sorting Genetic Algorithm version 2 (NSGA-II)
1: Read demand and schedule data
2: t=0 //Initialize generation counter
3: Initialize evolutionary population Pt //set of feasible candidate solutions. If no fea-

sible solution is found, print error message.
4: Assess individuals of Pt

5: Apply genetic operators to Pt to generate Qt

6: while Stopping Criterion not met do
7: Rt = Pt ∪ Qt //combine parent and offspring populations
8: if an individual (solution candidate) does not meet the constraints
9: Erase it

10: Sort Rt lexicographically according to no-dominance and crowding distance
11: Select best elements of Rt to generate a new evolutionary population Pt+1

12: Choose offspring population Qt+1 by applying genetic operators to Pt+1

13: t=t+1
14: return Pt

Table 6. Chromosomes of each individual of the Pareto set for the Case Study.

Solution 1
4 42 14 5 5 6 25 36 15 18 17 37 8 16 36
Solution 2
4 42 14 5 5 6 25 37 15 18 17 36 8 16 36
Solution 3
4 42 14 5 6 6 25 36 15 18 17 37 8 16 36
Solution 4
4 42 14 5 6 6 25 37 15 18 17 37 8 16 36

A chromosome is a representation of a solution, in this case a vector with
dimension I = 15 (see Table 6) where each position of the vector corresponds to
a demand (see Table 5). An element of a chromosome represents the ID of the
metro (see Table 4) where the corresponding shipment should be loaded.

For didactic purposes, consider solution 1 of Table 6, where an example could
be the demand with ID 5 of 3 boxes that departs from station 2, which must be
loaded on the metro with ID 5 to be sent to its destination at station 7.

Table 7. Pareto front for the Metro of Quito case study.

F1: Time in station F2: Transportation time F3: Total cost

solution 1 106 353.4 122.548
solution 2 90 353.4 125.428
solution 3 82 381 133.504
solution 4 82 381 133.504
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Table 7 presents the corresponding Pareto front showing the values of the
three objective function for each solution of the Pareto set. First of all, it is
worth noting that even though there are 4 solutions in the Pareto set, only 3
different points will be seen in the Pareto front since solutions 3 and 4 have the
same values in the objective space; therefore, we will not consider solution 4 in
the following analysis.

Solution 1 is clearly non-dominated since it has the lowest value of F3 (total
cost). Similarly, solution 3 (or solution 4) is non-dominated since it has the lowest
F1 (Time in station). On the other hand, solution 2 is a compromise solution
having a value for F1 (Time in station) and for F3 (total cost) between the values
for solutions 1 and 3, while F2 (Transportation time) is not lower than solution
1 but it is better than solution 3.

In short, the analyzed Case Study has no single best solution considering
simultaneously all three objective function. Four possible non-dominated solu-
tions were found from which a decision maker can choose the one that best fit
his criterion. Any solution of the Pareto set would be a good option in a pure
multi-objective context.

7 Final Considerations

Performing certain logistical activities, such as moving goods within a crowded
city using available capacity in underground passenger transportation networks,
is an efficient approach. However, there are very few applications in Latin Amer-
ica and none in Ecuador. In this context, it is worth promoting sustainable
urban development that benefits the environment and improves urban logistics
by diverting some freight traffic to the metro network. This paper analyzes the
combined passenger and freight transport with a line network configuration, as
found in some mass transportation systems in Latin American cities, using as a
case study the metro system in Quito, whose stations can still be converted for
the subway transport of urban delivery orders.

First, a novel multi-objective optimization model is proposed that considers
three objectives to evaluate the feasibility of transporting urban delivery orders
that incorporate the interests of different stakeholders: a first objective related to
freight owners: the total waiting time for loading at stations; a second objective
related to the level of service to passengers: the cost of loading and unloading;
and a final objective related to transport network managers: the total cost of
transporting the entire logistics operation.

Second, the presented mathematical model is solved using the well-known
NSGA-II algorithm. The implemented algorithm was executed in a reasonable
time, which proves that the algorithm can be used for practical purposes in plan-
ning the loading of goods in real transportation networks. The numerical results
show that the considered objectives are in conflict; therefore, the Pareto front
provides the decision maker with good quality information for further analysis
and final decision making.
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This work has some limitations in terms of modeling and network diversity
topologies, for example, we simply specify a structure in which stations are cen-
tered around a line, rather than other types of more complex configurations, such
as multiple lines with interchange stations, which are common in many metro
transportation systems, left as a future work. The development of a model for
combined passenger and freight transportation in an underground transporta-
tion system such as the metro of Quito also needs to consider important aspects
such as the ETL (extract, transform, and load) process of several databases and
the business model behind. On the one hand, the ETL approach requires a data
management system with records and reports to collect, organize, present, and
use the logistics data collected at all levels of the system. On the other hand,
the business model requires a comparison between traditional freight transporta-
tion and the model based on an integrated passenger and freight transportation
system.

In addition, an analysis of several technical requirements is needed: packaging
boxes for demand response, parcel lockers, sections of metro wagons conditioned
to receive goods, the coordination required between shippers, logistics companies,
and crowd-shipping platform providers, as well as an analysis that examines the
full range of economic, legal, social, and psychological issues involved.

Finally, among other practical considerations, the impact of uncertain
demand and delays in the arrival times of goods and trains at stations should be
taken into account. Of course, other objective functions and constraints could
also be considered to obtain a holistic model that takes into account the interests
of passengers, merchants, transit operators, and city administrators.
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