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Abstract. Caompanies struggle with predictive analytics (PA), which aims to
be a “modern” crystal ball. But how does one choose the “right” algorithms?
Based on the findings from a sales volume forecasting case study, this article
presents six design guidelines on how to apply PA algorithms properly: (1) When
fixing the objective of your forecast, start with reflecting the available data. (2)
Considering the available data and forecast horizon, develop a strategy for the
training phase, ultimately the model’s deployment. (3) Choose algorithms first
that act as an orientation as well as a benchmark for more elaborated models. (4)
Continue with time series algorithms such as (S)ARIMA and Holt-Winters. Take
automated parameter setting into consideration. (5) Integrate additional input by
applying ML-based algorithms such as LASSO Regression. (6) Besides accuracy,
process efficiency and transparency determine the most suitable approaches.

Keywords: Forecasting · Predictive Analytics · Artificial Intelligence ·Machine
Learning · Design Science Research in Information Systems · Design
Guidelines · Case Study: Manufacturing Industry

1 Introduction

Companies that rely solely on human judgment or simply extrapolate historical values
neglect predictive analytics (PA) to improve their forecasting. Although studies have
revealed that machine-learning-(ML)-based algorithms can increase the value of big
data, practice falls short on applying such algorithms [1]. For example, we found only
few case studies such as Wang [2], Gerritsen et al. [3], Sagaert et al. [4], and Concalves
et al. [5] addressing the integration of external variables such as leading indicators into PA
sales forecasts.We argue that practitioners often lack guidance when applying predictive
analytics on big data.

Accordingly, the objective of this article is to present both findings from a sales vol-
ume forecasting for a reference company and – derived from these findings – associated
design guidelines on how to apply PA algorithms properly. We take an international
pump system provider as our reference aiming to increase forecast accuracy, whilst
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also improving process efficiency and transparency compared to its current approach.
Efficiency covers the reduction of manual actions whilst generating comparable out-
comes. Transparency refers to the reproducibility and traceability of actions. We pose
two research questions (RQ):

1. What constitutes design guidelines on how to apply PA algorithms?
2. Do the proposed design guidelines fulfill what are they meant to do (validity) and

are they useful beyond the environment in which they were developed (utility and
generalizability)?

To create things that serve human purposes [6], ultimately to build a better world
[7], we follow Design Science Research (DSR) in IS [8, 9] for which the publication
scheme fromGregor and Hevner [10] gave us direction. The lack of experience in apply-
ing PA algorithms for sales (volume) forecasting motivates this article (introduction).
Highlighting several research gaps, we contextualize our research questions (literature
review). Addressing these gaps, we adopt a single case study (method). Emphasizing a
staged research process with iterative “build” and “evaluate” activities [10], we come
up with design guidelines (artifact description, related to RQ 1). Testing their validity
and utility [11], we perform expert interviews within and beyond the reference company
(evaluation, related to RQ 2). Comparing our results with prior work and examining how
they relate to the article’s objective and research questions, we close with a summary,
limitations of our work, and avenues for future research (discussion and conclusion)[12].

2 Literature Review

Following Webster and Watson [13] as well as vom Brocke [14, 15], we identified rele-
vant articles in a four-stage process. (1) We focused on leading IS journals [16] as well
as selected business, management, and accounting journals [17], complemented by pro-
ceedings frommajor IS conferences [18] (outlet search). For a practitioners’ perspective,
we considered journals such as MIS Quarterly Executive and Harvard Business Review.
(2) Accessing the identified outlets, we used ScienceDirect, EBSCOhost, Springer Link,
and AIS eLibrary (database search). (3) Then, we searched for articles through their
titles, abstracts, and keywords (keyword search) – limiting the results to the last ten years.

Integrating this strategy for our research, we combined the keywords “sales (vol-
ume)” or “demand” with “planning,” “forecasting,” or “predicting.” To limit our findings
to data-driven approaches, we then added the keywords “analytics” or “model.” This
search resulted in 31 relevant papers that focus on sales or demand forecasting within
a business setting applying data-driven methods. Finally, (4) we conducted a backward
and forward search identifying another sixteen publications such as Verstraete et al.
[19].

For our gap analysis, we structured the publications into three clusters: (1) The
application area describes the context in which the existing PAmodels have been devel-
oped. Furthermore, we examined (2) forecasting techniques. (3) Lastly, we differenti-
ated between research methods, addressing the way in which researchers collect and
understand data [20]. Table 1 summarizes the take-aways of our literature review.
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Table 1. Publications Shaping our Research Approach

Author Research Gap Take away for proposed model

(1) Application area: [1–5,
21–23]

Regarding RQ #1: Papers
focusing on PA for
manufacturing companies and
their production planning are
underrepresented

We contribute a use case
focusing on forecasting for
sales volumes at the product
group level

(2) Forecasting techniques:
[4, 19]

Regarding RQ #1: There is a
lack of research on advanced
forecasting approaches
beyond judgmental and
statistical forecasts

We propose to test a series of
different forecast approaches
including ML-based
algorithms, to increase
accuracy whilst improving
process efficiency and
transparency

(3) Research method: [22,
24]

Regarding RQ #2: We
examined a lack of qualitative
research within a company
setting

With a single case study, we
aim to expand the current
body of know-ledge, focusing
on a company setting, and
present design guidelines for
future discussions

Application Area. Most of the reviewed publications focused onPAmodels in the retail
industry. Predicting online sales, we found articles about leveraging product reviews
[25], social media posts, and other online activities via search engines [26]. Authors
such as Abolghasemi et al. [27] considered the impact of promotions. To gain customer
feedback, sentiment analyses were frequently conducted [28].

Focusing on production planning, we found few papers such as Fildes et al. [21] and
Chen and Chien [22]. The examined forecasting horizon differed between short-term
[23] and strategic planning [4]. With varying aggregations level, Wijnhoven and Plant
[29] focus on car sales, Ma and Fildes [30] examined forecasting at the product level.

Forecasting Techniques. A growing number of articles examined ML-based algo-
rithms such as artificial neural networks and support vector machines. They can model
more complex relationships for leveraging big data [31]. Big data refers to the grow-
ing amount of diverse data being generated by different enterprise resource-planning
processes, business intelligence systems, sensors such as smart meters, social media lis-
tening, and other sources [32]. However, research lacks deploying ML techniques, espe-
cially when adding leading indicators to potentially increase forecast accuracy. This is
often done manually so that outcomes are susceptible to bias and lack transparency [33].
Based on this insight, we will apply different statistical andMLmodels to increase accu-
racy, whilst improving process efficiency and transparency compared to the judgmental
forecast in place (Table 1).

Research Method. Although there are articles on sales volume prediction with a focus
on quantitative research [21, 34], they are barely employed in practice [19, 22, 24, 35].
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Research neglects qualitative research examining the integration of forecast solutions
into day-to-day business. Thus, with a single case study, we aim to expand the current
body of knowledge.

3 Method

Case studies bridge the gap between practice and academia when few activities on this
research topic exist and practical insights are proposed as significant [36, 37]. Compared
to surveys, they provide more substantial in-depth information and enable researchers
to study their artifacts in a natural setting [38].

Compared to multiple case studies, which yield a multitude of results [39], single
case studies are more suitable when the research topic is complex, and thus, relevant
starting points for research are not easy to obtain [40]. Guided by our research questions
(Sect. 1) and the findings from our literature review (Sect. 2), we decided to conduct a
single case study.We took an international pump systemprovider (sales: 1.5 billionEUR;
8,000 employees) as our reference company. It produces pumps for various applications
such as industrial production and building services and their sales are influenced by
seasonal fluctuations and affected by continuous technological progress.

We focused on the sales volume forecasting for two product groups within Germany
with a forecast horizon of twelve months. The pumps are installed in heating devices for
residential and commercial buildings. Our project team consisted of the authors of this
paper andmembers of the reference company’s controlling department.Modeling our PA
solution, we followed CRISP-DM [41] and gathered learnings throughout its different
phases. We finally deducted design guidelines in an iterative manner by discussing these
learnings within our project team and how they might be helpful for implementing PA
forecasting solutions in similar use cases.

In order to gather feedback about their utility and validity, we present them in semi-
structured expert itnerviews (RQ 2, Sect. 1) which took on average 45 min. These
interviews combine both a comparable structure within a series of interviews whilst
being flexible when interviewees want to share their individual way of thinking and
any hidden facets [42]. We performed these interviews with the Head of Finance and
three employees fromControlling and Supply Chain Planning of the reference company.
Including an external perspective, we conducted interviewswith two data science experts
from the working group “Digital Finance” [43].

4 Artifact Design

Emphasizing a staged research process with iterative “build” and “evaluate” activities,
we started with the results from our literature review (Sect. 2) and followed CRISP-DM.
We gained (1) a business understanding by examining the forecasting process of sales
volumes currently in place at our reference company. The twelve-month rolling fore-
cast is performed at the sub-group level and later aggregated to the group level. It is
conducted as follows: (a) After cleansing the historical sales volume data from excep-
tional influences, (b) the reference company currently applies a Holt-Winters algorithm



Applying Predictive Analytics Algorithms 67

within SAP Advanced Planning and Optimization (SAP APO, R. 4.1). (c) The results
are then manually adjusted by local planners considering short-term influences such as
sales promotions as well as general economic climate and technological trends.

The cleansing step is skipped, as data relating to exceptional events are oftenmissing.
The Holt-Winters parameters had not been altered in recent years. With the different
sales regions in focus, we observed differences in the local planner’s manual forecasting
adjustments. Due to a series of unstructured adjustments, the current procedure is time-
consuming and lacks transparency resulting in forecasts that are prone to bias with no
monitoring or documentation of achieved accuracies in place.

We gathered possible influences on the sales volumes in seven expert interviews with
local demand planners who have been involved in the forecast process and members of
the sales department who are knowledgeable about the specific market conditions. We
interviewed all available employees until saturation. Based on the qualitative content
analysis of our interviews, we compiled a list of possible long- and short-term influences.
Their effect on the sales volume was perceived as high by the interviewees, which
motivated us to include them in the PA model.

Differentiating between influences and indicators, the latter being specific data that
can be processed by the model, we devoted considerable effort to identifying influences
on sales volumes and finding leading indicators representing them. We recommend
limiting the effort of collecting and analyzing indicators, as their benefit for the forecast
accuracy is often questionable as measurable data often do not accurately represent
underlying constructs [44]. In our experience, starting the modeling with historical time
series data only is a more efficient approach since those data are often readily available.
Considering the overall objective of the forecast, budget, expertise, and available data,
we recommend to iteratively specifying the scope of the forecast and then gradually
collecting additional data when necessary.

Designguideline #1:Whenfixing the objective of your forecast, startwith reflecting
the available data.

Within the (2) data understanding process, we examined the historical sales volume
data in order to apprehend their trend and seasonality.We tooknine years ofmonthly sales
volume data without missing data points, but with structural changes caused by prod-
uct changes. Both product groups are highly seasonal with a decreasing trend (Fig. 1).
By decomposing the time series into its seasonal trend and residual component, this
becomes apparent (Fig. 1). Furthermore, we analyzed indicators representing the iden-
tified influences from the expert interviews (Table 2). Public statistics databases acted
as our source for indicators such as economic sentiment indices [45] and building per-
mits [46]. We were unable to gather indicators reflecting some aspects mentioned by
the interviewees such as regulatory requirements and technological shifts. Our search
resulted in six indicators (Table 2).

During (3) data preparation, indicators and historical data were prepared according
to the requirements of different forecasting algorithms. Handling seasonality was crucial
to themodel’s success. Removing seasonality helped to detect underlying patternswithin
time series.Whether seasonality should be removed beforemodeling depends on various
factors like the size of available datasets, the stability of seasonal patterns, and the
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Fig. 1. Decomposition of Product Group 1(left) and 2 (right).

algorithm applied. We prepared two datasets, one with unadjusted data and the other
one using seasonal differencing. The latter is subtracting the previous year’s observation
to remove seasonal fluctuations. In the case of our sentiment indicators, we used the
seasonally adjusted data already available.

Table 2. Supposed Influences and Indicators of Sales Volume.

Influences Leading indicators (not all influences represented)

General economic development
Sector-specific development
Regulatory requirements
Internal and external competition

Economic sentiment index (Eurostats)
Confidence indicators for sectors industrial, construction,
and retail (Eurostats)
Consumer confidence indicator (Eurostats)
Building permits issued (Statistisches Bundesamt)

Additionally, we standardized the indicators by subtracting their mean and dividing
the result by their standard deviation to remove differences in scale, which is necessary
formultivariatemodels. Preparing the data is as important as choosing the right algorithm
and having different test datasets is necessary for evaluating the performance of your
algorithm accordingly.

Comparing the accuracy of various approaches, the best errormeasure depends on the
individual use case [47]. We used the mean absolute percentage error (MAPE, Table 3)
because it is easily comprehensible for business users. We performed stepwise cross-
validation, splitting our dataset into overlapping time periods with three years of training
data, one year representing the forecast horizon, and using the consecutive month as the
test point. This approach validates the model efficiently while always considering the
time restrictions of the data to generate valid results.

After the deployment of the model, the accuracy must be continuously monitored
and documented, as this was a major hurdle for the use case, having only data from the
past three years from the current forecast.

Design guideline #2: Considering the available data and forecast horizon, develop
a strategy for the training phase, ultimately the model’s deployment.

For (4) modeling, we adopted seasonal naïve, taking the unaltered observation of
the previous year as our prediction. Understanding the time series’ composition (step 2)
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helped to choose a simple algorithm as a starting point and reference for other modeling
approaches. Depending on the use case, even simple algorithms such as naïve methods
can help companies improve their existing forecasting processes [48]. These models do
not require extensive data preparation and therefore are easy to implement.

Design guideline #3: Choose algorithms first that act as both an orientation as
well as a benchmark for more elaborated models.

The seasonal naïve approach could significantly lower the MAPE compared to the
automated SAP APO forecast and even outperformed the manually adjusted forecast,
in doing so, setting the seasonal naïve as the benchmark to beat (Table 3). Moving on
to time series algorithms, we applied Seasonal Autoregressive Integrated Moving Aver-
age (SARIMA) and Holt-Winters. Besides dealing with potential outliers and missing
data, the predefined algorithms do not require additional data preparation. Performing
a stepwise forecast, we used the Python packages pmdarima and statsmodels instead of
manual parameter setting, which is often challenging.We recommend opting for popular
methods, as the available packages are usually well-maintained, and resources on their
application are widely available.

Table 3. Results of several Forecast Algorithms

Method MAPE (Product group 1) MAPE (Product group 2)

SAP APO (Holt-Winters) 38.76% 23.61%

Local planner 22.18% 16.67%

Seasonal naïve 21.5% 14.68%

SARIMA 37.26% 27.75%

Holt-Winters (dynamic parameters) 22.05% 16.44%

LASSO linear regression 17.49% 14.96%

Although we could not achieve an improvement compared to seasonal naïve, we
improved the accuracy of the automated SAP APO forecast using the Holt-Winters
algorithm (Table 3). Using automated parameter setting allows to continuously update
the algorithm’s parameters, leading to better results.

Design guideline #4: Continue with time series algorithms such as (S)ARIMA and
Holt-Winters. Take automated parameter setting into consideration.

Due to the assumption that external factors significantly affect sales volumes,we tried
to further improve the forecasting accuracy by integrating leading indicators. Performing
a correlation analysis, we tried to identify influential variables and their associated time
lag. Exogenous variables can easily be added to the SARIMAorHolt-Winters algorithms
used in our case study or to regression models. However, the procedure of manually
selecting and integrating indicators is complex, especially when dealing with multiple
indicators and different time lags.



70 J. H. Mayer et al.

In our case, we could not determine any unambiguous relation between sales vol-
ume and our indicators. Thus, instead of selecting the indicators manually, we used the
LASSO algorithm with a linear regression model to select the indicators automatically.
The algorithm consists of an additional penalization term that prevents overfitting and
selects the best fitting variables. The predefined Python function we used can be found in
the scikit-learn library. By adding the six indicators as well as the historical time series
data and their respective 12-to-24-month lags, the LASSOalgorithm could automatically
select the best input variables with the optimal time shift.

For our two product groups, we could only slightly improve the forecast accuracy of
the benchmark by including additional indicatorswithLASSO regression. The indicators
chosen by the LASSO algorithm were mostly historical sales volume data, and other
indicators were not consistent over the years. This could be because our time series are
not significantly influenced by external indicators, or because our selection of indicators
might not represent the actual influences on sales volume.Due to the nature and restricted
size of our available datasets, we did not include other ML algorithms such as neural
networks and vector autoregression.

Design guideline #5: Integrate additional input automatically by applying ML-
based algorithms such as LASSO Regression.

(5) Evaluating the results of our models (Table 3), for our time series, we could not
significantly improve our long-term forecasts (twelve months) over our simple bench-
mark (seasonal naïve, PG1: 21.5%, PG2: 14.68%) by adding additional data or using
more complex methods. Compared to the automatic forecast currently in place (SAP
APO, PG1: 38.76%, PG2: 23.61%), we could achieve a significant improvement in this
use case. Even the manually adjusted forecast currently in place did not yield better
results for twelve-month forecasts (PG1: 22.18%, PG2: 16.67%). This indicates that the
current method is not adequate for our examined products and aggregation level.

From the algorithms that we considered, seasonal naïve yielded the highest accuracy
except for PG1, which had better accuracy with the LASSO regression (17.49%). Con-
sidering the inconsistent coefficients generated by the algorithm, the improvement does
not seem significant. When including other evaluation criteria transparency and process
efficiency, the seasonal naïve has the advantage of entailing minimum effort for collect-
ing data and generating the forecast, while being transparent and easy to understand for
the recipients of the forecast. Process efficiency can encompass a variety of factors such
as computational resources as well as human resources for developing and maintaining
the forecast. Especially, when manual reviews and adjustments are included in the pro-
cess, transparency is an important criterion when selecting a forecasting approach. The
acceptance and abilities of the involved employees must be considered.

Therefore, we propose forecasting the sales volumes of our examined product groups
by applying seasonal naïve for twelve-month forecasts. By reducing the need for manual
adjustments for those product groups, the planners’ expertise could be targeted toward
more challenging forecasting tasks. Identifying adequate methods by systematically
testing different approaches and continuouslymonitoring them can lead tomore accurate
forecasts, even when using simple data-driven approaches. Robust and tangible results
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are to be preferred over complex and costly approaches, as accuracy is not the only
criterion that should be considered.

Design guideline #6: Besides accuracy, process efficiency and transparency
determine the most suitable approaches.

For the final CRISP-DM step (6) deployment of our prototype, we consider the
insights from our use case. The forecast of the product groups can be improved by
adapting the current SAP APO forecast to a seasonal naïve approach. Alternatively, the
dynamic adaption of Holt-Winters parameters could improve the forecast in comparison
to the current static approach. Concerning the manual adjustment by local planners, the
consideration of long-term influences such as economic indicatorsmight not improve the
forecast and the effort of manually adjusting forecasts could be decreased challenging
some of the assumptions about exogenous influences.

In addition to the new forecasting approach, the forecast process must be monitored
continuously, updating applied methods when necessary and setting the basis for more
advanced algorithms in the future. The technical deployment of such a forecasting and
monitoring tool at the reference company is still in an initial stage.

5 Evaluation

Starting with RQ 1, we began our evaluation interviews with a question about the under-
standability of our design guidelines at hand, followed by their potential for implemen-
tation. All participants agreed that the design guidelines are easy to understand. The
participants were constituted in a mixed team of business users and IS experts.

Another aspect that we reflected on intensively is the fact that extensive projects
typically aim at implementing advanced forecasting solutions right from the beginning
of the project (Sect. 2). We argue for an iterative approach including starting with
straightforward methods and continuing with more advanced PA models as needed. We
learned in our case study that this is especially true when companies lack the necessary
data and data science expertise. Simpler solutions can already be beneficial often being
more effective than complex ML approaches (Sect. 4).

Following RQ 2 and incorporating the criteria proposed by Gregor and Hevner [10],
we structured our evaluation interviews as follows. Validity: When asked if the design
guidelines would help in applying PA methods, the participants from Controlling and
Supply Chain Planning stated: “The systematic approach helps to structure the selection
of an appropriate forecasting method with the presented algorithms being a helpful
guidance.” One of the external experts added that such design guidelines would support a
situational artifact design, managing “pure” standardization vs “pure” individualization
of future forecasting applications.

Compared to the current forecasting of the reference company, we asked the respon-
dents whether the design guidelines could improve the forecast accuracy. The answers
varied. Half of the interviewees agreed, whereas others were skeptical as the “expecta-
tions are very high” and only use cases that are “inadequately maintained” can achieve
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significant improvement. The training of existing staff and additional hiring is neces-
sary but difficult, as these profiles are barely available, especially for medium sized
companies, stated the Head of Finance.

Regarding process efficiency, all participants agreed that the design guidelines can
help to reduce manual effort, especially for the operational controllers, however their
implementation requires adequate infrastructure that allows the convenient testing and
monitoring of data models.

Regarding transparency the Head of Finance stated that he is not really interested
in the “technical” details of different algorithms, but rather in the results of the process.
Nonetheless, he was interested in the kind of data influencing the forecast, especially
when it comes to leading indicators. One of the experts agreed with this answer, in that
knowingwhat data influences is valuable for a greater acceptance of algorithms, whereas
understanding the individual algorithm in detail was not deemed necessary.

Summarizing the validity of our design guidelines, the Head of Finance said: “For
a wider application of PA, statistical knowledge among employees and the variety of
products, aggregation levels, and influences within the reference company, all pose a
challenge.” Therefore, a partially automated application that allows the easy comparison
of different algorithms for specific use cases is key to enablingmore fact-driven decision-
making, whilst reducing human bias and improving efficiency.

Utility and Generalizability: Moving on to the utility and generalizability of our
design guidelines, we asked the participants how they could be useful for other product
groups and applications beyond the sales-volume domain at our reference company.
All interviewees stated that the design guidelines would support more fact-driven deci-
sions within the reference company – probably in other companies as well. One of the
employees from the Controlling and Supply Chain Planning department explained that
the design guidelines are applicable in sales volume forecasting beyond the examined
product groups as they provide a general starting point for challenging existing forecast
routines.

When it comes to more granular or high-frequency data – for example for detailed
warehouse planning – our approach may not fit. When scaling our model to establish a
cohesive approach across the company, one employee from the Controlling and Supply
Chain Planning department emphasized the issue of data availability and inconsistencies
between different departments. This impedes the usage of more advanced methods such
as ML algorithms. Consequently, providing a solid data architecture is a crucial step for
effectively implementing PA.

When asked about the value of our design guidelines beyond improving forecasting
performance, the Head of Finance mentioned that dealing with PAwith a more hands-on
approach has helped him to gain a better understanding.

6 Discussion and Conclusion

As their current forecast process requires substantial manual effort and lacks trans-
parency, this article laid out an improved sales volume forecasting for an interna-
tional pump system provider. The associated design guidelines – derived from these
findings – should help to apply PA algorithms properly.
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Based on an examined lack of statistical knowledge among the employees of the
reference company (Sect. 5) and a large variety of products, aggregation levels, influ-
ences, andpotential leading indicators, easy-to-handlePAapplicationswere fundamental
to enabling business users to drive their forecasting. Thus, for practice, our approach
should help to get started more effectively with PA – without having extensive data
science knowledge.

For research purposes, we updated current PA research in a new industry setting.
Starting with a literature review, we laid out the role of PA in business forecasting.
Besides forecast accuracy, we have argued that additional evaluation criteria such as
process efficiency and transparency should determine the most suitable approaches as
well. Considering the perspective of business users that are hesitant to apply modern
forecasting techniques, we detailed the process of applying PA algorithms for practice.

Although business users showed great interest in including leading indicators and
thereby making the model “more explainable,” the benefit of leading indicators as input
for predictive models is questionable. In fact, leading indicators might be better suited
to modeling causal relations in explanatory models.

Even thoughML-based algorithms can outperform simpler algorithms, their limiting
factor is often the availability of data. However, our use case showed that even simple
models with limited data can improve the forecasting performance.

Newer studies oftenpresent specialized solutions neglectingquickwinuse cases [49].
Our research aims at closing this gap by providing comprehensive design guidelines with
a focus on business users.

However, our research inevitably reveals certain limitations. Although single case
studies offer a broad range of advantages, their limited generalizability requires com-
plementary use cases. Furthermore, the lack of data availability prevented us from using
more complex methods. Focusing on the most common algorithms kept the project
tractable. For future research, wewill examine how the software providers keep respond-
ing to the PA trend, offering Auto ML solutions that aim at enabling business users. The
feedback from our interviewees has shown that the interest in understanding the influ-
ences on a forecast is high, but the understanding of algorithms itself is not deemed
necessary (Sect. 5). This shows that a black-box approach does not conform to the
expectations of a “modern” PA model. Responding to that, explainable artificial intel-
ligence (XAI) is certainly worth being considered in greater detail [50]. Accordingly, a
final topic of research could be how the algorithm understandability correlates with its
acceptance by business users.
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