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Abstract. The development of interactive systems requires tools and knowledge
from a number of domains. The combination of Software EngineeringwithHuman
Factors aspects assists designers and engineers in designing error free, safe systems
for humans’ operators. This paper explores the use ofmultidimensional knowledge
representation as means to narrow the gap between design and implementation of
interactive systems. Two models are discussed for delivering heavyweight ontolo-
gies, by themeans ofOntology–DrivenDevelopment. Thismight enable the devel-
opment of software artifacts, with potential of improving system specification,
information sharing and reusability. The theoretical approach is discussed; a liter-
ature revision in the topic is included, along with taxonomy enabling the descrip-
tion of user and device’s characteristics. Finally, the ontological development is
presented and as well as analyzed.

Keywords: Ontology-based Development · Requirements Analysis · User
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1 Introduction

When Information Systems (IS) are interactive, that is, operated by humans, they must
include a fundamental component, namely the User Interface (UI), which is defined
as the part of the system that humans come into contact physically, perceptually and
conceptually [1]. Usually, user interfaces that provide graphical elements for controlling
the system – for instance, buttons, screens, text boxes, and sliders, among others – are
recognized as Graphical User Interfaces (GUI). User Interfaces seek providing sys-
tem representation for human operators, exposing the control logic behind the system
under control. Humans make use of the user interface for carrying out her or his goals
with the computational system. Hence, problems in user interfaces have the potential
of compromising such goal achievement. For computer systems with critical functions,
such as medical devices, energy or aeronautical systems, referred to as interactive crit-
ical systems or High Assurance (HA) systems, problems in user interface design may
cause losses of different nature, such as financial, environmental or social, which can be
characterized as accidents [2].
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Developing efficient user interfaces for IS requires knowledge from different
domains, such as Software Engineering (SE), Ergonomics, Psychology, or Human Fac-
tors, for delivering error-free, trustworthy and reliable interfaces. User interface experts
use information from those domains for perceiving the most relevant aspects for an ideal
system use, providing the best solutions in terms of computer controls suitable for human
expectations, and consequently averting gaps that could induce to interaction errors. In
this context, modeling can play an important role in assisting designers during user
interface development. Model–Driven Development (MDD) is a software development
paradigm that makes use of information present in models for reasoning about problems
and solutions regarding aspects being implemented in software artifacts. Hence, user and
device modeling, for instance, might provide important insights about the description of
a potential system user and the computational system in use, respectively.

Another approach for information organization relies on knowledge representation
or on ontologies, for representing explicit specifications of conceptualization [3]. For
[4], ontologies might have different roles in Software Engineering field. They may be
a conceptual basis for software components specification and development. Ontology–
Driven Development (ODD) is a software engineering vision considering the need of
semantic constraints for supporting development processes, “through which software
becomes a direct projection of a semantic definition” [5]. Those constraints are valuable
assets for requirement analysis activities,with the potential of reducing costs and assuring
the ontological adequacy of the user interface of an information system.

Despite the specificities of ODD and MDD approaches, ontologies may be seen as
models. ODD might be considered as a particular type of MDD and might assist in
describing problem domain at development time, with potential of reducing the cost
of conceptual analysis or assisting in the constraints/requirements phase by providing
relations betweenknowledge elements extracted fromapplication domains.Byproviding
human factors knowledge in the context of user interface development processes, this
paper presents a work that seeks narrowing the gap between design and implementation
of user interfaces. Our strategy is discussing the necessity and usefulness of human
and device knowledge in user interfaces development, describing a multidimensional
knowledge representation model related with (abstracts) human and device models, and
presenting a human device ontology based on multidimensional models. The remaining
part of this paper is organized as follows: Sect. 2 presents the background related with
ontologies and knowledge representation. Section 3, approach ontology development,
reveals the human device ontologywe developed, and discusses how Interactive Systems
development can benefit from ontologies. Section 4 highlights results jointly with an
ontological analysis; and finally, Sect. 5, presents some remarks and conclusions, and a
few research lines for future work.

2 Related Works

According with [6], a (abstract) human model can be considered as a set of human
parameters, represented by variables, which can be employed for describing users of
a product. They differentiate a user model declaration from a user model instantiation,
whereas the first relates with the establishment of user variables, and the second relates



Domain and Semantic Modeling in the Context of Interactive Systems 499

with the creation of a user profile. The model is described using a machine and human-
readable format. User models are relevant for a number of disciplines. They provide
human factors information about users that can be considered during design project. Due
to this, a number of standards have been created to provide user-modeling guidelines.

A different user-modeling paradigm is based upon context-aware information. In
[7] we find an example of that approach. Authors propose a learning mechanism using
historical context-aware information gathered from user for reflecting user models. The
parameters considered in such models seek assisting systems in dealing with inter-user
variance. According with [8], it refers to the variance of user parameters that must be
recognized in system specification, which requires that the design cope with different
types of users in the system’s users. The intra-user variance refers to monitoring internal
user knowledge that is necessary for performing the task. User knowledge is especially
relevant in the design of interactive systems. It supports different types of analysis that
have the potential of preventing unwanted user interface interactions.

Device models are also relevant in designing interactive systems, since it demands
rigorous design of user interface structure and behavior for avoiding hazards. Device
information can provide valuable understanding of user interface parameters, which can
be considered in the analysis. This is especially relevant for interactive systems with
critical functions, such as critical interactive systems, or high assurance systems.

Devicemodeling allows investigating user interface structural and behavioral param-
eters that are presented as actions that users are allowed to perform for achieving their
goals and keeping performance. The interface structure is useful for reasoning about
the user interface adequate working, in terms of structure’s individual components (for
instance, buttons, displays). It is motivated by the need of reasoning about the quality of
this structure [9]. For instance, device based user interface individual components, such
as buttons, when pressed, causes the activation or deactivation of internal system pro-
cesses, and displays, which are employed for monitoring changes in internal variables
of systems. On the other hand, user interface behavior is useful for reasoning about the
adequate user interface working behavior, resulting in the individual components coor-
dination of such systems, being motivated by the need for reasoning about the quality of
this behavior – sets of user interface components, such as panels, which are a collection
of components like displays and buttons that have different working processes intending
the control of different output signals.

The relevance of user and system modeling in the development of interactive sys-
tems is undeniable. It has the potential of highlighting crucial and critical user and device
aspects that might contribute for positive outcomes such as user satisfaction, improving
efficiency and productivity during the interaction process, along with decreasing costs.
For achieving that, a crucial phase in this process is the analysis of the models, i.e.,
providing assurance that it complies with the system specification. Semantic modeling
and analysis can play an important role in this task, as models with semantic constraints
have the potential in assisting designers and system engineers during the requirements
phase of interaction system development. Knowledge Engineering is a discipline closely
relatedwith SE that involvesmethods for knowledge representation [10]. Accordingwith
[11], agreeing on a single definition ofKnowledge is difficult due to its level abstractness.
While their work provides a range of different definitions, in the current work, we adopt
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the definition given by [12], which consider knowledge as interrelations between entities
and relationships, highlighting that “relationships between entities provide meaning, at
the same time that entities derive their meaning from their relationships”. Knowledge
representation is then a research field that makes use of modeling activity for creating
knowledge bases. In its turn, knowledge bases are useful for representing conceptualiza-
tions that are assumed existing in a certain domain of interest, along with the relations
between them. Those conceptualizations and their respective relations represent com-
mitments about that domain and might be used as a reusable knowledge repository. The
level of commitments depends on the technology for representing knowledge. From the
knowledge viewpoint, [13] defines ontology as the most useful organization of knowl-
edge about a particular domain, evolving from the need of satisfying formal postulates
of signification. This is achieved by the use of object-attribute-value (O-A-V) triplets,
which in ontology theory represents facts about objects and their attributes [14].

Ontologies might be described according with the level of expressiveness and gran-
ularity, as graphically illustrated in Fig. 1 [15][16]. Top-level ontologies refer to general
and high-level (abstracts) concepts like space, time, and object, among others and pro-
vide higher expressiveness, at the cost of lower granularity. Examples can be found in the
works of [17] and [18]. Domain ontologies represent concepts that belong to a generic
domain or part of the world, such as politics, biology or computer science [19]. Task
ontologies describe knowledge about a task or activity, such as initiating a system proce-
dure, ending a system mode selection, or engaging a specific operation mode. Example
of task ontology can be found in the work of [20]. Application ontologies, which provide
higher granularity, are given as specializations of both domain and task ontologies for
a specific case application [21]. Apart from the potential of reusability at development
time for reducing the cost of conceptual analysis, ontologies might also offer another
advantage in the context of the software development life cycle, as observed in other
types of formal specifications, namely allowing designers and engineers to devote time in
conceptual modeling (planning) phase prior to development phase. This has the potential
of preventing unnecessary overload on software development life cycle implementation
and maintenance phases. For the reader interested in covering a wider list of ontologies
applications in the context of the Software Engineering life cycle, the works of [10] and
[22] provide a categorization of ontologies as well as enumerate other approaches for
using ontologies in the context of SE.

Fig. 1. Top-level, domain, task and application ontology in relation with granularity and
expressiveness (Source: [15] and [16]).
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The literature covers multiple strategies on Ontology development, according with
[23] and [24]. It is important highlighting their main differences, as well agreeing on
at least one. Ontology development approaches differs on their formalism level. Some
approaches base their methodology on elaborating “tasks” or “principles” for ontology
development (for instance, the methodology proposed by [25]). Other strategies focus
on narrowing the distance from ontology development to other engineering disciplines,
incorporating a defined life cycle for it (for instance, the work of [26] in establishing
well-defined and iterative phases for ontology development). Following the same prin-
ciple, the work of [27] comprises the creation of the Methontology framework intending
standardizing the whole ontology development life cycle, transforming the process in
engineering development.

[5] states that more importantly is agreeing on iterative and structured process,
which expresses an ontology life cycle, with well-defined processes for each activity
for building and maintaining the ontology, such as:

• Domain determination – the first important task in ontology development is con-
sidering the domain whose syntactic and semantic knowledge are modeled into a
knowledge model.

• Terms enumeration – important expressions, which describe the domain or scope and
can contain underlying concepts terms, properties relatedwith those terms, and others,
are enumerated [25].

• Definition of class and hierarchy – by examining the objects in previously defined con-
cepts, intends developing the first idea of a class and its subclasses (i.e., a hierarchy).
The approaches might be top-down (classes are first defined and then specialized in
its subclasses), bottom-up (most relevant subclasses are enumerated and then grouped
in different classes) or a combination of both with no loss for the result.

• Class properties definition – also referred to as slots, relates with definition of the
internal structure of the class. All subsequent classes inherit the slots of their super
classes.

• Domain and range of properties – define the requirements for the information slots
hold, i.e., its allowed values (also referred to as facets definition). A facet describes val-
ues characteristics such as type, domain and cardinality and therefore has the potential
of enforcing constraints for slots-values. For instance, slots-value type describes what
types of values are allowed in the slot. Accepted types range from String, Number,
Boolean, Enumerated or Instance. Slots-value domain refers to the classes describing
the slot, which is hence referred to as the range of a slot. Slot-value cardinality is
a property that refers to the quantity of values assigned to a slot. Some slot values
require a single cardinality for correctly describing certain aspects of the reality (e.g.,
an animal has one body). Multiple-cardinality describes any number of values (e.g.,
the number of species of the animal kingdom).

• Properties instances – finally individual instance(s) are created by i) choosing a class,
ii) creating individual instance of that class, and iii) filling all the defined slots of that
class [25].

• Relations Definition – the main goal of identifying and characterizing relations (also
referred to as connections or associations) is uncovering associations expressed
between the characteristics and groups. [28] explains this identification as related
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with uncovering associations between the characteristics and groups, while charac-
terization follows the identifications and characterization of relations in a way that
they could allow the relational knowledge being utilized in a near future for making
useful inferences. For instance, the relation is_part_of , holds an association between
two entities such as software_button and user_interface, in which it is built in.

• Data properties – its goal is twofold. They are used for connecting classes with specific
data values, supporting the parameters that compose the models. Data properties are
also used for restricting classes named Defined Classes under necessary and sufficient
conditions.

We can find other examples of works in the literature related with ontologies in the
context of SE life cycle, such as the work of [28] who proposed the IDEF5 ontology
developmentmethod for promoting knowledge sharing and terminology standardization.
[29] proposed the Definitions for User Experience Experimental Terms, a collection of
terms interconnected into semantic network and followed by related axioms created in
the context of Suggested Upper Merged Ontology (SUMO) ontology framework. [30]
described GUMO, a user model ontology formalized in OWL language, capturing user
important dimensions for use in user-adaptive systems, such asMental State, Personality
and Contact Information. Their ontology is revisited later, in the context of the semantic
web ontology language [31]. [32], which described ontologies classifications and pro-
posed taxonomy for assisting Software Engineering and Technology (SET) experts for
understanding the linking between ontologies with some software development aspects.
Other author, [33], presented a conceptualization for user interface development through
ontological modeling, which provided descriptions of the user interface itself for a given
architecture, for instance, in the description of components, relationships between com-
ponents, among others. [34] presented a formal user interface representation describing
both interaction and components aspects, while also discussed how the formal repre-
sentation of user interface might benefit its development. In the context of Knowledge
Management (KM), [35] presented OntobUMf, an ontology-based Framework for mod-
eling user behavior. She proposed amodel for user behavior and implemented a classifier
for ranking users based on their knowledge level. [36] proposed a semantic framework
in the context of the human system integration (HSI) research field. The main goal is
extending the overall modeling capabilities in human-machine systems for improving
human representation inside the overall system view. The work of [21] presented a par-
ticular implementation of user interface ontology tailored for the software development
in avionics domain, where it might play a role as documentation resource. The approach
made use of requirements ontology for supporting the creation of software test cases.
Finally, [37] provided example of ontology creation for web user interfaces since the
specification to the functional fragments.

3 The Design Approach

In this paper we propose cataloguing information on User and System domains for
formalizing softwaremodels. This information includes the characteristics of themodels,
along with its descriptors (Table 1). The goal of the taxonomy is assisting in answering
the following questions:
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• What human and device characteristics are important considering for user interface
development?

• What are the literature references that support these human factors and device
characteristics?

For assisting this task, the taxonomy presents a set of ten (10) descriptors, such as
name, description, unit of measurement, value space, taxonomy group, data type, how
to measure/detect, reference/source, relations and comment (Table 1).

Table 1. Index of descriptors in the taxonomy.

Descriptor name Descriptor summary

Name A characteristic must present unique information that describes it

Description Additional information for detailing the characteristic

Unit of measurement The unit of measurement of the characteristic

Value space The value space of the characteristic (nominal, ordinal, interval,
ratio, absolute)

Taxonomy group Which category the characteristic belongs to

Data type Which kind of data the characteristic presents (string, enumeration,
list/vector, real, integer)

How to measure/detect How the characteristic information is measured or detected (type of
measurement method)

Reference/source Which are the references/standards that supports the characteristic

Relations If the characteristics is related with any other

Comment Further explanations/observations from the given characteristic

Table 2 presents a summary for user domain composed by a set of twenty-five (25)
descriptors (for instance, related with physical body conditions), along with its seven (7)
groups (encapsulating demographic, anthropometric, interaction related states, hearing,
visual, motor and knowledge/experience data).

An excerpt (first level) composed by six (6) device descriptors, alongside its three
(3) groups is presented (Table 3). The complete work extends up to five other levels
providing classification for components, devices and systems.

The next tasks in ontology creation are supported by the taxonomy, whose main role
is ensuring required information for the ontology development tasks.

• Domain determination – is performed by considering the need to know Device and
User aspects. The literature of human-machine interaction provides a number of mea-
surements for estimating the quality of that interaction. In this context, one of the most
widely accepted measurements considered is provided by the Ergonomics of human-
system interaction’s chapter of the International Organization for Standardization
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Table 2. User characteristics and groups.

Group name Characteristic name

Demographic data Age

Gender

Anthropometric data Weight

Stature

Interaction related states Perceived stress

Stress and reaction time

Perceived Fatigue

Perceived Attitude towards computer

Motivation

Hearing parameters Hearing

Hearing @ 500Hz

Hearing @ 1kHz

Hearing @ 2kHz

Hearing @ 4kHz

Background Noise

Visual parameters Visual acuity (and sensitivity)

Color perception

Field of vision

Motor parameters Contact grip

Finger precision

Hand precision

Arm precision

Pinch grip

Clench grip

Knowledge and Experience Semantic User’s Knowledge and Experience

(ISO), which is standard ISO 9241–11. In this particular case the construct of Usabil-
ity considers User and Equipment component, among others, as central for evaluating
man-machine interaction aspects [38].

• Terms enumeration – important terms are enumerated for describing the domain or
scope based on elements from the main taxonomy structure, i.e., taxonomy group
names and taxonomy characteristics names.

• Class and hierarchy definition – a top-down approach might provide the first idea
of a class and its subclasses (i.e., hierarchies), given by examining the objects in the
previously defined concepts from domain or scope enumeration.
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Table 3. Excerpt of Device characteristics and groups.

Group name Characteristic name

Component Type Input

Output

Device Type Generic Device

Specialised Device

System Type Application System

Operational System

• Class properties definition – definition of class properties (also referred to as slots) is
given by examining the taxonomy-defined hierarchy.

• Domain and range of properties – the descriptors Unit of measurement, Value space
and Data type of the taxonomy assist in defining facets.

• Properties instances – ultimately, individual instance(s) of class hierarchy and
characteristics might be created.

• Definition of relations –based on the analysis of user and device models previously
presented, the authors propose an extension of the relations framework provided by
[39]. A list of 33 tailored relations along with their inversion relation names, are
presented (Table 4) in the context of the human and device ontology.

Table 4. Types and names of relations.

Relation type Relation name Inverse relation name

Compositional

Component of Has component

Has component Component of

Element of Has element

Has element Element of

Member of Type

Has member Member of

Part of Has part

Has part Part of

Gender of Has gender

Spatial

Interacts with Operator

(continued)
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Table 4. (continued)

Relation type Relation name Inverse relation name

Push Is pushed

Pull Is pulled

Press Is Pressed

Turn Is Turned

Role

Instrument Is resource

Operator Interact with

Resource Is instrument

Input Output

Output Input

General

Describes Represents

Represents Describes

Type Member of

Has attribute Attribute of

Has Gender Gender of

Dependency

Depends on Affected by

Presumption for Affected by

Influence

Influence on Interact with

Is opposing Is supporting

Is supporting Is opposing

Affect Depends on

Rate

Age of Has age

Measure of Has measure

Rate of Has rate

The set of relation types presented, albeit useful for reasoning about the main charac-
teristics of the proposed ontology, when depleting its capability of capturing the totality
of properties and relations from existing models, can be extended and specialized for
supporting additional andmore representative semantics. Ontologies are on-going work,
i.e., they require evolutionwith updated entities, properties and relations, and so are these
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relations classification. Additionally, we identified 132 mappings between relations and
their source and destinations classes.

The goals of data properties are twofold. They are used for connecting classes to
specific data values, supporting the parameters that compose themodels, and also restrict
classes named Defined Classes under necessary and sufficient conditions. We identified
25 data properties in the context of the current ontology (Table 5).

Table 5. Data property in the User System Ontology.

Data Properties

hasClenchGripValue

hasPinchGripValue

hasArmPrecisionValue

hasHandPrecisionValue

hasFingerPrecisionValue

hasContactGripValue

hasColourPerceptionValue

hasFieldOfVisionValue

hasVisualAcuityValue

hasHearingValue

hasBackgroundNoiseValue

hasHearing500HzValue

hasHearing4kHzValue

hasHearing2kHzValue

hasHearing1kHzValue

hasMotivationValue

hasPerceivedAttitudeTowardsComputerValue

hasPerceivedFatigueValue

hasStressAndReactionTimeValue

hasPerceivedStressValue

hasStatureInCM

hasGenderFM

hasWeightInKg

hasAgeInYears

hasSemanticKnowledgeAndExperienceValue
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Next, a domain model is provided for representing the modeled objects (conceptual
classes), as depicted in Fig. 2. Domain modeling organizes knowledge around the basic
concepts that is investigated. The model is illustrated with a class diagram, which use
classes and interfaces for capturing details about the entities that make up your system
and the static relationships between them [40]. The reader will notice that the Device
portion is condensed for space constraints.

Fig. 2. Domain model of user and device information system.

The modeling is also supported by the conceptual model for the User portion of the
Ontology, which is depicted in Fig. 3.
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Fig. 3. Conceptual model from the User Ontology.

4 Results

The User Device Ontology is developed in OWL language, based on RDF and RDF
Scheme, and implemented in Protégé Tool [25], presenting classes, properties and
instances. The present ontology is heavy weighted (as opposite to those using con-
trolled vocabularies), i.e., its internal structure represents semantic knowledge enriched
with value and logical constraints. This particular type of ontology also has the potential
of assisting designers in the requirements phase [32, 41]. Figure 4 depicts a fragment of
the User Device Ontology, highlighting the restrictions that ties all the ontology parts
together, i.e., the classes, sub-classes, class properties, range of properties, relations and
data properties. This particular instance highlights the User requirement for operating
Devices of the type Specialized Device. The restriction demonstrates the requirement
of a user with Semantic Knowledge and Experience rated as value 3, which according
with [42] represents a domain expert user. The semantics of the restriction might also
be expressed by the formal assertion in First Order Logic (FOL) notation:

∀(SpecalisedDevice ∈ Devices)∃User

� hasSemanticKnowledgeAndExperienceValue(User) ≡ 3
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Fig. 4. Representation of the expert requirement for specialized devices in Protégé Tool [25]

A snippet of the OWL code for the User Device Ontology is provided in Fig. 5,
contemplating the definition of classes and sub-classes.

Fig. 5. Fragment of OWL code, for the User Device Ontology.

Ontologies are evaluated according with different viewpoints (e.g., development
quality, mathematical correctness, metrics). A reasoner might provide knowledge con-
sistency checking, based on checking reflexive, transmission and redundancy properties
of ontologies, providing contradictions implicit in the definitions, if any exist. In the case
of the proposed ontology, logical consistency is evaluated against the HermiT OWL rea-
soner [43], and all detected classes are given as satisfiable. Additionally, descriptive
metrics for the ontology’s asserted classes are presented in Table 6.
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Table 6. Descriptive metrics for the ontology’s asserted class hierarchy

Name Metric

Axiom 422

Logical axiom count 253

Declaration axioms count 168

Class count 93

Object property count 46

Data property count 25

Individual count 4

Annotation Property count 1

SubClassOf 126

EquivalentClasses 26

5 Conclusion and Future Work

This presented an on-going version of user device ontology tailored for assisting the
design of interactive systems. The ontology aims contributing for the improvement of
user interface design, considering semantic knowledge from two domains: human factors
and devices. By providing a heavy weighted ontology involving knowledge from the
explored domains, we intent assisting designers in the constraints/requirements phase of
user interface development, with potential of narrowing the gap between user interface
design and implementation. Therefore, we achieved the goals of the work, namely, we
discussed the necessity and usefulness of human knowledge during the user interfaces
development; we described a multidimensional knowledge representation model related
with a (abstract) human model and device model and we presented an ontology based
on the multidimensional models.

Future research includes extending the ontologywith the complete four-domainmod-
els taxonomy, which are part of a research strand involving the design of an interactive
systems evaluation platform, and submitting it for a journal. Also, we intent extending
the validation method for the ontology, i.e., converting the protégé ontology for Alloy
notation, which will allow testing instances and validate formal assertions about the
represented knowledge. Counter-examples might be useful on the validation of math-
ematical/logical assertions. Additionally, moving to a realistic case study will allow
the authors inform and validate the use of such ontologies in the development of user
interfaces for interactive systems.
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