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Preface

This volume comprises the proceedings of the 14th International Conference on Parallel
Processing and Applied Mathematics — PPAM 2022, which was held in Gdarsk, Poland,
September 11-14, 2022. It was organized by the Department of Computer Science of the
Czestochowa University of Technology together with the Gdansk University of Tech-
nology, under the patronage of the Committee of Informatics of the Polish Academy
of Sciences, in technical cooperation with the Poznan Supercomputing and Network-
ing Center. Scheduled initially for the year 2021, the fourteenth edition of PPAM was
postponed to 2022 because of the COVID-19 pandemic. PPAM 2022 was primarily an
in-person event. However, the organizers also made provision for authors and delegates
to present, attend, and interact online.

PPAM is a biennial conference. Thirteen previous events have been held in different
places in Poland since 1994, when the first conference took place in Czgstochowa. The
proceedings of the last ten conferences have been published by Springer in the Lecture
Notes in Computer Science series (Nateczow, 2001, vol. 2328; Czgstochowa, 2003, vol.
3019; Poznan, 2005, vol. 3911; Gdansk, 2007, vol. 4967; Wroctaw, 2009, vols. 6067 and
6068; Torun, 2011, vols. 7203 and 7204; Warsaw, 2013, vols. 8384 and 8385; Krakéw,
2015, vols. 9573 and 9574; Lublin, 2017, vols. 10777 and 10778; Biatystok, 2019, vols.
12043 and 12044.

The PPAM conferences have become an international forum for exchanging ideas
between researchers involved in parallel and distributed computing, including theory
and applications, as well as applied and computational mathematics. The focus of PPAM
2022 was on models, algorithms, and software tools that facilitate efficient and conve-
nient utilization of modern parallel and distributed computing architectures, as well as on
large-scale applications, including artificial intelligence and machine learning problems.
Special attention was given to the future of computing beyond Moore’s Law.

This meeting gathered about 170 participants from 25 countries, including about
130 in-person participants. One hundred thirty-two articles were submitted for review.
Each paper secured at least three single-blind reviews from program committee mem-
bers. A thorough peer-reviewing process that included discussion and agreement among
reviewers whenever necessary resulted in the acceptance of 76 contributed papers for
publication in the conference proceedings. For regular conference tracks, 33 papers were
selected from 62 submissions, giving an acceptance rate of about 53%.

The regular tracks covered such important fields of parallel/distributed/cloud
computing and applied mathematics as:

— Numerical algorithms and parallel scientific computing

— GPU computing

— Parallel non-numerical algorithms

— Performance analysis and prediction in HPC (high performance computing) systems
— Scheduling for parallel computing

— Environments and frameworks for parallel/cloud computing
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Applications of parallel and distributed computing
Soft computing with applications

The keynote talks were presented by:

Anima Anandkumar from the California Institute of Technology and Nvidia (USA)
Hartwig Anzt from the Karlsruhe Institute of Technology (Germany) and University
of Tennessee (USA)

Ivona Brandic from the Vienna University of Technology (Austria)

Umit V. Catalyiirek from Georgia Institute of Technology (USA)

Jack Dongarra from the University of Tennessee and ORNL (USA)

Torsten Hoefler from ETH Zurich (Switzerland)

Georg Hager from the University of Erlangen-Nuremberg (Germany)

Simon Knowles from Graphcore (UK)

Satoshi Matsuoka from the Tokyo Institute of Technology (Japan)

Michat Mrozek from Intel (Poland)

Simon McIntosh-Smith from the University of Bristol (UK)

Manish Parashar from Rutgers University (USA)

Voica Radescu from IBM (Germany)

Enrique S. Quintana-Orti from the Universitat Politécnica de Valéncia (Spain)
John Shalf from the Lawrence Berkeley National Laboratory (USA)

Michela Taufer from the University of Tennessee (USA)

Christian Terboven from RWTH Aachen (Germany)

Manuel Ujaldon from the University of Malaga Nvidia

Important and integral parts of the PPAM 2022 conference were the workshops:

The 9th Workshop on Language-Based Parallel Programming (WLPP 2022) orga-
nized by Ami Marowka from the Bar-Ilan University (Israel).

The 6th Workshop on Models, Algorithms and Methodologies for Hybrid Parallelism
in New HPC Systems (MAMHYP 2022) organized by Marco Lapegna, Giulliano
Laccetti and Valeria Mele from the University of Naples Federico II (Italy), Raffaele
Montella from the University of Naples “Parthenope” (Italy), and Sokol Kosta from
Aalborg University Copenhagen (Denmark).

The First Workshop on Quantum Computing and Communication organized by
Krzysztof Kurowski, Cezary Mazurek, and Piotr Rydlichowski from the Poznaf
Supercomputing and Networking Center (Poland)

The First Workshop on Applications of Machine Learning and Artificial Intelligence
in High Performance Computing organized by Sergio Iserte from the Universitat
Jaume I (Spain) and Krzysztof Rojek from the Czgstochowa University of Technology
(Poland).

The 9th Workshop on Scheduling for Parallel Computing organized by Maciej
Drozdowski from the Poznan University of Technology (Poland).

The 4th Workshop on Applied High Performance Numerical Algorithms for PDEs
organized by Piotr Krzyzanowski and Leszek Marcinkowski from Warsaw University
(Poland), Talal Rahman from Bergen University College (Norway), and Jan Valdman
from the University of South Bohemia (Czech Republic).
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— The 5th Minisymposium on HPC Applications in Physical Sciences organized by
Grzegorz Kamieniarz and Michat Antkowiak from Adam Mickiewicz University in
Poznan (Poland).

— The 8th Minisymposium on High Performance Computing Interval Methods orga-
nized by Bartlomiej J. Kubica from the Warsaw University of Technology (Poland).

— The 7th Workshop on Complex Collective Systems organized by Jarostaw Was from
the AGH University of Science and Technology (Poland), Tomasz Gwizdalta from
the University of £.6dz (Poland) and Krzysztof Matecki from the West Pomeranian
University of Technology (Poland).

The PPAM 2022 meeting began with four tutorials:

— Introduction to Programming Graphcore IPU, by Graphcore (Pawel Gepner team).

— Fundamentals of Deep Learning using the Nvidia Deep Learning Institute infrastruc-
ture, by Manuel Ujaldon from the University of Malaga (Spain) and Nvidia.

— Quantum Computing, by IBM, and Poznan Supercomputing and Networking Center
(Poland).

— LUMI European Pre-Exascale Supercomputer Hands-on, by Maciej Szpindler and
Marek Magry$ from the Academic Computer Centre Cyfronet AGH (Poland).

The PPAM Best Paper Award is given upon recommendation of the PPAM Chairs
and Program Committee in recognition of the research paper quality, originality, and
significance of the work in high performance computing. For the main track, the PPAM
2022 winners were:

— Rafael Ravedutti Lucio Machado, Jan Eitzinger, Harald Kostler and Gerhard Wellein
from the University of Erlangen-Nuremberg and Erlangen Regional Computing
Center, who submitted the paper “MD-Bench: A generic proxy-app toolbox for
state-of-the-art molecular dynamics algorithms”.

— Anna Sasak-Okon from the Maria Curie-Sktodowska University and Marek Tudruj
from the Polish Academy of Sciences and Polish-Japanese Academy of Information
Technology, who presented the paper “RDBMS speculative support improvement by
the use of the query hypergraph representation”.

For workshops, the PPAM 2022 winners were Yu-Hsiang Tsai, Natalie Beams, and
Hartwig Anzt from the Karlsruhe Institute of Technology and the University of Ten-
nessee, who submitted the paper “Mixed Precision Algebraic Multigrid on GPUs”. To
stimulate potential authors’ interest in submitting high-quality articles to the PPAM
conference, one author of each winning paper will receive a significant reduction in the
conference fee for the next PPAM.

New Topic at PPAM 2022: First Workshop on Applications of Machine Learning
and Artificial Intelligence in High Performance Computing

Machine learning and artificial intelligence methods have become pervasive in recent
years due to numerous algorithmic advances and the accessibility of computational
power. In high performance computing, these methods have been used to replace,
accelerate, or enhance existing solvers.

Research topics of this workshop focused on: (i) disruptive uses of HPC technologies
in the field of Al (artificial intelligence), ML (machine learning), and DL (deep learning);
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(ii) integration of predictive models to improve the performance of scientific applica-
tions in terms of execution time and/or simulation accuracy; (iii) workflow of applying
AI/ML/DL to scientific applications in HPC infrastructures; (iv) characterization and
study of how to use HPC techniques with AI/ML/DL; (v) HPC tools and infrastructure
to improve the usability of AI/ML/DL for scientific applications; (vi) optimized HPC
systems design and setup for efficient AI/ML/DL.

These topics were covered at a session that consisted of five presentations:

— adaptation of Al-accelerated CFD simulations to the IPU platform (by P.
Rosciszewski, A. Krzywaniak, S. Iserte, K. Rojek, and P. Gepner)

— performance analysis of convolution algorithms for deep learning on edge processors
(by P. Alonso-Jorda, H. Martinez, E. S. Quintana-Orti, and C. Ramirez)

— machine learning-based online scheduling in distributed computing (by V. Toporkov,
D. Yemelyanov, and A. Bulkhak)

— high performance computing queue time prediction using clustering and regression
(by S. Hutchison, D. Andresen, M. Neilsen, W. Hsu, and B. Parsons)

— acceptance rates of invertible neural networks on electron spectra from near-critical
laser-plasmas: a comparison (by T. Miethlinger, N. Hoffmann, and T. Kluge).

New Topic at PPAM 2022: First Workshop on Quantum Computing and Communi-
cation

The dedicated workshop focused on two relevant quantum technology areas: quan-
tum computation and communication. The main goal of this event was to bring together
scientists and practitioners experimenting with different software and hardware in the
existing Noisy Intermediate-Scale Quantum (NISQ) era. This workshop was also an
excellent opportunity to catch up on taking advantage of quantum computing, par-
ticularly Adiabatic Quantum Computing, and communication technologies from the-
oretical and practical angles. There are many exciting research topics today, from the
design of quantum algorithms, experiments on early access quantum devices, and per-
formance analysis of classical-quantum approaches to early experiences with quantum
communication applications and distributed quantum testbeds.

Therefore, the workshop consisted of nine presentations on various exciting topics
delivered during two sessions:

— An analysis of the potential of quantum computing by examining problems involved
with determining the worst-case execution time of a restricted set of programs (by
Gabriella Bettonte, Stephane Louise, and Renaud Sirdey)

— A study of LDPC decoding using quantum annealing (by Aditya Das Sarma, Utso
Majumder, Vishnu Vaidya, M Girish Chandra, Anil Kumar, and Sayantan Pramanik)

— An overview of ongoing Quantum Key Distribution (QKD) communication tech-
nology in operational networks within commercial network operators and national
research and education networks in Europe (by Piotr Rydlichowski)

— Anew QUBO-based algorithm for the scheduling of heterogeneous tasks on unrelated
parallel machines problem solved using quantum annealing (by F. Orts, A. M. Puertas,
E. M. Garzon, and G. Ortega)

— An approach to studying specific aspects of quantum entanglement contained in the
bipartite pure quantum states (by Roman Gielerak and Marek Sawerwain)
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— A study of a set of early experiments with a photonic quantum simulator for solving
the job shop scheduling problem (by Mateusz Slysz, Krzysztof Kurowski, and Jan
Weglarz)

— A proposal for solving the traveling salesman problem with a hybrid quantum-
classical feedforward neural network (by Justyna Zawalska, and Katarzyna Rycerz)

— An analysis of the Eisert-Wilkens-Lewenstein scheme of quantum extension for
selected games on the example of Prisoners Dilemma (by Piotr Kotara, Tomasz
Zawadzki, and Katarzyna Rycerz)

— A new approach to generative quantum machine learning and description of a proof-
of-principle experiment (by Karol Bartkiewicz, Patrycja Tulewicz, Jan Roik, and
Karel Lemr).

The organizers are indebted to PPAM 2022’s sponsors, whose support was vital to
the conference’s success. The main sponsors were the Intel Corporation and Graphcore;
the others were Hewlett Packard Enterprise, Koma Nord, and Inspur. We thank all the
International Program Committee members and additional reviewers for their diligent
work in refereeing the submitted papers. Finally, we thank all of the local organizers from
the Czegstochowa University of Technology and the Gdarisk University of Technology,
who helped us to run the event very smoothly. We are especially indebted to Lukasz
Kuczynski, Marcin WoZniak, Tomasz Chmiel, Piotr Dzierzak, Anna WoZniak, and Ewa
Szymczyk from the Czgstochowa University of Technology; and to Pawel Czarnul and
Mariusz Matuszek from the Gdarisk University of Technology.

We hope that this volume will be useful to you. We would like everyone who reads
it to feel invited to the next conference, PPAM 2024, which will be held on September
8-11, 2024.

January 2023 Roman Wyrzykowski
Jack Dongarra

Ewa Deelman

Konrad Karczewski
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Abstract. The Kokkos based library Cabana, which has been devel-
oped in the Co-design Center for Particle Applications (CoPA), is used
for the implementation of Multi-Particle Collision Dynamics (MPCD),
a particle-based description of hydrodynamic interactions. It allows a
performance portable implementation, which has been used to study the
interplay between CPU and GPU usage on a multi-node system. As a
result, we see most advantages in a homogeneous GPU usage, but we
also discuss the extent to heterogeneous applications, using both CPU
and GPU concurrently.

Keywords: Kokkos - Multi-particle collision dynamics -
GPU-computing - particle simulations * performance portability

1 Introduction

The recent development of high-end parallel architectures shows a clear trend
to a heterogeneity of compute components, pointing towards a dominance of
General Purpose Graphics Processing Units (GPU) as accelerator components,
compared to the Central Processing Units (CPU). According to the Top 500
list [4], more than 25% of the machines have GPU support while the overall per-
formance share is more than 40%, i.e., heterogeneous cluster architectures have a
large impact for high compute performance. Often these nodes consist of only a
few multicore CPUs, while supporting 2—6 GPUs. In many applications one can
observe a trend that the most powerful component of the nodes, i.e. the GPUs,
is addressed, while the CPUs are used as administrating or data management
components. A reason might be the additional overhead in writing/maintaining
two different code versions for each architecture, as usually a CPU code cannot
simply run on a GPU or vice versa.

With the advent of performance portable programming models, such as
Kokkos [6] or Raja [16] it has become possible to use the same code base for
different architectures, most prominently including CPUs or GPUs. It might
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be tempting to use the full capacity of a compute-node concurrently, i.e. not
wasting compute resources because of the disparate character of the architec-
ture and programming model. In this case one encounters both different perfor-
mance characteristics of components and possibly a non-negligible data transfer
between components. This discrepancy might be targeted by load balancing
strategies which would need to take into account hardware and software specific
characteristics to achieve an overall performance gain.

In the present paper we consider a stochastic particle based method for the
simulation of hydrodynamic phenomena, i.e. the Multi-Particle Collision Dynam-
ics (MPCD) [8] algorithm and its implementation with Cabana [2,14,17], a
Kokkos based library. We first introduce the underlying MPCD method and
then describe the Cabana library. We then present some benchmark results and
finally draw conclusions from our findings and give some outlook for further
research.

2 Multi-Particle Collision Dynamics

MPCD is a particle-based description for hydrodynamic interactions in an incom-
pressible fluid. The method is based on a stochastic collision scheme in which
particles, that describe the simulated fluid are rotated in velocity space while con-
serving linear momentum and energy (variants exist which also conserve angular
momentum [8]). The method proceeds by sorting particles into a regular mesh
with grid cells of size of a characteristic length scale. In order to transport
momentum and energy across the system, the mesh is randomly shifted in each
time step, changing the local environment of each particle stochastically. For
each particle in a cell its relative velocity with respect to the center-of-mass
(com) velocity of the cell is computed. This velocity is split into a parallel and
perpendicular component with respect to a randomly oriented axis in the cell.
Consequently, the perpendicular component is rotated around that axis by a
fixed angle, which determines together with the particle mass and density, the
time step and the cell length the diffusion and viscosity of the fluid under consid-
eration. This procedure can be shown to mimic hydrodynamic behaviour and, in
a limiting case, enters into the Navier Stokes equations [8]. Using this procedure
the conservation of linear momentum and energy is guaranteed and can also
be coupled to embedded particles, simulated by other methods, e.g. molecular
dynamics, thereby coupling particle dynamics to a hydrodynamic medium [8,12].

From an algorithmic point of view, three main parts can be identified, i.e. (i)
the local identification of particles in the underlying cell structure and the com-
putation of com velocities of cells; (ii) the computation of the relative velocities
of particles with respect to the com velocity of a cell; (iii) rotation of perpen-
dicular velocity component of particles around a random axis. These parts will
be discussed separately in Sect. 3 in more detail in the context of the Cabana
implementation.
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Fig. 1. Nlustration of the shifted collision cell grid (black, dashed) in comparison to
the static logical cell grid (black, solid). The grey cells mark the periodic images of the
shifted grid. (Color figure online)

3 Implementation with Cabana

The aim of the implementation was to write a code, that is performance portable
between clusters consisting of CPU and clusters with GPU nodes, which often
consist of one or two CPUs and a number of GPUs ranging from two to six.
Maintaining two or more codebases for all targeted architectures increases the
overhead time of, e.g., design or maintenance time, and calls for solutions which
allow a unified approach for various architectures.

For this reason performance portable programming models are attractive
for reducing time spent with porting codes to various architectures. One of the
more popular programming models in this regard is Kokkos [6], which provides
an abstraction layer for data structures, called Views, while providing differ-
ent ErecutionSpaces which can either be on the host (usually the CPU) or on
devices, i.e. GPUs or other accelerator cards, e.g. Intel KNLs. Kokkos uses differ-
ent backends to provide this performance portability, e.g. CUDA for the use of
NVIDIA GPUs or ROCm for the use of AMD GPUs. Furthermore, OpenMP or
PThread backends can be used among others to utilise multicore architectures
of CPUs.

Within the Exascale Computing Project (ECP) [5] funded by the Department
of Energy (DoE) in the USA, the Co-Design Center for Particle Applications
(CoPA) [3] developed a performance portable library, based on Kokkos, with
the main focus of supporting the development of particle and grid based codes
on HPC systems. Cabana not only provides data structures based on Kokkos
Views but also provides routines in order to facilitate data transfer between dif-
ferent processes in a distributed-memory environment, based on MPI.

Since the MPCD method is a mixture of a particle and a grid based method (due
to the requirement to sort the particles into cells), the implementation of the
MPCD code using Cabana was considered reasonable. In the rest of the section
the main points of the implementation will be presented.
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3.1 Collection of Particles in Cells

Before the com velocity for a cell can be calculated, it is necessary to identify
the particles that reside in each collision cell. One technique to achieve this
is the linked-cell list. Accordingly, all particles are checked and flagged with a
cell identifier to which they belong to. In addition, a (linked) list of particles
belonging to the cell is created. Listing 1.1 shows how such a list is created in
Cabana. The use of Cabana simplifies the creation of such a linked cell list, as
Cabana deals with the issues of creating a linked cell list in a multithreaded
environment, as described e.g. in [11] or [15].

Listing 1.1. Creation of the linked cell list of the shifted collision cell grid
// boundaries of spacial domains
double gridMin[3], gridMax[3];
for (int 4 = 0; d < 3; ++d)

{
gridMin[d] = domBorders(2xd) - (double)haloWidth
* cellSize(d) + offset(d);
gridMax [d] = domBorders (2*xd+1) + (double)haloWidth
* cellSize(d) + offset(d);
}

// creating the linked cell list
// v = list of particle positions
// cellSize = size of linked cells (3d)
Cabana::LinkedCellList<DeviceType>

linkedList( r, cellSize, gridMin, gridMax );
// permute the particle AoSod to correspond to the cells
Cabana::permute( linkedList, particles );

3.2 Communication of Required Information

As described in Sect. 2, it is necessary to compute the com velocity, i.e. the veloc-
ity in a zero momentum frame with regard to the local collision cell [7], in order
to calculate the collisions within each mesh cell, which requires all velocities and
masses of particles that reside within the given collision cell. The underlying par-
allel algorithm is based on a domain decomposition, where compute resources
administrate geometrical spatial regions which are connected. Since the underly-
ing mesh is shifted in each time step cells might be split among several domains.
To compute a unique value for the com velocity, one can either collect all par-
ticles together with their properties on a local domain or one can compute the
partial com velocities on each local domain and then reduce this value among
those processes which share the given cell.

The first of these methods has the advantage that since all particles are col-
lected on a single domain, the computation of the com velocity and the following
rotation of velocities can be executed without the need of additional communica-
tion steps in between. The disadvantage is that it requires the communication of
particle data in each time step, since the collision cell mesh needs to be shifted in
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each time step to avoid artefacts in the computation of the hydrodynamic inter-
actions. Listing 1.2 shows the necessary steps to prepare the particle migration
between domains. Shown here is a way to try to avoid unnecessary branching
while determining the target processes for particles. This is done by masking the
target processes with a base-3 number, where each ’'bit’ indicates either a shift
down(0) or up (1) or residing in the domain’s boundary concerning that Carte-
sian direction. As an example a base-3 number of (201)3 would be assigned to a
particle leaving the local domain in positive x-direction and negative y-direction,
while stay in the same z-region, as the local domain. This way to determine tar-
get processes should improve execution on GPU, with the tertiary operator being
removed, in case that true is cast to integer one and false to integer zero.

Listing 1.2. Particle based communication with Cabana

Kokkos::parallel_for (
Kokkos::RangePolicy<ExecutionSpace>(0, nParticles),
KOKKOS_LAMBDA (const size_t i)

{
int dims = 1, index = 0;
// compute the direction of the neighbour the particle
// mneeds to be moved to and use dims to compute a
// base 3 mask:
// (zyz)_3 with 0 (left), 1 (remains), 2 (right)
// r = list of particle positions
for (int 4 = 2; d >= 0; --d)
{
index += dims *
(1 - ((r(i,d) < domBorders(2*d))?71:0) +
((r(i,d) >= domBorders (2%*d+1))?71:0) );
dims *= 3;
}
// tag the particle with the target neighbour rank
export_ranks (i) = neigs(index);
1)

Kokkos::fence ();

// create particles distribution object and

// migrate particles to targets

Cabana::Distributor<DeviceType> dist( mpiCart,
export_ranks, neighbours );

Cabana::migrate(dist, particles);

In contrast, the second method allows the use of a stable, halo-based commu-
nication scheme, where particles are not necessarily communicated in each time
step, but only when leaving a halo region around the local domain, allowing the
distributed computation of partial com velocities, that are reduced with a static
communication scheme. The result is then sent back to the domains sharing the
same cell. Listing 1.3 shows the required function calls to Cabana to do the halo
exchange. This work, related to mesh administration, is implemented in Cajita,
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which is part of Cabana. In addition, it provides methods for particle-grid inter-
actions, e.g. interpolation of particle properties to a grid, which is, however, not
used in this work. Furthermore, Cajita provides a domain-based load balancing
based on a tensor decomposition scheme, provided by the ALL library [9].

Listing 1.3. Grid based halo communication with Cabana
// create the halo communication object based
// on the Cajita grid
auto arrHalo = Cajita::createHalo( *arrNode,
Cajita::NodeHaloPattern<3>());

// [...] computation of com wvelocities
// bring the data to the halo cells
arrHalo->gather (ExecutionSpace (), *arrNode);
// collect the data from the halo cells
arrHalo->scatter (ExecutionSpace (),

Cajita::ScatterReduce::Sum(), *arrNode);

For the implementation of the two different communication schemes two dif-
ferent kinds of communication in Cabana were used. For the former method, the
particle-based one, Cabana provides a Distributor class, which allows the trans-
fer of particle data between processes. This requires that particles are tagged
with the target process, so that the Distributor object can generate a communi-
cation topology for this specific transfer. As a consequence this object needs to
be recreated in every time step, since the communication pattern in each time
step changes due the random shift of the collision cell grid and particle move-
ments across domain borders.

For the second communication pattern, reducing the partial results and redis-
tributing them, a halo-based communication on a grid is used. For this purpose,
two different grids are combined, i.e. a logical collision grid which is used for
communication and a linked-cell list, which sorts the particles into the shifted
collision cell grid. Since the number and size of mesh cells in each grid is iden-
tical, both grids can be perfectly matched onto each other. The particles are
sorted into the linked-cell list (Sect. 3.1) from where the com momentum of each
cell is computed. For collision cells, overlapping with domain borders (Fig. 1),
a halo-based communication reduces the partial results on the process which
administrates the logical cell. This process redistributes the reduced sum back
to each participating neighbour, where the rotations of velocities are computed
for residing particles. Since the number of cells is usually far smaller than the
number of particles, this leads to (i) a static communication scheme (for each
iteration step the same operations on the same amount of data) and (ii) a reduced
and constant amount of data that needs to be communicated.

During the development, it became apparent that the second communication
scheme leads to a better performance due to the reduced amount of transferred
data and the strongly reduced necessity to recreate communication patterns, due
to the stable communication scheme of the halo exchange (this needs to be done
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only once in the beginning or after possible load balancing steps, after which
the communication pattern is static). In addition, the transfer of particles can
be reduced to cases, where particles left the halo region surrounding the local
domain, instead of being required in every time step.

3.3 Rotation of Velocities

To simplify the computation of the velocity rotation, the linked cell list men-
tioned in Sect. 3.1 is used to sort particles into the correct cell of the collision cell
grid. Using the com velocity, gathered by one of the two previously described
methods, the linked-cell list provides the particles which belong to the given cell
and their velocity vector rotated.

Listing 1.4. Using the linked cell list from listing 1.1 to compute the com velocity

// Kokkos parallel_for iterates over
// all cells on local domain

// vem = Kokkos::View containg the center
// of mass wvelocites for each

/7 collistion cell

// v = Cabana::slice containing

// particle velocities

// m = Cabana::slice containing

// particles masses

Kokkos::parallel_for (Kokkos::RangePolicy<ExecutionSpace>
(0, linkedList.totalBins()),
KOKKOS_LAMBDA( const size_t i)
{
int ix, iy, iz;
// computing the cartesian coordinates of the cell
linkedList.ijkBinIndex (i, ix, iy, iz);
int binOff = linkedList.binOffset(ix, iy, iz);
// compute com velocity
for (int 4 = 0; d < 4; ++d)
vem(ix,iy,iz,d) = 0.0;
// computing com momentum and sum of mass
for (int n = 0; n < linkedList.binSize(ix,iy,iz); ++n)
{
for (int d = 0; d < 3; ++d)
vem(ix,iy,iz,d) += v(binOff + n, d) *
m(bin0ff + n);
vem (ix,iy,iz,3) += m(binOff + n);
}
b
Kokkos::fence ();
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Fig. 2. Performance comparison between existing Fortran implementation and new
Cabana implementation using multiple nodes.

4 Benchmarks and Discussion

For the benchmark runs simple fluid systems were used, i.e. a pure MPCD fluid
in 3d periodic boundary conditions. Each cubic collision cell has an edge length of
one length unit, while containing (N.) = 10 particles on average. Each system in
the benchmarks is cubic with side length L (the edge length L given as the system
size in the following graphs, i.e. Fig. 2), from where the total number of particles
in a system is computed as N = L3 (N,.). To check the performance of the newly
implemented code, it was compared to an existing Fortran implementation of
the MPCD algorithm [12,18].

The benchmarks were performed on the Juwels booster module [13] at Jiilich
Supercomputing Centre, consisting of GPU nodes with four NVIDIA A100 cards
and two AMD EPYC 7402 processors, with 24 cores each. To maintain compa-
rability of the benchmarks the pure CPU runs were also performed on these
nodes. Since the GPU nodes are much more powerful in their computing capa-
bilities, we performed the benchmarks for the GPU runs on node numbers from
one to 16, doubling the node count each time. For the CPU, expecting longer
runtimes we chose to compare single node runs with runs on four nodes, while
also restricting the system size to a maximum edge length of 128 while for the
GPU runs we performed the benchmarks to a maximum edge length of 512. The
edge length directly influences the number of particles in the simulation, since
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Table 1. Tables of runtimes for the different implementations. Empty cells indicate

combinations of node numbers and system sizes, for which additional measurements
did not show additional information. All runtimes presented are given in seconds.

(a) Runtimes for GPU C++ variant, using 4 GPUs on each node.

size | 1 node | 2 nodes | 4 nodes | 8 nodes 16 nodes
32| 52.96| 59.47| 53.36
64| 75.55| 86.48| T78.77
128 | 162.88 | 130.27| 107.29| 92.11
256 | 652.25| 335.12| 211.51| 182.18 144.60
512 | 5897.44 | 2774.35 | 1429.14 | 648.252 327.49

(b) Runtimes for CPU variants, Fortran (F90) and the C++ based

variants, i.e. OpenMP-based (OMP) or serial, i.e. no hybrid

parallelization, using one or four nodes (N). OMP uses 8 MPI ranks with
6 threads each on a node, the Fortran and serial version 48 MPI ranks per
node. Only system sizes up to edge length 128 are presented due to the

longer runtimes.

size |[F90 1 N |F90 4 N | OMP 1 N| OMP 4 N | serial 1 N serial 4 N
32 5.36 2.75 42.62 16.37 38.33 15.06
64| 49.59 11.20 284.73 78.79 221.38 69.06

128 | 819.06 | 132.06 | 2268.80 555.42 1967.42 474.67

there are about [3 collision cells in the system, with [ being the edge length of
the system, each collision cell containing ten particles on average.

As backends for Kokkos were the AMD and Ampere70 used, since these
corresponded best to the available hardware. No further optimization on the
basis of compiler flags was attempted yet due to time constraints, but these tests
will be performed in the future. Table 1 and Fig. 2 show results for four different
benchmarks: (i) C++/Kokkos implementation with GPU variant (Table la and
Fig.2b); (ii) C++/Kokkos variant with OpenMP (Table 1b and Fig.2c); (iii)
C++/Kokkos variant with serial backend and (iv) the previous implementation
of the MPCD algorithm in Fortran (Table 1b and Fig.2a) for comparison with
the new implementation.

The original Fortran code shows a quite good scaling behaviour for all studied
cases (edge lengths L € [32,512]), as can be seen in Fig. 2a. In comparison to that
the scaling behaviour of the GPU variant of the C++ implementation shows for
the smaller system sizes a super-linear scaling behaviour, before reaching linear
behaviour at system sizes 256 and 512, indicating that smaller sizes not fully
utilise the GPU (Fig. 2b).

When comparing the performance of the Fortran implementation (Fig.2a)
and the CPU based variants of the C++ version, i.e. OpenMP based or serial, it
can be seen that Fortran achieves much better results (Figs. 2c, 2d). An expla-
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nation for this behaviour still needs to be analysed in more depth. But first
results point towards a different level of optimization (which is not the main
focus of this article). In contrast, the GPU variant is able to outperform the
Fortran implementation given sufficiently large system sizes, as can be seen in
Fig. 2e, comparing the benchmark results on a single node, respectively. Here
only the results for system sizes 32 and 64 are shown, since the measurement
strongly hint that for larger system sizes the gap between hybrid execution and
pure GPU execution will only widen.

Furthermore, it was tested on a single node if the combination of GPU and
CPU could result in a better performance than only GPU computations. Due to
the obtained performance of the CPU-based C++ variants, the results indicate
at this stage no performance gain for hybrid execution (Fig. 2f). In case of a per-
formance improvement of the CPU-based variants, this result might change for
smaller system sizes. Note that for small systems load balancing GPU and CPU
ranks can improve the overall performance for hybrid execution significantly, but
not sufficiently in order to outperform either pure CPU or GPU. This does not
lead to a recommendation of a hybrid execution model at this stage.

5 Conclusion and Outlook

Considering the benchmark results of the new implementation of the MPCD
code the following conclusions can be drawn:

(i) It is possible to implement a scalable MPCD algorithm with Cabana, that
for large enough systems is faster on GPUs than the existing Fortran imple-
mentation. The CPU variant of the Cabana implementation needs to be
improved upon to bring the performance closer to the one of the Fortran
code.

(ii) Load balancing between CPU and GPU can support hybrid execution, but
was not found to increase performance beyond the one of pure CPU or
GPU usage.

(iii) The porting effort from a pure CPU variant to a multi-architecture variant
was significantly decreased by using Cabana, which offers an architecture
independent development and code implementation which provides a uni-
fied and transparent view for the programmer. Porting effort is therefore
dramatically reduced by maintaining performance (which was not the focus
here, but which is demonstrated for other use cases [1,6,10]).

(iv) The implementation of the MPCD algorithm allows further investigation of
coupled simulations of MPCD fluids with embedded Molecular Dynamics
(MD) systems, e.g. polymer chains. For this, an implementation based on
a unified formulation of MD and MPCD, as described, e.g., in [8,12], is
required. Since the ratio of MD- to MPCD particles is often small, this
could profit from a hybrid implementation and execution model, which
invites to further investigations, including execution models for modular
supercomputing.
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Abstract. A popular approach to program scalable irregular applica-
tions is Asynchronous Many-Task (AMT) Programming. Here, programs
define tasks according to task models such as dynamic independent
tasks (DIT) or nested fork-join (NFJ). We consider cluster AMTs, in
which a runtime system maps the tasks to worker threads in multiple
processes.

Thereby, dynamic load balancing can be achieved via work-stealing
or work-sharing. A well-performing work-stealing variant is the life-
line scheme. While previous implementations are restricted to single-
worker processes, a recent hybrid extension combines the scheme with
intra-process work-sharing between multiple workers. The hybrid scheme
comes at the price of a higher complexity.

This paper investigates whether this complexity is indispensable by
contrasting the scheme with a pure work-stealing extension of the lifeline
scheme introduced in the paper. In an experimental comparison based
on independent DIT and NFJ implementations and three benchmarks,
the pure work-stealing scheme is on a par or even outperforms the hybrid
one by up to 3.8%.

Keywords: Work Stealing - Work Sharing + Runtime Systems -
Asynchronous Many-Tasking - Task-based Parallel Programming

1 Introduction

Asynchronous Many-Task (AMT) programming, as exemplified by Cilk [2],
OpenMP tasks [14], and HPX [7], is a popular approach to tackle irregular-
ity in parallel applications. AMT programs partition the computation into units
called tasks, and a runtime system (briefly called AMT, as well) maps the tasks
to lower-level resources called workers. We consider cluster AMTs, for which the
workers correspond to threads of multiple processes that may run on different
nodes.

AMTSs can be classified by their model of task cooperation [6]. In particular,
dynamic tasks are allowed to spawn child tasks to which their parent task may
pass parameters. We consider two subclasses:
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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1. Dynamic Independent Tasks (DIT) do not communicate, but yield a task
result. The final result is calculated from the task results by reduction, e.g.,
by integer summation. Examples for DIT runtimes include GLB [27] and
Blaze-Tasks [15].

2. Nested Fork-Join (NFJ) programs begin the computation with one root task.
Then each task returns its result to its parent, and the root task yields the
final result. Examples for NFJ runtimes include Cilk and Satin [12].

Many AMTs deploy dynamic load balancing, which may be accomplished via
work stealing or work sharing. In work stealing, idle workers (thieves) take tasks
from other workers (victims), whereas in work sharing, busy workers give tasks
to others.

A well-performing work stealing variant is Lifeline-based Global Load Balanc-
ing, briefly called the lifeline scheme [22]. It was first implemented in the Global
Load Balancing (GLB) library of the parallel programming language X10 [3] and
later ported to Java [17]. Unfortunately, these implementations allow only one
worker per process.

A recent hybrid scheme overcomes this limitation by combining the lifeline
scheme for work stealing between the processes with work sharing among mul-
tiple workers within a process. This scheme has been implemented in Java GLB
variants for DIT and NFJ, which we denote by DIT},ypriq [5] and NFJ 64 [21],
respectively.

While the hybrid scheme overcomes the single-worker limitation, its hybrid
design has the drawback of a higher complexity. This led us to our research
question: Is the complexity of the hybrid scheme indispensable for an efficient
extension of the lifeline scheme to multiple workers per process?

To answer the question, we extended the lifeline scheme so that it solely relies
on work stealing, but still has multiple workers per process. Our new scheme,
which we call lifeline-pure, is essentially identical to the lifeline scheme, except
that threads instead of processes take over the role of workers. In particular,
each worker (thread) within a process maintains its own task queue. When a
worker runs empty, it tries to steal tasks from a random worker, which is any
thread in the same or in a different process. As will be discussed later, preferring
local over global victims may increase the efficiency. Nevertheless, even without
such locality optimization in place, we were able to show that the lifeline-pure
scheme is on a par or even outperforms the more complicated hybrid scheme by
up to 3.8%.

We conducted our experiments with up to 1280 workers and three bench-
marks. Two implementations of the lifeline-pure scheme were used. Both are
based on Java GLB, and are called DIT,,,. and NFJ,,,., respectively. To
strengthen our results, the DIT and NFJ implementations were developed inde-
pendently by the second and first authors of this paper, respectively.

The remainder of the paper is organized as follows. Section 2 provides further
details on the load balancing schemes and task models. Then, Sect. 3 discusses
the design and implementation of DIT,,,. and NFJ,,,.. Experimental results



16 L. Reitz et al.

are presented and discussed in Sect. 4. The paper finishes with related work and
conclusions in Sects. 5 and 6, respectively.

2 Background

2.1 Lifeline Scheme

The lifeline scheme [22] deploys cooperative work stealing, i.e., thieves ask their
victims for tasks, and victims respond by sending tasks or a reject message.
When a worker runs out of tasks, it first attempts to steal from up to w random
victims. If all random steal attempts fail, it informs z so-called lifeline buddies,
which are neighbored workers in a connected graph, called the lifeline graph.
The lifeline buddies record all lifeline steal attempts and possibly answer them
later.

Each worker maintains an own local task queue. It takes out tasks for pro-
cessing and inserts child tasks at one end, and extracts loot for thieves at the
other. The workers communicate in work stealing by calling a function on the
remote worker, where it is executed by an additional thread. For example, to
answer a successful random steal request, the victim calls a function on the thief
and passes the tasks as a parameter. The function inserts the tasks into the
thief’s local task queue, which is synchronized for this purpose.

Listing 1.1 depicts pseudocode for the main loop of each worker. Workers
process tasks in chunks of k tasks (line 3), after which they respond to recorded
steal requests (line 4). When a worker runs out of tasks, it first tries to steal from
random victims (line 6). If all random steal attempts fail, the worker notifies its
lifeline buddies and enters an idle state (line 8), from which it can be restarted
if a lifeline buddy delivers tasks later.

do {
do {
processUpToKTasks ();
answerStealRequests ();
} while (tasksAvailable());
attemptRandomSteals () ;
} while (tasksAvailable ());
informBuddiesAndBecomeldle ();

Listing 1.1. Main loop of Lifeline-based Global Load Balancing

0~ O T W

2.2 Hybrid Scheme

As mentioned in Sect. 1, the hybrid scheme [5] couples the lifeline scheme for work
stealing between the processes with work sharing among the workers within a
process. It uses two shared queues, which are synchronized to allow accesses from
multiple threads:
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— an intra queue for intra-process work sharing, and
— an inter queue chiefly for inter-process work stealing.

Listing 1.2 depicts pseudocode for the main loop of each worker. A process
begins with a single worker. After its own spawn, each worker repeatedly tries
to spawn additional workers and gives them some tasks (line 4), until some
desired maximum number of workers is reached. Then, if one of the shared queues
is empty, the worker puts any surplus tasks there (lines 6-11). Afterwards, it
processes up to k tasks, and repeats the previous steps as long as it has tasks.
When a worker runs out of tasks, it first attempts to take all tasks from the
intra queue (lines 14-16), or otherwise from the inter queue (lines 17-19). If
both shared queues are empty, the worker shuts down (end of code) and has to
be spawned again later.

1 do {

2 do {

3 if (numWorkers < numMaxWorkers) {

4 attemptToSpawnAdditionalWorker ();
5

6 if (intraQueueEmpty) {

7 shareTasksTolntraQueue ();

8

9 if (interQueueEmpty) {

10 shareTasksTolnterQueue ();

11

12 processUpToKTasks ();

13 } while (tasksAvailable());

14 if (!intraQueueEmpty) {

15 takeTasksFromIntraQueue ();

16

17 if (!tasksAvailable() && !interQueueEmpty) {
18 takeTasksFromInterQueue ();

—_
©

}
20 } while (tasksAvailable());
Listing 1.2. Main loop of Lifeline-based Global Load Balancing

2.3 Nested Fork-Join and Dynamic Independent Tasks

As already noted, the NFJ and DIT task models deploy dynamic tasks. We
assume that the tasks are free of side effects.

For NFJ, Listing 1.3 depicts pseudocode of a naive recursive Fibonacci pro-
gram. The code is invoked on worker 0 by calling £ib(n). The spawn keyword in
line 5 generates a child task and passes n-1. The child task calculates fib(n-1)
recursively. Afterwards, the result is assigned to variable a of the parent task. The
sync keyword pauses the execution of the parent task until all child tasks have
returned their results. Thus, the structure of the computation can be regarded
as a task tree, in which the root task returns the final result.
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1 fib(n) {

2 if (n < 2) {

3 return 1;

4 }

5 a = spawn fib(n—1);
6 b = fib(n—-2);

7 sync;

8 return a + b;

9 }

Listing 1.3. Nested fork-join: naive recursive Fibonacci

Work stealing in NFJp,p,i4 is implemented with the work-first policy: When
a worker spawns a child task, it puts a description of the parent task into the task
queue and branches into the child. The description is called a continuation and
represents the remaining computation of this task. For instance, the continuation
that is generated in line 5 of Listing 1.3 denotes the code in lines 6 to 9 enhanced
by the value of n and the knowledge that a will be provided by the child task.
The continuation may be processed by the worker itself after having finished the
child, or be stolen away. In NFJpyprid, & thief always takes a single task (steal-
one).

Thus, any work stealing scheme for NFJ must keep track of the parent-
child relations and incorporate child results into their parent. We denote these
activities as the fork-join protocol. The fork-join protocol of NFJpypriq [21] was
adapted from [8] and passes the result of a child task directly to the parent
task if the parent is still in the local queue when the child returns. Otherwise,
the worker saves the child result in a data structure that is shared between all
workers of the process. Saved results are eventually collected as follows: When
a task has to wait for its child tasks in a sync, this task is sent back to its
previous victim. Child results may already reside there, if the child has finished.
Otherwise, they are eventually inserted. Since the parent task may have been
stolen multiple times, child results may exist on further victims, and the result
collection continues there. In contrast to [8], where tasks are returned to their last
thief after incorporating all child results, we process them at their first victim.

Unlike NFJ tasks, DIT tasks only cooperate through parameter passing from
parents to children. Task results are accumulated into worker results, by com-
bining them with a commutative and associative binary operator (e.g., integer
summation). Later, each process combines its local worker results to a process
result, and finally the process results are combined to the final result.

Listing 1.4 depicts pseudocode of a naive recursive Fibonacci program in
DIT. The code is invoked on worker 0 by calling fib(n). Like before, the spawn
keyword in line 5 generates a task. Method incrementResult() adds 1 to the
worker result, since £ib(0) = £ib(1) = 1. After global termination of all tasks,
worker 0 initiates the calculation of the process and final results. Afterwards,
the final result may be queried from the system.

Work stealing in DIT}y4riq is implemented with the help-first policy: When
a worker encounters a spawn, it puts the child task into the local task queue
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fib(n) {
if (n < 2) {
incrementResult ();
1 else {
spawn fib(n—1);
fib (n—2);

0~ O T W

}

Listing 1.4. Dynamic independent tasks: naive recursive Fibonacci

and continues to execute the parent task. In DIT}, 44, thieves steal half of the
available tasks of a victim (steal-half).

3 Design and Implementation of Lifeline-Pure Scheme

The lifeline-pure scheme extends the lifeline scheme with support for multi-
worker processes. As noted in Sect. 1, the scheme is essentially identical to the
lifeline scheme, except that the workers correspond to threads. Each worker
maintains an own local task queue and participates in the work stealing indepen-
dently of other workers. Also, the lifeline graph and the random victim selection
operate at the granularity of workers.

Unlike in NFJpypriq, we decided to perform all activities of the fork-join
protocol separately for each worker within a process in order to reduce contention
on the shared data structures. For DIT, as in the hybrid scheme, we first combine
the worker results within each process, and then perform a global reduction.

A modification of the lifeline scheme refers to the realization of the commu-
nication between a pair of workers. Whereas workers directly communicate with
each other in the lifeline scheme, they use a so-called coordinator in the lifeline-
pure scheme. The coordinator handles all communication, i.e., a worker that is
going to send a message to another worker calls a function of its coordinator.
The coordinator then sends a message to the remote worker’s coordinator. The
remote coordinator then forwards the message to the target worker. Global and
local worker ids are translated into each other in an obvious way. Figure 1 shows
the communication paths, where several workers, denoted as W, communicate
with each other through their coordinators, denoted as CQ.

Obviously it would be profitable to prefer local over global victims, since
process internal stealing has lower communication costs. As of yet, the lifeline-
pure scheme does not incorporate such locality optimizations, but the scheme
could be easily extended accordingly.

All implementations are based on the “APGAS for Java” library [23], which
is a Partitioned Global Address Space (PGAS) platform. We used a modified
version of it, which is available in a public git repository [16].

In our implementations, the coordinator is a Java class. Messages between
workers of the same process do not get serialized and passed through the network,
but are executed in one or more separate threads of Java’s fork-join pool.
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Experimental Evaluation

This section compares the running times of the lifeline-pure and hybrid DIT and
NFJ variants, respectively.

e 6od | -

Fig. 1. Communication paths between workers (W) through the coordinator (C) in the
lifeline-pure scheme

All experiments were conducted with Java version 17.0.2. We run our pro-

grams on the Goethe cluster of the University of Frankfurt [25], where we used
a partition of homogeneous Infiniband-connected nodes. Each node is equipped
with two 20-core Intel Xeon Skylake Gold 6148 CPUs and 192 GB of main mem-
ory. We used up to 32 nodes, with one process per node and one worker per core,
resulting in a total of 1280 workers. We report averages over 15 runs.

We used three benchmarks:

Fib (for NFJ): The naive Fibonacci benchmark was presented in Sect. 2. It
computes fib(n).

UTS: The Unbalanced Tree Search benchmark dynamically generates a
highly-irregular tree and counts its nodes [13]. Users provide a tree depth d,
a branching factor b, an initial seed s of a pseudorandom generator, and a
probability distribution that determines the tree shape (binomial or geomet-
ric).

Syn: The synthetic benchmark counts the nodes of a perfect w-ary tree [19].
Users provide a desired running time 7¢,)., a number m specifies the number of
tree nodes per worker, and a task duration variance v as percentage. Each task
repeatedly calculates the 5th Fibonacci number recursively until it reaches its
task duration. An execution with GLB then takes time T = T¢.i. + €, where ¢
is the additional time taken by the runtime system, called the runtime system
overhead. In the case of DIT, € is caused by the load balancing scheme. In
the case of NFJ, € is caused by the load balancing scheme and the fork-join
protocol.

In all benchmarks, task results are long values and the reduction operator is
sum.
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In preliminary experiments, we found that a so-called sequential cut-off
reduced the execution times of the NFJ GLB variants significantly: The sequen-
tial cut-off ¢ defines a remaining depth (e.g., fib(n) calls with n < ¢), where
the spawn statement causes workers to jump into the given function instead of
spawning a child task. We implemented a sequential cut-off for Fib and UTSQ.
Syn did not require one, because the task granularity can be controlled by its
benchmark parameters.

Table 1. Benchmark parameters

Benchmark | Parameters
Fib n =67
c=30
UuTs d=19
b=4
c=6
geometric tree shape
Syn Teale = 100s
m = 10°
v=20%
10000 10000
DITwybria —a- - NFJywybria —a- -
. | DITpue —— " NFJpure —+—
g E
o 1000 F o 1000
Q Q
Q Q
wn wn
k| k|
GEJ 100 g 100 £ 1
[ 2
10 L L L L 10 L L L L
40 80 160 320 640 1280 40 80 160 320 640 1280
‘Workers ‘Workers

Fig. 2. Strong scaling performance of UTS

For DIT, we used existing implementations of the benchmarks [19]. For NFJ,
we slightly improved an existing implementation of Fib [21], and implemented
UTS and Syn from scratch.

The used benchmark parameters are shown in Table 1. Recall that both the
lifeline-pure and the hybrid scheme process tasks in chunks of k tasks (see
Sect. 2). In preliminary experiments, we tried different chunk sizes for each
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benchmark and found that the following values for k yield the lowest execu-
tion times: k = 511 (for UTS in DIT), k = 16 (for UTS in NFJ), k = 10 (for Fib
in NFJ), and k =1 (for Syn).

Figures 2 and 3 show execution times for UTS and Fib. They employ strong
scaling to convey an impression of the magnitudes. For each run, we doubled the
number of nodes, and thus the number of workers. The measured execution times
decrease approximately linearly. Speedups over the execution with one worker
are between 1103 and 1243 for 1280 workers.

The strong scaling results for DIT show a bigger difference between the hybrid
and the lifeline-pure scheme than those for NFJQ. For DIT, the gap between the
two schemes is clearly visible. For NFJ, the gap between the schemes is small
and barely visible. This is likely due to the fact, that the used load balancing
scheme impacts all the communication in DIT (except the final reduction), but
only part of the communication in NFJ (not the fork-join protocol).
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Fig. 3. Strong scaling performance of Fib
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Fig. 4. Weak scaling performance of Syn

Figure 4 shows execution times measured with Syn. We employ weak scaling
by keeping T¢.1. constant for all runs. We calculate the overhead as the difference
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between the measured execution time and T¢ ... Since Teac = 100s for all runs,
an execution time of 101s means, that the runtime system overhead is 1%.
Overheads increase slowly with the number of workers.

For DIT, the overhead is 1.54 % for 1280 workers and the hybrid scheme, and
1.41 % for the lifeline-pure scheme. For NFJ, the overhead is higher than in DIT,
since it includes the cost of the fork-join protocol. Because the hybrid and the
lifeline-pure scheme both use the same fork-join protocol, we can still compare
the overhead. The highest overhead difference between both schemes is about
3.8 % for 1280 workers, where the hybrid scheme has an overhead of about 7.5 %,
and the lifeline-pure scheme has an overhead of about 3.7 %.

5 Related Work

AMT, also called task-based parallel programming, goes back until at least the
invention of Cilk in the 1990s [2]. Over the years, a variety of AMT programming
environments have been proposed, and, especially on shared-memory machines,
already found their way into programming practice (e.g., OpenMP tasks [14]).

From a user perspective, major differences between the AMT environments
can be seen in their target architectures and task models [6,10,24]. The latter
comprise DIT and NFJ, but also several types of dataflow-based, side effect-
based, and actor-based coordination. The runtime systems differ in whether they
support dynamic load balancing and dynamic task generation, and if they do so,
in whether they realize it with work stealing or work sharing.

Work stealing became popular with Cilk [2], but several authors see work
sharing on a par or prefer it [4,9]. Both work stealing and work sharing can be
implemented in a coordinated way, in which queues are shared between workers,
or in a cooperative way, in which they are private. The performance is about the
same [1,17]. The work stealing variants also differ in their realization of victim
selection and termination detection. Reitz [21] compared different strategies for
choosing the number of tasks to be stolen. He used the same NFJp ;4 scheme
as we did in this paper.

While the lifeline scheme has traditionally been restricted to single-worker
processes, other work stealing variants permit multiple workers. For instance,
they combine shared- and distributed-memory work stealing into a two-level
algorithm [20], or combine the process-internal load balancing of Java’s fork-join
pool with the lifeline scheme for inter-process work stealing [18].

These two-level algorithms prefer local over global steals to save communi-
cation costs, as do DITypri¢ and NFJ 5. The idea of incorporating locality
optimization into work stealing was also applied to hierachical architectures,
e.g., [11]. Its usage may further improve the efficiency of our DIT,,. and
NFJ,,. schemes.

As mentioned in Sect. 2.3, the fork-join protocol of our NFJ GLB variants
was adapted from Kestor et al. [8] where tasks are returned to their last thief
after incorporating all child results instead of to their first victim. Similar to the
coordinators in the lifeline-pure scheme, they deploy a coordinator per process
who communicate with each other by calling functions on remote coordinators.
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The first GLB variant for X10 that allows multiple workers per process was
presented by Yamashita and Kamada [26]. It was later improved by some tuning
mechanism and re-implemented as DIT}y 454 in Java [5]. We did not employ the
tuning mechanism, since it is irrelevant for our benchmarks.

6 Conclusions

This paper has shown that the lifeline scheme can be efficiently extended to
multi-worker processes, without introducing the complexity of a hybrid scheme.
Our extension, called lifeline-pure, solely relies on work stealing. We implemented
it for DIT and NFJ.

Then we performed an experimental comparison between the lifeline-pure
and hybrid schemes for DIT and NFJ, respectively. The experiments were run
with three benchmarks and up to 1280 workers on a supercomputer. Even though
the lifeline-pure scheme does not use any locality optimizations, we observed it
to be on a par or even slightly outperform the hybrid scheme. Interestingly, our
results were similar for DIT and NFJ, despite significant differences such as help-
first vs. work-first, steal-half vs. steal-one, and the fact that the implementations
have been developed independently by different people.

This similarity indicates that our findings may be of a more general nature.
In particular, it would be interesting to compare other work stealing variants
than the lifeline scheme with hybrid counterparts. Future research should also
incorporate locality optimization into the lifeline-pure scheme and quantify the
additional performance gain. Moreover, the experiments may be extended to
larger benchmarks and other task models.
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Abstract. The rise in the demand for new performance portability
frameworks for heterogeneous computing systems has brought with it a
number of proposals of workable metrics for evaluating the performance
portability of applications.

This article compares the revised definition and criteria of the P
metric and the P metric that was derived from it and improves it. The
comparison is based on a detailed analysis of nine properties and recent
studies of the performance portability of various applications.

Keywords: Performance Portability + Performance Efficiency -
Metrics

1 Introduction

Heterogeneous computing is ubiquitous, from supercomputers to core proces-
sors in every smartphone. The paradigm shift to heterogeneous computing has
brought back to the mainstream of scientific computing R&D the problem of
performance portability.

One of the major unresolved issues of the performance portability problem is
the lack of a definition and a workable metric that the research community will
accept as a de facto standard [1]. In 2016, three researchers from Intel, Penny-
cook, Sewall, and Lee proposed an innovative metric to assess the performance
portability of an application among a set of architectures [2,3]. The innovation
of the proposed metric stemmed from the clear methodology adopted by the
researchers. They defined the criteria that the definition and the metric of per-
formance portability should satisfy and then turned to formulating the metric,
which they denoted by the symbol P. The uniqueness of the P metric is that
it is based on the performance efficiencies that a given application achieves on
top of a given set of architectures.

Since the P metric was proposed, many in the HPC community have studied
it and used it in their research. As often happens with innovative ideas, over
time, the limitations and shortcomings of the new P metric were discovered
[4-10]. Some critics argue that there are significant flaws in its definition, that
is difficult to understand the theory behind it, and that it is inconvenient to
use. Others have argued that the metric is not intuitive and that its results are
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not reasonable. Along with the criticism hurled against the metric, various ways
were proposed to overcome its stumbling blocks, such as rephrasing it to fit the
criteria and proposing alternative metrics. Needless to say, all the criticisms and
proposed solutions have one goal, to achieve a better performance portability
metric.

Recently, the designers of the P metric responded to the criticism in a
detailed article [11]. In an extensive part of the article the authors presented
a mathematical analysis of the key principles that guided them in developing
the P metric. In the rest of the article, they clarified how, in their opinion,
the products of the metric should be interpreted and how to use it correctly
and updated the criteria to something that they believe a good performance
portability metric should satisfy.

Now that the basic principles that guided the designers of the P metric have
been well clarified, the limitations of the metric can be discussed in a better and
more informed way. For example, in their early article [2,3] the designers of the
P metric referred the readers to Smith’s article [12] on which they relied but
without elaborating. On the other hand, the article provided a clearer impres-
sion of the authors’ reliance on Smith’s article as their source of inspiration.
Therefore, the P metric can now be examined in the light of Smith’s article.

This article compares and analyzes in detail the differences between the P
metric and the proposed P metric [4,5]. The P metric was designed to solve
the problems and shortcomings that have arisen with regard to the P metric in
many studies that have used it during the five years since it was first published.

To that end, this article makes the following contributions:

— Examining whether the P and P metrics meet the requirements of consis-
tency, linearity and lossless information.

— Presenting the core of Smith’s article and examining its relevance to the P
metric.

— Showing the weighting relationship that exists between the harmonic mean
and the arithmetic mean and proving it mathematically.

2 Definition of the P and P Metrics

This section presents the original and revised criteria and definition of the P
metric and explains the reasons that motivate a rephrasing of the P metric
denoted P. The criteria and definition of the P metric as proposed and presented
in [5] are then presented.

The original set of criteria for the P metric defines it to be:

1. measured specific to a set of platforms of interest H

independent of the absolute performance across H

3. zero if a platform in H is unsupported, and approach zero as the performance
of platforms in H approach zero

4. increased if performance increases on any platform in H

5. directly proportional to the sum of scores across H

N
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After it was proved that the P metric is not directly proportional to the
sum of scores across H, Pennycook and Sewall [11] admitted that they made a
mistake but chose to exclude only criterion (5) from the definition and to leave
the rest of the P metric definition intact.

The P metric is defined as the harmonic mean of an application’s perfor-
mance efficiency observed across a set of platforms. If the application fails on any
measured platform(s), it defines the performance portability to be 0. Formally,
for a given set of platforms H, the performance portability P of an application
a solving problem p is:

— L ifjissu '
pported Vi € H
q:(mp’ H) — ZieH ei((lz,p) (1)
0 otherwise

where e;(a,p) is the performance efficiency of application a solving problem
p on platform 3.

The following discussion addresses the three main aspects that appear in the
original criteria and the definition of the P metric and that motivated us to
propose the revised metric, P:

First, it has been proved that the harmonic mean does not satisfy criterion
(5), or in other words, that the P metric is not directly proportional to the
sum of scores across the given set of platforms H. As a result, it is argued that
the P metric is inconsistent and cannot be considered comparable, as we have
shown in [5]; Sect. 3 further elaborates on this matter. Therefore, we proposed
to replace the harmonic mean by the arithmetic mean because the arithmetic
mean is directly proportional to the sum of scores across the set of platforms
H, as was proved in [5]. Pennycook and Sewall admitted that they had made a
mistake but chose to exclude only criterion (5) from the definition and to leave
the rest of the P metric definition intact. We admit that we do not understand
the rationale of this act [11].

Second, we claim that criterion (3) is a constraint imposed on the designers
of the P metric because the harmonic mean is not applicable when one of its
components is zero. Reference [5] shows a sample of observations from previous
studies on performance portability that demonstrate the practical implications
of this constraint for performance portability scores.

For example, it does not make sense to determine that an application’s per-
formance portability on H is 0% just because there is, at present, no implemen-
tation of the application for one or more platforms in H. Therefore, we have
suggested that such cases be defined as not applicable, thus avoiding unrealistic
and biased results. It is important to emphasize that the arithmetic mean, unlike
the harmonic mean, does not suffer from this limitation, i.e., the arithmetic mean
is applicable when one of its components is zero.

Although the P metric can include platforms that are not supported by the
application, the decision was made here not to include them in the calculations
so as not to distort the resulting score. Notwithstanding, and after some thought,
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we accept the recommendation of Pennycook and Sewall not to include a non-
numerical value in the metric definition and therefore the decision was made to
refine the definition of the P metric to contain only platforms that are supported
by the application.

Third, the emergence of heterogeneous computing has rekindled research
into performance portability. For this arises the desire to evaluate the perfor-
mance portability of an application in the heterogeneous environment of plat-
forms like CPUs and GPUs.

The performance portability studies of recent years explicitly show that the
performance efficiencies of CPUs are significantly lower, on average, than the per-
formance efficiencies of GPUs. For example, Pennycook, Sewall, and Lee studied
the performance portability of GPU-STREAM 2.0 [3] and reported that the per-
formance efficiency of GPUs could be twice that of CPUs. They explicitly stated
that “The P measurements across CPUs are notably lower than the equivalent
measurements across GPUs, and this is reflected in the measurements across the
union of both subsets.”

Therefore, the P metric was redefined to consider only platforms from the
same architecture class. In the authors’ opinion, the performance portability of
each class should be calculated individually. In addition, it is highly desirable to
present the overall calculation for a heterogeneous system.

The next step is to present the criteria and definition of the P metric. Given
a set of supported platforms S C H, the set of criteria of the P metric defines
it to be:

1. measured specific to a set of platforms of interest S
2. independent of the absolute performance across S
3. zero if none of the platforms is supported
4. increasing or decreasing if performance increases

or decreases on any platform in S
5. directly proportional to the sum of scores across S

The P metric is defined as the arithmetic mean of an application’s per-
formance efficiency observed across a set of platforms from the same architec-
ture class. Formally, for a given supported set of platforms S C H from the
same architecture class, the performance portability of a case-study application
a solving problem p is:

_ Ziesei(aﬁ”) f S 0
P(a,p, S, H) = 151 it 15] >
0 otherwise

(2)

where S := {i € H|e;(a,p) > 0} and e;(a,p) is the performance efficiency of
case-study application a solving problem p on platform 1.

3 Proportionality

One of the desirable properties of a good single-number performance portability
metric, based on summarizing a set of observations, is direct proportionality. In
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Fig. 1. Comparison of the Performance Portability of two applications according to
the P (right) and P (center) metrics over time. (Left) The cumulative performance
efficiencies of the two applications over time.

other words, its score should be directly proportional to the sum of the scores of
the observations it represents. Consequently, if the sum of the observation scores
change by a certain ratio then the score of the metric should change by the same
ratio. This property makes the metric naturally attractive to users.

We believe that this motivated the designers of the P metric to include this
property in the criteria of the P metric definition [3]. Once it had been proved
that the P metric, which is based on the harmonic mean, does not satisfy this
criterion [5] , Pennycook and Sewall admitted that it was a mistake to include
it in the definition and decided to exclude it henceforth, but without providing
further explanation [11]. In authors’ opinion, this approach is wrong. Following
is an explanation and a demonstration that support this belief.

First of all, it is important to emphasize that removing the direct propor-
tionality criterion from the definition of the P metric in itself does not solve
anything because, even after the criterion is removed, the P metric remains not
directly proportional to the sum of scores of the observations it represents.

Let us clarify that our proposal to reformulate the P metric, which is based
on the harmonic mean, to the P metric, which is based on the arithmetic mean,
stemmed primarily from the desire not to remove the direct proportionality
criterion because we believe that it is essential to the definition of the metric.
Recall that we have proven that the P metric is directly proportional [5].

The P and P metrics are single number-metrics and are therefore lossy met-
rics by definition. Therefore, it is essential to avoid losing additional information
unnecessarily. Removing the direct proportionality criterion from the P met-
ric definition means losing additional vital information. In fact, the relationship
between the P metric and the observations it represents has become looser.
Moreover, the P metric without this criterion cannot be considered comparable
and its consistency is significantly impaired. In [5] we presented a simple example
of this claim. We will present it in a more graphic and tangible way.

Figure 1l shows a comparison of the performance portability of two appli-
cations based on the P and P metrics as platforms are added to the set of
platforms H over time. The Excel file that generated the graphs in Fig.1 can
be downloaded from [18]. Figure 1(left) shows how the cumulative scores of two
applications change over time. The scores shown were taken from real applica-
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tions reported in various studies [15-17]. The cumulative scores of application a
are larger than the cumulative scores of application b over time.

Figures 1(center) and 1(right) show the scoring behavior of the P and P
metrics respectively. According to the P metric, the performance portability of
application a is greater than that of application b over time. On the other hand,
according to the P metric, the performance portability of application a is incon-
sistent and is alternately changing compared to the performance portability of
application b over time. Sometimes its performance portability is greater than
the performance portability of application b, and sometimes the opposite is true.
The fact that the cumulative score of application a is always greater than that
of application b does not affect the zigzag behavior of the P metric. The direct
proportionality property of the P metric makes it possible to predict that as
long as the cumulative score of application a is greater than that of application b,
it is guaranteed that the performance portability of application a will be greater
than the performance portability of application b. The induced inconsistency of
the P metric makes it difficult to compare and predict the performance porta-
bility of different applications over time. It does not reflect the real performance
portability relationship of the two applications over time and poorly represents
their cumulative performance efficiency behavior over time.

4 Smith’s Article

The main source of inspiration for the development of the criteria and defi-
nition of the P metric was Smith’s article [12]. Hence, it was expected that
Pennycook and Sewall would discuss Smith’s article at length in their articles
[3,11]. In practice, they only referred the readers to Smith’s article and noted
that, “The harmonic mean has been previously demonstrated by researchers as
a superior way to aggregate multiple performance numbers and, unlike the geo-
metric and arithmetic means, satisfies criteria (5) and (5)”. This section presents
what Smith’s article is about, examines the relevance of Smith’s article to the
criteria and definition of the P metric, and presents the reference of Hennessy
and Patterson to Smith’s article [13].

Smith studied the ways of reducing benchmark performance results to a single
number that maintains the accuracy of the original benchmark. For this purpose,
Smith used a hypothetical example of a benchmark that includes two programs
running on three computers. The first rows of Table 1 shows the running times of
each program on each computer and the total times measured on each computer.
From the total time it can be deduced that computer 3 is almost three times as
fast as computer 2 and that computer 2 is nine times faster than computer 1.

Next, Smith chose to express the performance in rates (mflop/s). To that end,
he assumed that each program operates at 100 mflop. The calculated results are
presented in the last rows of Table1, including the arithmetic, harmonic, and
geometric means of the rates for each computer. From these results Smith con-
cluded that only the harmonic mean preserves the relative performance between
the computers as calculated in Table 1 - in other words, that computer 3 is three
times faster than computer 2 and that computer 2 is nine times faster than
computer 1.
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Based on these findings Smith formulated two properties:

Property 1. A single-number performance measure for a set of benchmarks

expressed in units of time should be directly proportional to the total
(weighted) time consumed by the benchmarks.

Property 2. A single-number performance measure for benchmarks

expressed as a rate should be inversely proportional to the total (weighted)
time consumed by the benchmarks.

The above discussion constitutes the core of Smith’s article.
Now, the reader’s attention is directed to three observations related to the

properties that Smith formulated and the criteria and definition of the P metric:

1.

Smith proved nothing. He used only one hypothetical example and deduced
from it two properties that would have been desirable to include in practical
and realistic benchmarks.

Smith was looking at how to summarize rates (mflop/s). In contrast, the P
metric deals with summarizing performance efficiencies that are fractions (or
ratios) and are unitless.

Smith emphasized in both properties that the single-number performance
measure must be directly or inversely proportional to the total time. In other
words, Smith required the existence of a criterion (5) that Pennycook and
Sewall chose to exclude from the criteria of the P metric.

Due to lack of space, we do not present Hennessy and Patterson’s criticism

to Smith’s paper.

Table 1. Reprint from Smith’s Article [12]

Benchmark mflop | Computer 1 | Computer 2 | Computer 3
Program 1 (seconds) 100 |1 10 20
Program 2 (seconds) 100 | 1000 100 20
Total Time (seconds) 1001 110 40
Program 1 (mflop/s) 100.0 10.0 5.0
Program 2 (mflop/s) 1 1.0 5.0
Arithmetic Mean (mflop/s) 50.1 5.5 5.0
Geometric Mean (mflop/s) 3.2 3.2 5.0
Harmonic Mean (mflop/s) .2 1.8 5.0

5 The Principles

In their responding article [11], Pennycook and Sewall presented the underlying
principles from which they derived the criteria and definition of the P met-
ric. Throughout the mathematical development of their ideas, they discovered a
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weighting relationship between the P and P metrics. In other words, they dis-
covered a weighting relationship between the arithmetic and harmonic means.

They showed that the achieved aggregate throughput as normalized against
the peak aggregate throughput of a set of platforms is equal to the harmonic
mean of the performance efficiencies when work is weighted accordingly to the
peak throughput of each platform, and is equal to the arithmetic mean of the per-
formance efficiencies when work is weighted accordingly to the achieved through-
put of each platform.

These principles are mathematically correct but are not backed by a clear
model as we showed in Sect.4. Moreover, these principles are only correct for
the architectural efficiency approach based on throughputs. They are not correct
for the popular application efficiency approach based on runtimes [2,8,16,17].
We will demonstrate this by an example. After the discussion, an explanation is
given of why, after all, use of the P metric is preferable.

First, it should come as no surprise that there is a weighting relationship
between the arithmetic and harmonic means. After all, the harmonic mean is
the reciprocal of the arithmetic mean of the reciprocals.

Let E = (a1/p1,a2/p2, ..., an/pn) be a set of performance efficiencies based
on application efficiency of runtimes; A = (a1 + ... + a,) the sum of the total
achieved runtimes; P = (p; + ... + p,) the sum of the total peak runtimes;
WA = (a1 /A, ...,a,/A) the set of the weights of the achieved runtimes and WP
= (p1/P,...,pn/P) the set of the weights of the peak runtimes.

The next step is to prove that the weighted arithmetic mean (WAM) of a
set E' of performance efficiencies, weighted by peak runtime, is equivalent to the
weighted harmonic mean (WHM) of the set E, weighted with achieved runtime:

WAM(E, WP) = WHM (E, WA) (3)
The proof:
ay Gnp, p1 a1 Pn  Qn
WAM(E, WP) = w —+ . twp,— == —+ .+ = —
( ) P P o TP P p
7a1+...+an7é7 1
B P P B4 4B
B 1 B 1
R R e
1
=———— = WHM(E, WA)

way Wan
E, + ...+ ol

Let us demonstrate this relation by an example. Let E be the following
performance efficiency set based on achieved and peak runtimes:

(20/50,80,/100, 200/300, 40,/200, 80/200)
Therefore, the total achieved runtime A is:

(20 + 80 + 200 + 40 + 80) = 420
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The total peak runtime P is:
(50 + 100 + 300 + 200 + 200) = 850

Thus, the overall performance efficiency is: 420/850 = 0.49411.

The weights of the achieved runtimes WA are:
(20/420, 80,/420,200/420,40/420, 80/420)
The weights of the peak runtimes WP are:
(50/850, 100/850, 300/850, 200/850, 200/850)
Now, WAM and WHM can be calculated:

WAM(E,WP) = 20/50 * 50/850 + 80,/100 % 100,850

+200,/300 % 300,/850 + 40,200 * 200/850

+ 80,200 * 200/850

= 42/85 = 0.49411 (4)
WHM(E,WA) = 1/((20/420)/(20/50) + (80/420)/(80/100)

+ (200,/420)/(200/300) + (40,/420)/(40,/200)

+ (80/420)/(80/200))

= 42/85 = 0.49411 (5)

From (4) and (5), it is evident that the same result is obtained whether the
weighted harmonic mean or the weighted arithmetic mean used. Therefore, either
the weighted arithmetic mean or the weighted harmonic mean can be used to
find the average of a given set of performance efficiencies if appropriate weights
can be properly applied. However, we prefer to use the unweighted arithmetic
mean because neither the weighted arithmetic mean nor the weighted harmonic
mean is directly proportional to the sum of the scores of its observations. The
next step is to calculate the scores of the unweighted arithmetic and harmonic
means while using the performance efficiencies of the current example:

AM(20/50, 80/100, 200,300, 40,200, 80/200)
= 37/75 = 0.49333

HM (20,50, 80/100, 200,/300, 40,200, 80/200)
=20/51 = 0.39215

Without a doubt, the unweighted arithmetic mean obtained a similar result of
0.49333, which is a negligible difference compared to the result obtained by the
WAM and the WHM and far better than the unweighted harmonic mean score. It
is worth noting that the relationship between the harmonic mean and arithmetic
mean, known as HM-AM inequality, states that HM < AM.
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Table 2. Reprint From [11] and [8], P vs. P.

P vs. P(Per Problem) Prh |P | P

1 2 3 4 5

P P PP P PP P PP
ep 0.90/0.91/0.840.85|0.85|0.86|0.82|0.830.83]0.83|19.02|0.85 | 0.86
cg 0.72/0.80/0.76 | 0.80]0.910.92]0.97|0.971.00 | 1.00 | 23.70 | 0.86 | 0.89
sp 1.00{1.00|1.00{1.001.00|1.001.00|1.00 0.00|0.00|0 0.00 | 1.00
bt 0.9810.98/0.910.93|1.00|1.00|0.00|0.000.00|0.00|5.78 |0.00 0.97
stencil | 0.62]0.78 1 0.85]0.90|0.94|0.95|1.00 | 1.00 | 1.00 | 1.00 | 28.69 | 0.85 | 0.93
lIbm 0.8710.8810.990.99|0.00 | 0.00|0.00|0.00|0.00|0.00|11.02|0.00  0.94
mri-q | 0.95/0.96|1.00{0.99|0.000.00|0.000.00 0.00 0.00|3.73 |0.00|0.98

6 Lossy Metrics

Single-number metrics, such as the P and P metrics, cannot accurately char-
acterize performance portability. On the other hand, practitioners find them
attractive, simple to use and intuitive. This section shows, using an example,
that the P metric by definition loses more information than the P metric.

Pennycook and Sewall refer in their article to the work of Daniel and Panetta
[8], in which they presented their Pp metric. The Pp metric calculates the
variability average of the performance efficiencies of a number of input sizes of
a given application on top of a given set of architectures. Pennycook and Sewall
claimed that Daniel and Panetta compared the scores of the P metric with the
scores of the Pp metric, but did so separately for each problem size. They argued
that the P metric summarizes the individual P scores for different problem sizes
because calculating the harmonic mean of several harmonic means is equivalent
to calculating a harmonic mean using all the data.

Table 2 was taken from the article of Pennycook and Sewall that contained
data collected from the article of Daniel and Panetta. It shows the scores of each
problem size separately and the total scores. In this study, the scores of the P
metric have been added to the original table for comparison. Out of seven total
scores, according to the P metric, four are zero. In contrast, the P metric does
not lose any information. How do the Pennycook and Sewall explain this? They
claim that “This should not be surprising: both averaging over average values
and extending an average to more dimensions of a data set should be expected
to destroy more information”. Does information destruction always occur in
such cases? Clearly not, as the ® metric shows. Data destruction is inherent to
the criteria and definition of the P metric.

7 Properties of a Good Metric

Throughout the article the ® and P metrics have been compared according
the Pennycook and Sewall’s articles, our articles and dozens of other studies
published in the literature in the last five years.
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Table 3. Properties of A Good Performance Portability Metric

Properties of Good Performance Portability Metric

Measurable | Objective | Comparable | Linearity | Consistency | Intuitiveness | Ease-of-use | Lossless | Familiar
Yes Yes Yes Yes Yes Yes Yes Yes Yes
Yes Yes Partly No No No Partly No No

eIl

Now, it is time for a summary. This paper has presented to the reader the
criteria and definition of each metric and the revised versions. The key aspects
that motivated us to offer a revised metric have been presented, as well as studies
that encountered problems using the P metric. The discussions have shown that
a measure that is inconsistent is not comparable over time and how important
it is that a single-number metric be directly proportional. The core of Smith’s
article and its relevance to the P metric have also been presented, and the
weighting relationship between the harmonic and arithmetic means has been
demonstrated. It has been explained that single-number metrics lose informa-
tion by definition and how important it is not to lose additional information.
Examples have been given illustrating that the P metric loses additional infor-
mation by definition, whereas the P metric preserves information. Beyond all
these criteria, a good metric should be objective, easy to use, intuitive, and
familiar to users. Table3 summarizes the comparison using all the properties
that make a metric a good one.

8 Conclusions

The top 500 list of the most powerful supercomputers in the world is considered
a success story. Despite its criticisms and shortcomings, the HPC community has
accepted it as the de facto ranking system for supercomputers in the last three
decades. Why? Because it is based on a simple metric that is easy to measure
and intuitive.

This paper has shown that the P metric is not only intuitive, simple, easy to
use and familiar, but also consistent and does not lose information. The authors
call upon the HPC community to use the metric, criticize it if necessary, and
suggest ways to improve it or to propose a better metric.
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Abstract. The assessment of the performance portability of hybrid pro-
gramming models is based on many unverifiable observations. Drawing
from the assessment by knowledgeable analysts, subjective conclusions
from unverifiable data are incomplete without descriptive and inferential
statistical analysis.

In this article, a knowledgeable analyst’s assessment of the performance
portability of OpenACC, OpenMP, Kokkos and Raja, on CPU and GPU
architectures is confronted with inferential statistical analysis of two types
of hypothesis tests while carefully examining the effect of outliers.

Keywords: Performance Portability - Performance Efficiency -
Metrics

1 Introduction

One of the challenging problems of contemporary high-performance program-
ming is to allow advanced scientific applications to be performance portable.
To enable porting high-performance applications between diverse and heteroge-
neous computing architectures while sustaining their performance efficiency and
without the need to rewrite the code.

New performance portability frameworks such as Kokkos [1] and Raja [2]
alongside mature hybrid programming models such as OpenMP [3] and Ope-
nACC [4] are the leading software development tools available to the high-
performance community today for the development of performance portable
scientific applications.

Recently, a formal definition and associated metric have been proposed to
quantitatively assess the degree of the performance portability of these perfor-
mance portability frameworks [7]. Dozens of case studies of various applications,
mini-applications, kernels, and scientific benchmarks of different characteristics
are required to assess the performance portability of such development environ-
ments. In addition, these case studies should be examined on many types of plat-
form architectures and backend compilers. This task cannot be accomplished by
one research group. Therefore, the only way to complete such complex research
is to use the professional scientific literature and collect publications of studies
that reported on performance portability experiments.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The present innovative metrics for evaluating performance portability are
based on calculating the performance efficiencies average of the case studies cho-
sen in the research [5-7]. The score obtained from this calculation is the perfor-
mance portability of the application or the performance portability framework
under assessment. The following question arises: how can one determine and clas-
sify the range of score values that provide acceptable performance portability
and those that do not?

Moreover, when it comes to a research experiment based on hundreds of
case studies, it is expected that some of the observations obtained will present
extreme values, outliers, that are not typical of the vast majority of the data col-
lected in the experiment. These observations require re-examination to ascertain
whether the results can be reproduced or whether they are measurement errors
and accordingly decide whether to remove these observations from the experi-
ment. Here, a second question arises: how should one proceed if the observations
are based on studies that have been published in the scientific literature? In such
cases, it is impossible to ascertain whether the results originate from measure-
ment errors or not. The scientific publications do not contain the information
needed to reproduce the experiment in most cases. Even when this information
exists, setting up the same testbed is almost unattainable.

It turns out that there are no objective criteria to determine whether an appli-
cation or performance portability framework has sufficient performance porta-
bility or not. Such assessment is subjective and is determined in practice by
an analyst with the subject-area knowledge needed to establish a sound and
plausible assessment that determines how to handle outliers. However, a knowl-
edgeable analyst’s assessment may not be sufficient. It needs to be confronted
with the help of objective statistical analysis that will examine the assessment
with and without outliers [21]. Such statistical analysis can discover additional
insights that may strengthen the assessment or allow the analysts to consider
refining their initial assessment in accordance with the statistical findings. Iden-
tifying outliers cannot be done using statistical rules because it depends on
subject area knowledge and how observations are collected. However, there are
techniques, plots, and statistical tests that can help to identify potential outliers
[15-18].

In this article, we confront an analyst’s assessment of a recently published
paper with a statistical analysis of the case study results provided in the research
[7]. The research studied the performance portability of OpenACC, OpenMP,
Kokkos, and Raja using various applications, mini-applications, and kernels that
were tested on different CPU and GPU architectures. Specifically, this article
makes the following contributions.

— First, we present a detailed descriptive statistical analysis of OpenACC obser-
vations, including Shapiro-Wilk normality tests and Q-Q plots.

— We confront the analyst’s performance portability assessment of OpenACC
against two nonparametric hypothesis tests, while carefully examining the
effect of outliers.
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— We present an inferential statistical analysis of OpenACC using two statistical
hypothesis tests: Wilcoxon signed-rank test and the bootstrapping method.

— We apply the above inferential statistical analysis to OpenMP, Kokkos, and
Raja and discuss the obtained findings.

For convenience, throughout the article, we will call the group of 141 Ope-
nACC observations that include outliers and the subgroup of 109 observations
without outliers groups A and B, respectively.

To perform the descriptive and inferential statistical tests mentioned in this
study, we used several statistical tools. Some are proprietary software packages,
and others are online statistic calculators available for free: Minitab [8], Stat 101
[9], Statistic Kingdom [10], Real Statistics [11], GraphPad [12], R language [13]
and Microsoft Excel [14].

The raw data of the statistical tests presented in this article can be viewed
and downloaded at the following link [20].

2 OpenACC Performance Portability

Recently, a new metric for assessing the performance portability of high-level
parallel programming models was proposed [7]. In this research, we used the
new metric for evaluating the performance portability of OpenACC, OpenMP,
Kokkos, and RAJA based on 324 case studies in various application domains,
CPU and GPU architectures, and high-performance compilers.

In this section, we present the definition of the proposed metric and the
results of the performance portability of OpenACC obtained using this metric.
We also explain how we treated the outliers and the assumptions that guided
us to determine which observations would be marked as outliers. Later in this
article, we use OpenACC'’s observations collected in this research for our in-depth
statistical analysis.

The new metric definition was formulated as follows.

Definition: Performance Portability of a Model
The arithmetic mean of the performance efficiencies, which are the achieved
performance values of a given portable model as a fraction of the performance
values of a non-portable architecture-specific model, obtained from collections of
case studies carried out on platforms of the same class of pairs (application,
problem,).

Formally, the performance portability metric P, of a high-level portable
parallel programming model M executing a set of case studies T, where each
t € T corresponds to application a solving problem b on platform c is:

__ _meia, b c
Py = Lier i@, |T( ) (1)

where ¢;(a, b, ¢) is the performance efficiency of application a solving problem b
on platform c.
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The performance efficiency used in this evaluation is the achieved perfor-
mance of a given portable model M as a fraction of the performance of a
non-portable architecture-specific parallel programing model. For example, Ope-
nACC is a portable programming model, whereas CUDA is a non-portable archi-
tecture specific programming model. Therefore, assuming that performance val-
ues are given in gigaflop/s, the performance efficiency of each case study 7 in
this evaluation is:

OpenACC Per formance

ACD) b7 =
ei(a;b,) CUDA Per formance

(2)

Table 1. Performance Portability of OpenACC on GPUs.

Performance Portability

Exc. outliers Inc. outliers # of outliers
Model Case Py |std. |max | min | Case Py |std. dev. max |min | < 50% - | > 100%
Studies dev. Studies 50% | 100%

GPU
OpenACC[109  |81% 13% |100% |51% 141  |77%28%  |200% 3% |23 109 |9

Table 1 shows the calculated performance portability scores of OpenACC as
obtained by the proposed new metric P,; on the GPUs, without outliers less
than 50% and greater than 100%, alongside the calculated performance porta-
bility scores that include outliers. In addition, the table presents statistics such
as the minimum and maximum values of the calculated performance efficiencies,
the standard deviation, and the number of outliers less than 50%, greater than
100%, and in the range 50%-100%. It can be observed that the total number of
case studies used in this evaluation is 141, while 32 of them were marked as out-
liers (23%). Moreover, the calculated performance portability without outliers is
81% and with outliers is 77%.

The following question arises: what is the rationale behind our decision that
observations whose scores are less than 50% and greater than 100% will be clas-
sified as outliers? To answer this question, let us use the previous example where
OpenACC is the performance portability framework being tested, and CUDA is
the reference non-portable programming model. If the performance efficiency of a
given case study shows a score greater than 100%, it means that the performance
of the implementation developed by OpenACC is better than the implementation
developed by CUDA. This is in contrast to what is expected from the implemen-
tation that was developed using non-portable and architecture-specific program-
ming models such as CUDA. Therefore, this almost certainly indicates that the
optimization of the implementation developed by CUDA requires improvement.
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This is what motivated us to classify case studies showing scores greater than
100% as outliers. On the other hand, if a given case study shows a score of less
than 50%, it means that the performance of the implementation developed using
OpenACC is less than half the performance of the implementation developed
using CUDA. In the subjective opinion of the authors, it should be classified as
an outlier. Other analysts could determine threshold values less or greater than
50%. In the following sections, we will confront and analyze this decision using
statistical tools.

Performance Efficiency of OpenACC on GPUs

32

Mean w/o outliers = 81
Mean /w outliers = 77

Frequency
10 15 20 25 30 35

Performance Efficiency

Fig. 1. Histogram of Performance Efficiencies of OpenACC on GPUs. The dark bars
represent potential outliers.

Table 2. Statistics Summary of the Case Study Observations.

Groups | Descriptive Statistics

Mean | Std. Error | Median | Std. Dev. | Kurtosis | Skewness | Range | Min. | Max. | Count
A 7 2.41 78 28 3.5 0.6 197 3 200 | 141
B 81 1.25 81 13 —0.9 —0.2 49 51 100 109

3 OpenACC’s Observation Statistics

In this section, we present the summary statistics of OpenACC’s observations
that we are analyzing. Figurel shows the histogram of 141 observations rep-
resenting the performance efficiencies of 141 OpenACC case studies of various
applications on different GPU platforms as studied and reported in [7]. Table 2
presents the descriptive statistics of the distribution of observations.
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The bars in the histogram that are highlighted in a dark color represent
potential outliers marked by the analysts of the study. Recall, these outliers are
the performance efficiencies that yield scores greater than 100% and less than
50%. It can also be discerned by examining the histogram, that calculating the
mean without outliers yields a score of 81% (for 109 observations) compared to
a score of 77% (for 141 observations) including the outliers.

Table 2 shows additional descriptive statistics of groups A and B. The most
notable statistic is the standard deviation, which is double in the case where
the outliers are considered. This indicates a wider dispersion of observations
compared to the case where the outliers are not considered. This is seen visually
from looking at the histogram. The skewness and kurtosis characteristics describe
the distribution shape. Skewness measures the lack of symmetry, while kurtosis
measures whether the distribution is heavy-tailed (has outliers) or light-tailed
relative to a normal distribution. When outliers are considered, the skewness
and the kurtosis of 0.6 and 3.5, respectively, indicate an asymmetrical and right-
positive shape with long heavy tails. On the other hand, when the outliers are
removed, skewness and kurtosis are -0.2 and -0.9, respectively, indicating an
almost symmetrical shape with short thin tails.

Usually, a quantile-quantile plot (Q-Q Plot) alongside a statistic test of nor-
mality is used for determining whether observations are normally distributed.
Figure2 presents the Q-Q plots with and without outliers, respectively, while
the Shapiro-Wilk test was chosen as the normality test [19]. The Shapiro-Wilk
test rejects the Hy hypothesis for the two groups, and hence the observations
are not normally distributed.

The p-values that were calculated by the Shapiro-Wilk test are 1.297e-7 and
0.00095 for groups A and B, respectively. Since the p-values are less than the
significance level («) of 0.05 it can be concluded that the difference between the
distribution of the observations and the normal distribution is big enough to
be statistically significant. In the next section we elaborate further about the
concept of hypothesis tests, P-values and the significance level («).

The Shapiro-Wilk test uses the Kolmogorov-Smirnov effect size to measure
the deviation from the normal. The observed effect sizes of groups A and B were
0.1552 and 0.09838, respectively, indicating that the magnitude of the difference
between the distribution of the observations and the normal distribution is large
for group A and small for group B.

Now, let’s look at the Q-Q plots shown in Fig. 2. To visually assess whether
the points representing the observations follow a normal distribution, we check
that the points follow a straight line.

By looking at the Q-Q plot in Fig. 2 (left), it can be observed that the straight
distribution fit line covers only some of the points, while the points at the ends
move away from the line. These points are suspected to be outliers. On the other
hand, it can be observed from the Q-Q plot in Fig.2 (right) that the straight
distribution fit line covers most of the points. These findings are consistent with
the results obtained using the Shapiro-Wilk test.
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Fig. 2. Q-Q Plots of the 141 tested observations including outliers (left) and 109 tested
observations without outliers (right).

Figure 3 shows beeswarm-boxplots. A beeswarm-boxplot, is a graph that is a
combination of a beeswarm plot on top of a boxplot. A boxplot, also known as a
box and whisker diagram, is a graph that shows how the observations are spread
out in a different perspective compared with histograms and Q-Q plots. A box-
plot displays the distribution of observations based on a five number summary
(“minimum?”, first quartile (Q1), median, third quartile (Q3), and “maximum”).
It also shows potential outliers and their values.

Figure 3 (left) shows the beeswarm-boxplot of the 141 observations includ-
ing the outliers. The numbers 65 and 94 represent the first and third quartiles,
respectively. The line that crosses the box represents the median (78). The box
represents the interquartile range (IQR), the range from the 25th to 75th per-
centile (IQR = Q3-Q1 = 29). The “maximum” and “minimum” values (135 and
25, respectively), also known as Tukey fences, are 1.5 times the interquartile
range from the quartiles. The observations below and above the Tukey fences
are outliers (3, 8, 13,17, 20, 149, 166, 180, and 200).

Hence, according to the statistical analysis there are nine outliers compared
to the thirty-two outliers acknowledged by the analyst. Figure 3 (right) shows the
beeswarm-boxplot of 109 observations, of which the analysts determined none
were outliers. It can be noted that according to our statistical analysis, none of
the observations are below or above the Tukey fences, 51 and 100, respectively,
and therefore none of them are outliers.

Beeswarm plots are designed to show the underlying distribution of the obser-
vations in a way that avoids overlapping. They provide a better visualization of
the distribution of the observations and thus allows new conclusions and insights
to be drawn.

For example, statistical analysis of the beeswarm-boxplot in Fig.3 (left)
shows that there are a few extreme outliers above the 100% upper threshold
as determined by the analysts. That is, there are a very small number of case
studies whose implementations in OpenACC yield a better performance than
their implementations in CUDA. This finding is consistent with the analysts’
determination that the observations showing performance efficiency scores of
greater than 100% are outliers.
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Fig. 3. Beeswarm boxplots of the 141 observations including the outliers (left) and 109
observations without outliers(right).

On the other hand, most outliers marked by the analysts are in the range
between the “minimum” Tukey fence (25%) and the lower threshold value set
by the analysts (50%). This finding allows analysts to re-examine whether their
early determination that set the lower threshold to 50% is appropriate and to
consider changing it to a lower threshold value.

4 Hypothesis Testing

Hypothesis testing is a statistical analysis that uses a sample of observations to
assess two conflicting hypotheses about the properties of a population: the null
hypothesis (Hy) and the alternative hypothesis (H;). When the null hypothesis is
rejected, the results are statistically significant, meaning that there is a difference
between the population value and the null hypothesis value.

Statistical hypothesis tests use several parameters to determine whether to
reject the null hypothesis and give an estimated range of values that is likely to
include an unknown population moment. The parameters used in this article are
p-value, significance level, and 95% confidence interval. The significance level («)
is the probability threshold value of rejecting a true null hypothesis. The p-value
represents the probability of the observation distribution and to what extent it
contradicts the null hypothesis. When the p-value is less than or equal to the
significance level, the null hypothesis is rejected. A confidence interval represents
a range of values that an estimation is expected to fall within a certain percentage
of the time. For example, a 95% confidence interval of [50 60| indicates 95%
confidence that the population mean falls within this range.

In this section, we test our case studies using two nonparametric tests (1-
sample Wilcoxon and nonparametric bootstrap).
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4.1 One-sample Wilcoxon Signed-Rank Test

The one-sample Wilcoxon signed-rank test is a powerful nonparametric test since
the ranking of the observations is considered as well as the signs, thus giving more
accurate results. The assumptions for the one-sample Wilcoxon test are similar
to those of the paired test, but it adds an assumption that the distribution of
the observations is symmetric around the median, or at least not very skewed.
The Wilcoxon test can be applied on our case studies because the skewness of
the distribution of the observations is approximately symmetric (0.58).

The one-sample Wilcoxon signed-rank test has the following hypotheses (two-
sided test):

— Ho:m=mno
— Hy:n#mno

where 7 is the population median and 7y is the hypothesized value of the
median in the population. In our test 79 = 80.

We analyze the outcome of the one-sample Wilcoxon signed-rank test we
performed for groups A and B.

Wilcoxon signed-rank test - Group A
V = 4290.5, p-value = 0.2835

H;: true median is not equal to 80
95 percent confidence interval: 73 82
sample estimates: median 78

Wilcoxon signed rank test - Group B
V = 3206.5, p-value = 0.2427

H;: true median is not equal to 80
95 percent confidence interval: 79 84
sample estimates: median 82

For group A, the null hypothesis states that the median equals 80. As the
p-value is approximately 0.28, greater than the significance level of 0.05, we
cannot reject the null hypothesis. We do not have enough evidence to conclude
that the median is different from 80. The 95% confidence interval estimates
that the actual population median is likely to be between 73 and 82. The 95%
confidence interval includes the hypothesized value of 80, which is why we can
be 95% confident that the population median is between 73 and 82. Therefore,
we cannot conclude that the population mean is different from 80.

The one-sample Wilcoxon signed-rank test for group B yields a similar out-
come except that the 95% confidence interval is narrower [79 84]. The hypothet-
ical value of 80 falls within this range and indicates that our hypothesis is closer
to the population median.
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Fig. 4. Bootstrap histograms of Group A (left) and Group B (right).

Table 3. Statistical Analysis of OpenACC, OpenMP, Kokkos and RAJA.

Performance Portability

Knowledgeable Analyst (without outliers) ‘ Statistics Analysis (with outliers)

Model Case Num. |%Py | Normal 95% CI ‘ Skewness | Kurtosis | P s | Normal 95% CI ‘ Skewness | Kurtosis

Studies | Outliers| Distribution Distribution
CPU
OpenACC | 8 5 71 | Yes [60..80] | S Nt 105 | Yes [84..123] | S Nt
OpenMP |25 4 88 | No [81..93] | As Lht 97 | No [86..119] | As Nt
Kokkos 27 12 85 | No [76..90] | As Lht 92 | No [77..113] | As Lht
Raja 9 4 82 | Yes [75..92] | S Nt 109 | Yes [73..162] | S Nt
GPU
OpenACC | 141 32 81 | No [78..83] | S Stt 76 | No [72..81] | As Lht
OpenMP |83 21 83 | No [79..86] | S Nt 77 | No [71..82] |S Nt
Kokkos 20 6 86 | Yes [78..91] | S Nt 85 | Yes [74..95] |S Nt
Raja 11 5 85 | Yes [72..94] | S Nt 80 | No [61..93] |S Nt

S: Symmetrical; As: Asymmetrical; Stt: Short thin tails; Lht: Long Heavy tails;
Nt: Normal tails; 95% CI: 95% Confidence Interval

4.2 Nonparametric Bootstrap

Bootstrapping is a technique that resamples a sample of observations with
replacement, to create many simulated samples without making assumptions
about the sample distribution. Each of the simulated samples has its own statis-
tics, such as the mean. The histogram of the distribution of these means is called
the sampling distribution of the means. By using this technique, it is possible to
calculate a variety of sample statistics, such as the median, mean, and standard
deviation. This article focuses on calculating the mean and the 95% confidence
interval.

Figure4 (left) shows the bootstrap distribution of the means and the 95%
confidence interval for the 141 observations. The bootstrap distribution was gen-
erated by re-sampling the observations from Fig.1 10,000 times and then cal-
culating each sample’s mean. The sampling distribution of the means is the
histogram shown in Fig.4 (left). It can be observed that the calculated mean
of the bootstrap distribution yields a score of 76, similar to the mean of the
observations in Fig. 1. The confidence interval of the bootstrap distribution is
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[72 81], which means that we can be 95% confident that the population mean
falls within this range. It can also be noticed that the sampling distribution of
the histogram in Fig. 4 (left) approximates a normal distribution even though the
underlying distribution of the observations is skewed. This is a direct outcome of
the Central Limit Theorem. Figure4 (right) shows the sampling distribution of
the means and the 95% confidence interval for the 109 observations. It approxi-
mates a normal distribution around the mean (81) while the confidence interval
of the bootstrap distribution is narrower [79 84]. This means that we can be 95%
confident that the population mean falls within this range, and we know that
our hypothesis is closer to the population mean.

5 OpenMP, Kokkos, and Raja

The statistical analysis described in detail for the case of OpenACC on GPUs
was also applied to OpenMP, Kokkos, and Raja on GPUs and CPUs, based
on the case studies of the research in [7]. Table3 shows the results obtained.
Each row in the table refers to one of the performance portability frameworks
and indicates the number of case studies considered, the performance portability
score obtained, the number of outliers detected, whether the distribution of the
observations is normal or not as obtained by the Shapiro-Wilk test, the 95%
confidence interval, and a literary assessment of the skewness and kurtosis values
obtained.

An analysis of the data in Table3 reveals the following. As the number of
observations increases, the number of outliers increases. The distribution of the
observations tends to be non-normal, and the 95% confidence intervals tend to
be narrower, thus the statistical reliability is better. In contrast, the smaller the
number of observations, the wider the 95% confidence interval, and the abil-
ity to draw a reliable statistical assessment decreases. The conclusion is that the
accuracy of the calculation of the performance portability score of a given perfor-
mance portability framework increases as the number of observations increases.
This finding makes sense and is not surprising, but now it also has the support
of statistical tests.

6 Conclusions

Descriptive and inferential statistical analysis using powerful statistical hypoth-
esis tests constitute complementary tools for the performance portability eval-
uation of an analyst. They are used to conduct an overall reliable assessment
of the capability of a given performance portability framework to generate per-
formance portable applications. Confrontation of an analyst’s assessment with
statistical analysis is necessary when performance portability assessment is based
on unverifiable and unreproducible case studies.

In this article, we presented the method for performing a comprehensive
statistical analysis for OpenACC on GPUs when many case studies are available.
On one hand, we showed how statistical analysis strengthens the evaluation of
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an analyst, and on the other hand, we showed how statistical analysis allows an
analyst to refine his initial conclusions. Finally, we presented statistical analysis
for OpenMP, Kokkos and Raja on CPUs and GPUs, and for samples of a small
number of case studies.
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Abstract. The paper introduces ten non-serial polyadic dynamic pro-
gramming (NPDP) kernels as a benchmark suite dedicated to effective-
ness evaluation of tiled code generated by means of polyhedral optimiza-
tion compilers. Most of the applications implement bioinformatics algo-
rithms which are challenging and ongoing tasks for automatic loop nest
tiling transformations. The paper describes mathematically examined
kernels and uniformizes them in the form of loop nests presented in the C
language. In an experimental study, we applied the two automatic source-
to-source compilers, TRACO and PluTo, to generate cache-efficient codes
and analysed their performance on three multi-core machines. We dis-
cuss the limitations of well-known tiling approaches and outline future
tiling strategies for the introduced NPDP Benchmark suite.

Keywords: RNA folding - high-performance computing -
computational biology - loop tiling - benchmarks

1 Introduction

A collection of non-serial polyadic dynamic programming (NPDP) benchmarks
is introduced to evaluate the performance of tiled code automatically generated
by means of state-of-the-art optimizing compilers. Tiling is a very important
loop nest transformation allowing for increasing code locality and task grain size
as well as task parallelism. The suite consists of 10 kernels belonging to NPDP
algorithms that in general are difficult for automatic generation of effective par-
allel tiled code. Eight of them present dynamic programming recurrences, which
are ones of the commonly-known approaches in computational biology, to nucleic
acid structure prediction (the folding of an RNA molecule), and sequence align-
ment (determining similar regions between two strings of nucleic acid sequences
or protein sequences). Two kernels implement classic algorithms of computer
science.

The contribution of the paper is i) to expose disadvantages of existing bench-
marks for evaluation of dynamic programming code generated by means of opti-
mizing compilers ii) collect a new benchmark suite to evaluate the effectiveness
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of compilers optimizing dynamic programming code; iii) optimization of pre-
sented benchmarks by means of the PLUTO and TRACO compilers and the
presentation of evaluation results for those optimized codes.

Each benchmark is specified as a C code with a short description of what
the code is supposed to do. This is sufficient in the context of automated loop
transformations implemented within source-to-source compilers. Presented ker-
nels involve mathematical computations, which are easily implemented as affine
control loop nests [7,8], thus, the iteration space can be represented by the poly-
hedral model for optimizing their locality and parallelism. It provides a powerful
theoretical framework that can analyze regular loop programs with static depen-
dences [14].

Dynamic programming kernels involve opportunities for polyhedral loop
transformations such as tiling for improving code locality via allowing reuse
when the tile fits in local memory. However, NPDP irregular loop dependence
patterns prevent generation of effective tiled code by means of polyhedral opti-
mization techniques [14].

In the suite, we included only such NPDP kernels that expose non-uniform
dependences (the non-uniform dependence is represented with a dependence
vector whose elements are affine expressions, i.e., they are not constants) and
are challenging for state-of-the-art tiling strategies based on affine transformation
framework (ATF) [14,23] and the transitive closure of dependence graphs [9].

In the next section, we describe introduced NPDP kernels. In the experi-
mental study section, we demonstrate applying of two well-known polyhedral
compilers to parallelize and optimize benchmarks. In the relation work section,
we discuss related polyhedral benchmarks. In conclusion, we define future tasks
to optimize the introduced NPDP Benchmark Suite in order to outperform code
generated by means of state-of-the-art compilers.

2 NPDP Kernels

The nussinov kernel implements Nussinov’s algorithm [17] and solves the prob-
lem of RNA folding through computing the maximum number of base pairs
for subsequences, starting with subsequences of length 1 and building upwards,
storing the result of each subsequence in a dynamic programming array.

Let N be an n x n Nussinov matrix and o(, j) be a pairing function. Then
the following recursion N (%, j) is defined over the region 1 < i < j <n as

N(Zvj) = maa:(N(z +1,5— 1) + 0(i7j)7 121]5{"(]\7(2, k) + N(k + 17]))) (1)

and zero elsewhere.

The zuker kernel implements Zuker’s algorithm [25] for RNA folding and
calculates the minimal free energy of the input RNA sequence on recurrence
relations. It defines two energy matrices, W (i, j) and V(i,75), as the total free
energy of a sub-sequence defined with values of 7 and j, and of a sub-sequence
starting with ¢ and ending with j, respectively, if ¢ and j pairs (otherwise V (4, j)
= 00).
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The main recursion of Zuker’s algorithm for all 4, j with 1 < i < j < N,
where N is the length of a sequence, is the following.

W(i+ 1,j)
Wi, j—1
Wi, ) = min V(; o ) (2)

. . L
ig}clgj{W(z,k)JrW(kﬂL )}

Below, we present the computation of matrix V.

et (i, j)
V(iEi+1,j—1)+eS(4,5)
1<i <G <g

2<i’ —itj—j'<d

i<1131<i§_171{W(i +Lk)+W(k+1,57—-1)}
where eH (hairpin loop), eS (stacking) and eL (internal loop) are the structure
elements of energy contributions in Zuker’s algorithm.

The Smith-Waterman algorithm (sw kernel) explores all the possible align-
ments between two sequences and as a result it returns the optimal local align-
ment guarantying the maximal sensitivity [21].

It constructs a scoring matrix H, which is used to keep track of the degree
of similarity between the cells a; and b; of two sequences to be aligned, where
1 <1< N,1<j< M. The size of the scoring matrix is (N+1)*(M+1). Matrix
H is first initialized with Hy o = Ho j = H;o = 0 for all 7 and j.

Each element H; ; of matrix H is calculated as follows.

Hi_1;-1+ s(a;,bj)
max_(Hl-_kJ- — Wk)

H; j = max tsker I W ) (4)
lrgggj( ij—k — Wk)

0

where s(a;,b;) is a similarity score of elements a;, b; that constitute the two
sequences, and Wy, is a penalty of a gap that has length k.

The benchmark sw3d finds local alignment for three sequences [21]. Multiple
sequence alignments are computationally difficult to produce (much harder than
that of pairwise alignment) and most formulations of the problem lead to NP-
complete combinatorial optimization problems.

Scoring matrix H is similarly constructed to align cells a;, bj, and ¢; of three
sequences, where 1 < ¢ < N,1 < j < M,1 <1 < P. The size of the scoring
matrix is (N+1)*(M+1)*(P+1). Matrix H is first initialized with Hpo,0 =
H;po0 = Hojo0 = Hopo; = 0 for all 4, j, and I. Each element H; ;, is calculated
as follows.
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Hivvjori-1+ s(ai,by) + 5(bj, 1) +s(ai7cz)
Hi i xrn+ (b,

(
Hi— j — 77b
1gk§1ni?ﬁ(i,j>( kj—k,t T s(ai, bj) — Wy)

Hi_ 1 i_
1gkgln?ﬁ(i,l)( ik -k + s(ai, c) — Wy)

max (Hi—k,jJ — 2% W)

H; ;= max

1<k<i

max (H; i_p1 — 2% W,

1§k<j( ij—k,l k)
max (H; i1 — 2% W,

1§k<l( i,5,0—k k)
0.

Multiple entries of matrix H are much more complicated by data depen-
dences, whereby each cell entry depends on the values of seven entries. The
filling stage requires one more loop for I. The number of loop nest statements for
q sequences is equal to 29-1. For two and three sequences with the same length
n, computation of one element growths from 3*n? to 7*n? iterations.

The Needleman-Wunsch (nw) algorithm finds global sequence alignment
according to the scheme below [16].

F(i—1,7—1)4o0(a;b;),

F (i, j) = max § 25 (F (= K. J) =2 (R)), (5)
ax (F(i, 5 — k) = v(k)).

where o(a;,b;) is a score of a;,b; (match or mutation), (k) is a gap penalty
score with the length k.

The counting algorithm computes the exact number of nested structures for
a given RNA sequence. It was introduced by Michael S. Waterman and Temple
F. Smith [22]. It populates the matrix C by means of the following recursion.

Cij=0Cii1+ Z Cik—1 " Cry1,j-1, (6)
i<k<@-1)
Sk,S; pair
where [ is the minimal number of enclosed positions, and the entry C; ; provides
the exact number of admissible structures for the sub-sequence from position
i to j. The upper right corner C , presents the overall number of admissible
structures for the sequences.
The John S. McCaskill kernel (mccaskill) computes the partition function
= > pexp(—E(P)/RT) over all possible nested structures P that can be
formed by a given RNA sequence S with E(P) as energy of structure P, gas
constant R, and temperature T' [12].
Each base pair of a structure contributes a fixed energy term Ej, indepen-
dent of its context in a Nussinov-like energy scoring scheme. Given this, two
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dynamic programming tables ¢ and @, are populated. Q);; provides the parti-
tion function for a subsequence from position ¢ to j, while the array Qy, stores
the partition function of the subsequences which form a base pair or 0 if base
pairing is not possible. Q and Q' are populated as follows.

Qij=Qij+ . Qir1-QF, (7)

i<k<(j—1)

if S, 8; can form
Qi)gz — Q2+17]71 . eXp(_Eb;D/RT) base pair . (8)
7 0 otherwise

The mea kernel predicts the structure with the maximum expected accuracy
for a given RNA sequence using the algorithm introduced by Zhi J. Lu et al.,
2009 [11] applying the sequence’s base pair and unpaired probabilities. The kernel
consists of six NPDP program loops (Q, QBP, PB, PU, PUU, M) and follows a
Nussinov-like recursion using the probabilities derived from John S. McCaskill’s
algorithm.

The computation of PB is the sum of the Boltzmann probabilities of all the
structures that contain the base pair [6]. PB covers both the case when (i, j) is
an external base pair and that when (4, j) is directly enclosed by an outer base
pair (p, q). The PB recursions are used to compute the probabilities of individual
base pairs P according to the formula below.

Qui1- QY - Qjt1n piv exp(—Epp/RT) - Qpi1,i-1 - Q% - Qji1,4-1
Qin + Z P’ bp

p<t,j<q P,q

bp _
Py =

9)

Analogously to base pair probabilities, we can also compute the probability
when a given subsequence Si...Sj of an RNA sequence is not involved in any
intramolecular base pair. We call this kernel as PU and use the scheme below.

pu = Qui-1 1 Qjin 3 pto . SP(—Eyp/RT) - Qpirim1 -1~ Qjrig1

nj T P,q b
7 @ p<ig<a ra

(10)
The following formula is used to populate the probability P* when a given
sequence position S; is not paired. We call it PUU and apply the formula below.

Pr=1-Y"PF->"P" (11)
k<i 1<j
Finally, the MEA structure prediction uses the following recursion to fill a
dynamic programming table M. The overall score of M; ; and the subsequence
S;..8; is hold in M, for a sequence of length n. v is a constant base pair
weighting. We call this kernel MEA.
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M; ;-1 + P} S; unpaired
maxX;<k<(j—1) (Mi,szl + Mk+1,j71 + - Plgg) Sy, paired with Sj
(12)
In the optimal (polygon) triangulation problem (the triang kernel), we are
given a convex polygon and a weight function defined on triangles formed by
sides and chords [5]. The problem is to find a triangulation that minimizes the
sum of the weights of the triangles in the triangulation.
Let cost w(i, j, k) denotes the length of the perimeter of Av,vv, = |v;v;| +
|vjvk| + |vkv;|. Then minimal cost polygon triangulation is calculated as follows.

Mi’j = Imax {

. 0 j<i+2
clilli] = masx (cli][K] + (K] [j] + w(i, g, k) otherwise. (13)

The knuth kernel is the optimal binary search tree (OBST) [10], the case
when the tree cannot be modified after it has been constructed. Knuth’s OBST
algorithm populates matrix C and is represented with the following recurrence

C’L,J
min _ (Cip+Crj +Wij)

1<i<k<j<n

Ci,j = min (14)

where W (3, j) is the sum of the probabilities that each of the items ¢ through j
will be accessed.

The source codes of all considered benchmarks are available in the sub-
directory input on the website https://github.com/markpal/NPDP_Bench.

Table 1 presents characteristics of the presented NPDP C kernels. For each
kernel, it describes the number of nested loops, the number of arrays, the number
of relations representing loop dependences, and memory capacity. The data pre-
sented in the last two columns are discussed in the experimental study section.

3 Related Work

The commonly known benchmark suite for polyhedral optimizers is PolyBench
introduced by Louis-Noel Pouchet in 2011 [19]. PolyBench is a collection of
30 numerical computations containing static control parts. The kernels are
extracted from problems in various application domains (linear algebra compu-
tations, image processing, physics simulation, dynamic programming, statistics,
etc.). PolyBench is dedicated to evaluate code performance generated by means
of techniques based on affine transformations. In previous versions, Polybench
includes the dynamic programming kernel dynprog. However, this implemen-
tation uses a temporary three-dimensional array to avoid non-uniform depen-
dences. In current version 4.2, the kernel is removed. Instead of it, the Nussinov
kernel is added.
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Table 1. Characteristics of the NPDP kernels.

Kernel | No. of No. of | No. of Memory TRACO | PluTo
nested loops | arrays | dep. relations exact R+ | limits

counting | 3 1 14 N2 yes rork

knuth |3 2 10 2*N? yes *

mcc 3 3 26 2*N?4+N yes HoAAK

mea 4 6 104 4*N?+N no

nussinov | 3 2 24 N24N yes *

nw 3 6 22 3*N?+3*N | yes *

swW 3 6 22 3*N243*N | yes *

sw3d 4 6 98 3*N?3+3*N | no

triang |3 1 22 N2 yes *

zuker |4 4 104 4*N? no ok

* _ unitled innermost loop nest, ** - unitiled one before innermost loop nest
*** _ untiled outermost loop nest, **¥** _ serial tiled code

The Livermoore loops [13] measure numerical computation to benchmark
supercomputers. It was proposed by Francis H. McMahon from scientific source
code run on computers at the Lawrence Livermore National Laboratory. The
suite consist of 24 loops representing different mathematical kernels, and some
of them can be presented within the polyhedral model.

The polyhedral compilers are practiced to generate optimized codes for the
NAS benchmark suite (NPB) [15] derived from computational fluid dynamics.
It is a branch of fluid mechanics that uses numerical analysis and algorithms
to solve and analyse problems that involve fluid flows. The NAS parallel bench-
marks suite in version 3.3 consists of eleven kernels targeting performance eval-
uation of highly parallel supercomputers.

The UTDSP Benchmark Suite [26] was created in 1992 at the University of
Toronto to evaluate the quality of code generated by a high-level language (such
as C) compiler targeting a programmable digital signal processor (DSP). This
evaluation was used to drive the development of specific compiler optimizations
to improve the quality of generated code and to modify the architecture of the
target processor to simplify compiler’s task. The code is provided in multiple
styles, versions with arrays are represented as polyhedral loop nests.

The LORE loop repository for the evaluation of compilers maintains a large
amount of loop nests in the C language (about 2500 loops) extracted from pop-
ular benchmarks, libraries, and real applications [3]. Those loops cover a vari-
ety of properties that can be tested by optimization compilers to expose their
strengths and weaknesses. The kernels help to evaluate auto-vectorization, tiling,
interchange, unrolling, and other possible transformations implemented within
optimizers. It is worth noting that LORE contains only necessary codes to exe-
cute the kernel loops (not all source programs) to investigate speedup and effi-
ciency of optimization techniques. The authors tested the Intel C++ Compiler
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(ICC), GNU C Compiler (GCC), and Clang (frontend of LLVM). Using those
compilers, authors provided the time execution results on an Intel Haswell gener-
ation Xeon E5-1630 v3 with -O3 flag and enabled more aggressive optimization
settings depending on the compiler. However, LORE does not contain NPDP
kernels presented in our benchmark suite. Furthermore, not all LORE loops can
be directly represented within the polyhedral model because they contain, for
example, pointers, typecasting, and arrow operators.

The disadvantage of the benchmark suites discussed above is the absence
of multiple dynamic programming kernels that is hard to be tiled to obtain
the maximal tile dimension, which has crucial impact on target code locality.
This makes it difficult to evaluate the effectiveness of loop tiling approaches
implementing in optimizing compilers for essential real-life applications.

4 Experimental Study

In this section, we present the results of an experimental study with the dis-
cussed benchmark codes generated applying PLuTo and TRACO. All parallel
tiled codes were compiled using the Intel C++ Compiler (icc) and GNU C++
Compiler (g++) with the -O3 flag of optimization.

To carry out experiments, we used three multi-processor machines: an Intel
Xeon Platinum 9242 CPU (2.30 GHz, 96 thrads, 71.5/48/3 MB Cache, compiler
icc 21.3.0), an Intel i7-8700 (3.2 GHz, 4.6 GHz in turbo, 6 cores, 12 threads, 12
MB/1.5 MB/6*32 kB (D and I) Cache, compiler icc 19.0.1), and an AMD Epyc
7542 (2.35 GHz, 32 cores, 64 threads, 128/16/2 MB Cache, compiler g++ 9.3.0).

For all examined codes, the tile size along each axis was chosen as 16. Experi-
mentally we discovered that such a tile size is optimal or near to optimal regard-
ing to target tiled code performance.

Source codes of the benchmarks with generated codes are available at the
open repository github with the following link https://github.com/markpal/
NPDP Bench. Original (sequential and without any modification) input codes
are placed in sub-folder input. Arrays are filled with random data.

For experimental study, we chose two polyhedral compilers PluTo and
TRACO, which are maintained projects with source code repositories, source-to-
source parallelizers and cache efficiency optimizers dedicated to optimize C/C++
program loops.

The state-of-the-art source-to-source PluTo compiler [2] is able to tile all
examined loop nests automatically. For this purpose, it extracts and applies
affine transformations to generate tiled code within the polyhedral model.

TRACO does not find and use any affine function to transform the loop
nest. It is based on the iteration space slicing framework [20], which envisages
applying the transitive closure of a dependence graph to carry out corrections
of original rectangular tiles so that all dependences available in the original loop
nest are preserved under the lexicographic order of target tiles. As a result, the
inter-tile dependence graph does not contain any tile cycle and any technique of
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Table 2. Times of the original and parallel tiled code execution in seconds.
Kernel | counting | knuth | mcc mea nussinov | nw sW sw3d | triang | zuker
Size 10000 10000 | 10000 | 2500 10000 10000 10000 500 10000 | 2000
XEON Platinum 9242, 96 threads, 2019
Original | 409,91 730,09 | 3043,21 | 6240,48 | 1667,69 |2221,84 | 2357,07 | 291,32 |2562,11 | 436,76
PluTo 15,34 21,075 1299,29 | 185,6 80,44 112,43 114,15 29,63 | 82,11 21,59
TRACO | 17,5 12,55 |1096,88 | 175,6 51,91 69,43 62,15 34,01 62,9 45,99
AMD Epyc 7542, 64 threads, 2019
Original | 354,51 853,09 | 3676,3 | 8296,33 | 4008,76 |4 567,33 | 4 433,91 | 309,87 | 3574,98 | 415,55
PluTo 45,77 37,63 |1005,44 | 356,8 217,69 188,32 |173,37 | 24,28 |180,67 | 30,99
TRACO | 38,12 74,06 |135,01 |483,16 |113,17 |65,22 61,88 27,17 | 314,63 | 63,7
Intel i7-8700, 12 threads, 2017
Original | 339,81 | 744,68 | 2066,33  3826,6 |1507,17 |3452,11 |3389,89 | 240,19 | 2134,83|317,8
PluTo 82,43 145,45 | 854,9 747,76 | 618,66 |687,22 |700,76 91,29 |470,26 |63,8
TRACO | 48,54 77,35 399,16 | 729,73 | 134,15 205,22 218,25 |99,24 297,42 |45,2
Pluto Traco
60
40
20
0
counting knuth mcc mea nussinov nw sw sw3d triang zuker
Pluto Traco
75
50
25
0
counting knuth mcc mea nussinov nw sw sw3d triang zuker
Pluto Traco
20
15
10
5
0
counting knuth mcc mea nussinov nw sw sw3d triang zuker

Fig. 1. Speedups of parallel tiled codes generated by applying TRACO and PluTo for
a) Intel Xeon Platinum 9242, b) AMD Epyc 7542, and c) Intel i7-8700.

loop parallelization can be used [1]. TRACO parallelizes tiled cods by means of
the commonly known wave-fronting technique.
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For mea, sw3d, and zuker, the following lengths of randomized sequences
were studied, 2500, 500 and 2000, respectively. The rest of benchmarks were
considered with 10000 size of a problem.

Both compilers accelerate the NPDP benchmarks on all machines. PluTo is
not able to tile the innermost loop nest for nussinov, sw, nw, knuth, and triang.
It is not able also to tile the outermost loop for counting, and the one before the
inner loop nest for zuker, and it does not parallelize the mccaskill kernel. PluTo
fails to generate tiles of the maximal dimension for NPDP codes because the tile
dimensionality is limited to the number of linearly independent solutions to the
space/time partition constraints. The above observations are presented in the
last column of Table 1.

TRACO codes demonstrate lower or comparable speed-up for sw3d and zuker
because for those source codes, it uses not an accurate but approximated transi-
tive closure of dependence graphs. For calculation of transitive closure, TRACO
uses a corresponding function of the ISL library, which it is not able to return
exact transitive closure for those kernels. Calculation of an approximated transi-
tive closure envisages introducing addition dependences (not existing in sourced
code) in the dependence graph that worsens parallel tiled code performance. For
those kernels, TRACO generates complex code due to a complex form of an
approximated transitive closure.

Table 2 presents execution time of the codes in seconds. Figure 1 depicts the
speed-up of the examined generated codes. TRACO code performances are better
or comparable for the both Intel machines, while those of PluTo outperform
TRACO code performances for half of the kernels on AMD Epyc 7542.

Considering the above experimental results, we plan to investigate alternative
tiling strategies [4,14,18,23,24] to achieve potential higher performance for the
benchmarks of the introduced suite without applying any affine function and/or
transitive closure.

5 Conclusion

In this paper, we introduced the NPDP Benchmark Suite as a set of ten non-
serial polyadic dynamic programming kernels dedicated to polyhedral automatic
optimizing compilers implementing loop tiling. It comprises C codes to resolve
real-life problems from computational biology and computer science. Those codes
are to evaluate the performance of parallel tiled code generated automatically
by means of optimizing compilers.

In the experimental study, we applied two source-to-source optimizing com-
pilers, TRACO and PluTo, to generate parallel tiled code and evaluate its speed-
up on three multi-core machines. Obtained results demonstrate some limitations
of techniques implemented in those compilers. PluTo does not expose tiling or
parallelism for each kernel, while TRACO does not produce efficient code for each
complex non-uniform dependence patterns. We may conclude that approaches
implemented in those compilers do not allow us to get the maximal possible
cache efficiency for examined kernels.
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In the future, we plan to extend the suite with new NPDP kernels. Using

that suite, we are going to study alternative tiling strategies to outperform code
generated by means of well-known automatic compilers.
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Abstract. The aim of this paper is to show that Kahan’s and Gill-
Mgller compensated summation algorithms that allow to achieve high
accuracy of summing long sequences of floating-point numbers can be
efficiently vectorized and parallelized. The new implementation uses Intel
AVX-512 intrinsics together with OpenMP constructs in order to utilize
SIMD extension of modern multicore processors. We describe in detail
the vectorization technique and show how to define custom reduction
operators in OpenMP. Numerical experiments performed on a server with
Intel Xeon Gold 6342 processors show that the new implementations of
the compensated summation algorithms achieve much better accuracy
than ordinary summation and their performance is comparable with the
performance of the ordinary summation algorithm optimized automati-
cally. Moreover, the experiments show that the vectorized implementa-
tion of the Gill-Mgller algorithm is faster than the vectorized implemen-
tation of Kahan’s algorithm.

Keywords: Summation - Accuracy * Kahan and Gill-Mgller
algorithms - Vectorization - SIMD intrinsics -+ OpenMP

1 Introduction

Summation of floating point numbers is one of the most common and basic
numerical algorithms. The accuracy and stability of many more complex numer-
ical algorithms depend on the quality of the summation method used. It is clear
that the ordinary summation defined recursively is one of the basic of vari-
ous possible methods. Chapter 4 of the book [7] and [6] provide an overview
of several simple and more complicated methods that achieve better accuracy
than the ordinary method. Further, more sophisticated methods can be found
in [1,3,5,15-17,24]. They can be used if the highest accuracy is desired and the
performance is not so important.

Compensated summation methods rely on ordinary recursive summation sup-
plemented with correction terms calculated in order to diminish rounding errors.
It should be noticed that compensated summation can be profitable when com-
putations are performed at the highest precision supported by underlying hard-
ware [7]. There are two basic methods that apply this approach, namely Kahan’s
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compensated summation [13] and the Gill-Mgller method [18]. Although these
summation methods are relatively simple and can be described with single loops,
their optimization by compilers is not possible due to data dependencies in suc-
cessive steps. On the other hand, vectorization and parallelization is crucial to
utilize potential power of modern multicore processors [2,21-23,25].

The paper [19] shows how to vectorize Kahan’s compensated summation
in order to utilize AVX2 and AVX-512 SIMD extension of Intel processors,
while the papers [8,9] discuss how to apply low-level cache optimization tech-
niques together with the assembly language to improve the performance of the
Kahan’s algorithm applied for computing the dot product. The aim of this paper
is to compare the accuracy and performance of serial, vectorized and parallel
implementations of both Kahan’s and Gill-Mgller compensated summation algo-
rithms. We show how to use Intel AVX-512 intrinsics [12] together with OpenMP
[20] constructs in order to utilize SIMD extension of modern multicore proces-
sors. We describe in detail the high-level vectorization technique and explain
how to define custom reduction operators in order to obtain simple high perfor-
mance implementations of the compensated summation methods that achieve
the performance comparable with the ordinary summation algorithm optimized
automatically by the compiler.

2 Compensated Summation Algorithms

Let us consider the summation of n floating point numbers a1, as, ..., a, using
an arithmetic with ¢ mantissa bits using the ordinary algorithm based on the
recursive formula
3:{0 for i =0 1)
¢ si_1+a; fori=1,...,n.

The relative error of the computed value of s,, satisfies [10,26]

en = |Sn _nZiZI ai| S (1 + 2715)7’7,71 —1. (2)
i |adl

Moreover, if n - 27t < 0.1, then e, < 1.06(n — 1)27%. It means that for large n
such a possible relative error may be unacceptable. Therefore in order to improve
the accuracy of the summation one can consider the use of so-called compensated
summation algorithms that use correction terms that estimate (z+y)— fl(z+y)
to reduce rounding errors of add operations [7, Section 4.3].

Algorithm 1 shows Kahan’s compensated summation [4,7,13]. It uses the
correction term e on every step of summation. As soon as each partial sum is
evaluated, the correction is added to the next term before that term is added to
the partial sum. In case of the Gill-Mgller algorithm (see [14,18] and Algorithm 2)
correction terms are accumulated separately by ordinary summation and finally
the global correction is added to the computed sum.
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Algorithm 1: Kahan Algorithm 2: Gill-Mgller
150 150

2 e«—0 2 p«—0

g fori=1,...,ndo 3 sold — 0

4 temp «— s 4 fori=1,...,ndo

5 y—a;+e 5 s «— sold + a;

6 s+ temp+y 6 p—p+ (a; — (s — sold))
7 e«— (temp—3s)+y 7 sold — s

8 end 8 end

9 return s 9 return s+ p

It can be proven [4,6,7,10,14] respectively, that in case of both compensated
summation algorithms, the computed sums satisfy

8, =Y _ai(l+¢}),le| < 2u+ O(nu®) (Kahan) (3)
1=1
and .
sn=">ai(1+¢e)),le}| < 2u+n’u® (Gill-Moller), (4)
=1

where the unit roundoff u is equal to 2724 or 2753 for IEEE single and double
precision arithmetic, respectively. As long as nu < 1, the constant in (3) is
independent of n. In case of Gill-Mgller (see [7,11,14]) if we assume that nu <
0.1, then the relative error satisfies |} | < 2.1u. It means that if n is not too large,
then s,, computed by Algorithm 1 or 2 is the exact sum of slightly perturbed
input data. Moreover, if all a; > 0, then the relative error of both algorithms is
of the same order as u.

3 Implementation of Parallel Vectorized Algorithms

It is clear that the ordinary summation algorithm (Fig. 1, SumOrd) can be auto-
matically optimized by the compiler to utilize SIMD extensions of modern pro-
cessors. Moreover, it can be easily parallelized using the OpenMP parallel
for construct [20] with the reduction clause (Fig.1, PSumOrd). However, the
optimization of the Kahan and Gill-Mgller algorithms (Fig. 1, SumK and SumGM,
respectively) is not so straightforward because of their main loops with obvious
data dependencies. It should be noticed that in case of the Intel OneAPI com-
piler, one should remember to compile the functions SumK and SumGM using the
option -fprotect-parens which tells the optimizer to honor parentheses when
floating-point expressions are evaluated. Otherwise, the optimizer may reorder
expressions without regard for parentheses if it produces faster executing code
and then the benefits (i.e. the accuracy) of the compensated summation algo-
rithms can be lost.
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//ordinary summation (SumOrd) //parallel summmation
double s = 0; // (PSum0rd)
for (int i=0; i<n; i++) double s = 0;
s += alil; #pragma omp parallel for
return s; — reduction(+:s)
<~ schedule (static)
//Gill-Mgller (SumGM) for (int i = 0; i<n; i++)
double s=0, p=0, so0ld=0; s += al[i]l;
for(int i=0;i<n;i++){ return s;
s=sold+al[il;
p=p+((alil-(s-s0ld))); //Kahan summation (SumK)
sold = s; double s=0, e=0;
} for(int i=0;i<n;i++){
return s+p; double temp=s;
double y=alil+e;
//vectorized Gill-Mgller s=temp+y;
//summation (VSumGM) e=(temp-s)+y;
__mb512d vx,vs,vp,vsold,vt; }
vp = _mm512_setzero_pd(); return s;
vs = _mm512_setzero_pd();
vsold = _mm512_setzero_pd(); //vectorized Kahan (VSumK)
for (int k = 0; k<n; k=k+8){ __mb512d vx,vs,ve,vy,vt;
vx=_mm512_load_pd (&al[k]); vs=ve=_mm512_setzero_pd();
vs=_mm512_add_pd(vsold,vx); for (int k=0;k<n;k=k+8){
vt=_mm512_sub_pd(vs,vsold); vt=vs;
vt=_mm512_sub_pd (vx,vt); vx=_mm512_load_pd (&alk]l);
vp=_mm512_add_pd (vp,vt); vy=_mm512_add_pd(vx,ve);
vsold=vs; vs=_mm512_add_pd(vt,vy);
} vt=_mm512_sub_pd (vt,vs);
vs=_mm512_add_pd (vs,vp); ve=_mm512_add_pd (vt ,vy);
// then apply SumGM to vs }
// then apply SumK to vs

Fig. 1. Ordinary summation (SumOrd), parallelized ordinary summation (PSumOrd),
Kahan summation (SumK), Gill-Mgller summation (SumGM), vectorized Kahan summa-
tion (VSumK) and vectorized Gill-Mgller summation (VSumGM)

The general idea that can be applied to develop vectorized versions of sum-
mation is the divide-and-conquer approach. The main loop of the functions SumK
and SumGM can be divided into v separate loops, where v is the length of vec-
tors used in particular SIMD extension. For the sake of simplicity let us assume
that n is a multiple of v. In case of 512-bit Intel Advanced Vector Extensions
(AVX-512) for double precision v = 8 and v = 16 for single precision, respec-
tively. Then the loop number k, k =0, ..., v — 1, will perform summation of the
numbers ag4y, where i = 1,...,n/v. Note that such partial summations can
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//parallelized and vectorized Kahan summation (PVSumK)
void avkadd(__m512d *vnew,__m512d *vold){
__mb12d vs,ve,vy,vt;
vt = *vold;
Vy = *vnew;

vs = _mmb512_add_pd(vt,vy);
vt = _mm512_sub_pd(vt,vs);
ve = _mmb12_add_pd(vt,vy);
*vnew = _mmb512_add_pd(vs,ve);
}
#pragma omp declare reduction(vkadd:__mb12d:avkadd (&

— omp_out ,&omp_in) initializer ( omp_priv =
< _mm512_setzero_pd())
double PVSumK (int n, double *a){
__m512d vsold,vx,vs,ve,Vy,Vt;
ve = _mmb12_setzero_pd();
vs = _mmb12_setzero_pd();
#pragma omp parallel for firstprivate(vx,vt,vy,ve)
<> reduction(vkadd:vs) schedule(static)
for (int k = 0; k < n; k=k+8){

¥
// the rest of the code as in VSumK

Fig. 2. Parallel vectorized Kahan summation (PVSumkK)

be performed using both Kahan’s and Gill-Mgller algorithms. Finally, v partial
sums are added using the appropriate algorithm (again, Kahan’s or Gill-Mgller).

In order to take advantages of AVX-512 and develop vectorizable implemen-
tations of the considered algorithms we will use intrinsics for SIMD instructions
which allow to write constructs that look like C/C++ function calls correspond-
ing to actual AVX-512 instructions [12]. Such calls are automatically replaced
with assembly code inlined directly into programs. The algorithms VSumK and
VSumGM presented in Fig.1 use two variables of the type __m512d allocated in
processor’s registers: vx is used to store a sequence of v = 8 consecutive num-
bers loaded by the intrinsic mm512_load_pd(), while vs works as the accumu-
lator. The intrinsic mm512_add_pd () is used to perform vectorized summation.
VSumK and VSumGM also need a few auxiliary variables of the type _m512d to
compute corrections using the intrinsic .mm512_sub_pd () which performs a sub-
traction of two vectors. The vectorized version of the Gill-Mgller algorithm uses
mm512_add_pd () to add the vector of v corrections to previously evaluated par-
tial sums.
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//parallelized and vectorized Gill-Mgller summation
// (PVSumGM)
typedef struct GMSum{
__mb512d vs,vp;
} GMSum;
void avzero (GMSum *vnew){
vnew->vp = _mm512_setzero_pd();
vnew->vs = _mmb12_setzero_pd();
}
void avgmadd (GMSum *vnew ,GMSum *vold){
mb12d tvs,tvp;

tvs = _mm512_add_pd(vold->vs,vnew->vs);
tvp = _mm512_sub_pd(tvs,vold->vs);

tvp = _mm512_sub_pd(vnew->vs,tvp);

tvp = _mm512_sub_pd (vnew->vp,tvp);
vnew->vp = _mm512_add_pd(vold->vp,tvp);
vnew->vs = tvs;

}
#pragma omp declare reduction (vgmadd:GMSum:avgmadd (&
— omp_out, &omp_in)initializer (avzero (&omp_priv))

double PVSumGM(int n, double *a){
__mb12d vx,vs,vt,vp,old;
GMSum vsold; avzero(&vsold);
#pragma omp parallel for private (vx,vt,vs) reduction(
— vgmadd:vsold) schedule (static)
for (int k¥ = 0; k < n; k=k+8){
vx = _mm512_load_pd (&alk]);
vs _mm512_add_pd(vsold.vs,vx);
vt _mm512_sub_pd(vs,vsold.vs);
vt _mm512_sub_pd (vx,vt);
vsold.vp _mm512_add_pd(vsold.vp,vt);
vsold.vs = vs;

}
vs = _mm512_add_pd(vsold.vs,vsold.vp);

// the rest of the code as in VSumGM

Fig. 3. Parallel vectorized Gill-Mgller summation (PVSumGM)

The parallelization of the vectorized algorithms VSumK and VSumGM using the
OpenMP parallel for construct with the reduction clause requires a cus-
tom reduction operator to be defined. For that one should use the declare
reduction directive. Figure 2 shows how to define the new vkadd operator pro-
viding its initializer and combiner. The first one is responsible for the production
of the neutral element, while the second one shows how to combine two partial
results. We use the intrinsic .mm512_setzero_pd() as the initializer and the
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user-defined function avkadd() as the combiner. It is responsible for a single
compensated addition of two vectors that hold partial sums computed by two
separate OpenMP threads. Note that both initializer and combiner operate on
the predefined variables omp_priv, omp_in, and omp_out.

Figure 3 shows parallel vectorized Gill-Mgller summation (PVSumGM). Paral-
lelization of the main loop is more sophisticated because one should define two
helper functions avzero() and avgmadd () that work as the initializer and com-
biner of another reduction operator vgmadd. Note that we also have to define the
type GMSum that stores two vectors that holds partial sums and their corrections.
Finally, these two vectors are added using the intrinsic .mm512_add_pd () in the
main OpenMP thread (i.e. outside the parallel region).

4 Results of Experiments

All considered methods have been tested on a server with two Intel Xeon Gold
6342 processors (totally 48 cores with hyperthreading, 2.8 GHz, 36 MB of cache
memory), 256 GB RAM, running under Linux with Intel OneAPT version 2022.
This compiler suite consists of C/C++ and Fortran compilers and high perfor-
mance numerical libraries like MKL. As our test problem we have chosen

n—1

1
Zak Z (k mod m + 1)(k mod m + 2)’ (5)

where for 51mp1101ty we assume that n and m are powers of two. It is well known
that s, = Zk 0 m mﬁl’ thus S, = s, = mL_H The generated
numbers have been shuffled using 2n random swaps of two elements. The meth-
ods have been tested for n = 2°, ¢ = 15,...,30, and m = 27, j = 2,...,6. We
have measured the execution time, selected speedups and accuracy. The results
have been presented in Tables 1 and 2, and Figs. 4 and 5. Note that we have two
implementations of the ordinary summation algorithm, SumOrd — vectorized by
the compiler (column V) and PSumOrd — additionally parallelized using OpenMP
(column P+V). In case of the compensated summation algorithm, we have their
three implementations, namely scalar (columns S, functions SumK and SumGM),
vectorized using intrinsics (columns V, functions VSumK and VSumGM), and the
implementations additionally parallelized using OpenMP (column P+V, functions
PVSumK and PVSumGM). It should be noticed that all functions have been com-
piled using the compiler option 03, i.e. the highest optimization level. It enables
vectorization, inlining of intrinsics, and it is recommended for applications that
have loops using floating-point calculations.

Table 1 presents the relative error for all considered methods but for each
value of n it contains only the results for one value of m, namely the value
for which the ordinary algorithm has achieved the worst accuracy in order to
show how the use of compensated summation improves the accuracy. However,
for fixed value of n, the accuracy of SumOrd for various m is always of the
same order. We can observe that the accuracy of SumOrd and PSumOrd decreases



70 B. Dmitruk and P. Stpiczynski

when the problem size n increases. PSumOrd achieves slightly better accuracy
because the parallel reduction implements a kind of the pairwise summation
approach, which gives more accurate results [6]. Both compensated summation
algorithms mostly give accurate results. For a few cases, the relative error is of the
same order as the unit roundoff, what corresponds to the theoretical properties
presented in Sect. 2. Indeed, for all problem sizes nu < 1, the relative error of
Kahan’s algorithm should not exceed O(u). In case of the Gill-Mgller algorithm
the inequality n?u < 0.1 is not satisfied for n > 22° but even for such values of
n, the relative error is still of order u. Our parallel and vectorized versions of the
algorithms preserve these properties with a reduced number of cases for which
exact results are obtained. It was to be expected because divide and conquer
implementations of compensated summation preserve |e;| < cu but at cost of a
slight increase in the size of the constant ¢ [6,10].

Table 1. Relative error for all considered methods

Ordinary Kahan Gill-Mgller

n m |V P+V S v P+V S v P+V
215123 | 3.7¢-14{1.0e-15| 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 1.2e-16
216192 13.6e-14 | 1.7e-15 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 0.0e-00 | 1.4e—16 | 1.4e-16
2171922 16.1e-14 | 1.5e-15 | 0.0e-00 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 1.4e—16 | 0.0e—00
218192 11.4e-13|6.1e-15 | 0.0e-00 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 0.0e—00 | 1.4e-16
219122 12.4e-13 | 5.8e-15 | 0.0e-00 | 0.0e-00 | 0.0e~00 | 0.0e-00 | 0.0e—00 | 1.4e-16
220193 11.0e-12 | 2.1e-14 | 0.0e-00 | 0.0e-00 | 1.3e-16 | 0.0e-00 | 0.0e—00 | 0.0e—00
2211 2% [1.3¢-122.5¢-14| 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 1.2e-16
22292 12.3¢-12 | 1.0e-13 | 0.0e-00 | 0.0e—00 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 1.4e-16
223193 18.6e-12 | 8.4e-14 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e—00 | 1.2¢-16
2241 2% |1.6e-115.5e-15| 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00
225123 13.6e-11|6.9e-13 | 0.0e-00 | 0.0e-00 | 0.0e~00 | 0.0e-00 | 0.0e—00 | 0.0e-00
226192 13.7¢-11|1.6e-12 | 0.0e-00 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 1.4e-16 | 0.0e-00
227123 |1.5e-10 | 3.7e-12 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e—00 | 1.2e-16
228192 11.5¢-10 | 6.5e-12 | 0.0e-00 | 0.0e-00 | 1.4e-16 | 0.0e-00 | 0.0e-00 | 1.4e-16
229195 13.3¢-10 | 1.2e-11 | 0.0e-00 | 0.0e—00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e—-00
2391 2% [ 4.2¢-103.5¢-11 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00 | 0.0e-00

The performance of SumK and SumGM is up to 8 x slower than the performance
of SumOrd because the source code of these functions cannot be vectorized auto-
matically. Unexpectedly, SumGM is really faster than SumK (up to 2x). The same
is true for VSumK and VSumGM. Both algorithms have the same number of flops,
but probably in case of SumGM, the optimizer can make better use of the scalar
units of the processor. Both vectorized implementations of compensated sum-
mation algorithms are up to 8x faster than their scalar counterparts (Fig. 4). It
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can also be observed that for bigger problem sizes, the performance of VSumGM
is comparable with the performance of SumOrd.

The timing results presented in Table 2, and Figs. 4 and 5 have been obtained
for KMP_HW_SUBSET=1s,24c,1t and KMP_AFFINITY=scatter. These environment
variables allow to control how the OpenMP runtime uses the hardware threads
on the processors. We can recommend to use only one thread per core and to
distribute the threads sequentially among the cores of a processor. The use of par-
allel implementations of considered algorithms, namely the functions PSumOrd,
PVSumGM, and PVSumkK, is profitable for really big problem sizes, i.e. n > 224
(Fig.4). Then the execution time of the algorithms is almost the same. However,
the efficiency of using parallel processing is not very high, because the parallel
loops are not computationally intensive. The speedup of PVSumGM over SumGM
(up to 38x) is worse than speedup of PVSumK over SumK (up to 81x) because its
implementation of parallel reduction is more complicated. Note that the speedup
of PVSumK over SumOrd, and the speedup of PVSumGM over SumOrd, are almost the
same as speedup of PSumOrd over SumOrd, namely up to 8.5x for sufficiently
large problems.

Table 2. Execution time [s] for all considered methods

Ordinary Kahan Gill-Mgller

n m |V P+V S v P+V S ') P+V
215123 16.2e-6 | 0.0022 | 0.0002 | 2.5¢-5 | 0.0023 | 0.0001 | 1.7e-5 | 0.0023
216122 | 1.1e-5 | 0.0038 | 0.0003 | 4.6e-5 | 0.0038 | 0.0001 | 3.1e-5 | 0.0033
2'712212.1e-5 | 0.0041 | 0.0006 | 0.0001 | 0.0041 | 0.0003 | 0.0001 | 0.0040
2181925 5e-5 | 0.0043 | 0.0012 | 0.0002 | 0.0041 | 0.0006 | 0.0001 | 0.0041
219122 10.0001 | 0.0045 | 0.0024 | 0.0003 | 0.0044 | 0.0011 | 0.0001 | 0.0043
220123 10.0002 | 0.0061 | 0.0049 | 0.0006 | 0.0061 | 0.0022 | 0.0003 | 0.0060
2211241 0.0005 | 0.0065 | 0.0097 | 0.0012 | 0.0064 | 0.0040 | 0.0005 | 0.0063
222122 10.0017 | 0.0068 | 0.0194 | 0.0025 | 0.0070 | 0.0082 | 0.0013 | 0.0069
223123 10.0040 | 0.0071 | 0.0389 | 0.0056 | 0.0072 | 0.0182 | 0.0040 | 0.0071
224124 10.0080 | 0.0075 | 0.0779 | 0.0111 | 0.0079 | 0.0364 | 0.0080 | 0.0104
275123 10.0162 | 0.0129 | 0.1558 | 0.0222 | 0.0117 | 0.0730 | 0.0165 | 0.0098
226192 10.0322 | 0.0142 | 0.3116 | 0.0445 | 0.0137 | 0.1461 | 0.0328 | 0.0129
227123 10.0647 | 0.0190 | 0.6234 | 0.0889 | 0.0206 | 0.2917 | 0.0652 | 0.0202
278192 10.1290 | 0.0273 | 1.2468 | 0.1775 | 0.0268 | 0.5833 | 0.1299 | 0.0235
22919251 0.2577 | 0.0397 | 2.4950 | 0.3552 | 0.0420 | 1.1664 | 0.2582 | 0.0405
230121 10.5138 | 0.0604 | 4.9954 | 0.7125 | 0.0613 | 2.3437 | 0.5165 | 0.0609
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Fig. 4. Execution time (left) and speedup over SumOrd (right) for all considered meth-
ods and their implementations
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Fig. 5. Speedup over based methods: SumK (left) and SumGM (right)

5 Conclusions and Future Work

We have shown that Kahan’s and Gill-Mgller compensated summation algo-
rithms that allow to achieve high accuracy of summation of floating-point num-
bers can be efficiently vectorized using Intel AVX-512 intrinsics and parallelized
with OpenMP constructs in order to utilize SIMD extension of modern multicore
processors. Numerical experiments show that for sufficiently large problem sizes
the vectorized Gill-Mgller summation algorithm is as fast as the ordinary sum-
mation algorithm optimized automatically by the compiler. Kahan’s algorithm
is slower, however, both compensated summation algorithms achieve the same
accuracy, much better than accuracy achieved by the ordinary summation algo-
rithm. Both vectorized implementations of the summation algorithms can also be
parallelized using rather easy-to-use and flexible the “declare reduction” con-
struct in order to speedup their execution, but it can be profitable for really big
problem sizes. However, if summation is only a part of implemented problem, for
example when summed numerical values are computed during summation using
a more complicated procedure, then the use of multiple processors can be prof-
itable even for smaller problem sizes. In the future, we plan to implement several
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algorithms for solving such problems (numerical integration, solving ordinary dif-
ferential equations) in order to examine how the use of the parallel vectorized
compensated summation algorithms affects accuracy and performance.
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Abstract. Abstract The current static usage model of HPC systems is
becoming increasingly inefficient due to the continuously growing com-
plexity of system architectures, combined with the increased usage of
coupled applications, the need for strong scaling with extreme scale par-
allelism, and the increasing reliance on complex and dynamic workflows.
Malleability techniques adjust resource usage dynamically for HPC sys-
tems and applications to extract maximum efficiency. In this paper, we
present FlexMPI, a tool being developed in the ADMIRE project that
provides an intelligent global coordination of resource usage at the appli-
cation level. FlexMPI considers runtime scheduling of computation, net-
work usage, and I/O across all system architecture components. It can
optimize the exploitation of HPC and I/O resources while minimizing the
makespan of applications in many cases. Furthermore, FlexMPI provides
facilities such as application world recomposition to generate a new con-
sistent state when processes are added or removed to the applications,
data redistribution to the new application world, and I/O interference
detection to migrate congesting processes. We also present an environ-
mental use case co-designed using FlexMPI. The evaluation shows its
adaptability and scalability.

Keywords: Malleability - Scheduling - High-Performance
Computing - Environmental applications

1 Introduction

One major challenge for efficiently exploiting HPC infrastructures is finding a
balance between the computational and storage I/O resources. This goal is even

This work has been partially funded by the European Union’s Horizon 2020 under the
ADMIRE project “Adaptive multi-tier intelligent data manager for Exascale”, grant
Agreement number 956748-ADMIRE-H2020-J TI-EuroHPC-2019-1, and by the Spanish
Ministry of Science and Innovation.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
R. Wyrzykowski et al. (Eds.): PPAM 2022, LNCS 13827, pp. 77-88, 2023.
https://doi.org/10.1007/978-3-031-30445-3_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-30445-3_7&domain=pdf
http://orcid.org/0000-0002-1413-4793
http://orcid.org/0000-0002-8125-0049
http://orcid.org/0000-0001-5506-1431
http://orcid.org/0000-0002-4767-2045
https://doi.org/10.1007/978-3-031-30445-3_7

78 J. Carretero et al.

more complex when we consider the structure of the I/O stack that includes
multiple storage levels (burst buffers, ad-hoc and back-end storage systems, etc.)
and their interaction with the executing applications. In this context, the use of
malleability provides a new dimension to this problem by allowing it to expand
or shrink both the number of application processes and the number of storage
nodes.

When considering a platform where both the applications and the I/O subsys-
tem are malleable, it is difficult to determine a proper balance between these com-
ponents: HPC applications exhibit significant disparities in I/O requirements,
which may change when the application is reconfigured by malleability. In this
context, new libraries and components of the platform I/0O stack are needed to
enhance the existing components with malleable capabilities. In addition, novel
control mechanisms are also required to execute malleable applications efficiently
and to adapt the I/O stack to the characteristics of each application. In this
context, ADMIRE project, depicted in the next section, provides a solution to
this challenge. This work is mainly focused on depicting the application mal-
leability provided by the FlexMPI library, developed in the context of ADMIRE
project. This work describes the main features of FlexMPI and how it is inte-
grated with the WaComM++ application to improve its performance -by means
of malleability- under different execution scenarios.

The rest of this paper is organized as follows: Sect. 2 contextualizes this work
in the framework of the ADMIRE project; a detailed description of the malleabil-
ity features implemented by the Flex-MPI library is in Sect. 3; Sect. 4 is about the
ADMIRE environmental application focusing on the WaComM++ component;
finally, Sect. 5 is about the conclusions and the future research directions.

2 ADMIRE Project

The ADMIRE project pursues the creation of an active I/O stack that dynam-
ically adjusts, computes, and storage requirements through intelligent global
coordination, the elasticity of computation and I/O, and the scheduling of stor-
age resources at all levels of the storage hierarchy. We are developing a software-
defined framework based on scalable monitoring and control principles, sepa-
rating control and data paths and orchestrating key system components and
applications through embedded control points.

The framework consists of the following new active main components:

— an ad-hoc parallel storage system, such as GekkoFS [18] and Hercules [14]
reducing the pressure on the back-end parallel file system and improve check-
pointing performance;

— malleability management will cost-effectively balance I/O and compute per-
formance via dynamic scaling of application resources;

— an I/O scheduler [8] will offer end-to-end quality-of-service guarantees for
the whole storage stack and reduce data movement. The orchestration of
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the entire system, the global monitoring, and performance profiling feed the
intelligent controllers coordinating storage allocation and access through con-
trol points installed in these three new active components, the job sched-
uler, and the applications. Our software-only solution will offer quality-of-
service (QoS), energy efficiency, and resilience. The approach proposed in the
ADMIRE project enables I/O interference mitigation. This feature is enforced
by a globally coordinated minimization of data transfers between storage tiers.
Furthermore, the minimization is performed while conveying and enforcing
end-to-end QoS needs.

— an Intelligent Controller that holistically coordinates with each other based
on global monitoring information and application profiles through control
points embedded in each of them.

Figure 1 shows the architectural blocks of the ADMIRE framework.

However, to efficiently balance the computational and storage I/O resources
of the platform by combining malleability and I/O control mechanisms to
enhance the execution of multiple applications is a challenging goal in HPC
systems [13]. Therefore, in ADMIRE project, new strategies for improving the
system performance are based on closer cooperation between the I/0O software
stack, the scheduler, and the running applications. To achieve those goals, we
enhance the FlexMPI environment developed by UC3M [7] to cope with these
challenges.

3 FlexMPI

FlexMPI is a library based on MPI whose primary goal is to provide malleabil-
ity facilities for MPI-based applications. FlexMPI is implemented on top of the
MPICH implementation. It makes it fully compatible with the MPI features and
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allows it to integrate with any existing MPI-based application easily. Currently,
FlexMPI can be implemented with C/C++ and FORTRAN applications. The
structure of FlexMPT includes several blocks (See Fig. 2) that provide four main
functionalities: monitoring, load balancing (LB), dynamic process management,
and data redistribution. FlexMPI also provides prediction features for compu-
tational needs, I/O behavior, and power prediction models. This work describes
the four basic blocks that provide essential support for malleability.

The purpose of the monitoring block is to collect performance metrics for
each parallel application process during its execution. The applications we target
are iterative and alternate computation and communication phases. The com-
putation phases are monitored using hardware counters (via PAPI [2]), and the
communication routines are tracked by using the MPI profiling interface (PMPI),
which allows profiling the communications without modifying the source code of
the application. The implementation uses low-level PAPI interfaces to track the
number of floating point operations, F'LOPs, the real-time, Treal (i.e. the wall-
clock time), and the CPU time, Tcpu (i.e. the time during which the processor
is running in user mode).

The dynamic process management is responsible for assigning the unused
computational resources (compute cores) to the newly executed process or to
the ones already being executed when the number of processes has been changed
through malleability. The dynamic process management determines how many
processes have to be created or destroyed, and the Resource Manager is responsi-
ble for deciding, for each reconfiguration, which specific cores must be allocated
or released.
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The load balancing functionality receives as input the per-process values
for the performance metrics measured via monitoring. When load imbalance
is detected, the algorithm determines the new distribution of workload based on
the per-process performance metrics. Although monitoring can be performed
at every iteration, load balancing is only triggered every sampling interval-
consisting of a fixed number of iterations-to reach a trade-off between the over-
head of this operation and the performance gain related to it.

FLOP;
Treal (1)

The load balancing algorithm first computes the M F' LOPS that each process
i has executed during the previous sampling interval. M FLOPS; is defined in
Eq. 1 as the ratio between the number of floating point operations F'LOP; and
the actual execution time T'real; during a given sampling interval.

MFLOPS,; =

MFLOPS; .
r_ MFLOPS,

The fraction of the workload assigned to process i is computed in Eq.2. It
depends on the relative computing power (RCF;) of a process i, which is com-
puted as the M FLOPS; divided by the total MFLOPS for all of the processes.
RCP estimates workload distribution on parallel applications since it provides
a normalized value of a process’s computational power relative to the whole
system’s computational power.

Figure 3 shows the integration of FlexMPI with the Intelligent Controller in
ADMIRE framework. FlexMPI is linked with applications for exploiting com-
puting and storage malleable features. As a result, the application’s source code
modifications are reduced. Four operations are introduced in the code: initialize
FlexMPI, declare the redistributed data structures, define the malleable code
section, and start or stop the application monitoring.

When FlexMPI is active, the application workload is redistributed when: (1)
the application is executed in exclusive compute nodes but is unbalanced or
(2) the application is executed in non-exclusive compute nodes, and long-term
external load is detected. Note that short and isolated external workloads do not
affect the application’s overall performance and do not trigger the load balance
feature.

In HPC applications, the data is usually distributed -rather than replicated-
between processes, which requires redistribution to move the data between pro-
cesses each time a load balance operation is carried out. FlexMPI includes a
data redistribution functionality which handles both one-dimensional (e.g. vec-
tors) and two-dimensional (e.g. matrices) data structures, which may be either
dense or sparse. The developer must register each data structure, which will
need to be redistributed due to load balance operations. The registering func-
tion (XMPI Register) receives as input the pointer to the data structure and
the size of the data structure.

RCP; =
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Depending on domain decomposition, a Flex-MPI-enabled application lever-
ages the provided data structure footprint, the number of elements, and the
dimensions of rows and columns.

FlexMPI can manage several data structures when registered using the same
type of domain decomposition.

Once the load balancing functionality has computed the RCP of each PE
and the new workload distribution has been mapped to a data partition, the
data redistribution functionality: (i) computes the range of data associated with
the new workload partition of every process, and (ii) moves the data from the
previous to the new processes.

XMPI-Monitor-end returns -on behalf of
the data redistribution functionality- the new count and displacement for the
new data mapping used by each process. MPI standard messages are used to
move data between MPI processes efficiently.

4 A Malleability Use Case: WaComM+-+

The Environment Application workflow produces operational weather and
marine forecasts and/or on-demand ad-hoc environmental simulations for sce-
narios and what-if analysis [9].

The Environment Application workflow can be seen in Fig. 4.

The computation starts when the initial and boundary conditions from
NCEP Global Forecast System (GFS) are available for download. Once the
GFS data has been downloaded, the computation workflow engine DagOn-
Star® [10,16,17] performs data pre-processing, operation that is required by
the Weather Research and Forecasting (WRF) numerical model engine. Finally,
the results from WREF, both raw and a more processed and refined output, are

! https://github.com/dagonstar.
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moved into a high-performance accessible and available storage. The refined out-
put is converted to be represented in the spatial domain (regular latitude and
longitude), and diagnostic variables enrich it. Note that the results provided by
WRF are also used for other models to predict marine and air quality in the
evaluated regions.

WaComM++ (Water Community Model) is a pollutant transport and diffu-
sion model that operates over the model outputs. In this case, the WRF model
outputs feed the WaComM++ model alongside the Campania Region coastal
pollution emission sources database.

WaComM++ is a Lagrangian model that simulates marine pollutants’ trans-
port and diffusion processes. WaComM++ is a model component of the oper-
ational model chain at the Center for Monitoring and Modelling Marine and
Atmosphere applications (CMMMA)? of the University of Naples “Parthenope”.
The WaComM-++ system can be used in different ways: (i) as an ex-ante
decision-support tool, for example, to aid in selecting the best suitable areas
for farming activity deployment; (ii) as an ex-post simulation tool for improv-
ing the management of offshore activities. WaComM++ supports three levels of
hierarchical parallelization: (i) the distributed memory enforced by the use of the
Message Passing Interface (MPI) library; (ii) the shared memory paradigm to
leverage on the modern multicore architectures thanks to the OpenMP library;
(iii) the multi-GPU computing implemented with the NVIDIA CUDA toolkit.

WaConM++ is characterized by a parallelization schema based on hierarchi-
cal and heterogeneous computation.

WaComM++ has been designed with hierarchical parallelism in mind. Nev-
ertheless, some requirements have been strongly driven by the transport and
diffusion Lagrangian model, for example, the need for data exchange using stan-
dard and well-known formats. For each time interval to simulate (i.e., one hour),

2 https://meteo.uniparthenope.it.
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the total number of particles is distributed between the available processors in
an MPI distributed memory fashion. Each processor distributes its duty between
the available threads leveraging OpenMP. If one or more CUDA-enabled GPUs
are available, each thread partitions its particles’ computational burden between
the GPUs. The application has been designed to exploit a three level heteroge-
neous parallelization model supporting multiple CPUs, multi core CPUs and
NVIDA CUDA general purpose GPUs (Fig. 5).

WaComM++ [11] algorithm is an evolution on the Lagrangian Assessment
for Marine Pollution 3D (LAMP3D) algorithm [1]. This algorithm computes the
pollutants and evaluates the water quality near the mussel farms. To increase
the potential of LAMP3D, WaComM++ has optimized its internal algorithms,
and some features, such as parallel-computing techniques in shared memory
environments or checkpointing and restarting, have been included.

WaComM++ aims to predict the concentration of pollutants surrounding
the mussels’ farming areas, giving the expert a tool to estimate the potential
risks to human health.

In the ADMIRE project, WaComM++ has been selected as a use case for
testing the malleability features by integrating FlexMPI. This decision is moti-
vated by means of WaComM++ because it supports distributed memory par-
allelization (MPI), and the main algorithm is iterative (note that FlexMPIT is
designed for iterative applications).

Figure 6 shows the integration of FlexMPI and WaComM++. In order to
include malleability features in the source code, FlexMPI provides a set of func-
tion calls that have to be included by the developers. These functions wrap
specific MPI function calls to configure the FlexMPI environment and expand
or shrink the application processes. Algorithm 1 describes the WaComM++ ker-
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nel iteration schema, including the code sections where the FlexMPI function
calls should be placed -at the beginning and end of the main function and the
beginning and end of the parallel loop-.

Algorithm 1 WaComM++ kernel simplified algorithm.

1: MPI_Init()
2: while sim_time < total_time do
3:  EMPI_Monitor_init()

4 if rank ==0 then

5 Generate_new_particles()

6: Calculate_displacements_vcounts()

7:  end if

8 M PI_Broadcast(displacements, vcounts)

9: M PI_Scatter(particles)

10:  for all HCAs in the Subnet do
11: Compute_particles()

12:  end for

13: M PI_Gather(particles)

14: if rank == 0 then

15: Remove_died_particles()
16: Do_checkpoint()
17 end if

18:  stm_time + +

19:  EMPI_Monitor_end()
20: end while

21: MPI_Finalize()

Figure 7 shows the behavior and the performance of a malleable execution
of WaComM++ when the particles increase every iteration. Note that the com-
putation will become a bottleneck if the number of processes keeps constant.
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However, this problem can be avoided by expanding the number of processes
in runtime when the load achieves a certain threshold. In this case, the compu-
tation becomes a bottleneck when the application has allocated the maximum
number of resources the scheduler provides.

Figure 8 shows the behavior and the performance of another malleable execu-
tion of WaComM++. However, in this case, the algorithm focuses on those par-
ticles in a concrete region of the spatial domain. As the particles are constantly
moving, the algorithm will compute only those within a range of longitudes and
latitudes. So, in this case, the particles can increase and decrease every iteration.
The most exciting characteristic of Fig. 8 is given by the line that shows the par-
ticles per second (in yellow) and the bars that show the number of processes (in
orange). As can be seen, if the number of particles increases, FlexMPI expands
the application processes to provide extra computation resources. However, if the
number of particles decreases, FlexMPI shrinks the processes. FlexMPI includes
load-balancing algorithms to expand and shrink the application processes trying
to maintain the same computation load between the processes, achieving a good
trade-off in terms of computation power versus resource utilization.
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5 Conclusions

This paper describes FlexMPI, an MPI extension that provides malleable capa-
bilities to iterative SPMD MPI applications and is developed in the scope of the
ADMIRE project. FlexMPI enables MPI applications to expand or shrink the
application processes at runtime to adapt the application performance to the
existing execution conditions. The results described in this paper demonstrate
the computational malleability as a promising paradigm in HPC that could
be fully exploited in GPU, cloud, and edge computing scenarios [4,15]. In this
paper, the evaluation has been done using WaComM++ as a use case, a three-
dimensional Lagrangian model that implements an evolution of the LAMP3D
algorithm.

The experimental section shows two evaluation scenarios of WaComM-+-.
The first is a scenario in which the particles (as well as the computational load)
increase every iteration. In the second, the particles increase or decrease in every
iteration, depending on their position in the spatial domain. Both use cases
leverage FlexMPI to adapt the number of processes to the current workload
depending on the number of existing particles. As a future work, in the scope
of the ADMIRE project, we propose extending FlexMPI to provide compati-
bility with other programming languages, such as Python, and including MPI
Sessions for managing the existing and newly created group processes. Further-
more, WaComM++ will be extended to support other ADMIRE components
as the intelligent controller and the ad-hoc file system [3,6]. Finally, from the
computational malleability perspective, WaComM++ will be tested in virtual-
ized /remoted GPU environments [12] and real-world applications [5].
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Abstract. In the last years, the portability term has enriched itself with
new meanings: research communities are talking about how to measure
the degree to which an application (or library, programming model, algo-
rithm implementation, etc.) has become “performance portable”. The
term “performance portability” has been informally used in computing
communities to substantially refer to: (1) the ability to run one applica-
tion across multiple hardware platforms; and (2) achieving some decent
level of performance on these platforms [1,2]. Among the efforts related
to the “performance portability” issue, we note the annual performance
portability workshops organized by the US Department of Energy [3].
This article intends to add a new point of view to the performance porta-
bility issue, starting from a more theoretical point of view, that shows
the convenience of splitting the proper algorithm from the emphover-
head, and exploring the different factors that introduce different kind of
overhead. The paper explores the theoretical framework to get a defini-
tion of the execution time of a software but that definition is not the
point. The aim is to show and understand the link between that execu-
tion time and the beginning of the design, to exploit what part of any
program is really environment-sensitive and exclude from performance
portability formulas everything is not going to change, as theoretically
shown.

Keywords: parallel computing - performance portability - overhead -
algorithms - software

1 Introduction

In the last years, the portability term has enriched itself with new meanings:
research communities are talking about how to measure the degree to which
an application (or library, programming model, algorithm implementation, etc.)
has become “performance portable” [4]. The terms “performance portability”
has been informally used in computing communities to substantially refer to:
(1) the ability to run one application across multiple hardware platforms; and
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(2) achieving some notional level of performance on these platforms [1]. Among
the efforts related to the “performance portability” issue, we note the annual
performance portability workshops organized by the US Department of Energy
[3].

Notes from a meeting on the subject held in 2016 highlight the lack of a “uni-
versally accepted definition of performance portability”, observing that “several
attempts were made by various speakers to take a crack at it” [5]. How could so
many researchers be said to be working towards a common goal, if they could
not agree upon what it was? The attendees all ascribed importance to the term
performance portability even if no precise meaning was agreed upon. Increasing
microarchitectural diversity and specialization had created challenges to address
in software, impacting the performance and portability of applications and the
productivity of the programmers creating them. An ecosystem was beginning to
develop around frameworks promising to improve performance portability and
maintainability [6]. In the absence of precise definitions, subjectivity prevailed,
community has made significant progress towards shared terminology, and we
are closer to a universally adopted methodology for assessing performance porta-
bility and programmer productivity than ever before [7], but in our opinion they
are still very vague concepts, too difficult to define first that to measure.

This article intends to add a new contribute to the performance portability
issue, starting from a more theoretical point of view, that shows the convenience
of splitting the proper algorithm characteristics from the overhead, and exploring
the different factors that introduce different kinds of overhead. The aim is to
show and understand the link between that execution time and the beginning of
the design, to exploit what part of any program is really environment-sensitive,
suggesting to exclude from performance portability formulas - that generally
involves the execution time of the software on a given hardware - everything
that is not going to change, as theoretically shown.

The performance evaluation framework we start from is the one described
in [8-12] and here briefly described in the first section to get the definition we
need. In [9] authors also show examples of application of the framework to get
parameters for a matrix-matrix multiply problem.

The framework is modular and can be as complicated as we want to match
hybrid and/or heterogeneous parallel architectures. The increasing need for par-
allel and scalable software, ready to exploit the new exascale architectures, leads
to the development of many performance models, mainly based on architecture
features [13-17] or especially made for choosen algorithm classes [18-20]. The
model we present here is mainly focused on the dependencies among the com-
putational tasks of the algorithm and is meant to be as general as possible.

2 The Performance Evaluation Framework

Starting from some preliminary concepts about a new performance evaluation
framework described in a conference paper [8], we summarize a performance
model useful to estimate the execution time of an algorithm on a specific piece
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of hardware, when an actual measurement is not an option (e.g. unavailability of
hardware). That framework allows to choose a level of abstraction for problem
decomposition and algorithm description which determines the level of granu-
larity in the performance analysis. A set of parameters are used both to describe
the problem and to compute cost and overhead of the algorithm, starting from
the problem decomposition.

In that paper, the authors address basic structural features of algorithms
which are dictated by data and operator dependencies [8-10,21]: by giving the
key definition of dependency relation on a set, they consider the set of all com-
putational problems I" and any element By € I where N is the input data size,
called the problem size.

2.1 Decomposition of a Problem

Any By can always be decomposed in at least one finite set of other com-
putational problems, called decomposition of Bp. Given a decomposition in k
sub-problems By, called Dy, and taking into account the dependencies among
such sub-problems, they build a dependency matriz or decomposition matriz’
M p, where in each row we put sub-problems independent of one another, but
dependent on those in the previous rows.

Given Dy, the number of column of Mp, , say cp,, is the concurrency degree
of By, and its number of rows, say rp,, is the dependency degree of By, accord-
ing to the actual decomposition, so that the dependency degree measures the
amount of dependencies induced by the chosen decomposition. Hence, number
and size of sub-problems determine the granularity of such decomposition. By
choosing a proper granularity, we can modulate the level of detail for the perfor-
mance analysis of an algorithm with this approach. Therefore, the decomposition
matrix allows us to identify some properties of the algorithm design, such as the
concurrency available in a problem when we choose a decomposition rather than
another.

2.2 Algorithm

The next step is to assign the identified sub-problems to the computing machine.
Let M p be a computing machine equipped with P > 1 processing elements with
specific logical-operational capabilities? called computing operators of M p, and
collected in the set without repetitions Copp, = {Ij}je[&q,l], where ¢ € N,
characterizes logical-operational capabilities of the machine M p.

In [8] the definition of algorithm is given as the partially ordered set of
k operators Ay p, with not necessarily distinct elements, where each operator
solves a sub-problem in the decomposition Dj. Operators of Ay p inherit the

Y Decomposition matriz is the name we preferred in this work, but in [8] it is referred
as dependency matrix.

2 These can be basic operations (arithmetic,...), special functions evaluations
(sin, cos, .. .), solvers (integrals, equations system, non-linear equations. . .).
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dependencies existing between sub-problems in Dy, but not the independences,
e.g. two operators may depend on the availability of computing units in Mp
during their executions [21]. Therefore, each algorithm is related to a problem
decomposition, and each problem decomposition can be related to more than
one algorithm, inducing an equivalence relationship among algorithms used to
the same problem. As a consequence, all the algorithms are split in equivalence
classes based on the problem decomposition they come from. They are also
characterized by a unique complexity value, where the definition for complexity
is the cardinality of the decomposition:

Definition 1 (Complexity). The cardinality of Ak p is called complexity of
Ay p. It is denoted as C(Ag,p). That is C(Ay,p) = card(Ay.p) = k.

Defining a second dependency relation between operators in an algorithm,
the so-called execution matriz & p of order r¢ X P can be defined, where in
each row we put operators independent of one another and dependent on those
in the previous rows. These dependencies refer to relations among computations
which need to be satisfied in order to compute the problem solution correctly.
Inside an equivalence class, the algorithm which solves a problem according to a
decomposition and which is executed on a machine with just one processor is a
sequential algorithm and its execution matrix has just one column, since P = 1.

In [8] other definitions and results are given, under the strong hypothesis
that all the operators in considered algorithms have the same execution time
tealc, but there is the general cases, taking into account algorithms that consist
of different steps, each with specific computing characteristics.

In both the cases the number of rows rg of & p is directly related to the
execution time of the algorithm executed with P processing units. We will see
that the execution matrix size is related to the algorithm cost, and, in case of
zero elements in the matrix, to the algorithm overhead.

Let’s associate execution time ¢; (measured, for instance, in seconds) to each
I' € Copp,. If I' = @, we set ty = 0.

Let tcqie be the execution time for one floating-point operation that here
is considered the time unit. We assume that® all the operators have the same
execution time t.q.* in order to define:

Definition 2 (Execution time). Given the algorithms Ay p executed with P
computing units, the quantity

T(A}C’p) = Tfk,p -t (1)
is called execution time of A p.

Given the well known general definition of Speed Up [22] as the ratio between
the execution times of a sequential algorithm and a parallel one, authors in [§]
specify the Speed Up for algorithms in the same equivalence class,

3 For the general case, look at [12].
4 This assumption is necessary to compare two algorithms.



Algorithm and Software Overhead 93

Definition 3 (Speed Up). Given the algorithms Ay p executed with P com-
puting units, the ratio

k

T&e p

S(A]“p) =

(2)
is called Speed Up of Ay p in its equivalence class.

Notice that, according to Definition 1, k is the unique complexity value char-
acterizing the algorithms class, proportional to the execution time of the sequen-
tial algorithm in the class.

Given two different decompositions Dy, and Dy, with k; # k;, given two
different machines with two different number of processors P, = 1 and P > 1,
for the two corresponding algorithms, Ay, p and Ay, ;1 we define the General
Speed Up of the parallel one respect to the sequential one, as the product of
the Scale Up between the two decompositions® and the classical speed up of the
parallel one.

Definition 4 (General Speed Up). The ratio

k; k’j TfA,w,l
GS(Ak;,ps A, 1) = SC(Dy,, D) - S(Ag,;p) = 7 = : (3)

kj TgAkj,P TgAkj.P

is called General Speed Up of Ay; p respect to Ay, 1.

Note that the ideal value of the General Speed Up is not limited by the number
of processing units P.

2.3 Algorithm Overhead

Let @) denote the cost of Ay p. The cost is defined as the product of the execution
time and the number of processors utilized [22]. In this mathematical settings it
holds that

Proposition 1. The cost Q can be written as

Q(Ak,P) =C&.p "TEkp - t. (4)

Notice that, if cg, , = 1, the cost is the same of the execution time.

The definition of overhead of Ay p that we found in [§] is the first one we
deal with in this article: it is intended as the total time spent by all the pro-
cessing elements waiting for other processing elements to complete their tasks.
Notice that is doesn’t depend on the hardware/software environment, but for
the number of computing unit of the machine.

5 Scale Up is defined in [8] as the ratio SC(Dx,, Dy;) = % and it measures the differ-
J
ence between the two algorithm respect to the number of operations they perform

to solve the same problem.
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Definition 5 (Algorithm Overhead). Given the algorithms Ay p executed
with P computing units, the quantity

Oh(Ay.p) = (Q(Ar.p) — k) -t = (cey p e, » — C(Arp)) - L (5)
is called overhead of Ay p.

Since the cost of an algorithm is related to the size of the execution matrix,
they also show that

Theorem 1. It holds
Oh(Ay.p) > 0. (6)

It follows that the overhead is minimum when the matrix has zero empty
elements.

In [12] authors remarks that the so-defined overhead depends directly on the
operators “time weight”. Since, they are here seen as black boxes with their own
execution time, we don’t need to know the way they work, and the weight could
be different on different machines. However, given an operator and a particular
execution machine, the weight is to be considered as fixed. Notice that the oper-
ator itself may contain other kind of “overhead” (for example memory access
overhead), that should be treated separately, in a modular fashion, in order to
understand which one introduces it more and which one can be substituted with
a more efficient one. This can also suggest to change the problem decomposition,
if needed.

Let Ef(Ag,p) := % be the efficiency of A, p where P > 1. It is also
proved that it is inversely proportional to the size of the execution matrix & p.

Theorem 2. It holds that

k
Ef(App) = —————. (7)
Cepp " Tk P
It is easy to verify that it’s always E f(Ax p) < 1 and we get the maximum value
of efficiency when the overhead is minimum.

2.4 Memory and Communication

From now on, we consider memory accesses performed by an algorithm and
we assume, for simplicity, that to each access corresponds one read/write of a
single data. Moreover, we assume that computations and memory accesses are
not performed simultaneously, instead they depend each otherS.

Given the set of elementary operators of Mp we introduce memory access
operators corresponding to the memory access (read r(-)/write w(-)) of process-
ing elements of Mp and the set

OAmp ={r();w(")}
Now we can define

6 This is an initial, not realistic, assumption.
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Definition 6 (Memory Accesses set). The ordered set (whose elements
should not be different) of accesses operators of Mp

ACy p = {oag(+),0a1(-), ...oar(-)}

where

0ai(-) € OAm,

is called memory accesses set of the algorithm Ay p. Moreover we consider the
surjective correspondence

7 :0a;() € OApm, <—>If’ € App. (8)
Note that card(ACy p) > card(Ag p) = k.

Let us remind that 3;; ¢, , is the “time weight” of each considered operator
(seen as a working black box), according to the chosen decomposition and respect
to the execution time unit t.q;., but let us assume from now on, that they are

all equal to 1, that is all the computing operators have the same execution time

7
tcalc .

Suppose that®

— memory hierarchy has L > 2 levels?,

the data type is fixed

— we can access no more than nd data of the fixed type in the (mean) memory
access time unit at level [ ¢, _ =~ (bandwidth)

_ ¢

mem = tealc 8, with § > 1 and 0 <[ < L is a level of the memory hierarchy

We will say that an operator needs meanly time ¢, to get a data of the
fixed type from the memory hierarchy on the given machine.

Then we say that two operators oa; € ACy p and oa; € ACy p are inde-
pendent from each other if they correspond (according to %) to independent

operators in Ay p or they correspond to the same operator in I}* € Ay p but are

related to different data and they must be executed both before or after I f’ In
this case we write oa; <~ oa; and oa; < oa;, or oa; <+ oa;.

Definition 7 (Memory Matrix). Given the algorithm Ay p, its execution
matrices & p and its memory accesses set ACy, p, we define the memory matrix
of Ag.p as AMy, pna defined in ACy p of order rap X can, with cay = nd'?,
such that Vi € [0,7am — 1,5 € [0, can — 1]:

— its elements ac; ; = oay, € ACy p or ac; ; = O;

" There is no loss of generality because any operator can be rewritten as a number of
elementary operators with execution time tcqic.

8 This is a semplified and very general logical description of a memory hierarchy
behavior useful to the aim of the framework. Of course it could be adapted to an
actual architecture, but the following definitions hold the same.

9 Level 0 is the fastest one.

10 Tn general cap < nd, but we can assume cay = nd without loss of generality.
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-Vje[0,cam —1], Vke€[0,cam — 1], Vi€ [0,7anm — 1] it is aco; < ac; i
- 3dg€0,cam — 1] such that ac;j «— aci—1,4Vj € [0,can — 1]
-Vie [17TAM - 1]7] € [OchM - 1]7k € [O7CAI\/I - 1} aCy,j < AC4 k

Basically the memory matriz is built in the same way of the decomposition and
execution matrices, possibly much greater of the execution matrix if the access
operator we consider moves a single data and the algorithm is data-driven.

Definition 8 (Memory Time). Algorithm A p, with memory matric
AM}, ppnd, has memory access time:

TM(Ak,P7 nd) =7AM * tmem (9)
where tmem 18 the (mean) memory access time unit in the memory hierarchy.

Let now consider the communication matrix CMy p of order roar X com
where copr < P, defined in ACy p considering a communication like the (L +
1)—th level of the memory hierarchy (the lowest), with an unitary communication
time tL = teomm [23], and built analogously to the memory matriz. Then we

can define

Definition 9 (Communication Time). Be the algorithm Aip and
Trr(Ag,p,nd) its memory access time, we define the communication time as

Tecomm(Ax,p,nd) =1 - teomm (10)

2.5 Software Execution Time

Consider that memory access, communication and computation can be per-
formed partially in parallel. This means that we need to build a new matrix

Definition 10 (Global Matrixz). The global matrix of the software related to
the Ay, p algorithm, of order rgiopal X Cgiobal With Cgiopar < cg+nd-+conm columns,
is such that Vi € [0, 7gi0par — 1],7 € [0, cgiobar — 1]:

— its elements el; j = oay, € ACy p orel;; = I € Coppm, or el;; = @;
-Vje [0, Cglobal_l]a Vk € [O,Cglobal—l], Vi € [Oarglobal_l} itisely; «+ el;k
~ g€ [0, par — 1] such that elij — el 1,477 € [0, cgiopar — 1]

- Vi e [17Tgl0bal — 1},]‘ S [07cgl0bal — 1}, ke [0, Cglobal — 1] elm > eli,k

The shape of the global matriz does not depend only on the number of rows and
columns of the three matrices, because we know that their rows have different
“weights”: each row has a different weight according to the maximum weight
of its elements. Several rows of &, p can correspond to one row of AMj, p,q or
C My, p and several rows of AM}, pnq can correspond to one row of C My, p.
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Definition 11 (Global i-th row Execution Time). The global i-th row exe-
cution time is defined as

teomm if the i-th row includes a comm. op.
Tgéw (Ak,p,nd) = { tmem if the i-th row includes a mem. op. and no (new) comm.

teale if there isn’t any mem. or comm. op.
(11)
Then we can define at the end

Definition 12 (Global Software Execution Time). The global software
execution time is defined as

Tglobal_l

Tgsw(Aep,nd) = > Tgby (App,nd). (12)
1=0

3 Performance Portability

It is clear from this theoretical description that the most of a good design is
portable everywhere. What a programmer have to deal with is

— Avoiding communications [4,25-27] to keep the communication matrix as
short as possible

— Avoiding to access the memory to keep the memory matrix as short as possible

— Work with the principle of locality in mind to keep t,,em as lower as possible
[28]

— Decompose the problem keeping the concurrency degree as higher as possible

— Coding minimizing the algorithm overhead

Parameters that can help are

— Computational Intensity of the software (see [11,24]): the number of opera-
tions per memory accesses. It measures how intensely Ay p computes with
data, once it has been received, and is defined as the ratio

r
o 2
D =081y,

— Communication Intensity of the software (see [11]): the number of communi-
cation per operations. It measures how intensely Ay p needs to communicate
to compute the solution, and is defined as the ratio

Cr(SW) =

rem

C’OTTL](SW) = -
E

Now, we want to distinguish two kind of software overhead:

1

— Memory Overhead: the ratio Ohpypp = f‘tmm describing how much slower!

calc

than computing the access to a level of memory is, and

1 Meanly.
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— Communication Querhead: the ratio Ohcopm = ti‘”””" describing how much

calc

slower!'? than computing the communication of a single data is.

ORY;pas and Ohconra are the characteristic of the hardware/software envi-
ronment that we need to know once we have build the global software execution
matriz, and they are the only two parameters we really need to compare each
time we move the algorithm from an environment to another one, in order to
estimate the actual performance.

They do not depend on the algorithm or the application we developed, and
this estimation are not portable.

4 Conclusions

The paper explores the theoretical framework to get a definition of the execution
time of a software but that definition is not the point, of course: moreover, it
is easy to show that the definition is a rewriting of other well known formu-
las [21,22], so we don’t discuss the “execution time prediction“ and keep the
hypothesis about the machine very general, even if the framework is modular
and can be as complicated as we want to match hybrid and/or heterogeneous
parallel architectures'3. The aim of the description we make in the previous sec-
tions is to show and understand the link between that execution time and the
beginning of the design, or the decomposition of the problem. The parameters
we exploit are useful to understand the characteristics of an algorithm and the
software we build from it. Basically, our point is that the key for a good perfor-
mance portability is in the decomposition. We notice that today the discussions
about performance portability go so far as to suggest to loose performance as
long as it is portable: is this something that can have sense in HPC field? This
is the question. Of course, a good algorithm and software design means a lack of
productivity in many cases, because it needs many hours of coding and lots of
trials, so the answer can be that the community looks for a portability solution,
but we believe that a strong theoretical background about decomposition, per-
formance parameters, and modular parallel design can be the most helpful tool
for programmers to improve the performance portability of their application, or
at least what is possible to port of their performance.
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Abstract. The paper describes the results of some benchmarking tests
aimed to verify and validate all the solutions implemented during the
deployment of a HPC heterogeneous resource acquired by the data cen-
ter of the University of Naples “Federico II” thanks to the funds of the
IBiSCo (Infrastructure for Big data and Scientific COmputing) Italian
National Project. The first set of benchmarks evaluates how the network
interconnection technologies affect the inter- and intra-node communica-
tions of GP-GPU workloads. The second set evaluates the performance
of the Lustre parallel file system to ensure an efficient environment for
data-intensive applications. The tests, especially those that analyze the
lower level of the middleware (micro-benchmarks), seem to confirm the
ability of the resource to guarantee the expected performance.

Keywords: Benchmarking * High Performance Computing *
Heterogeneous Computing * GP-GPU - InfiniBand * NVLink *
Lustre - CUDA + RDMA - UCX - MPI

1 Introduction

In the first half of the 1990s, Thomas Sterling and Donald Becker built a cluster
of networked computers, called Beowulf [35], as an alternative to large supercom-
puters. At the time, their idea of providing “Commodity Off The Shelf (COTS)”
based systems has been a great success. This idea is still valid and can inspire
the realization of HPC computing systems, whose computational power is far
from that of the most powerful computers in the world, but whose architec-
ture is already compliant to incoming exascale era systems (e.g., see The Exas-
cale Computing Project (ECP) of U.S. Department of Energy [32]). Most likely,
these systems will respond to the following description: multi-node systems, con-
nected by high performance networks, where each node will have a high level

of internal parallelism which will be also made available by technologies such as
NVIDIAgand Intel@Xe GPUs.
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In such context, the data center of the University of Naples “Federico II”
acquired, thanks to the IBiSCo (Infrastructure for Big data and Scientific COm-
puting) project funds [28], a heterogeneous computational resource [2]. The use
of heterogeneous features aims to ensure the best use of resources for differ-
ent scenarios applications, such as distributed memory computing, GP-GPU
(General-Purpose computing on Graphics Processing Units) accelerated work-
loads and their combinations (e.g., see [3,4,6,7,10]).

In the context of High Performance Computing, it is a common practice to
evaluate performance (in terms of speedup, throughput, I/O speed, etc.) as a
response to the HPC workload [17]. For this purpose, there are different suites
of benchmarks, among the main ones:

e The Standard Performance Evaluation Corporation (SPEC) [31] is a consor-
tium whose goals are to provide the industry with performance measurement
tools since 1994. The development of the benchmark suites includes tools to
analyze all the components of computing systems: from processors to compil-
ers, from interconnects to run-time libraries. In the context of HPC systems
can be considered: the SPECmpi for evaluating MPI-parallel performance
across a wide range of cluster and SMP hardware emphasizing the perfor-
mance of the type of computer processor, the number of computer processors,
the communication interconnect, and the shared file system. The SPEChpc
provides a set of application benchmark suites using a comprehensive mea-
sure of real-world performance offering well-selected science and engineering
codes that are representative of HPC workloads.

e The HPC Challenge (HPCC) benchmark suite [15] was developed to provide
a set of standardized hardware probes based on commonly occurring compu-
tational software kernels such as some parallel BLAS operations ! as well as
tools to analyze communications performance, attempting to span from high
to low-level components of an HPC system.

e The CORAL Benchmarks: CORAL is a U.S. Department of Energy (DOE)
project that will culminate in three ultra-high performance supercomputers
at Lawrence Livermore, Oak Ridge, and Argonne national laboratories. In
such context, a suite of benchmarks was developed to evaluate performances
on supercomputers deployed during the project [8]. CORAL Benchmark cat-
egories represent DOE Workloads and among them should be considered: the
Throughput Benchmarks representing full applications; The Skeleton Bench-
marks investigating various platform characteristics including network per-
formance, threading overheads, I/O, memory, system software, and program-
ming models.

The benchmarks described above use one of three possible strategies: high-
level, low-level, and hybrid. In the first case, the benchmarks evaluate perfor-
mance by testing the application-level components; in the second case, they test

' The BLAS (Basic Linear Algebra Subprograms) are routines that provide optimized
standard building blocks for performing basic vector and matrix operations. Some
vendors supply its optimized implementation of the BLAS.
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low-level system functions. The strategy we use is “hybrid” also according to the
approach described in [21,23]: the tests evaluate the performance of the high-
est level components (macro benchmark tests), which can be considered tests
from “the applications point of view”; down to the evaluation of the lowest level
components (micro benchmark test).

Our work tests and analyzes all the IBiSCo cluster components. The first
set of benchmarks evaluates how the network interconnection technologies affect
the inter- and intra-node communications of GP-GPU workloads. The second set
evaluates the performance of the Lustre parallel file system to ensure efficient
access to data storage which is a critical issue for data-intensive applications.
In Sect.2 we describe the cluster architecture and its middleware layer which
implements all the necessary software tools for communication and data storage
services. Section 3 shows tests carried out to validate what is described in the
previous section. In Sect. 4 we discuss positive aspects, observed deficiencies, and
suggestions on how to improve the obtained results. The conclusion (Sect. 5) will
summarize the contents of the work.

2 The Architecture of the Hybrid High Performance
Computing Cluster

The architecture of this cluster is depicted as a set of multiple layers (Fig. 1). The
highest layer of the architecture consists of the application layer. The lowest one
consists of the hardware resources, which comprises 32 computing nodes and 4
storage nodes. In particular, it provides 1) 128 NVIDIA Volta GPUs and about
1600 physical cores (from Intel Gen 2 Xeon Gold CPUs) distributed on 32 nodes
whose connections are based on InfiniBand [18] and NVLink2 [12] technologies;
2) 320 TB distributed on 4 storage nodes connected to the computing nodes by
an InfiniBand network. The top one is the application layer which is exposed to
users. The efficient use of cluster technologies is made possible by a software layer
interposed between the lowest and the highest levels, namely the middleware,
which is based on a combination of the following technologies:

1. OpenFabrics Enterprise Distribution (OFED) [26] for drivers and libraries
needed by the Mellanox InfiniBand network cards.

2. CUDA Toolkit [25] for drivers, libraries and, development environments,
enables NVIDA GP-GPU.

3. “MPI-CUDA aware” [22] implementation of OpenMPI [27] through the UCX
open-source framework [29].

4. Lustre [33] - a distributed, parallel and open source file system - provides high
performance access to storage resources.

Bandwidth and latency in message exchange among processes is one of
the issues preventing the full exploitation of GP-GPU potential. In this
regard, NVIDIA introduced CUDA Inter-Process Copy (IPC) [19] and GPUDi-
rect Remote Direct Memory Access (RDMA) [14] technologies for intra- and
inter-node GPU process communications to make this solution available for
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Fig. 1. The Layered Cluster Architecture

InfiniBand-based clusters. To optimize inter-node GPU-to-GPU communica-
tions for small messages, NVIDIA offers NVIDIA gdrcopy [30]. To combine
these technologies with communication libraries (i.e., OpenMPI), we used the
UCX open-source framework. UCX is a communication framework optimized
for modern, high-bandwidth, low-latency networks. It exposes a set of abstract
communication primitives that automatically choose the best available hardware
resources. Supported technologies include RDMA (both InfiniBand and RoCE),
TCP, GPU, shared memory, and atomic network operations.

As previously stated, a key aspect of high-performance computing is the effi-
cient delivery of data to and from the computing nodes. The implementation
adopted in the IBiSCo cluster is based on Lustre, a high-performance, parallel,
and distributed file system. High-performance is guaranteed by Lustre flexibility
in supporting multiple storage technologies, from the common ones based on
Ethernet and TCP/IP to those with high-speed and low latency such as Infini-
Band, RDMA and RoCE. Storage nodes host the OSTs” for the two Lustre
exposed file systems, one for user home directories and one for jobs scratch area.
In particular, the home file system is characterized by large disk space needs
and fault tolerance, therefore it is made up of RAID-5 SAS HDD array. On the
other hand, the scratch area needs fast disk access times and no redundancy
requirement, hence it is hosted on SATA SSD disks.

3 Cluster Benchmarking

We have created a set of micro- and macro-benchmarks to study communication
and access to resources. As for the communication tests: the micro-benchmarks
have highlighted some limitations, mainly because they work with either very
small or very large problems. For both intra- and inter-node communication,
although peak performance is achieved (50 and 10 GB/s respectively), the tests
show sudden increases. Growth should be “softened” by decreasing intermediate
peaks. The discontinuity is due to several factors: first of all to the technologies
used, such as the GDRCopy, which works with small message sizes. The growth
of the message size leads to an automatic deactivation of the technology. This

? The Lustre Object Storage Targets (OST) are the block devices on which data is
distributed.
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feature is essential. Depending on the type of application that uses the resources,
it may be more appropriate to use one configuration of the benchmarking algo-
rithm than another. For this reason, the choice of a benchmark that keeps pace
with current technologies is indispensable for the evaluation of the cluster. As
for the macro-benchmarks, the real limitation is given by Linpack: all commu-
nications to and from GPU devices are obtained using the PCI Channel and
not NVLink (since the implementation of these benchmarks does not provide
for GPU-to-GPU), this implies that the cluster resources are not fully exploited.
Summing up, benchmark results are provided which should be useful for:

1. filling the lack of deep understanding on how modern GP-GPU can be con-
nected and the actual impact of “state-of-the-art” hardware/software tech-
nologies on multi-GPU application performance;

2. evaluating the usage of parallel file systems in applications with intensive
parallel data access.

3.1 Communication and Computation

Micro-benchmark Tests. We evaluate the basic characteristics of the four
GPU interconnections focusing on both MPI Peer-to-Peer (P2P) and MPI Col-
lective (CL) GPU-TO-GPU communication patterns. Both for intra- and inter-
node P2P, we pay special attention to assessing the communication technologies
in terms of latency and bandwidth on message size. Eventually, we evaluate the
latency of the collective communication patterns on both intra- and inter-node
scenarios. The tool used for measuring latency and bandwidth is the CUDA-
aware version of MPI OSU Micro-Benchmarks [5] which evaluates latency and
bandwidth of P2P tests as follows:

Latency Test: the latency tests are performed in a ping-pong fashion, by using
blocking versions of the MPI functions (MPI_Send and MPI_Recv). The sender
sends a message with certain data size and waits for a reply. The recipient
receives the message and returns a response with the same data size. Many
iterations of this test are performed and average one-way latency numbers
are obtained”.

Bandwidth Test: Non-blocking versions of the MPI functions (MPI_Isend and
MPI Irecv) are used in this case. The sender sends a fixed number of con-
secutive messages to the recipient and waits for its reply. The recipient sends
the reply only after all these messages are received. This process is repeated
for several iterations and the bandwidth is calculated based on elapsed time
(until the sender receives the reply from the recipient) and the number of
bytes sent by the sender. The goal of this bandwidth test is to determine the
maximum sustained data rate which can be achieved at thethe network level.

Conversely, the latency of collective communications is measured via the fol-
lowing procedure: fixing a message size, many calls of MPI_BCast, MPI_Gather,

3 We used the default number of iterations that the benchmark provides: 1000 itera-
tions for small messages and 100 iterations for large messages.
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Fig. 2. Communication and computation micro-benchmarks results. Latency and
bandwidth of P2P GPU-TO-GPU intra-node (a) and inter-node (b) communication
and of Host-to-Host (c) communication on the considered sub-clusters (Color figure
online)

MPI Reduce (with MPI_SUM operation type) functions are carried out to compute
time spent in a single call. All those time values are averaged to compute the
latency number of the Broadcast, Gather, and Reduce tests respectively for
each considered message size.

All the tests described above are carried out to evaluate the performance of
both intra- and inter-node communications of the cluster where different combi-
nations of RDMA, IPC, and gdrcopy are used as summarized in the description
of Fig.2. Plots of trends (as a function of message size) for P2P intra- and
inter-node communications are respectively reported in Fig. 2-(a) and 2-(b). As
a term of comparison, Fig. 2-(c) shows the behavior of P2P Host-to-Host com-
munications. In all latency plots, we show, as an error bar, the value of o where
o is the Sample Variance = of the measured latency times used for each mean
computation: just in very few cases the variance appears significant).

* The following formula is used to compute the Sample Variance o of a set of n values
Z?:ill (CCi*QE)2

{z;} whose mean value is Z: 0° =
1Ji=1,...,n . - n—-1
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Fig. 3. Communication and computation micro-benchmarks results. Latency of GPU-
t0-GPU collective communications on the cluster: intra-node (a) and inter-node (b)
communications

In Fig. 3-(a) and 3-(b) are respectively reported plots (as a function of mes-
sage size) for collective intra- and inter-node communications where different
combinations of RDMA, IPC, and gdrcopy are used. During the tests, in the
case of intra-node collective communications, all the tasks are spawned on a
single node. Conversely, when inter-node collective communication is considered
one task is spawned on a single node. Tests are performed with different task
numbers P. Lines in the plots representing tests executed on P = 2,3,4 are
marked respectively with B, ¢ and ¥ symbols.

All plots use a logarithmic scale with base 2 and 10 respectively for the z
and y coordinate axis. From Figs. 2 and 3, we can state the following:

— Significant differences can be found between the performance of intra- and
inter-node P2P communications. The intra-node communication seems to
reach the maximum bandwidth performance of 50 GB/s, guaranteed by the
NVLink technology, already with medium-sized messages. The same behavior
cannot be witnessed during inter-node communication since the performance
(about 10 GB/s) is comparable to the peak performance of the InfiniBand
technology achieved only transmitting large-sized messages.
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— The use of gdrcopy technology (see blue and green lines of all the plots in
Fig.2-(a) and 2-(b)) significantly improves the performance of P2P commu-
nications with small messages. A combination of gdrcopy and GPUDirect
RDMA technologies seems to be the best choice to improve performance in
all the tested configurations: it is more noticeable in P2P inter-node commu-
nications (see green lines of all the plots in Fig. 2-(a) and 2-(b)) although the
best performance for large messages is obtained using the GPUDirect RDMA
without gdrcopy (see green lines of all the plots in Fig. 2-(b)).

— All the configurations tested show equivalent performance when P2P intra-
node communication uses large messages (see Fig. 2-(a)).

— The sustainable performance values for GPU-TO-GPU inter-node communi-
cations seem to be, in most cases, about a tenth of the value measured for
Host-to-Host communications, which reach the InfiniBand peak performance
(see Fig.2-(c)).

— No particularly significant changes can be observed in the Collective Reduce
test if different combinations of RDMA, IPC, and gdrcopy are used. These
differences seem more noticeable in inter-node communications (see Fig. 3-
(b))

— In the other Collective Tests certain differences, can only be found for small
message sizes when different combinations of RDMA, IPC, and gdrcopy are
used.

Macro-benchmark Tests. To evaluate how the implemented multi-GPU het-
erogeneous computational resource responds to a typical parallel workload from
Scientific Computing, the CUDA-Aware version of the High Performance Lin-
pack (HPL) Benchmark is used. The HPL benchmark [1] is a software package
that solves a (random) dense linear system in double precision arithmetic on
distributed-memory architectures. The HPL package provides a timing program
to quantify the time it took to compute it. The best performance evaluation, in
terms of thethe number of floating operations per second, is currently used to
compile the list of the most powerful computers in the world [34]. The CUDA-
Aware HPL benchmark [11] uses CUDA libraries to accelerate the HPL bench-
mark on heterogeneous clusters, where both CPUs and GPUs are used with
minor or no modifications to the source code of HPL. A host library intercepts
the calls to BLAS DGEMM and DTRSM procedures and executes them simulta-
neously on both GPUs and CPU cores. However, the benchmark has a limit: all
communications to and from GPU devices are performed using the PCI channel.

In Fig. 4 we show the results of the CUDA-Aware HPL benchmark executed
on some nodes of the IBiSCo cluster: the number of total MPI tasks is 4P where
P is the number of involved nodes. The tests are performed using different values
for the problem dimension N. The graphs show:

T (P, N): The execution time of the benchmark as a function of the number P
of nodes for some values of IV;
S (P, N): The Speed-Up of the execution as a function of the number P of nodes

for some values of N. So, S(P,N) = 71:((;%)),
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Fig. 4. Communication and computation macro-benchmarks results: The CUDA-
Aware HPL benchmark Execution Time T' (P) (a), Speed-Up S (P) (b), the Sustained
Performance SP (P, N) (c) and the fraction of Peak Performance SPF (P, N) (d).

SP (P,N): The Sustained Performance (expressed in GigaFLOPS) is obtained
during the execution as a function of the problem dimension N for some
values of P. It represents the number of Floating Point operations executable
by an algorithm in a time range;

SPF (P,N): The fraction of Peak Performance is obtained during the execu-
tion as a function of the problem dimension N for some values of P. So,

SPF(P,N) = % where PP (P) is the Peak Performance of P nodes

when for each node all four GPU devices are considered”.
From the plots in Fig. 4 we can observe:

— the super linear speedup which is most remarkable for large problems. We
think this is due to the increased time spent on CPU-GPU communications
mainly as a consequence of a saturated PCI channel (indeed that all the four
GPUs of a node are involved in computations);

— the very low scalability of the benchmark as the number of parallel tasks
increase;

— the very small fraction of the Peak Performance scored during executions: if
we consider very large problems we get just under 10% of max computational
power which can be guaranteed by the computational resources.

® Let PP (P) = (ANCoresgpyClockapy + NCorescpyClockepy ) P.
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3.2 Communication and Data Storage

Micro-benchmark Tests. We evaluate the basic characteristics of the imple-
mented Lustre file systems using the IOzone File system Benchmark [20], which
generates and measures the time to complete a set of file operations as read,
write, re-read, re-write. In Fig.5 we show the throughput performance for the
same above-mentioned operations both with and without the SYNC I0Zone
optionﬁ. The plots show single stream performance as a “Heat Map” of file size
and request size for two Lustre-based file systems which are an aggregation of
SAS HDDs and SATA SSDs respectively both available on storage nodes. In
the same plots, we show, as a term of comparison, the results of the same test
performed using two XF'S file systems configured on different types of local disks
(SATA SSD and PCIe NVMe SSD) available on computing nodes. All plots use
a logarithmic scale with base 2 for the x and y coordinate axes. From such plots,
the following statements can be argued:

— on read operations, all the tested file systems show comparable performance
and suffer from large file size;

— the Lustre file system seems to be especially performing on write operations
when file size increases. This is more noticeable if the option SYNC is activated;

— on write operations, the performance of Lustre file systems seems to be com-
parable (in terms of order of magnitude) with results obtained on slow local
disks (especially if the option SYNC is disabled);

Fig. 5. Communication and storage micro-benchmarks results: IOZone throughput per-
formance (in KB/s) for read (a) and write operations with (b) and without (c) the SYNC
options. For better readability, we preferred to use a different color map in each plot.

Macro-benchmark Tests. We use a benchmark based on the Block-
Tridiagonal (BT) problem of the NAS Parallel Benchmarks (NPB) [24], which
is employed to test the I/O capabilities of high-performance computing systems,
especially parallel systems. As improvements were made to parallel systems, the

® When this option is activated, IOZone will open the files with the 0_SYNC flag. This
forces all writes to the file to go completely to disk before returning to the benchmark.
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speed with which computed results are being written to and read from files still
represents a bottleneck in practical applications. The benchmark, named BT-10,
is based on the MPI I/O Application Programmer Interface [9] which is part of
the MPI. In Fig. 6 we report the results of th BT-IO benchmark in its “simple”
configuration where data, scattered in memory across the processors, are written
to the same file. What is considered here is the class “E” problem dimension.
During execution, one MPI task is allocated to each node, and both the Lustre
file systems described above are considered. From such plots we can argue:

— time spent during the IO stages might account for a significant portion
(>50%) of total execution time when the number of parallel tasks is large;

— the write pattern used by the tests, where each processor writes the data
elements it is responsible for directly into an output file, confirms the weak
performance due to a very high degree of fragmentation [36]. The Lustre file
system based on SSD disks better manages the such type of pattern also when
the number of processors becomes large;

— IO throughput seems far from the values measured by micro-benchmarks
which appear to be about a bigger order of magnitude.

12000

. 8000

“ 6000

2000

(a) (b) (c)

Fig. 6. Communication and storage macro-benchmarks results. BT-10O results: the total
time of execution versus the time spent during IO phases (a), the throughput of com-
puting (b) and IO (c) stages expressed in MFlops/sec and MB/s respectively

4 Discussion on the Results

The tests that analyze the lower level of the middleware (micro-benchmarks),
seem to confirm the ability of the resource to guarantee the expected perfor-
mance.

All the macro-benchmarks confirm that the goal of achieving the maximum
performance of IT systems is extremely demanding. Although useful for eval-
uating the cluster created and highlighting the strengths of its resources, the
benchmarks are also intended to bring out any issues. In this case, the problems
in some of the results shown depend largely on the chosen benchmarks. In fact,
for the most part, they cannot fully keep up with new technologies.
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Our future work will be to find (or create) a version of macro benchmarks
that can to make the most of the heterogeneity of the systems with solutions
that: 1) use both the CPU and GPU present on the individual nodes, 2) exploit
all the most performing communications channels available, 3) by CUDA-Aware
messages passing library and innovative tools such as the Software for Linear
Algebra Targeting Exascale (SLATE) library [13] or innovative approach as the
HPL-ATI Mixed-Precision Benchmark [16].

5 Conclusion

The paper describes the results of some benchmarking tests aimed to verify and
validate all the solutions implemented during the deployment of a computing
cluster within the Italian National Project IBiSCo able to satisfy the different
computing needs of the project partners. All the strategies implemented have
been verified and evaluated by the appropriate tools used to estimate some sig-
nificant performance indexes of all the components of the system from a micro
and macro point of view. From the communication between nodes with multiple
GP-GPU in a distributed memory environment to the efficiency of the applica-
tion during the IO phases.

Acknowledgment. This work has been funded by project code PIRO01.00011
“IBISCo”, PON 2014-2020, for all three entities (INFN, UNINA, and CNR).
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Abstract. As the volume of data available to healthcare and life sci-
ences specialists proliferates, so do the opportunities for life-saving break-
throughs. But time is a key factor. High-Performance Computing (HPC)
can help practitioners accurately analyze data and improve patient out-
comes, from drug discovery to finding the best-tailored therapy options.
In this paper, we present and discuss an Artificial Intelligent methodol-
ogy based on a Generative Adversarial Network to improve the perceived
visual quality of MRI images related to the head and neck region. The
experimental results demonstrate that once trained and validated, our
model performs better with respect to the state of art methods and test-
ing it on unseen real corrupted data improved the quality of the images
in most cases.

Keywords: Deep Learning - Generative Adversarial Networks - MRI -
Imaging

1 Introduction

The region of the head and neck (HN), while representing a relatively small
area of the whole body, is of great interest in clinical practice. Indeed, there are
numerous pathological processes that involve the HN with significant potential
to reduce patients’ quality of life as well as being life threatening in the case of
malignancies. In this setting, medical imaging represents a crucial step in the
diagnostic workflow for lesion characterization, staging and follow up. While the
main modality for first level assessment is represented by ultrasound, magnetic
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resonance imaging (MRI) is the exam of choice for final evaluation of HN lesions
[1]. MRI presents several advantages making it particularly suitable for HN stud-
ies [2,3]. Noise and artifacts reduction of 2D magnetic resonance of HN images
is an interesting research topic in medical image analysis. Many algorithms have
been proposed to this topic, but in recent years, there has been a growing interest
in deep learning methodologies [4,5,14]. An emerging and challenging approach
to dealing with this problem is based on generative adversarial networks (GANS)
[4]. GANs are a class of methods in which two neural networks, the Generator and
the Discriminator, are competitively and separately trained to classify or predict
information. In other words, the main idea is to design a coupled neural network
where a Generator learns to generate plausible data, and a Discriminator can
distinguish the generator’s fake data from real ones. The Discriminator penalizes
the Generator for producing implausible results. Unfortunately, the learning pro-
cess, in practical GAN usage, may have many difficulties and several open issues
have to be addressed. How to train the Discriminator and Generator separately,
by updating the architecture parameters, and how to find hyperparameters for
the Generator such that the Discriminator is fooled completely are two crucial
aspects in the study of the GANs. Goodfellow et. al. in [4] identified the difficulty
of these networks to convergence as an issue that may cause the underfitting of
the data. However, radiomics and machine learning models based on this type
of data have not yet transitioned from academic research to real world clinical
practice. This has been due to several reasons, in large part related to issues
of reproducibility across different institutions and scanners [8,9,12,13]. In other
anatomical regions, GANs have already been proven to attenuate this limita-
tion of radiomics analysis [10]. Therefore, the potential impact of image quality
improvement techniques, such as those presented in our study, on quantitative
image analysis are another avenue for future research. To overcome some prac-
tical problems in the GAN implementation, we propose a method based on the
residual encoder-decoder of the Wasserstein generative adversarial network class.
The aim of this work is to design a stable GAN learning scheme able to improve
the perceived visual quality of HN images and at the same time to reduce the
artifacts that can often affect imaging with extra features, not present in the
acquired MRI, that can be confused with some disease. The paper is organized
as follows: Sect. 2 reports materials and methods; in Sect. 3 experimental results
are presented. Finally, Sect.4 is devoted to some discussions.

2 Materials and Methods

In this section, we show some aspects of designing a GAN for noise and artifacts
removal in MRI neck images. We first describe the MRI acquired data and some
information on the dataset information to train the network. Moreover, some
considerations about data augmentation are reported in the preprocessing dis-
cussion. The designed GAN architecture, named M-GAN;, is described in depth
to highlight the main computational tasks of the network. Finally, evaluation
metrics to show how M-GAN works are reported in the last paragraph.
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2.1 The GAN Methodology

GANSs [4,5] are a class of AT methods, in which two neural networks, the Gen-
erator and the Discriminator, are competitively and separately trained within a
minimax game framework that involves the following objective function:

where Z is the latent space with a priori distribution p, as input of the Generator,
X is the space of the real data distributed as pdata, the Discriminator D(x,0p)
acting as a classifier, outputs the probabilities that x comes from the distribution
of real data pg.t, or from the distribution of generated data ps and finally
the Generator G(z,0g) outputs the new generated data in order to fool the
Discriminator. A crucial step is the training of a GAN and some issues have
to be addressed. More in detail, the main three steps of training a GAN are
resumed as follows: i) train separately Discriminator and Generator updating
the parameters; ii) find parameters 8¢ and 6p such that the Discriminator is
completely fooled; iii) once the Discriminator is fooled, it is discarded and the
output is then the Generator. In the applications, however, the general form is
modified by obtaining two losses, which are in a kind of mutual relationship, one
for the Generator and one for the Discriminator.

2.2 MRI Dataset Description and Splitting

This observational retrospective study was approved by the local Institutional
Review Board, and the need for written informed consent was waived. All acqui-
sitions were performed on a 1.5-Tesla (Gyroscan Intera, Philips, Eindhoven,
The Netherlands) or 3T MRI scanner (Magnetom Trio, Siemens Medical Solu-
tions, Erlangen, Germany). Both protocols included an axial T2-weighted TSE
sequence, which was used for the analysis. The geometrical parameters varied
but minimum in plane image resolution was 0.8 x 0.8 mm, and maximum slice
thickness was 4 mm. The available dataset includes 3170 slices of the neck area
from 90 patients, selected from the zone just up the clavicle to the cheekbones
with 35 slices for patients on average. The data were classified by doctors accord-
ing to the noise level on a Likert scale, from 1 (more noise) to 4 (less noise), and
on a dichotomous scale for the presence of artifacts (indicated with 1) and the
absence (indicated with zero). About the dataset splitting the entire dataset has
been divided into:

— Training set. 625 target slices collected from 18 patients with O artifacts and
level noise of 3 and 4 used as target;

— Validation set. 155 slices collected from 4 patients with 0 artifacts and level
noise of 3 and 4 used as target;

— Test set. 128 slices randomly selected among 64 patients(two per patient) in
which there are some with presence of artifacts at different levels of noise(from
1 to 3) and some with absence of artifacts but with high level of noise (1 and
2).

In addition 4 patients, for a total of 150 slices with low noise level (3 or 4) and
no artifacts were used for a comparison with the state of the art.
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2.3 Data Pre-processing

Most of the images are 384 x 384 pixels in size, those that were larger have been
resized to 384 x 384 with a center crop rather than compression to add no more
noise and those of smaller size have been readapted by immersion in a black
background. After the dimensions standardization, a normalization was carried
out which led the tensor containing the whole set of images to assume values
between 0 and 1. In order to simulate degradation and noise that can occur in
MRI diagnosis we combined Gaussian blur and Rician noise. For the Training
data, given y;, a target image, we obtain:

Jji = ¥Yi + Go, + (ys + noise;)

with j = 1,2,3,4, i = 1,--- ,625 where with * we denote the convolutional
product between Gaussian distribution and our target image. So for each target
image ¥;, we obtained four corrupted versions of itself, so starting from the initial
625 slices used as target, we have 2500 corrupted slices. The value chosen for the
parameters is shown in Table 1.

Table 1. Selected parameters used for training data simulation.

Gaussian Blur (G, ) | Racian Noise (noise;)
1 (80, 80)

0.9 (87, 87)

0.8 (90, 90)

0.7 (100, 100)

About the Validation data, 155 slices obtained by corrupting the 155 target
slices with unseen parameters for Gaussian blur and Rician noise used as input of
Generator have been considered. Finally for the comparisons with state-of-the-
art (S.0.T.A.) denoising algorithms we consider 150 slices obtained by corrupting
the 150 target slices with unseen parameters for Gaussian blur and Rician noise
used as input of Generator.

2.4 The M-GAN Architecture

We propose a GAN-based model for noise and artifacts reduction. Our model
comprises a generator and discriminator (see Fig. 1).

In Fig. 1 we report the M-GAN architecture. More in detail, the Generator
is composed of four convolutional 2D layers and four deconvolutional 2D layers.
The number of filters is respectively (4, 8, 16, 32, 16, 8, 4, 1). Each kernel used
in convolutional and deconvolutional layers is 3 x 3 dimensions with stride and
padding equals to 1. In the encoding phase each convolution operation is fol-
lowed by batch normalization and a LeakyReLU activation function. During the
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Fig. 1. The M-GAN architecture.

decoding phase, the first layer is composed of deconvolution followed by batch
normalization and a LeakyReLU activation function. In the second and third
layers, each deconvolution operation is preceded by a features concatenation
with the correspondent encoding part and a features pooling (2D convolution
between encoding and decoding features), then deconvolution followed by batch
normalization and a LeakyReLU. The last deconvolutional layer is preceded by
concatenation with the correspondent encoding part and a features pooling and
is followed by the output layer composed respectively by concatenation with
input, a features pooling, and a ReLLU activation function. Discriminator archi-
tecture: it is composed of four layers, three convolutional layers with a number of
filters respectively 4,8,16, each convolution followed only by LeakyReLLU without
batch normalization, and the last layer is a dense layer which outputs the result
of classification. Each kernel used in the convolutional layers is 3 x 3 dimen-
sions with stride and padding equal to 1. About the Loss functions, during the
training phase the Generator and the Discriminator are competitively and sepa-
rately trained both with the aim of minimizing in turn their loss functions. Loss
functions, written as follows, are of Wasserstein type [6]:

Lossp = 7(E<7:diatu,(a;) [D(I)] - EZNPz)'
D(G(2)) = AgpEamp(a [ D(@)]| — 1)?]

and,
Lossg = —E.vp, [D(G(2))] + Ause MSE(G(2), z)

here z and x are respectively the corrupted image and the ground truth, D(x)
is the Discriminator output on the ground truth, D(G(z)) is the Discriminator
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output on generated data, w and h are respectively the width and the height of
the images, Agp and Aprsp are two hyperparameters.

Ezfvp(m) = (HD(QZ‘)H - 1)2

is the gradient penalty term and it is used to enforce the Lipschitz condition of
the Discriminator improving the stability of the model, p(z) is the distribution
obtained by uniformly sampling along a straight line between the real and gen-
erated distributions. The M SFE term helps Generator to better reconstruct the
details.

2.5 Evaluation Metrics

To evaluate the performance of our model we used four measures. The first one
is the peak signal-to-noise ratio (PSNR), which considers the root mean square
error (RMSE) between the ground truth and reconstructed or corrupted images.
The second is the structural similarity index measure (SSIM) [11] reconstruc-
tion, which measures the similarity between ground truth and reconstructed or
corrupted images. The third is the L1 distance that measures the pixel-wise aver-
age distance between the ground truth and reconstructed or corrupted images,
and the last is the Artifacts Power which consider the L2 squared difference
between the ground truth and reconstructed or corrupted images divided by the
L2 squared norm of the ground truth image. Higher is the AP, higher is the
corruption level in the images.

3 Experimental Results

In this section we discuss overall results in terms of accuracy in MRI image
reconstruction. Several accuracy metrics on the training, the validation and the
test sets are analyzed. Finally, some results on S.O.T.A. denoising methods are
considered.

3.1 Results on the Training Set

After training the model, it was tested on all 2500 input slices, recording an
improvement in quality in terms of measurements on all of them (Fig. 2).

Table 2 shows performances on four selected slice levels (the area just under
the lower jaw, the mouth area, the area between the superior jaw and just under
the nose, and the nose area) for each patient in the training set, an improvement
of at least one order of magnitude in terms of L1 and Artifacts power and
an improvement of at least 0.3 in terms of SSIM can be noted after M-GAN
correction. The M-GAN reaches the 98% of the SSIM value with improvements
in edge detection. The reconstructed image is close to the ground truth.
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L1=0.266,SSIM=0.48,AP=| 2 L1=0.0023,SSIM=0.98,AP=0.012
Fig. 2. Results on a randomly selected image from the dataset.
Table 2. Performance metrics of M-GAN generator.
SLICE | M-GAN CORRUPTED
LEVEL | L1 Distance Artifacts power | SSIM L1 Distance Artifacts power | SSIM
Oth 0.0061 £ 0.0104 | 0.029 £ 0.007 |0.98 £ 0.016 | 0.0273 £+ 0.053 | 0.31 £ 0.33 0.64 £ 0.056
1st 0.0052 £ 0.0079 | 0.015 £ 0.003 | 0.98 £ 0.003 | 0.0276 & 0.0152 | 0.21 £ 0.11 0.66 £ 0.056
2nd 0.0060 £ 0.0069 | 0.012 £ 0.002 | 0.97 £ 0.007 | 0.0291 £ 0.0162 | 0.16 £ 0.06 0.64 £ 0.048
3rd 0.0066 + 0.0073 | 0.011 £ 0.003 | 0.97 £ 0.007 | 0.0299 + 0.0167 | 0.14 £ 0.05 0.70 £ 0.051

3.2 Results on the Validation Set

Validation set was used to set the hyperparameters, the model with final setting
hyperparameters registered an improvement in terms of measures on all slices.
For the validation slices quality assessment, we selected the same slices level
chosen in the training set.

Table 3. Performance metrics of M-GAN generator on four selected slice levels for
each patient in the validation set.

SLICE | M-GAN CORRUPTED

LEVEL | L1 Distance | Artifacts power | SSIM L1 Distance | Artifacts power | SSIM

Oth 0.027 £ 0.026 | 0.076 £ 0.03 0.68 £ 0.019 | 0.057 £ 0.032 | 0.311 £ 0.24 0.32 £ 0.039
1st 0.027 £ 0.025 | 0.064 £ 0.01 0.70 £ 0.012 | 0.059 £ 0.031 | 0.227 £+ 0.11 0.35 £ 0.027
2nd 0.029 + 0.027 | 0.067 £ 0.01 0.71 £ 0.007 | 0.060 £ 0.033 | 0.213 £ 0.09 0.37 £ 0.020
3rd 0.030 £ 0.028 | 0.063 £ 0.02 0.71 £ 0.006 | 0.059 + 0.030 | 0.191 £ 0.07 0.36 + 0.019

Table 3 presents the M-GAN results in terms of perceived visual quality and
main metrics. An improvement of at least one order of magnitude in terms
of Artifacts power and an improvement of at least 0.3 in terms of SSIM can be
observed like in the training set, referring to the L1 Loss, we have an improvement
for all four selected slice levels, but less than those obtained in the training set.
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3.3 Results on the Test Set

After the training and validation phases, the model was tested on 128 slices ran-
domly selected among 64 patients, obtaining a significant improvement through
the quality control of doctors in terms of noise and artifacts on 80% of them
(103/128). An improvement regarding noise was measured with an increased
score on a Likert scale by doctors, while an improvement about artifacts, not
necessarily the total removal but also only the reduction, was denoted with the
passage from 1(for the corrupted original image) to 0 (after M-GAN correction).
In Fig.3, Fig.4 and Fig.5 were shown the results on three randomly selected
slices in the test set before and after M-GAN correction.

CORRUPTED

NOISE LEVEL=4,ARTIFACTS=0 NOISE LEVEL=2,ARTIFACTS=0

Fig. 3. Ability of M-GAN to reduce the noise. It appears in the real corrupted acqui-
sition as a grainy effect on the scanned object.

Figure 3 shows the improvement in terms of noise measured by doctors on
a Likert scale. After M-GAN correction, an increase in contrast that allows
better recognition of the elements in the image can be noted resulting in a
smoother image with a notable reduction of grainy effect. In Fig.4 we report
the performance of the M-GAN in terms of noise measured by doctors on a
Likert scale and in terms of artifacts on a dichotomous scale. After correction the
artifact due to motion is reduced with better-defined edges, resulting in an image
that makes the diagnosis less complicated for doctors than the corrupted one.
Finally, Fig.5 shows better results of M-GAN for reducing artifacts registered
from the passage from 1 to 0 on a dichotomous scale. After correction the intra-
pixel variation due to noise is alleviated and the “ghost effect” due to motion
artifacts is reduced with the restoration of details.
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M-GAN CORRUPTED

NOISE LEVEL=4,ARTIFACTS=0 NOISE LEVEL=2,ARTIFACTS=1

Fig. 4. Ability of M-GAN to reduce artifacts and noise. The corrupted image is affected
by a lack of sharpeness.

M-GAN CORRUPTED

NOISE LEVEL=4,ARTIFACTS=0 NOISE LEVEL=2,ARTIFACTS=1

Fig. 5. Ability of M-GAN to reduce motion artifacts and noise. Due to motion, the
edges of the corrupted version repeat outside the object appearing on the image black
background and inside it overlapping the real structure by altering the morphology.

3.4 Comparison with the S.O0.T.A

After training, validating and testing of our model, we compared it with some
of state of art denoising filters like Anisotropic, Non-local-means and Bilateral
[7], selecting and corrupting 150 slices from 4 new patients with unseen values of
Gaussian blur and Rician noise. Reconstruction results are reported in Table 4.

In Table4, we show that M-GAN performs better than typically denoising
filters, recovering more information about contrast and shapes. NLM shows good
performances, especially in terms of SSIM, where the increase compared to the
corrupted image and the other two filters are considerable. Anisotropic filter
doesn’t perform better like NLM and M-GAN but it is able to get an improve-
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Table 4. Performance metrics of different methods on four selected slice levels (the
same levels of validation and training stages) for each patient in the test set

SLICE | CORRUPTED ANISOTROPIC BILATERAL

LEVEL | PSNR AP SSIM PSNR AP SSIM PSNR AP SSIM

Oth 26.9 £ 0.5 0.17 &£ 0.01 | 0.57 £ 0.03 | 27.7 £ 0.7 | 0.14 & 0.001 | 0.69 £ 0.01 | 26.9 £ 0.5|0.17 & 0.01| 0.57 = 0.03
1st 26.2 & 0.7]0.16 £ 0.02 | 0.58 £ 0.01 | 26.9 4 0.8 | 0.14 £ 0.01 |0.70 & 0.01 | 26.2 £ 0.7 | 0.16 £ 0.02 | 0.58 & 0.01
2nd 25.7 4 0.5]0.15 £ 0.01 | 0.60 £ 0.01 | 26.2 4 0.6 | 0.13 £ 0.004 | 0.72 4 0.01 | 25.7 £ 0.5 0.15 £ 0.01 | 0.60 & 0.01
3rd 25.3 £ 0.5]0.15 &£ 0.01 | 0.61 £ 0.01 |25.8 &£ 0.6 | 0.13 & 0.01 |0.72 £ 0.01 |25.3 £ 0.5|0.15 & 0.01 | 0.61 £ 0.01

NLM M-GAN

PSNR AP SSIM PSNR AP SSIM

28.2 4+ 0.7/0.13 £ 0.01 |0.96 £ 0.01 32.9 £+ 1.01{0.04 &+ 0.001 | 0.99 + 0.003
27.3 £0.8/0.12 £ 0.01 | 0.96 £ 0.004 31.9 £ 1.1 |0.04 & 0.001 | 0.99 £ 0.001
26.5 + 0.6 0.13 & 0.004 | 0.96 £ 0.002 31.1 £ 0.8 |0.04 & 0.001 | 0.98 £ 0.001
26.1 4+ 0.6 0.12 + 0.001 | 0.95 + 0.003 30.5 4+ 0.7 |0.05 &+ 0.001 | 0.98 + 0.001

ment in terms of measures. Bilateral filters get an improvement in terms of
measurements only after at least the fifth decimal digit.

M-GAN recovers more information about contrast and shapes. NLM is able
to restore the morphology of the image with an improvement in terms of contrast;
the edges are preserved but slightly blurred, as reported in Fig. 6. Anisotropic
filter partially restores contrast reducing noise. Bilateral filters seem to leave the
image unchanged. Finally, we observe that if we require that the Anisotropic
and Bilateral filters reduce more noise by changing their parameters, it happens
that large structures are preserved while small ones are considered as noise and
so blurred.

Our experiments have been conducted on a server with the Intel Core i9-
9900 K 8-core CPU with 128 GB of RAM, and two GPUs: Nvidia RTX 3090
and Nvidia RTX 3070. The programming language used is Python 3.9 with the
framework Pytorch 1.9.1 for the Deep Learning model (Table 5).

Table 5. Comparing computational time on four selected patients of our approach
with the current state-of-art technique for all 150 slices.

Method Total execution time

Anisotropic | 1s
Bilateral 0.2s
NLM 21.6s
M-GAN 8.7s
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GROUND TRUTH BILATERAL ANISOTROPIC CORRUPTED

‘ .
4 N

BILATERAL ANISOTROPIC

Fig. 6. Quality assessment dealing with two slices selected from one patient.

4 Discussion and Conclusions

In this work, we propose a method based on the Wasserstein generative adver-
sarial network to reduce noise and artifacts in MRI images while effectively
preserving the structural details. This network aims to process 2D data using
2D convolutional layers. The Generator has an auto-encoder structure, while
the discriminator acting as a classifier, through 3 convolutional layers and 1
dense layer, takes an image as input and provides a value as output. Training
stage performed on a GPU, takes approximately 40 min and it is the costliest
step. The experimental results demonstrate that once trained and validated our
model, it performs better with respect to the state of art methods and test-
ing it on unseen real corrupted data improved the quality of the images in most
cases. The reduction of imaging artifacts and improvement of SNR will hopefully
lead to improvements in diagnostic accuracy of MRI HN examinations as well
as potentially reducing exam duration. Nonetheless, the clinical impact of our
results has to be investigated in future studies designed for this task. A further
consideration has to be made on the potential impact of GANs and denoising
techniques in general on quantitative analysis of medical images. Our work has
some limitations that should be acknowledged. First of all, it has a retrospec-
tive design which limits the possibility for clinical validation. However, from a
technical point of view a prospective design would not have impacted signifi-
cantly the network architecture. All the data was collected from a single center
and MRI scanner, therefore the generalizability of our results has to be proven
in a different setting. In conclusion, the results obtained are encouraging and
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efficiently demonstrate the potential of deep learning-based methods for MRI
denoising and artifacts reduction.
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Abstract. The Edge Computing paradigm promises to transfer
decision-making processes based on artificial intelligence algorithms to
the edge of the network without the need to query servers far from
the data collection point. Hyperspectral image classification is one of
the application fields that can benefit most from the close relationship
between Edge Computing and Artificial Intelligence. It consists of a
framework of techniques and methodologies for collecting and process-
ing images related to objects or scenes on the Earth’s surface, employing
cameras or other sensors mounted on Unmanned Aerial Vehicles. How-
ever, the computing performance of the edge devices is not comparable
with those of high-end servers, so specific approaches are required to
consider the influence of the computing environment on the algorithm
development methodology. In the present work, we propose a hybrid
technique to make the Hyperspectral Image classification through Convo-
lutional Neural Network affordable on low-power and high-performance
sensor devices. We first use the Principal Component Analysis to filter
insignificant wavelengths to reduce the dataset dimension; then, we use a
process acceleration strategy to improve the performance by introducing
a GPU-based form of parallelism.

Keywords: Hyperspectral classification - Edge Computing - Principal
Component Analysis + GPU computing

1 Introduction

Edge computing refers to the enabling technologies to process data at the net-
work’s edge near the data source before being sent to the cloud data center.
For some authors, edge computing is interchangeable with fog computing [1],
although it focuses more on the devices at the edge, whereas fog comput-
ing focuses more on the whole network infrastructure. This type of computing
paradigm has several advantages over traditional cloud computing, e.g., as the
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results of [15] show, energy savings can reach up to 40%. There are various
metrics to consider in Edge computing, including energy and transmission rate,
especially for big data [3,13]. In addition to the network signal strength [11],
data size and available bandwidth will also influence the transmission energy
overhead [27]. For this reason, as shown in [17], new High-Performance Edge
devices mount GPUs capable of performing complex calculations by finding a
trade-off between performance and power consumption.

One stimulating application field for Edge computing is Remote Sensing
(RS). RS is the science of acquiring, processing, and interpreting images and
related data from aircraft and satellites that record the interaction between
matter and electromagnetic energy [30]. In recent years, deep learning techniques
have revolutionized how RS images are processed and classified. In particular,
standard optical, RGB, and IR (infrared) images have benefited from deep convo-
lutional neural networks (CNNs) for classification, object detection, or semantic
segmentation tasks [6,25,33].

A promising RS technology focuses on hyperspectral images (HSIs), allowing
simultaneous radiance capture at different wavelengths, and generating vari-
ous spectral bands. HSI data have an exceptionally high range and resolution
in the spectral dimension. In particular, the branch of Hyperspectral Imaging
deals with collecting and processing information on the nature of materials by
analyzing their reflectance in a part of the electromagnetic spectrum [12]. Hyper-
spectral imaging aims to obtain a spectral vector for each pixel of an image to
find objects, detect processes, or identify and classify materials [8,10].

Some classifiers preprocess the HSI to reduce the image depth to three spec-
tral bands (RGB) through Principal Component Analysis (PCA) or other strate-
gies [23,31] and only use a 2D CNN architecture to perform the classification.
However, this approach may result in the loss of some hyperspectral properties.
For this reason, we propose to use PCA to reduce the length of the HSI spec-
tral dimension while maintaining the multidimensional nature of the data. This
strategy allows adoption of more accurate and faster classification tools than the
above methods.

In this paper, we will present an HSI classifier’ that exploits the computa-
tional power of the GPU on High-Performance Edge Devices. For the develop-
ment, we used a PyTorch-based deep learning toolbox for classifying hyperspec-
tral data called DeepHyperX [4]. We focused on three-dimensional convolutional
networks (3D CNNs). Indeed, since we can interpret HSIs as volumes, we can
classify them with the aid of 3D CNNs using three-dimensional convolutions [20].
Instead of producing 2D feature maps, these 3D CNNs create 3D feature maps
suitable for spectral pattern recognition and seem theoretically more relevant
for HST classification. This approach slightly improves classification performance
compared to 2D+1D models [19]. In [9], the author showed that 3D CNNs for
the classification of hyperspectral images performed better than their 2D coun-
terparts. Indeed, compared to spectral CNNs or 2D+1D counterparts, 3D CNNs
combine spatial and spectral pattern recognition strategies in one filter, requiring
fewer parameters and layers.

! Source code: https://github.com/gigernau/PCAHyperspectralClassifier.
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Many architectures in the literature handle 3D convolutional neural networks
for hyperspectral data [7,9,16,18,21,22]. The authors of [5] compare several
variants, pointing out their ability to recognize more complex 3D reflectance
patterns, such as spectral signatures and absorption differences between bands.

With this work, we want to show how High-Performance Edge Computing
can enable onboard classification with a limited energetic impact, eventually
improving the transmission stage towards the ground station. The idea is to
preprocess raw data using a GPU-parallel PCA to reduce the spectral dimension
of the HSI while retaining the information content. Then, a properly chosen
GPU-accelerated 3D CNN classifier [20] can process the hyperspectral-reduced
data in a shorter time while maintaining high accuracy.

2 HSI Pipeline

HSIs have a data structure similar to RGB images, consisting of the superposition
of three wavelengths, one for each primary color: red, green, and blue. Even if
the visible spectrum has a broader range of wavelengths, RGB images appear
to the human eye in almost any color, thanks to the tristimulus mechanism.
In hyperspectral cameras, images have higher information content. HSI cameras
allow the simultaneous capture of radiance at different wavelength bands of
the electromagnetic spectrum, providing informative spectral details for each
material. An HSI has spatial pixels corresponding to geographical locations,
each with a spectral depth of several wavelength bands depending on the specific
sensor. Thus, an HSI is a volume graphically representable with a so-called cube
of hyperspectral data (Fig.1).

If we cut the cube perpendicularly to the spectral bands, we obtain a plane
appearing as an image whose pixels represent the reflectance at a specific wave-
length A. Therefore, the pixel’s intensity, with a value usually normalized between
0 and 1, measures the surface efficiency of the sampled material in radiative
reflection at .

Multi-spectral

Reflectance

0.5 1.0 1.5

Wavelenéth ’

0

Fig. 1. Graphical representation of a hyperspectral data cube.
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Two main methods of reducing datasets are PCA and Multidimensional Scal-
ing (MDS). We preferred to focus on using PCA, which operates on the spec-
tral dimension, rather than MDS. The output of the HSI classification produces
labels for each pixel, so we have to preserve the spatial details, while MDS focuses
mainly on reducing the spatial dimensions.

Thanks to PCA, we can reduce the spectral dimension by projecting the vec-
tor corresponding to each spatial point onto the first principal components only,
where the variance of the data and the information content are most relevant.
We can define the first principal component as the direction that maximizes the
variance of the projected data. The i-th principal component is the direction
orthogonal to the first ¢ — 1 principal components that maximize the variance of
the projected data [28]. The main steps of PCA are [32]:

— Dataset normalization.

Calculating covariance matrix for the features in the dataset.

— Calculating eigenvalues and eigenvectors for the covariance matrix.
— Ordering eigenvalues and corresponding eigenvectors.

— Selection of k eigenvalues and creation of the eigenvectors matrix.

The eigenvector associated with the largest eigenvalue indicates the direction in
which the data have the greatest variance.

In general, dimensionality reduction inevitably results in a loss of informa-
tion, leading to less accurate data classification. However, PCA minimizes this
information loss. Moreover, available parallel implementations on SIMD architec-
tures can exploit GPU acceleration using a SIMT execution model [29]. Indeed,
optimized versions of GPU-parallel cuBLAS-based PCA are up to 12 times faster
than the CPU-optimised BLAS versions [2]. Our high-performance PCA cuBLAS
implementation uses the Gram-Schmidt orthogonalization, as described in [2].
Therefore, we will perform PCA on the dataset before the classification phase
to speed up the process without sacrificing prediction accuracy.

For HSI classification through Deep Learning, many authors use CNNs [5].
In general, classifiers built with CNNs usually have the following layers:

— Convolutional layers: filters extract the features of the images analyzed.

— Pooling layers: reduce the dimension of the feature maps by downsampling,
and increase the level of abstraction.

— Fully Connected layers: work as traditional feed-forward neural networks,
in which all neurons connect to all neurons from the previous layer.

— Output layer: a fully connected layer using softmax as a trigger function to
obtain the selected input’s probabilities for a specific class.

In a fully connected layer, an activation function computes the weighted sum
of neurons of the previous layer and consequently activates neurons on the cur-
rent layer. In particular, the Rectified Linear Units (ReLU) function has excellent
performance on deep networks; therefore, many authors currently prefer it.

We will use a 3D-CNN, where the filters used in the convolutional layers
are three-dimensional and move along the three directions to calculate feature
representations (Fig. 2).
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Fig. 2. Example of three-dimensional convolution.

Hence, the pipeline of our classifier (Fig. 3) takes hyperspectral data as input,
then performs a GPU-parallel PCA by executing the code in CUDA. Next, the
reduced dataset becomes the input for the inference via the appropriately trained
3D-CNN network model. The output is an RGB image in which each pixel has
a color representing the class of the corresponding material.

pixel neighborhood

spectral bands

layers of 3D CNN

output

Fig. 3. Pipeline of the HSI classifier with PCA preprocessing.

3 Experiments

We developed a hyperspectral image classifier trained on two datasets to test
our approach. There are few public datasets [14] acquired using hyperspectral
sensors. In particular, for this work, we used:

— Indian Pines (IP): collected by the AVIRIS sensor on a NASA flight over
northwestern Indiana in 1992, with a ground pixel resolution of 17 m. The
acquired data consist of 145 x 145 pixels with 220 spectral bands, but after
removing the water absorption bands (104 — —108, 150 — —163, and 220),
they result in 200 bands. The ground truth has 16 classes, not all of which
are mutually exclusive.

— Pavia University (PU): detected by the ROSIS sensor on a DLR flight in
2002 over Pavia, Italy, with a ground pixel resolution of 1.3 m. After removing
samples without information, the dataset consists of 610 x 340 pixels, with
103 spectral bands. The ground truth differentiates 9 classes.
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We used double precision for both datasets to present coherent results during
our tests, even if the original formats differed.
We experimented on two different platforms:

— PC with a 2.60 GHz Intel Core i7-9750H CPU, 16 GB RAM, Nvidia GeForce
RTX 2060 GPU, and running Ubuntu Linux;
— Nvidia Jetson Nano developer kit.

We exploited the GPUs on both platforms to accelerate each step of the clas-
sification pipeline. To test our code in the High-Performance Edge Computing
environment, we used the Jetson Nano activating both 5W and 10W modalities
and reporting their impact on the inference time and the energy absorption.

Firstly, we selected the best 3D-CNN model in inference time and prediction
accuracy for both datasets on the Jetson Nano. This step is essential to identi-
fying the most promising model for the Edge computing environment. Then, we
tested the overall classification performance in prediction accuracy and inference
time by changing the selected number of components in the PCA preprocess-
ing. We used a customized parallel version of the PCA developed in CUDA
using the cuBLAS library for this task. We also compared the execution time of
the PCA preprocessing using our CUDA version and the scikit-learn module of
Python. Finally, we evaluated the energy consumption using both Jetson Nano
modalities.

4 Results

Firstly, we present in Table 1 the execution times of a few 3D-CNN models from
the literature (He et al. [16], Li et al. [21], Hamida et al. [7]), implemented in
DeepHyperX and executed on Jetson Nano. We did not include Lee et al. [18§],
Luo et al., [22] and Chen et al. [9] because they are not competitive in inference
execution times (more than 5min in 10 W modality).

Table 1. Execution times on Jetson Nano and classification accuracy of some models
from DeepHyperX on IP and PU datasets

Indian Pines Pavia University
Inference Time Inference Time
Model 10W |5W Accuracy | 1I0W |5 W Accuracy
He et al. 01:05 | 01:24 95.35% 04:19 | 06:10 96.14%
Li et al. 00:23 | 00:27 97.08% 00:56 | 01:20 97.72%
Hamida et al. | 00:24 | 00:29 85.72% | 01:07 | 01:40 97.59%

The best results in terms of accuracy and execution time for both datasets
and power modalities are those of Li et al. All the subsequent reasonings and
tests will suppose the adoption of this promising model, considering our context
of on-board processing of remote sensing data.
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Fig. 4. Accuracy and execution time of inference using our pipeline with several num-
bers K of Principal Components.

By applying the PCA, if we decrease the number of Principal Components
K used for the 3D-CNN, classification accuracy and execution time decrease
simultaneously (Fig. 4). The curve steepness of the execution time is greater than
that of the accuracy. Hence, we do not need to sacrifice significant accuracy to
reduce the execution time.

Moreover, the dispersion area of multiple testing increases when using fewer
Principal Components. This result means that excessive reduction of the input
components during the CNN training implies a less reliable prediction. Indeed,
prediction accuracy strictly depends on the model and the training set. We used
a random approach to sample the training set when repeating the tests, so we
trained with different random samples each time. Consequently, an increasing
accuracy dispersion means that the training samples’ choice becomes highly
relevant. Hence, the excessive reduction in the number of principal components
directly impacts the training quality of the neural network.

Following these observations, we think a good trade-off between accuracy and
execution time is K = 50 for IP (Fig.4a), thus reducing the dimension of the
initial dataset by 75%. However, if we need to reduce the execution time further,
we could choose K = 10 while keeping a 95% prediction accuracy and a 95%
dimensional reduction. The numbers change for PU (Fig.4b) since the hyper-
spectral bands are fewer. To maintain at least a 97% accuracy, we can choose
an optimal K = 10, obtaining an approximate 90% reduction in the dataset
dimension. On the other hand, we can choose K = 5 for an approximate 95%
dimensional reduction and a 95% accuracy. We will use the K values mentioned
above to control the prediction accuracy in the following testing.

Visual comparisons between ground truth and prediction for PU (Fig.5)
and IP (Fig.6) datasets show that the results of our pipeline represent reliable
classifications, as confirmed by the diagonal of the confusion matrices in Fig. 5¢
and Fig. 6¢c.

Regarding power consumption, we tested our pipeline on the Jetson Nano
using both energy modalities: 10 W (Table 2) and 5W (Table 3). We can notice
that the advantage of using our pipeline with PCA preprocessing for the PU
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Fig. 5. Pavia University prediction with 95% accuracy (a), the training set with 70%
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Fig. 6. Indian Pines prediction with 95% accuracy (a), the training set with 70% sam-
ples from ground truth (class Undefined in black) (b), and relative confusion matrix (c).

dataset is evident, as it halves energy consumption and markedly reduces the
execution time. There is a slight improvement for the IP dataset when using
the 10 W modality. Instead, with 5W, we only see an improvement in energy
consumption when reducing the accuracy to 95%. This limitation is due to the
HST shape, which is spatially small but spectrally big in IP, and therefore the
GPU-parallel PCA weights more on total time and energy consumption. To bet-
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Table 2. Comparison of energy consumption and execution times on Jetson Nano
(10 W modality) for Li et al. model without and with PCA preprocessing

Without PCA | With PCA | With PCA
accuracy accuracy
95% 97%

Secs | Joules Secs | Joules | Secs | Joules
Pavia University | 80 320.3 42 152.41 | 52 199.7
IndianPines 39 175.78 28 90.80 |39 173.25

Table 3. Comparison of energy consumption and execution times on Jetson Nano (5 W
modality) for Li et al. model without and with PCA preprocessing

Without PCA | With With
PCA PCA
accuracy accuracy
95% 97%

Secs | Joules Secs | Joules | Secs | Joules
Pavia University | 107 | 354.97 |48 |166.21 |62 |204.07
IndianPines 50 | 148.58 36 102.3 |48 186.24

ter understand the energetic performance of our proposed pipeline, we compare
in Table4 several items. We calculated energy consumption on the RTX 2060 in
joules, multiplying the GPU’s Thermal Design Point (160 W) by the execution
time.

It appears evident that for the overall measuring, the execution on the RTX
is less time-consuming at the cost of more energy absorption. On the other
hand, using both Jetson’s modalities for the PCA implemented with cuBLAS,
we measured a saving of about 95% of energy compared to RTX, but with an
increment of only 55 — 61% in the execution time. This result is fascinating
when considering possible future data processing implementations at the Edge.
Regarding the performance of the PCA from scikit-learn, it does not exploit the
GPU and therefore is non-competitive.

Looking at overall measuring, including 3D-CNN, we report an increase of
about 90% in execution time, saving 70 — 80% in terms of power consumption.
That proportion is not promising as the PCA case, probably due to PyTorch
inefficiencies. However, it is still an interesting option when connection band-
width is critical. If we think of a situation with a poor transfer connection,
processing at the Edge can reduce bandwidth requests. For example, in our case
of HSI classification, the PU dataset consists of 33.2 MB, while the classification
output is an image of 610x340 bytes.
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Table 4. Comparison of energy consumption and execution times on both platforms,
isolating PCA preprocessing contributions. In italic, measures for PCA using scikit-
learn as reference. The totals refer to PCA with cuBLAS plus inference, setting the
accuracy to 95%.

RTX Jetson Jetson
(160 W) [(1I0W) | (5W)
PaviaUniversity | PCA Cublas Joules 28.8 1.34 1.21
Secs 0.18 0.4 0.42
PCA scikit- Joules 18.02 23.11
learn Secs 3.09 5.38 7.64
Total Joules 481.6 152.41 138.59
Secs 3.01 42 48
IndianPines PCA Cublas Joules 43.2 2.49 2.10
Secs 0.27 0.7 0.7
PCA scikit- Joules 12.12 17.10
learn Secs 1.48 3.41 5.7
Total Joules 432.0 90.80 102.3
Secs 0.27 28 36

5 Conclusions

This work shows an innovative perspective on the HSI classification problem
contextualized in High-Performance Edge Computing. By adopting the Nvidia
Jetson Nano system-on-chip, which can be attached to remote sensors of various
types, we developed an HSI classifier optimized for the Edge to enable onboard
processing. In such a context, the processing time is focal; therefore, we chose
the most promising 3D-CNN model in prediction accuracy and inference time
using a GPU.

Then, to further speed up the processing, we applied a Principal Component
Analysis to the original dataset to obtain up to a 90% reduction in size without
significantly depleting accuracy.

To exploit the acceleration available on the Jetson Nano and achieve high
performance, we implemented a GPU-parallel version of the PCA in CUDA.
Furthermore, we analyzed the energy absorption on the Jetson Nano to identify
the best energy configuration for our problem. The 10W modality resulted in
the shortest execution time, even if it did not correspond to greater energy
consumption for both considered datasets.

Results are encouraging to further investigate the problem by analyzing
datasets from more recent sensors that are not yet publicly available. More-
over, additional analysis of the two energy modalities in the Jetson Nano on
other applications can result in possibly interesting evidence about Edge energy
consumption. Another improvement could be considering a scenario where the
GPU is remoted and the actual computation executed on low-power devices or
single-board computers, as in [24,26].
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Abstract. Radiotherapy treatments apply high doses of radiation to
tumorous cells to break the structure of cancer DNA, trying at the same
time to minimize radiation doses absorbed by healthy cells. The person-
alized design of radiotherapy plans has been a relevant challenge since the
beginning of these therapies. A wide set of models have been defined to
translate complex clinical prescriptions into optimization problems. The
model based on the generalized equivalent uniform dose, gEUD, is very
relevant for IMRT radiotherapy planning in clinical practice. This way,
the expert physicists can tune plans near the prescriptions, solving the
optimization problem based on gEUD in a trial-and-error process. The
gradient descent methods can be applied for solving these models per-
sonalized for every patient. However, their computational requirements
are huge. So, to facilitate their use in clinical practice it is necessary to
apply HPC techniques to implement such models. In this work, we have
developed two parallel implementations of an gEUD model for IMRT
planning on multi-core and GPU architectures, as they are increasingly
available in clinical settings. Both implementations are evaluated with
two Head&Neck clinical tumor cases on modern GPU and multi-core
CPU platforms. Our implementations are very useful since they help
expert physicists obtain fast plans that can satisfy all the prescriptions.

Keywords: Radiotherapy Planning - Intensity Modulated Radiation
Therapy (IMRT) + gEUD models + Gradient Descent - GPU
computing - multi-core CPU

1 Introduction

External beam radiation therapies kill the diseased tissue cells with radiation
emitted by a source from outside the body. To achieve this goal, it is necessary to
design personalized RadioTherapy Plans (RTPs) to get specific 3D distribution

This work has been supported by the projects: RT12018-095993-B-100 and PID2021-
1232780B-100 (funded by MCIN/AEI/10.13039/501 100011033/FEDER “A way to
make Europe”); UAL18-TIC-A020-B (funded by Junta de Andalucia and the European
Regional Development Fund, ERDF).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023

R. Wyrzykowski et al. (Eds.): PPAM 2022, LNCS 13827, pp. 139-150, 2023.
https://doi.org/10.1007/978-3-031-30445-3_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-30445-3_12&domain=pdf
https://doi.org/10.1007/978-3-031-30445-3_12

140 J. J. Moreno et al.

radiation doses which effectively destroy diseased cells with minimal side effects
on the healthy ones.

IMRT devices deliver beams of radiation to radiated patients from different
angles with varied intensities within a beam. The angles are fixed by the IMRT
equipment. To control the radiation dose deposition each beam is decomposed
in a regular grid of (thousands of) beamlets, whose radiation intensity can be
individually controlled. Every RTP is defined by the specific intensities of all the
beamlets, referred to as a fluence map. This way, the goal is to determine the
fluence maps that deliver doses near the prescriptions on tumors and healthy
tissues. The prescribed doses are defined by the segmentation of the patients’
tomography images composed of millions of voxels. Therefore, the definition of
effective RTPs has been a challenge from the very beginning of the development
of this type of therapy, due to the contradictory aims and the high dimensions of
the involved data [1]. So, intensive efforts have been developed to obtain software
tools which help medical physicists to find the most effective RTPs. Such tools
are based on the definition of optimization models, whose solutions are developed
using high-performance computing (HPC) techniques.

The model based on generalized equivalent uniform dose (gEUD) is very rele-
vant in clinical practice and it is the focus of this work [7,13]. Such model allows
to compute RTPs near to a subset of prescriptions by solving the optimization
problem based on gEUD. It can be solved by gradient methods, as it is proposed
in [2]. These RTPs are used by the medical physicist as an important tool in the
trial-and-error process to design clinical feasible RTPs according to the whole
set of oncologist’s criteria for every patient. The workflow for the personalized
RTP design is complex and the use of fast and accurate tools in such process is
essential.

In contrast, all the main processes related with the design of IMRT planning
have huge computational demands. Consequently, in addition to the design of
efficient algorithms, it is necessary to apply HPC techniques to accelerate and
extend the application of such algorithms. There are many works focused on the
exploitation of the parallelism involved in the RTP design on several platforms,
for example, on multicore and vector units on CPU [14], or on reconfigurable
hardware architectures (FPGAs) [15].

Graphics Processing Units (GPUs) deserve special mention as HPC plat-
forms which can accelerate the computationally intensive tasks in the design
of RTPs, such as tomography reconstruction, high spatial/temporal resolution
image processing, Monte Carlo radiation dose simulations and radiotherapy plan-
ning [3,6,12]. Such computations exhibit massive parallelism which can squeeze
the architecture of GPU platforms. Moreover, currently, GPUs are consolidated
resources which can be integrated into the cloud platforms or servers applied in
clinical practices. The design of RTPs can be strongly accelerated on GPU plat-
forms. However, it is necessary to reprogram the algorithms or even to propose
new methods to better exploit the parallelism of the GPU platforms.

This work aims to develop fast planners based on the main biological criteria,
gEUD, accelerated on GPUs and multicore platforms. The convexity proprieties
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of the corresponding objective functions allow us to apply gradient methods to
find near-optimal RTPs, as suggested from the definition of gEUD [13]. There-
fore, we have selected the Gradient Descent (GD) method since it is a well-known
optimization method [4,10] which has been already used for solving a penalty-
based quadratic optimization model for IMRT planning on GPU [5].

The main goal of this work is to express the GD for the RTP design based
on gEUD in terms of efficient matrix operations on GPUs and multi-core CPUs
and to develop the corresponding parallel planner, reducing the communications
overload and tuning the memory access performance. As far as we know, such
fast planners are not referred to in the literature, despite the great interest as it
has been motivated above.

The outline of the paper is as follows. Section?2 presents the formulation
of IMRT planning based on gEUD criteria as an optimization problem solved
by the GD method. The main issues related to the efficient GPU and multi-
core CPU implementations are described. In Sect. 3 both implementations of the
planner based on gEUD and GD are evaluated with two clinical cases in terms
of computational performance and accuracy of the planning in relation to the
prescriptions. Section 4 presents directions for further research and conclusions.

2 Formulation of Radiotherapy Planning

Oncological radiotherapy planning is needed when a number (from one to sev-
eral) tumorous cell locations (Planning Target Volumes — PTVs) have to be
radiated to kill the malignant tissue and several healthy organs (Organs at Risk
— OARs) have to be spared as much as possible. Neutral (or normal) tissue (NT)
is also to be spared. PTVs, OARs and NT form a predefined set of Regions of
Interest (ROIs). In the general case, this calls for a multiobjective optimization
setting, but the optimization model based on gEUD translates all goals to one
function to maximize. To facilitate the reading, we introduce Table1 to define
the notation used.

In the Intensity Modulated Radiotherapy (IMRT) technique the process is
controlled by the intensities of radiating rays (beamlets) to which the field radi-
ated from the head is discretized. There are several (usually more than six)
positions of the radiating head (beams) from which the radiation is delivered to
a patient in one session.

An effective optimization model for IMRT planning is based on the general-
ized equivalent uniform dose (gEUD) using a linear-quadratic cell survival model
[7]. Tt is possible to define an objective function that not only defines a penalty
factor for every planning constraint but also it expresses the dose uniformity by
the integration of generalized equivalent uniform dose (gEUD) in such a model.
This approach was introduced by [13] where the optimal fluence map is defined
by the argument that maximizes F'(z):

max F(x) (1)
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Table 1. Notation for the formulation of optimization model based on gEUD

Notation | Meaning

M Number of voxels

N Number of beamlets

T Array related to fluence map
D Sparse dose deposition matrix

d(z) = Dz | Array of doses for each voxel as function of fluence map =

Ss Array of voxel indices for region s
gEUDY? Prescribed/constraining dose for region s
T Set of all PTVs

teT Index of a specific PTV

R Set of all OARs and virtual PTVs

reR Index of a specific OAR

S Set of all ROIs

seS Index of a specific ROI structure

with
F(z) =[] ) [] £:(=) (2)
rER teT
and 1
r(x) = T 3
= Q)
filw) = : @

0 nt
1+ (5500

where gEUD?Y is the min desired doses at the PTV with index ¢ and gEUD?
is the max dose at the region of index r with constrains doses according to the
prescriptions; the parameters n,, n; indicate the importance of the structure-
specific in the optimization model and its role is similar to a weight or penalty
of such structure. The gEUD,(z) and gEUD;(z) functions are related to a
biological metric which defines the generalized equivalent uniform dose which
gets the same effect than the actual nonuniform dose distribution on the regions
of interest. Such functions are defined by the same relations independently of
the kind of structure with index s:

1
as

gwmw:ﬁZwm (5)
Sl jes,

where |Ss| is the number of voxels of the region s, d;(z) is the element j of
the dose vector related to voxel j in s region for the fluence map, z and it is
computed as the product of deposition matrix and the vector z, d(x) = Dx; and
as is a parameter related to the radiation effect on the specific region s, it can



Parallel gEUD Models for Accelerated IMRT Planning 143

be empirically adjusted by calibration processes. In practice such parameters are
fixed by the values available in the literature for a wide set of organs. In general,
we can say that a; (a,) gets large negative (or positive) values.

As described, the proposed model clearly distinguishes between Organs at
Risk (OARs) and Planning Target Volumes (PTVs), defining different objective
functions for each one. Equation 3 controls the maximum (or average maximum,
depending on the value of a,.) dose irradiated to a given OAR does not exceed
the respective constraint, while Eq. 4 controls the minimum dose irradiated to a
given PTV.

However, for PTVs, avoiding overdosage inside the volume is also important.
Therefore, is it common to define a new structure for each PTV (commonly
called “Virtual PTV”) which is treated as an OAR. On this work, we have
defined virtual PTVs for each PTV and, to lighten the optimization costs, linked
their parameters. Therefore, for each PTV ¢, there is a virtual PTV r with
gEUDg = gEUDf) + 1, a, = —a; and n, = ny. These virtual PTVs are treated
as OARs and included into the R set, so no special treatment or changes to the
algorithm are required.

2.1 Gradient Descent

The objective function F'(z) is non-linear and differentiable, so a gradient descent
method can be used to explore possible plans that maximize F(z). To facilitate
the computation of the derivatives, we can transform optimization model bearing
in mind that functions F(x) and In F'(z) share their optimal arguments because
0 < F(z) < 1, Vz. So, the gradient function to look for the arguments z that
maximize F'(z) can be decomposed by the gradients of In f,.(z) and In f;(x) which
are computed as

Vinfr(@) = zj_EZiJ:lrj(éc)>ar (

Aj(x)

EUDO ,
gEEE Al ()

nfil) (gEUD? ) o [
> jes, dj(@)* \gEUDy(x) AL (z)

where A%(z) = d;j(x)* " if j € S, and A%(z) = 0 in other case. This way, Eqs. 6
and 7 are the keys to compute the gradient vector at every z.

Algorithm 1 describes the sequential implementation of the proposed model.
This model does not require a feasible starting fluence map, so it can be ini-
tialized to zero. After the initialization, we start the iterative gradient descent
process, which begins by computing the dose deposition in the patient body.
This sparse matrix — dense vector multiplication is the most computationally
intensive part of the algorithm. Subsequently, for each region, we calculate the
gEUD (lines 4-6) and the region-specific components of Eq.9 and 12 (lines 7—
12). Afterwards, we calculate the voxel-specific components (lines 13-19). The
resulting partial gradients (one for each ROI) are summed together to obtain a

Vin fi(z) =

(7)
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Algorithm 1. Simplified gEUD-based Gradient Descent implementation

1: <0 > Initialize fluence vector to zero

2: while running do

3: d—D-x > Compute dose deposition from fluence
4: for s € S do > For all ROIs

5: SUM, szess dse 1

6: gEUD, — (‘S—lql “Djes, d?s) - > Calculate current gEUD value

7 for r € R do > For each OAR

. 1 . . .
8: fr— 71+(gEUDT)nT > OAR objective function (Eq. 3)
g UDQ

9: BglEj‘llfDr — g}"{;é: . (‘Z%%) > Common part of Eq. 6
10: for t € T do > For each PTV
11: fi — W > PTV objective function (Eq. 4)

gEUD,
n n EUD?\ ™t

12: agg(th — gEthtDt . (‘ZEUD’;) > Common part of Eq. 7
13: for s € S do > For each ROI
14: for i € M do > For each voxel
15: if 1 € S; then > If the voxel belongs to the ROI

as—1

16: ‘%’]gigim «— gEUD; - Z.LTM > Voxel-specific part of Eq. 6 and 7
17: Vi 00FTRe . SBEs > From line 16 & 9 (12) for OARs (PTVs)
18: else

19: Ve 0
20: for i € M do > For each voxel
21: Vie Y oes V& > Reduce the partial gradients for each ROI
22: Vx —DT.V > Find the delta of the fluence for the gradient
23: x «— x+ V- step > Move the fluence in the direction of the gradient
24: x < smooth(z) > Smooth the fluence using a simple convolution kernel

vector of size M, which is multiplied by the transposed Dose Deposition Matrix
D to obtain the delta, which is finally added to the current fluence to move it
in the direction of the gradient.

During the final planning stage, the optimized fluence map is converted
into multileaf collimator movements by leaf-sequencing algorithms. As leaf-
sequencing can drastically change a fluency map, especially in zones with high
inhomogeneity, some precautions must be taken to produce fluences that can
be sequenced with minimal changes. With this objective, we smooth the fluence
using the beams’ geometry and a simple 3 x 3 convolution kernel. Our experimen-
tation shows that giving 99% of the weight to the center does not substantially
modify the beam shape, while providing enough smoothing so the adjustment
done by leaf-sequencing algorithms is minimal.

In this listing, we do not describe the stopping criteria used by our itera-
tive algorithm, as it depends on the clinical needs, available planning time and
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computational power. For this work, our implementations stop when all the con-
straints are fulfilled and at least 20000 descent steps have been processed.

The main results of this work are two implementations of the algorithm
previously described: A GPU implementation for high-end systems containing
CUDA-capable devices and multi-core CPU implementation able to run in most
modern computers.

2.2 GPU Implementation

As described in the previous section, the most computationally intensive parts of
this program are the sparse matrix — dense vector multiplications (lines 3 and 22,
Algorithm 1) and the calculation of the gradient contributions from regions at
every voxel (lines 13-19, Algorithm 1). All three of these procedures efficiently
conform to the SIMD execution model used by modern Graphics Processing
Units (GPU).

Therefore, the first implementation provided alongside this work has been
built with the CUDA programming interface [8] to target modern NVIDIA
GPUs. We use the cuSPARSE library (part of the CUDA SDK) for the sparse
matrix multiplications [9] and we have developed several custom kernels to solve
the different parts of the Gradient Descent, always trying to achieve the best
data-level parallelism and performance. Furthermore, in terms of CPU-GPU
memory transfers, this algorithm performs efficiently, as it only requires trans-
ferring the patient data before the iterative process and the final computed
fluence at the end of the program.

2.3 Multi-core Implementation

For situations where CUDA-capable GPUs are not available or heterogeneous
computing platforms are employed (such as modern HPC clusters) we have devel-
oped a second implementation to target Multi-core CPUs. This program uses
the Intel Math Kernel Libraries (MKL) for the sparse matrix operations and
custom OpenMP-accelerated code for the calculation of the gradient of each
ROI. Additionally, we have carried some optimizations to take advantage of the
(usually) bigger memory pools available and to make this implementation more
competitive compared to the GPU one. As an example, both the Dose Deposi-
tion Matrix D and its transpose DT are precalculated and stored in optimized
forms to reduce SpMV computing time.

3 Experimental Results

For the experimentation of this study, we have solved two Head and Neck (H&N)
IMRT cases. Both cases aim to fulfill physician dose prescriptions on PTVs
while keeping the dose in OAR below the physician prescribed maximum (for
serial organs) or average maximum (for parallel organs). Furthermore, to be
able to generate the dose deposition, our optimizer uses a dose deposition model
developed by researchers at the Warsaw University of Technology [11]. Table 2
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shows the parameters of the two cases. Case 1 has three delineated PTV, while
Case 2 only has two. Although both are treated by the same number of beam
angles, the beam geometry makes Case 2 bigger than Case 1, which is reflected
in the number of nonzero values of the sparse Dose Deposition Matrix.

Table 3 shows the gEUD parameters used by the optimization model. Six
OARs are delineated, including the special “Normal tissue”, defined as a region
of the patient body outside all other OARs and PTVs. Showcasing the ease of use
of the provided implementation, both cases share the same values of as and ng
parameters for the same kind of region (serial OARs, parallel OARs or PTVs).
For each organ, the value of gEUD? corresponds to the maximum (or average
maximum) dose allowed by the physician. For PTVs, gEU DY is the prescribed
dose in the target volume. PTVs are usually named using their prescribed dose,
defined in Table 3 as x.

Table 2. Plan specifications for each test case.

Parameter Case 1 Case 2
Beam angles 9 9

Beamlets (N) 30265 33911
Voxels (M) 94647 160786
Regions 12 11

D nonzero 64,991,188 | 106,792,251
PTVs 3 2

PTVy pr. dose (Gy) | 54.0 59.4

PTV, pr. dose (Gy) | 60.0 66.0

PTV; pr. dose (Gy) | 66.0 -

Table 3. gEUD optimization model parameters for both cases.

Region of Interest | gEUD Parameters
gEUDE Qs Ns
Normal Tissue 74.25 10 |5
Mandible 70.00 10 |5
Salivary Gland R | 26.00 1 5
5
5
5

Salivary Gland L |26.00 1
Spinal C. +3mm | 50.00 10
Brainstem +3mm | 60.00 10
PTV z T —50 | 50
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Fig. 1. Dose-volume histograms (DVH) of the resulting plans.

Using the model defined in Sect. 2 and the parameters defined above, we ran
the GPU implementation for 30s (approximately 9000 iterations for Case 1 and
5700 iterations for Case 2), obtaining the plans whose DVHs are exhibited in
Fig. 1. These DVHs prove that both plans achieve good PTV coverage, while
keeping the dose in OARs below the prescribed maximums.

Table4 displays, in increased detail, statistics and metrics for the different
ROIs. For the PTVs, the minimum or nearly minimum (d98%) dose is expected
to be higher than 95% of the prescribed dose. The maximum or nearly maximum
(d2%) dose is expected to be lower than 107% of the prescribed dose. d98% >
95% means that at least 98% of the PTV’s volume should be covered by 95%
of prescribed doses. d2% < 107% means that only at most 2% of PTV’s volume
can receive a dose higher than 107% of the prescribed dose.

From this table we can swiftly understand the characteristics of the plans.
Firstly, we confirm that, in both plans, all OARs are below the physician pre-
scribed doses. Secondly, for both cases, all PTVs are inside the upper and lower
dose-volume constraints. These results show that simple parameter selection can
achieve good results with the proposed gEUD model. However, per-case fine tun-
ing is still necessary for clinical-grade results.

Furthermore, Fig. 2 displays two sample Beam’s Eye Views from the fluence
maps of the resulting plans. Thanks to the smoothing procedure carried out after
each descend step of the gradient algorithm, these fluence maps can be easily
converted to MLC motions using common leaf-sequencing algorithms.

Finally, the evaluation of both implementations has been carried out
using two compute nodes from the HPC cluster of the “Supercomputacién—
Algoritmos” research group at the University of Almeria. The first platform
(alias Zen2) contains two AMD EPYC 7642 (for a total of 96 cores) and 512 GB
of DDR4 3200 MHz MHz RAM. The second platform (alias Volta) contains two
AMD EPYC 7302 (for a total of 32 cores), 512 GB of DDR4 3200 MHz MHz
RAM and one NVIDIA Tesla V100 GPU with 32 GB or VRAM. Both plat-
forms run CentOS 8.2 (OpenHPC 2), MKL 2020.1.217 and CUDA 11.7. As seen
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Table 4. Statistics and metrics of the two proposed plans. d is the average dose, d™*"
is the maximum dose and dz% is a dose-volume metric, where x is a percentage of the
volume.

ROI Parameter (Gy) | Constraint | Case 1 | Case 2
Salivary Gland L. | d 26.00 15.10 |19.55
Salivary Gland R. |d 26.00 17.31 |17.26
Spinal C. +3mm | d™%® 50.00 38.74 149.30
Brainstem +3mm | d™%* 60.00 28.68 |35.73
Mandible dme® 70.00 66.26 | 67.60
PTV 54 d 54.00 54.45 |-
d98% 51.30 53.30 | —
d2% 57.78 55.50 | —
PTV 60 d 60.00 60.39 |-
d9s8% 57.00 58.60 | —
d2% 64.20 62.00 |-
PTV 66 d 66.00 66.37 |-
d98% 62.70 65.80 | —
d2% 70.62 66.80 |—
PTV 59.4 d 60.00 - 59.46
d98% 56.43 - 57.50
d2% 63.56 - 61.10
PTV 66 d 66.00 - 66.22
d98% 62.70 - 63.30
d2% 70.62 - 68.20

0.30

X X

(a) Case 1 beam 1 (b) Case 2 beam 9

Fig. 2. Representation of two Beam’s Eye Views (BEV).
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Table 5. Time per iteration (in milliseconds) and acceleration of the sequential, multi-
core and GPU implementations for the two platforms. For the multi-core implementa-
tions, 32 threads have been deployed in both platforms.

Platform | Implementation Case 1 Case 2
T (ms) | Accel. | T (ms) | Accel.
Zen2 MKL Sequential 98.8 1.0 x |144.1 1.0 x

MKL OpenMP 14.0 7.1 x 20.2 7.1 x
Volta MKL Sequential 105.8 1.0 x |153.8 1.0 x
MKL OpenMP 14.8 7.1 x 21.1 7.3 x

CUDA cuSPARSE | 3.4 |31.1 x 5.3 [29.0 x

in Table 5, both parallel implementations perform well compared to sequential
execution.

4 Conclusions and Future Works

In this work, we have developed two fast implementations of the gEUD model for
IMRT planning, applying specific HPC techniques on two implementations to
efficiently exploit modern multicore CPUs and GPUs. The performance of these
new implementations has been tested with real clinical data of two patients with
Head and Neck tumors on two multi-core CPU platforms and a GPU. On multi-
core CPUs an acceleration factor of 7 x in relation to the sequential version has
been achieved, while on GPU we have achieved accelerations of up to 31 x.

To conclude, modern HPC platforms can enable experts to generate feasible
IMRT plans in a matter of seconds. As planning time is one of the most impor-
tant clinical constraints, it is very relevant to improve the performance of the
optimizers. Moreover, these HPC implementations allow us to address, as future
work, the combination of this model with additional physical criteria to improve
the quality of the automatically computed RTPs.
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Abstract. Utilizing present and futuristic Quantum Computers to
solve difficult problems in different domains has become one of the
main endeavors at this moment. Of course, in arriving at the requi-
site solution both quantum and classical computers work in conjunction.
With the continued popularity of Low Density Parity Check (LDPC)
codes and hence their decoding, this paper looks into the latter as a
Quadratic Unconstrained Binary Optimization (QUBO) and utilized
D-Wave 2000Q Quantum Annealer to solve it. The outputs from the
Annealer are classically post-processed using simple minimum distance
decoding to further improve the performance. We evaluated and com-
pared this implementation against the decoding performance obtained
using Simulated Annealing (SA) and belief propagation (BP) decod-
ing with classical computers. The results show that implementations of
annealing (both simulated and quantum) are superior to BP decoding
and suggest that the advantage becomes more prominent as block lengths
increase. Reduced Bit Error Rate (BER) and Frame Error Rate (FER)
are observed for simulated annealing and quantum annealing, at useful
SNR range - a trend that persists for various codeword lengths.

Keywords: LDPC code - Quantum annealing - Simulated annealing -
Minimum distance decoding - QUBO

1 Introduction

Low Density Parity Check (LDPC) codes are linear block codes originally pro-
posed in the 1960s by Gallager in his seminal doctoral work. The name reflects
the fact that the parity check matrix used in LDPC coding is sparse with low
density of 1s in the matrix. The performance of the LDPC codes approach theo-
retically described capacity limits, and therefore are very powerful. LDPC codes
have established themselves as appropriate candidates for wireless systems based
on multi-antenna multi-carrier transmission. Suitably designed LDPC codes are
also proven to be excellent candidates for Hybrid Automatic Repeat Request
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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(HARQ) schemes. The success and the consequent popularity of the LDPC codes
over the years has resulted in support and proposals for its utilization in various
applications and standards. Some examples are DVB-S2 (2nd Generation Digital
Video Broadcasting via Satellite), 5G New Radio (NR) access technology stan-
dards, recent revisions of the 802.11Wi-Fi protocol family and various storage
applications. Practically utilizable codes should constitute certain favourable
properties, especially low encoding and decoding complexities, good waterfall
regions, low error floors and flexibility in the context of getting different rates
and frame lengths. There are various code designs available, starting from the
pseudo-random constructions to sophisticated algebraic and graph-based tech-
niques. See [10,11] and [3] and some of the original references therein for more
details.

Good performance of LDPC codes can be achieved with a proper choice
of code and decoding algorithm. Belief Propagation algorithms, like the Sum-
Product algorithm are widely used in classical LDPC decoding. The Sum-
Product algorithm can be viewed as a message passing algorithm operating
on the Tanner graph, which is a bipartite graph representing the parity check
matrix, and consisting of variable nodes and check (or constraint) nodes. Each
iteration of the algorithm can be divided into two halves. In the first half, mes-
sage is passed from each check node to all adjacent variable nodes and in the
second, from each variable node to its adjacent check nodes. The decoding per-
formance is achieved through multiple iterations of the message passing along
the edges of the graph, until some stopping criterion is reached. In the direc-
tion of reducing the complexity of the (regular) Sum-Product algorithm, many
variants of it have been proposed in the literature, one example being, min-sum
algorithm (see [5,11] and the references there in for details).

Currently, we are in an exciting period in Quantum Technologies. With the
intermediate-scale commercial quantum computers becoming increasingly avail-
able, Quantum Information Processing is witnessing spectacular developments
(see [17,19,20] and the relevant references there in). Before quantum processors
become scalable, capable of error correction and universality [17], the current
and near-term devices, referred to as the Noisy Intermediate-Scale Quantum
(NISQ) [20] devices are getting explored for solving certain hard problems to
achieve significant speedups over the best known classical algorithms. Promising
results are already reported for solutions in the areas like, optimization, machine
learning and chemistry. Apart from speedup considerations, quantum mechani-
cal properties of superposition, entanglement and interference are being explored
for solving problems differently with possible performance improvements. In the
NISQ era, the hybrid quantum-classical processing has established itself as an
essential combination, and this “cooperation” will continue for a long time.

Considering the hardness and complexity of the some of the important prob-
lems in the current and emerging Communication Systems, research efforts have
been under way to explore Quantum Computing paradigms to solve them. Some
references in this direction are [6,13,15-17] and [2], among many others. Need-
less to say, due to the present requirements of Quantum Computers (QCs), like
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dilution refrigerators to maintain superconducting cooling, the usage of QCs are
targeted to the Centralized Data Centers (Radio Access Networks), see for exam-
ple, [17] and [15]. In this paper, similar to some of the references mentioned in
this paragraph, we would be considering the baseband processing, in particular
the LDPC decoding (in fact, we use [13] as the starting point). The relevance of
LDPC codes in modern wireless networks can be seen in the search for compu-
tationally efficient decoders and their ASIC/FPGA implementations in [13]. As
a futuristic notion, it is also useful to see how Quantum Processing Unit (QPU)
enhanced (or accelerated) processing together with the classical computation
can be worked out to carry out some of the complex and computationally heavy
processing at the data center.

It has been well established for the last few years that QCs can “naturally”
solve the discrete combinatorial optimization problems. Many of these problems
fall under the unifying model of Quadratic Unconstrained Binary Optimization
(QUBO) (see [18]). One of the approaches to finding the solution to a QUBO
formulation is to construct a physical system, typically a set of interacting spin
particles (two-state particles) whose lowest energy state encodes the solution to
the problem, so that solving the problem is equivalent to finding the ground state
of the system. Two main approaches have been identified to find the ground state
of interacting spin systems (quantum optimization) on NISQ processors [17,19]:
Quantum Annealing (QA) and Quantum Approximate Optimization Algorithms
(QAOA) [7]. QA is an approximate or non-ideal implementation of Adiabatic
Quantum Computing, which is an analog quantum computation. QA has been
developed theoretically in the early nineties but realized experimentally in a
programmable device by D-Wave Systems, nearly two decades later. A digitized
version of Quantum Adiabatic Computing leads to QAOA, a gate-circuit based
quantum computing.

In this paper, we have taken up the study of LDPC Decoding using Quantum
Annealers similar to [13]. But, the following novelties are brought in. Keeping
in mind the tandem working of Quantum and Classical computers, we have
attempted to exploit the inherent randomness of the QCs and the outputs or
the results of the runs/shots are subjected to classical postprocessing to arrive
at better inference (in particular, better decoding) performance. In this direc-
tion, instead of just picking up the minimum-energy solution as prevalent in
the Quantum Computing literature, the different outputs are post-processed
using simple minimum distance computation to the received codeword vector to
arrive at the final decoding. This approach sets the direction to consider appro-
priate and more sophisticated post processing for Quantum-Enhanced base-
band processing. We have taken this route to bring out a notion of diversity
emerging from the runs/shots. In fact, different outputs emerging from the
runs/shots are seen as a kind of “diversity”, which to the best of our knowl-
edge are not interpreted this way in the existing literature. Preliminary results
with length 32 and 96 rate half LDPC codes [1] demonstrate the improved per-
formance of the quantum-enhanced decoders, even with these short lengths,
over conventional Sum-Product Algorithm. The paper also spell out certain new
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Fig. 1. Schematic of the approach

remarks/observations about different formulations considered and is organized
as follows: In Sect. 2, we capture aspects related to classical Sum-Product and
Min-Sum algorithms, QUBO and Annealing (both Simulated and Quantum).
Section 3 provides the details about the Proposed augmented method; results
and the discussions are covered in Sect. 4.

2 Brief Elaboration on Quantum Annealer and QUBO

2.1 D-Wave Quantum Annealer

Quantum Annealing (QA) is a metaheuristic for solving QUBO problems [9]. The
adiabatic theorem of quantum mechanics states that Quantum Annealing, in a
closed system, will find the final ground state encoding the solution, provided the
annealing time is appropriately large compared to the inverse of the energy gap
in quantum ground state. However, this does not guarantee that QA will always
perform better than classical optimization algorithms, as the relative success
of QA depends on the suitability of the optimization landscape to obtain an
quantum advantage. D-Wave provides access to their devices which implement
Quantum Annealing on Quantum hardware, through its cloud access provision
Leap. Here, we are not capturing information on D-Wave Annealers, since nice
documentation/information is available in their website. Also see [8,12].

2.2 QUBO

The concept of a QUBO formulation is fundamental to utilizing a Quantum
Annealer to solve a given optimization problem.
Let f : B" — R be a quadratic polynomial with ¢; € B = {0,1} for 1 <i < n:

fa(z) = oijaiq; (1)

i=1 j=1
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The QUBO problem then consists of finding ¢* such that:

q" = argminf5(q) (2)
qeB™

The QUBO form of (1) can be written, separating the linear and quadratic terms,
and noting that ¢? = ¢;, and setting a; = a;, as:

fale) = g + > oijaigs 3)
i=1

i=1 j=1

«; is called the bias of the variable g;, and «; is called the bias/coupling of the
quadratic term ¢;q;.

Any optimization problem that we wish to solve with the QA, must first be
formulated as a QUBO problem. We discuss the QUBO formulation of LDPC
decoding in the next section.

3 Proposed Approach

The flowchart given in Fig. 1 summarizes the proposed solution approach. In the
following sub-sections requisite details are elaborated.

3.1 Encoding

— To implement the LDPC encoding, we consider a valid parity matrix H and
the corresponding generator matrix G.

— For a randomly generated message m, codeword c¢ corresponding to m is
obtained by multiplying ¢ with the generator matrix G.

mG =c (4)

where the multiplication is mod-2.

— To simulate the effect of the channel on the transmission of the codeword, we
add Additive White Gaussian Noise (AWGN) to the transmitted codeword,
to obtain the received signal r:

r=c+n (5)

where n ~ Ny (0,0I). We can adjust SNR by adjusting the variance o.

3.2 Decoding

— To decode the received signal r, we first put in place the corresponding QUBO
formulation. The QUBO for r is composed of two parts:
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BER Evolution with SNR (Log Scale) for (n,k)=(32,16)
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Fig. 2. BER, FER vs SNR for different problems
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1. Distance Metric: Let binary variable g; represent the i bit of the decoded
codeword. We compute the expectation of ¢; given the received symbol r;,
as P(g; = 1|r;). For an AWGN Channel with Binary Phase Shift Keying
(BPSK) Modulation, this quantity, as given in [13], is:

1
Pr(g;=1lr;) = ———— 6
(gi |ri) 1+ exp % (6)
We expect that the transmitted codeword is “proximal” to the received
signal. Therefore, to find the transmitted codeword, we seek to minimize
the following Distance Metric § that computes the proximity of a code-

word to the received information:

n

5= 3 (a: — Prig; = 1r))? (™)

i=1

A minimum of (7) is an estimate of the transmitted codeword, computed
with the quantities Pr(g; = 1|r;) alone.

2. Constraint Satisfaction Metric: The LDPC constraints ensure that the
modulo-2 sum at each check node ¢,, is 0. These equality constraints need
to be incorporated into an objective function that can be minimized. We
implement this with the following function. For each check node ¢; one
can define LDPC satisfier function (see also [7]):

Laar(ci) = (Dvjin,,=145) — 2Le(ci))’ (®)

Through minimization of the above function, we can force the sum at that
check node to be even: that is, force the modulo-2 sum at that node to
zero. L¢(c;) is implemented with additional ancillary qubits. Next enters
the Constraint Satisfaction Metric L:

L= Z Lat(¢s) (9)

Minimizing L would result in the satisfaction of the LDPC constraints at

the check nodes.
Finally, we combine the two components with Langrange weights W and W5,
to compose the final QUBO. Minimizing the QUBO in general tends to min-
imize both the composite components. We can prioritize the minimization of
one component over the other with a high choice for the Langrange weight for
that component relative to the other. We have experimented with variations
on W1, keeping W5 fixed at 1.0. The resulting QUBO is:

F =W+ W,L (10)

The QUBO is then passed to the D-Wave annealer. Several samples are col-
lected by running the annealer multiple times.
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— Valid codewords (codewords that satisfy LDPC constraints) are filtered out
from the samples and then minimum distance decoding is performed with the
received signal to obtain the final decoded codeword.

As can be seen from the above description this QA-based framework doesn’t
require message passing iterations typically used to perform LDPC decoding
with classical BP algorithms. Instead, a Quantum Annealer implemented on
real Quantum hardware “naturally settles” to the optimal state for the QUBO,
thereby performing the LDPC decoding.

4 Results and Discussion

Decoding was performed on LDPC parity matrices of dimensions (32, 16) and
(96, 48), using quantum and simulated annealing, and classical Belief Prop-
agation algorithms (see [1]). Quantum methods provide an inherent mode of
diversity, due to its stochastic nature, giving different outputs for the same r,
for different runs of the experiment. This advantage is not available for classical
BP algorithms, which are deterministic in nature. In other words, for successive
runs of the experiment, using the same r results in different outputs due to the
inherent randomness in quantum information processing. On the other hand, it
is trivial to observe that the same output, and not the “different copies” of infor-
mation related to the transmitted codeword. Of course, this benefit is coming
because of the use of Quantum Computers.

4.1 Results for Fixed SNR Channel

For this scenario, different SNRs are considered for experimentation. For each
SNR, the BER and FER estimate is obtained with 10® Monte Carlo iterations.
The term “fixed” refers to the fact that the SNR remains the same for all these
10 “transmissions”. Elaborating little more, the number of times the quantum
annealer used for a given SNR was the same as that of the number of received
codewords used for assessing the performance, that is 10°. Further, the number
of reads per anneal used was 20. Coming to the results, based on the four plots
in Fig. 2, the following observations are evident:

— In the moderate SNR regime, Quantum Annealing (QA) and Simulated
Annealing (SA) perform better than the classical BP.

— At lower SNRs, performance of QA and SA is close to the performance of
classical BP.

— However, a sharp drop is seen in BER, as well as in FER, around 7.5 to 8
dB range for both simulated and quantum annealing. When SNR reaches 10
dB, the noise becomes small enough such that all the methods achieves the
similar BER and FER.

In the limited amount of studies we carried out using two short codewords,
Simulated Annealing performs slightly better than Quantum Annealing. It is to
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be noted that the QA results are obtained from the actual D-Wave Annealer, and
these realistic machines do have imperfections (“noisy behavior”) at present. Of
course, as remarked earlier, both SA and QA performed better than classical BP.

4.2 Results for Time-Varying SNR

SNR function varying with codeword index [t] for (n,k)=(7,4)
12

10 A

SNR

0 200 400 600 800 1000
codeword index [t]

Fig. 3. Variation of SNR with respect to time

In order to simulate a time-varying SNR function and observe how the proposed
approach performs in this case, the following procedure was undertaken and
observations were recorded.

— For each of the 1000 codewords transmitted, the SNR is varied. In our exper-
imentation, the samples have been drawn from the normal distribution with
=75, 0 = 2. A realization of the SNR is depicted in Fig. 3

— It is again observed that simulated annealing has the highest fraction of cor-
rect codewords decoded, followed by quantum annealing and classical belief
propagation, as given in Table 1.

In this paper, we have just considered a time-varying SNR to assess the per-
formance of the proposed methodology. In the direction of considering the more
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Table 1. Fraction of correct codewords for time-varying SNR. (for 10° Monte Carlo
instances)

Methods Fraction of correct codewords

Classical Belief Propagation | 0.848
Simulated Annealing 0.946
Quantum Annealing 0.902

realistic scenarios, we are in the process of implementing complex-baseband pro-
cessing with the Rayleigh fading channel. The possible modifications to QUBO
formulation for this case is also envisaged.

The results for both fixed and time-varying SNR demonstrated the correct
functionality of the QUBO formulation of the LDPC decoding augmented with
post-processing which exploits the special diversity mentioned. Experimentations
with longer codewords may bring out the beneficial aspects of the proposed
approach compared to classical counterparts. Elaborating further, it is expected
that the Quantum Computers, including the Annealers will only improve in
terms of number of qubits, quality of the qubits, the connectivity between them,
etc. They can then not only accommodate larger-sized problems (for instance,
longer code lengths of practical importance, etc.), but also naturally solve them
with better performance and speed compared to the fully classical counterparts
(both Simulated Annealing and the variants of Sum-Product). Additionally, the
right integration of classical and quantum computing systems may result in
useful energy savings as well [14].

Keeping in mind the number of available qubits with D-Wave Annealers and
hence the corresponding capability of supporting larger number of variables in an
optimization problem, we focused our study in this paper using QA. QUBO prob-
lems can also be solved through Gate Model based Quantum Computing through
different algorithms like QAOA, Variational Quantum Eigensolvers (VQE, see [4]
and the references therein), etc. When futuristic gate-based hardware capable of
running the “good-sized” problems are available, the Decoding problem can be
systematically examined using the Quantum-Classical combination. The notion
of “diversity” suggested in this paper also consider the fact that in Quantum
Computing the probability amplitudes can interfere unlike in classical proba-
bilistic computing. Together with other quantum effects, in principle, one can
see a different potential of Quantum compared to classical; this thread can be
further scrutinized through both theoretical and empirical angles for decoding
as well as other communication signal processing.

5 Conclusion

Classical post-processing assisted quantum annealing is proposed for LDPC
decoding which exploits the stochastic nature of quantum computers to arrive
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at improved solutions at SNRs of practical relevance, when compared with clas-
sical BP decoding. Unlike classical BP decoding, iterations are not required for
this QA-based approach. The candidate solutions obtained through runs were
post-processed based on minimum distance decoding and this can be extended
to more refined methods. There is plenty of scope for expanding this work which
uses both quantum and classical computations in co-operative manner for dif-
ferent baseband processing techniques.
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Abstract. Quantum computing has emerged in recent years as an alter-
native to classical computing, which could improve the latter in solv-
ing some types of problems. One of the quantum programming mod-
els, Adiabatic Quantum Computing, has been successfully used to solve
problems such as graph partitioning, traffic routing and task scheduling.
Specifically, in this paper we focus on the scheduling on unrelated par-
allel machines problem. It is a workload-balancing problem where the
processing time of any procedure executed on any of the available pro-
cessing elements is known. Here, the problem is expressed as Quadratic
Unconstrained Binary Optimisation, which can be subsequently solved
using quantum annealers. The quantum nonlinear programming frame-
work discussed in this work consists of three steps: quadratic approxi-
mation of cost function, binary representation of parameter space, and
solving the resulting Quadratic Unconstrained Binary Optimisation. One
of the novelties in tackling this problem has been to compact the model
bearing in mind the repetitions of each task, to make it possible to solve
larger scheduling problems.

Keywords: Adiabatic Quantum Computing - Quadratic
Unconstrained Binary Optimisation - Scheduling on unrelated parallel
machines problem

1 Introduction

Quantum computing takes advantage of the quantum mechanical effects to pro-
cess information. The quantum hardware implements such principles to solve
general computational problems. There are two ways of performing computa-
tional operations on a quantum computer. The most well-known is the approach
based on a quantum circuit model of computation. This approach provides both
a framework for formulating quantum algorithms and an architecture for the
physical construction of quantum computers. This model of computation might
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provide a complete design of quantum computing in the long run, but nowadays
is severely limited by the small number of qubits that make up real quantum
platforms and by the errors introduced by each quantum gate. The other model
relies on the adiabatic theorem.

Adiabatic Quantum Computing (AQC) is focused on the solution of combi-
natorial optimization problems. Although the goal of AQC is particular, it is of
great interest since many of these problems are NP-complete and they are a chal-
lenge for conventional computation when the input problem grows. Moreover,
these problems are involved in a wide set of applications as illustrated in [8]. AQC
can solve such problems efficiently because their solution can be expressed as the
ground state of an Ising Hamiltonian, which evolves in polynomial time [12]. The
Ising Hamiltonian is used to model quadratic unconstrained binary optimization
(QUBO). So, the QUBO problem is formulated to find the minimum of a quadratic
polynomial with unitary variables. The physical realization of AQC are unreach-
able since the non-ideals conditions avoid the adiabatic evolution of the quantum
hardware. Quantum Annealing (QA) is based on the AQC principles but in a flex-
ible sense. Currently the Ising solvers are realized with quantum annealer, such
as the D-Wave platform [7]. Thus, the translation of combinatorial optimization
problems in QUBO models is the key for their QA solution.

Scheduling is one of the active areas of discrete optimization that plays a cru-
cial role in manufacturing and service industries. The scheduling theory has been
a focus of interest by researchers in management science, industrial engineering,
and operations research. Many classical approaches to solve the different types of
scheduling problems can be found in the literature, just to name a few [5,16,17].
In recent years, quantum computing has been postulated as an alternative and
several authors have studied the behavior of these problems on quantum plat-
forms. In [11] authors formulate the uncapacitated task allocation problem as a
QUBO model. The work by Carugno et al. [3] studies the application of quantum
annealing to solve the job shop scheduling problem and compares the solution
quality with various classical solvers. In the present work, we focused our atten-
tion on the unrelated parallel machine problem.

The unrelated parallel machines problem consists of balancing the compu-
tational load among the available (heterogeneous) processing elements, when
the processing time of any procedure executed on any of the available process-
ing elements is ‘a priori’ known. In this work, the scheduling problem is trans-
formed into a QUBO formulation, thereby allowing the use of Ising solvers such
as D-Wave’s quantum annealer. This transformation to QUBO is done by the
quadratic approximation of cost function, binary encoding of the integer vari-
ables, and solving the problem using a quantum annealer.

The main contributions of this work are the following: (1) QUBO model has
been designed and implemented in a real quantum annealer supplied by D-Wave
to solve the unrelated parallel machine scheduling problem; (2) thanks to a tech-
nique based on the use of binary variables for setting the number of repetitions of
every tasks, the number of required qubits has been considerably decreased and
case studies with about 5000 variables have been solved on quantum annealers;
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and (3) the proposed methodology can be extended to solve other combinatorial
optimization problems.

The paper has been organized as follows. Section 2 is devoted to describing
the quantum annealing computational model. Section 3 introduces the load bal-
ancing problem addressed in this work. Section 4 shows the QUBO formulation
for the unrelated parallel machine scheduling problem and how it is solved on
the D-wave annealer. In Sect.5 the obtained results are shown and discussed.
Finally, in Sect. 6 the main conclusions are drawn.

2 Quantum Annealing Computing

The adiabatic theorem assures that if we start at a state of minimum energy of
a simple Hamiltonian and it evolves slowly, it will always remain in the state
of lowest energy, ground state. So, the idea of quantum adiabatic computing
is to select a ground state of a simple Hamiltonian, Hy, and make the system
evolve during a time T to the state of minimum energy of the Hamiltonian of
the problem H,,. So, we can define a Hamiltonian as a function of time to model
its temporal evolution:

H(t) = (1 = ) Ho + = H, (1)

In practice it is difficult to guarantee the adiabatic conditions, and quantum
annealing s used as a heuristic approach which combines the adiabatic theorem
and the Ising model [13] to build solvers of combinatorial optimization problems.
It consists of:

1. Hy = — Z?:l Y; is defined as initial Hamiltonian where n is the number of
qubits,

2. H, is defined as the target Ising Hamiltonian,

3. The system evolves from H, to H, without adiabatic conditions being guar-
anteed,

4. The final state is measured to compute a possible minimum,

5. The process is repeated several times to compute various approximations of
minima.

We recall that the Ising Hamiltonian defines a model of ferromagnetism in
statistical mechanics with unitary discrete variables, since they represent mag-
netic spins that can be in one of two states. Therefore, QA is useful to solve
combinatorial optimization problems with unitary variables. Moreover the Ising
model can be translated to the QUBO model, which unifies a rich variety of
combinatorial optimization problems [6].

Currently, D-Wave Systems Inc. has developed quantum hardware based on
QA with a large number of qubits. This technology still suffers from limitations
such as resource scarcity and control errors, among others. However, a wide
set of practical optimization applications are being currently adapted to this
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technology since potentially it offers a huge computational power for solving
large combinatorial optimization problems which are NP-complete.

The next sections are focused on the application of the QA methodology
for solving Unrelated parallel machine scheduling. Therefore, we develop the
steps related to the described methodology: (1) quadratic approximation of cost
function of a compact model, (2) binary representation of the discrete variables,
and (3) solving and testing the resulting QUBO model on the D-wave annealer.

3 Unrelated Parallel Machine Scheduling Problem Using
Quantum Annealing

3.1 Definition of the Unrelated Parallel Machine Scheduling
Problem

The problem of distributing N tasks, of J different types, in M processing units
has been already described in the literature [14]; thus here we only give a short
account. Briefly, the optimal distribution that minimizes the total time to exe-
cute all tasks is sought, namely:

Find: Nj.a
to minimize mazx {1y}
with Ta = E] nj”tj,a o = 1,...,M
subject to Yo Nja = Tj j=1,...,J

Here {n;} is the number of tasks of type j assigned to Processing Unit (PU)
named «, T, is time needed by PU a to complete all of its tasks, and {¢;«}
is the runtime matrix of all tasks j in all PUs a. The J restrictions (last line)
indicate that all jobs of type j, x;, must be assigned.

The inputs to the problem are the number of PUs; M, the number of tasks of
every type that must be assigned, {z;}, and the runtime matrix, ¢; . Different
strategies have been proposed to solve this problem, and commercial software is
available, such as AMPL [4] and CPLEX [2].

3.2 From Binary Integer Programming (BIP) to QUBO

In order to solve this problem with quantum annealing, it has been reformulated
as a quadratic unconstrained binary optimization (QUBO) problem following
[6]. Let us define the function:

Oy =) T2 (2)

The summation in Og is dominated by the largest term, i.e. by maz {T,},
and therefore, minimizing max {T,} is equivalent to minimizing Oy.

The first, brute force, approach to the problem is to consider that all tasks
are different: n; o becomes then a binary variable, n; . = 1 if task j is run in PU
a and 0 otherwise, and the restriction now reads ) n; = 1 for all j, ensuring
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that all tasks are run once. This restriction must be incorporated in the function
to be minimized:

2
O=> T2+ P (1 - an,a>
«@ 7 «
2
= Z Zniatia + 2 Z Ng,aM,atk,alla | + ZP]' <1 — an7a> (3)
a J o

k,LkAL J

where P; are “large” constants [6], and the expression of T;, has been substituted
in the second line to get an explicit expression. This formulation corresponds to
a QUBO problem, as expected.

This approach, however, requires as many unitary variables as elements in
the matrix n; «, i.e. tasks to be assigned times the number of PUs, what restricts
importantly the size of the problem that can be studied. To overcome this issue,
we make use of the repetition of jobs for the same task. In this case, n; o is subject
to the last condition in the problem definition, ) n;j . = z;, and therefore it is
no longer an unitary variable. To continue within the QUBO formulation, it can
be, nevertheless, expressed using unitary variables for the digits in the binary
representation [12]:

B
Mo =Y Njanr2t (4)
k=0

where B = int [log2(R + 1) + 1], with R = max {x; }; variables n; o » are unitary.
Introducing this representation of n; ., in the expression of Oy and the restriction
yields finally:

2
O:ZT§+ZPJ <1_an7a>
a g [

B 2 B 2
D1 ST SUANEL S D TS ) SES D
o j k=0 J a k=0
It can be easily confirmed that this expression corresponds to a QUBO prob-
lem, and allows finding the distribution of J x R tasks in M processing units
using J X B x M unitary variables. Since B ~ logy R, this implies an important
reduction in computing resources with respect to the initial formulation, given

by Eq. 3.

4 D-Wave Implementation

This section shows how to formulate the problem to be solved using D-Wave |9,
15,18]. The code has been written in Python.
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The implementation is oriented to receive, as inputs, the number of PUs, the
number of different tasks, and the number of repetitions for each type of task.
It must also be indicated the maximum possible value of completion time, and
how long each type of task takes on each type of PU. The latter times can be
specified in the form of a matrix, with each row being a type of task, each column
a PU, and thus each element of the matrix represents the necessary time taken
for each possible combination of type of task and PU. An example of how this
can be easily represented is shown in Fig. 1. Based on Sect. 3, it is assumed that
there are no dependencies between tasks and that each PU can only execute a
single task at a time.

#Num of different jobs: 3
#Num of repetitions: 5
#Num of machines: 2

type id machine © machine 1
o

1 2 3

3 1

Fig. 1. Example of an input file for a problem with 2 PUs, 3 different type of tasks,
and 5 repetitions. Since tasks of the same type share execution times, the time is only
shown once for each type of task.

Following the nomenclature used in the previous section, the following param-
eters have been considered to represent the problem in the code:

— J: is the number of different tasks.

— R: is the number of repetitions.

— M: is the number of PUs.

— j: is the set of different tasks (1,2, ..., J).

— a: is the set of PUs (1,2,..., M).

— tj,o: is the processing duration that PU « needs for tasks of type j.
— V: maximum possible completion time (make-span).

To simplify the problem, all tasks are considered to have the same number of
repetitions R. However, it is easy to modify the code so that each type of task
can be assigned its own number of repetitions. This decision does not limit the
conclusions of our work. These variables have also been used to work with the
model:
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— O: is a positive integer variable that defines the completion time (make-span).

— B: is the number of necessary binary digits to represent the number of repe-
titions (Eq. 4).

— {nj,qk}: is the matrix of the distribution of tasks, where n; o represents
the k-th digit in the binary representation of n : j, o, which stands for the
number of tasks of type j that are assigned to PU a.

We recall that the aim is to minimize the make-span (O, as it is defined in Eq. 3
and Eq.5). It is important to clarify that V and O are different variables. V' is
a value entered by the user and indicates the maximum value allowed for the
make-span (assuming it is possible to solve the problem in that time). O will
contain the make-span found by the software.

According to the model described in the previous section, only one constraint
needs to be established. This constraint is focused on ensuring that each task is
executed only R times:

Z Nja = R (6)

where R will be 1 if we use the model set out in Eq.3, or any other natural
number if we work with the model in Eq. 5.

#Number of jobs: 15
#Number of machines: 2
#Completion time: 11.0

machine @ machine 1
job id type start dur type start dur

0 0 ] 1 ] ] ]
1 0 1 1 ] ] ]
2 0 2 1 ] ] ]
3 0 3 1 ] ] ]
4 0 4 1 ] ] ]
5 1 5 2 ] ] ]
6 1 7 2 0 ] ]
7 1 9 2 0 ] ]
8 0 0 0 1 ] 3
9 0 0 0 1 3 3
10 0 0 0 2 6 1
11 0 0 0 2 7 1
12 0 0 0 2 8 1
13 0 0 0 2 9 1
14 0 0 0 2 10 1

Fig. 2. Example of an output file for the problem shown in Fig. 1. Each row corresponds
to an executed task. The first column assigns a unique id to each task for the sake of
clarity. The following columns, in groups of three, correspond to each PU. For each
task/PU, the type of task, the start time, and its duration are indicated. If the duration
is 0, it is understood that the task has not been executed on that PU.
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= job0 mmm jobl mmm job2

machine 0

machine 1

o 2 4 6 8 10

Fig. 3. Example of an output file for the problem shown in Fig. 1. Each row corresponds
to an executed task. This results is the same as the one shown in Fig. 2, but represented
graphically.

D-Wave returns the results using the representation specified in Eq. 4 through
variable n. This matrix is not suitable for quick human interpretation. Therefore,
once the results have been obtained, a further process is carried out to represent
the data in a more readable and tractable format. To this end, the procedure
carried out in Ku et al. [10] has been followed. For each task, the PU on which
it is going to be executed, the start time, and the duration are represented. This
representation is shown in text form (producing an output file with the indicated
information), and also in graphical form. The work of Ku et al. [10] is focused on
the problem called “Job Shop Scheduling”, similar to the one discussed in this
paper but with its own characteristics (tasks composed of subtasks, dependencies
between tasks, etc.). Several implementations based on this problem are avail-
able on the D-Wave website [1]. These implementations include useful routines
to transform the output of the problem into a more user-friendly format. The
adaptation of these data processing routines to the unrelated parallel machine
scheduling problem is simply a matter of Python programming skills. Exam-
ples of the output in text and graphical format can be seen in Figs.2 and 3,
respectively.

5 Evaluation

The evaluation of the software has been split up in two parts. First, the possible
problem sizes to be addressed are studied using first the model described by
Eq. 3 and second by Eq.5. The size of each problem depends on the number of
tasks and the number of PUs for the case of Eq. 3, and on the number of different
tasks, the maximum number of repetitions, and the number of PUs for the case
of Eq. 5. Second, the accuracy of the results has been validated.
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5.1 Resource Assessment

The D-Wave device on which the software has been tested has 5000 qubits.
According to the CQM model, an integer variable will be dedicated to the make-
span, and J x M binary variables for the case where all tasks are different (model
described by in Eq. 3). Ideally, the variable-qubit correspondence is direct. This
approach allows us to solve any problem with J different tasks and M PUs as
long as J x M < 5000. That is, if we set a number of PUs M, the number of
possible tasks will be a maximum of 4999/M, and if we set a number of tasks of
J, the maximum number of PUs we can include in the planning will be 4999/.J.
However, in practice, some extra qubits are needed for topology reasons, so it
is not possible to use the 5000 qubits in the way described. Table 1 shows the
maximum possible values of each variable as a function of the value of the other.

Table 1. Maximum number of tasks and PUs using 5000 qubits and the model defined
in Eq. 3.

Number of tasks | Number of PUs
4 1249
8 624
16 312
32 156
64 78
128 39
256 19
512 9
1024
2048 2

For the case where tasks can be grouped by type, an integer variable is still
dedicated for the makespan, but in this case the problem needs J x R x M
binary variables. However, according to Eq. 5, the number of repetitions is being
represented as B = int[log2(R + 1) + 1], so the actual number of variables
will be J x B x M (again, a certain number of qubits must be dedicated to
allow correct transpilation to the topology of the quantum computer). Again,
J x B x M < 5000 must be satisfied, so any combination of J, R and M values
that satisfies this expression is feasible to be solved by the proposed software.
In this case, the introduction of B allows the number of executed tasks to be
greatly increased if they can be grouped into types. Since the representation of
the number of tasks is the one that allows to express larger numbers occupying
fewer qubits, R (B) is the variable that can grow the most, so that if the problem
contains few PUs and types of tasks, it can be solved involving millions of tasks.
This is in contrast to the data shown in Table 1. Table 2 shows an example with
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16 PUs (M = 16) and 7 types of tasks (J = 7). It can be seen how more than
4.8F + 12 repetitions can be allowed for in each task type. That is, more than
3.3F + 13 tasks can be executed in total). This is much higher than the 300 or
so tasks we could solve with 7 PUs using the former formulation.

Table 2. Number of variables (qubits) used varying R for an example with M = 16
and J = 7. In the quantum device, R is expressed as B = int[log2(R + 1) + 1] so, for
clarity of display, B is also shown. Furthermore, column ‘Executed’ identifies the total
number of executed tasks, calculated by multiplying the number of task types by the
number of repetitions (J X R).

R B | Variables | Executed
3| 336 28
8 4| 448 56
16 5| 560 112
32 6| 672 224
64 7| 784 448
128 8| 896 896
256 91008 1792
512 10 1120 3584
5.72E+5 |20 2240 4.00E+6
5.86E+8 |30 | 3360 4.10E+9
6.00E+11 | 40 | 4480 4.20E+412
1.20E+12 | 41 | 4592 8.40E+12
2.40E+12 |42 | 4704 1.68E+13
4.80E+12 | 43 | 4816 3.36E+13

5.2 Validation of Results

To test the accuracy of the software, it has been used to solve more than 50
scheduling random problems by varying J, M, and R and keeping the number
of executed tasks as small as possible. To perform this, a Python script was
developed to generate input files with the corresponding configurations quickly
and easily. This script accepts as input per command J, M, R, the maximum
time that a task can last (we will denote t), and optionally the name of the
output file. The name of the output file is, by default, instance_J_R_M.txt. The
file will be in the format specified by Fig. 1, but naturally adapted to the specific
parameters. The time for each type of task on each PU will be a random value
between 1 and ¢, both values included.

Once the test files have been obtained, the optimal time for the planning of
the problems they represent has been calculated using AMPL [4] and CPLEX [2].
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The optimal value of each problem has been established as the maximum make-
span for the execution of that problem with the proposed software with the aim
of verifying whether it is capable of finding a schedule in that time. A maximum
execution time in D-Wave of 10 seconds has been set. In all tested cases, the
software was able to find a valid schedule in the optimal time. As a simple
test, times shorter than the optimal time have also been tested. In such cases,
the software has correctly indicated that it is not possible to find a task/PU
configuration that solves the problem in the given time.

6 Conclusions

In this work, the scheduling of heterogeneous tasks on unrelated parallel
machines has been solved using quantum annealing. The problem has been
formulated using modularity mathematically and transform it to QUBO. The
results obtained have been compared with classical methods such as CPLEX and
AMPL to demonstrate that the quantum solution is of the same quality as the
based on classical computing. D-Wave platform has been considered to perform
the quantum annealing version of the scheduling of heterogeneous tasks. The
obtained results are very promising since, thanks to the trick of using the binary
representation to indicate the number of repetitions of each task, the number
of qubits needed to represent them is reduced, thus being able to solve larger
problems. Finally, it should be noted that the methodology used in this work
can be applied to other combinatorial optimization problems.
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Abstract. Quantum computing is a rapidly developing technology
that, in theory, can solve complex computational problems practi-
cally intractable for classical computers. Although the technology offers
promising breakthroughs, it is only in the early stages of development,
and various quantum computer architectures are emerging. One such
new development is the photonic quantum computer. Since the work on
discrete optimization using different quantum computer architectures is
well studied, in this paper, we experiment with solving a toy instance of
the Job-Shop Scheduling problem using a hybrid learning algorithm on a
photonic quantum computer simulator. The promising results, combined
with some highly desirable properties of photonic quantum computers,
show that this new architecture is worth considering for further develop-
ment and investment in the quantum technology landscape.

Keywords: Job Shop Scheduling Problem - Quantum Computing -
Photonic Quantum Computer

1 Introduction

With the dynamic and rapid development of programmable and scalable pho-
tonic circuits, there is a natural question about potential algorithms and appli-
cation areas for optical quantum computers as near-term quantum devices. This
paper presents our early experiences with a new quantum simulation framework
supporting bosonic sampler capabilities. We use the recent advent of the simu-
lation tool to model and solve a well-known Job Shop Scheduling Problem. The
Job Shop Scheduling Problem (JSSP) is an NP-hard optimization problem in
computer science and operations research. A complete set of solutions for larger
instances of this problem is practically intractable, so typically, solving it requires
using heuristics or local search algorithms. However, even dedicated algorithms
using classical machines have many constraints due to the limited scalability of
computer architectures and their other parameters, such as processor sizes and
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energy consumption. Encouraged by our recent work on using quantum comput-
ers to solve the JSSP problem - in the quantum annealing (QA) model [9], as
well as in the gate-based model using the QAOA algorithm [5]|, we propose in
this paper yet another approach to verify if and how we can solve it by using
upcoming photonic-based quantum computers.

2 Problem Formulation

2.1 Photonic Quantum Computer

Quantum computers based on photonic technologies bring a number of highly
desirable features, such as scalability, due to parallel developments in classical
photonics - a well-established industrial sector, the ability to perform room-
temperature computing, as well as the possibility of combining into hybrid archi-
tectures, due to the growing field of photonic-based quantum communications.

In this research, we are going to use a photonic quantum computer simula-
tor provided by ORCA Computing [2]. The photonic quantum computer is an
implementation of a computation technique called Boson Sampling [7]. In a few
words, it is based on passing a number of singular photons through a linear opti-
cal system, which consist of parameterized gates. It includes beam-splitters that
create optical path intersections with parameters ¥ determining the transition
probabilities of photons moving along the respective paths, as well as parame-
terized phase-shifters, which change the phase of the photon based on the value
of the parameter 1. Each time a particle passes through such an intersection,
it generates a quantum superposition. Furthermore, each meeting point of the
paths of two or more photons produces an entangled state. The large number
of potential paths and branches that the particles can travel through gives the
potential to obtain very large entangled states, even for a small number of pho-
tons, which determines the quantum advantage of such a device over classical
simulation. A readout of the result involves sampling the probability distribution
by measuring the number of photons in each of the single photon detectors at
the output of the system.

‘5(07¢)>:Zan|n17“~7n1\/1> (1)

This measurement of the so-called Foch state can be further mapped by a
parity function to a binary tuple & with a corresponding energy function E for
an observable H.

E(9,9) = (z|H|z) 2)

The quantum circuit composed of the parametrized phase-shifters and beam-
splitters acting on the input quantum state can be denoted as a unitary operator
U (9,%) and the readout from the circuit can be denoted as (Fig. 1):

(@|UT (9, 4) OU (9, 9)|) . 3)
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Fig. 1. Boson Sampling based photonic quantum computer architecture [6].

One can derive that this holds true for any observable O in the form of:

M M
0=>" oiiala; + > oijala; (4)
i=1 i,j=1

This notation can be easily mapped into a class of quadratic unconstrained
binary optimization (QUBO) problems, which are already well described as a
basic case to solve on other quantum architectures, such as quantum annealers
[4] and gate-based quantum computers [5].

E(x) =) Quzi+ Y Qijziz;, (5)
i i<j
Finding an optimal solution to a QUBO problem is equivalent to minimizing
a classical Ising Hamiltonian, where the minimal energy eigenstate encodes the
solution to the binary optimization problem:

min 27 Qz, (6)

where the diagonal terms );; are the linear coefficients and the nonzero off-
diagonal terms @);; are the quadratic coefficients.

2.2 JSSP Formulation

The JSSP formulation we are considering is defined as follows. There are J
jobs J = {ji1,...,Jjs }, each consisting of O; operations O; = { Oj1,...,0j0, },
which are supposed to be processed in a predefined order. Each operation O
has a duration time ; , and must be processed on a specified machine from a set
of M machines M = {mq,...,mp }. A set of operations O;j that have to be
executed on the machine m,, can be denoted as I,,,. Each machine can process
at most one operation at a given time.
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For the purpose of using the quantum computer as a solver for the JSSP
problem, we need to encode the problem variables to match the QUBO notation.
Inspired by [11] we use the time-indexed JSSP representation. We define binary
variables, which encode the starting times of each operation:

1 if operation O; j, starts at timet
Tjk,t = . (7)
0 otherwise

We can now define a set of constraints for our optimization problem. The

first three are feasibility constraints, ensuring that the JSSP solution does not

break the problem statement. The last constraint is designed to minimize the
total duration of all tasks - referred to as makespan.

— Single-start constraint: Each job should start once and only once.

(Z xj)k)t - 1) (8)

O;
& t

hl(.T) = ZZ

This constraint ensures, that each operation from each job has exactly 1
starting time.

— Machine sharing constraint: At a given time no 2 jobs should be running
on the same machine.

ha(z) = > Tj, ket Tj k¢ (9)

m \Jj,kt,j" k' t'€AnUB,
where
Am = (jakatajlvkjvtl) : (Oj,kan’,k’) S Im X Im,
(4. k) # (G k), 0<tt'<T, 0<t—t <l
Bm = (.7; kvtujlvklvt/) : (Oj,kan’,k’) S Im X Im7
(j, k) 7& (j/, k/), t= t/, l]k > O, lj’k’ > 0
The set A,, is defined so that the constraint forbids operation O; j from start-
ing at ¢t if there is another operation Oj j still running, and B,, constrains

two operations from starting at the same time.
— Precedence constraint: The precedence of operations within jobs should

be maintained.
J O;
ha(w) =D % > Tikaikiie (10)

ik tHlp<t!

This ensures that no operation with a lower index within the same job starts,
before the previous one has finished.
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— Minimal makespan constraint: Promotes low-makespan schedules by
putting a penalty on any non-optimal schedule (schedule with finish time
further away from the maximum time Ty,ax).

(rmptsniod)

Encoding the @) matrix coefficients takes the form of a weighted sum of those
four constraints between certain pairs of x variables.

ha(x) = (J +1)

Q = wihy(z) + waha(x) + wshs(z) + wahy(x) (12)

2.3 Hybrid Optimization Algorithm

In a nutshell, to find the optimal solution, represented by the binary vector xopt,
we need to find the optimal set of parameters (9,1)) of the quantum circuit. To
do so, we use a gradient-based method in a hybrid (classical-quantum) loop.
Parameters of the quantum circuit are initialized randomly. Then, we run the
quantum circuit on a photonic quantum computer (or simulator) and readout
the results. After processing it through a parity function, we can calculate the
corresponding energy value using the ) matrix. Then we can use a gradient-
based model to calculate a new set of parameters. An example loop passing with
sample data for a problem of size seven is schematically shown in Fig. 2.

Boson sampling Parity function
) [0210112) p x=(0010110)
Run a photonic quantum circuit with M modes Calculate
Energy

(Objective function)
for a given matrix Q

([-0.64 . 0.32 0.64 0. 0. e. ]

[e. -0.64 0. 0. 0. 0.32 0. ]

[ 0.32 eo. -0.8 0.32 0.32 0. e. ]
C Q = [ 0.64 o. .32 -1. 0.32 o. e. ]
\ _ [ o o. ©.32 0.32 -0.96 0. e. ]
y [e 0.32 0. 0. 0. -0.96 0.32)

PR " . ] 0. 0. 0. 0. .32 -0.16

N Optimize circuit parameters L "
p to minimize Energy function E — T
( &y E=x"Qx

Fig. 2. Hybrid optimization algorithm loop, consisting of quantum computations and
classical processing and parameter optimization.
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3 Experiments

3.1 Problem Instance

For the first part of the experiments, a photonic quantum computer’s sim-
ulator was used to perform an optimization of a toy problem consisting of
3 jobs J = {‘“cupcakes’,“smoothie’, “lasagna” } and 2 machines M =

“mixer”, “oven” }. The complete problem notation also shows execution times
of each operation on a given machine, along with the order of operations within

jobs is given in a dictionary-like format:

{“cupcakes” : [(“mixer”,2), (“oven”,1)],
“smoothie” : [(“mizer”,1)],

“lasagna” : [(“oven”,2)]},

or in a form of a dependency graph as shown in Fig. 3.

Fig. 3. Example JSSP instance with 3 jobs, 4 operations and 2 machines. O, nodes
denotes k-th operation of job j and colors green and blue correspond to machines mizer
and oven respectively. The numbers on the edges of the graph indicate the processing
times of operations labelling preceding vertices. (Color figure online)

The total number of binary variables (represented by optical modes) is calcu-
lated as the total number of all operations in all jobs (|O]) times the maximum
time constant Ti,ax, which has been chosen arbitrarily as the problem size. The
only limitation is that T},,, should not be smaller than the optimal time of a
given instance, because if it was, finding a feasible solution would be impossible.
In most cases the optimal time is not known, however, one can estimate it based
on various factors while preprocessing the instance.
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3.2 Variable Prunning

To reduce the number of variables, we can perform basic pruning by eliminating
variables that, if selected, would generate infeasible solutions. The exclusion of
illegal start times is performed, by removing variables that would cause the job to
finish after the maximum time or start the operation before the earliest possible
time (due to precedence constraints).

For T4 = 4 the original number of binary values was 16, however, it can
be reduced to 11 after this preliminary preprocessing step as shown in Table 1.

Table 1. Pruning the variables for simple instance with Ty = 4. Out of initial 16
variables (|O| X Tmax), 5 variables marked in red can be pruned.

Cupcakes - mixer

T1,1,0 T2,1,0 3,1,0
T1,1,1 T2,1,1 31,1
T1,2,2 T2,1,2 x3,1,2

3.3 Experiments

During performed experiments, we chose Adam Optimization Algorithm for clas-
sical first-order gradient-based optimization [8]. To calculate the gradient, the
parameter-shift rule was used, so that it was sufficient to estimate the function
value 2 times in each iteration. For each parameter update, the quantum circuit
has been executed 1000 times and the results were averaged.

The first batch of experiments was started with equal ) matrix weights:
wy; =1, ws =1, ws = 1 and wy = 1. The results were promising, as in most cases
the returned binary vectors with corresponding low energy values. However, they
were not ideal, because many solutions remained infeasible. In order to obtain
the desired results, we proposed and implemented two solutions.

First, we tuned the weights using the grid-search method on the parameters
wy, Wy, ws, setting the value of the optimization factor wy = 1 as a reference
value. The best weights for this problem were found for wy = 1, wy = 5, w3 = 2.

Secondly, we added a regularization factor to the objective function. Since
the constraint on the number of variables was often broken, it was natural to
direct the optimizer to the correct solutions using the L2 regularization in which
the number of binary variables equal to 1 should equal the total number of
operations in all jobs.

N 2
nganQm +7 (Z xT; — |O|> (13)
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Fig. 4. Learning curve for the energy function, while optimizing the parameters with
Adam algorithm.
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Fig. 5. Gantt chart showing the optimal solution of the given instance with makespan
T=3.

The regularization factor was added with an additional weight ~, but for this
experiment it was set to 7 = 1 and required no more fine-tuning.

After all these adjustments, the simulator was able to return the binary vec-
tor corresponding to the optimal solution with the makespan T,,, = 3. The
learning process is shown in Fig.4 as a plot of the energy objective function
value changing in subsequent iterations. The different learning curves represent
different approaches to mapping parameters of the quantum simulator into the
binary vector . We used two different parity functions and two different entan-



Solving JSSP on a Photonic Quantum Computer 185

glement strategies, hence four possible combinations are possible. Each time, out
of the 4 results, the one with the lowest final energy value is chosen as the best
result. The optimal solution for the given instance is shown on the Gantt chart
in Fig. 5.

4 Conclusions

This paper discussed another approach to solving the Job-Shop Scheduling Prob-
lem on a relatively new class of photonic quantum devices. Our approach used
a photonic quantum computer architecture based on the Boson Sampling tech-
nique. Similarly to previous methods using the Quantum Annealing model and
QAOA algorithm on gate-based quantum computers to solve the JSSP problem,
we applied the time-indexed notation, defined a set of constraints, and then for-
mulated a QUBO problem accordingly. Thanks to the QUBO representation,
we successfully performed experiments on a toy JSSP instance with only three
tasks and four operations, finding the optimal solution. We solved the problem
using a photonic quantum computer with classical machine learning techniques
in a hybrid (classical-quantum) loop. Some additional techniques, such as grid-
searching weights and adding regularization factor, were also introduced and
briefly discussed in this paper. Those improvements will be used and applied in
our future research and experiments to solve larger JSSP problem instances.
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Abstract. The Gramian matrices approach to study certain aspects of
quantum entanglement contained in the bipartite pure quantum states
is being extended to the level of a general quantum bipartite states. The
corresponding Gram matrices, called here super-gram matrices are being
constructed over the Hilbert-Schmidt structure build on the Hilbert space
of pure states. The main result is the extension of the widely known
realignment criterion to the level of super-operators.

Keywords: gramians + super-matrices + quantum states + numerical
computations

1 Introduction

Quantum computing (QC) is an area where the model of computation is
expressed by the laws of quantum physics [16]. A recent development of quantum
computing (QC) methods allows us to give many application of a new algorithms
and solutions. The set of quantum algorithms, especially widely known Shor’s
prime factorization algorithm [25], and Grover’s algorithm [6] are supplied with
a new application of QC to machine learning [21,22], methods of classification
[23,26] and neural networks [24]. It is also possible to indicate other area of
applications as security and cryptography especially in block chains theory [3],
where we can found proposal of the usage of quantum methods [5,18]. And also
in the area of clustering methods [13] where quantum solutions are also discussed
12].

Many applications in general also entail the development of analytical tech-
niques. In work [8] we use the notion of gramians [12] to study certain aspects of
the quantum entanglement in the case of two-partite pure quantum states. Phe-
nomenon of quantum entanglement is of crucial importance in recent research
connected to teleportation protocols [15], routing problem [4], and also in the
future construction of genuine quantum networks [17].

In the present contribution we extend certain results of [8] to the case of
a general bipartite quantum states. From the paper [14] it follows the impor-
tance of the gramian technique for general multipartite entanglement problem.
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In particular in the quantum marginal problem which is close to the one of
the basic problem known as the AME-states existence and construction. For an
extensions to the infinite dimensional setting, see [10].

Below we show how to calculate the so-called super-gram matrices (super-
gramians) of a given quantum state for two partite quantum systems. In partic-
ular we discuss how to use super-gramians to formulate some sufficient criterion
for non-separability of a general quantum states. Also we propose some Python
routines (and briefly discuss efficiency of its performance) which can be used
in numerical computations with the use of introduced here super-gramians. For
a more extended exposition of this topic see our recent paper [11].

The material of this chapter is organised as follows. To finish present section
we give introductory material, and outline some basic notation (as Tablel)
which is used in the rest of chapter. Section 2 includes precise definition of super-
gramians connected to bipartite quantum systems. Section 3 is devoted to show
some computational examples related to super-gram matrices notion. A sum-
mary of this chapter is provided in Sect. 4. Acknowledgements and bibliography
sections are final parts of chapter.

Before we start presentation of super-gramians notion for general quantum
states we summarise used notation, symbols, abbreviations and acronyms at
Table 1.

Table 1. Some symbols, notations, sets and functions used in the chapter

Notation Description

d Integer value representing dimensions of vector/matrix

di X d2 Dimensions of matrix,

R Set of real numbers

C Set of complex numbers

H Hilbert space

I In Identity matrix/operator, identity operator defined in system with N qudits
Ta Identity operator defined in subsystem A

Ax, At Conjugation of matrix, hermitian adjoint of matrix

(=|-) Inner product

E(C?) Set of density matrices on C%, i.e. p >0 and tr(p) = 1

Sep(C%4 @ C?2) | Set of separable states on C?4 @ C?B

OE(C?) Set of pure states on C?

HS(C?) The Hilbert-Schmidt structure on the space of all d x d matrices Mgy
[lol7s The Frobenius norm of p € Mg, i.e. ||p|[5g = tr (p'p)

(=|—)us The canonical Hilbert-Schmidt scalar product in HS(C)

AY(Q), AP(Q) |Left and right super-gramians for given Q

1n Means the sequence of 1,2,3,...,n

U(d) Group of unitary matrices acting in C?
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2 Two-Partite System Gramians
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In this part of chapter we introduce main definitions and some results related to

super-gram matrices.

Let (ef3)ap, resp. (€2),, be some HS-orthonormal and complete system
in HS(C%), resp. in HS(C??). Then, the system (el; ® €2 )as forms HS-

orthonormal base in HS(C%4) @ HS(C?).
For any Q € HS(C?% ® C98) there is decomposition:

A B
Q= Z daBlyn€ap @ Eyns
aB,yn

where

A 2
Qaplyn = <Q|€a5 ® 6577>HS and E |Qaﬂ\’yn‘ = ||QH2HS
aB,ym

Let us define the following isometries:
JANQ): ey — Fiy € HS(C?),
where

A B
Faop = anﬁlvnew’
T

and extended by linearity to the whole space of HS(C%4).
Similarly, we define:

JBQ): &8 — FB e HS(C™),
where

B _ A
Fon = quﬁhneaﬁ7
ap

and extended then by linearity on the whole space of HS(C?z).
Both maps:

JA(Q) : HS(C%) — HS(C??) and JB(Q): HS(C??) — HS(C%),
are isometric maps.
For further use we define the following Gram super-matrices:

¥

ANQ) = JHQ) 0 JHQ), HS(C) — HS(C™),

and

AB(Q) = J%(@Q)" 0 TP(Q), HS(C*) — HS(C%).

(1)

®)

9)

Proposition 1. The Gram super-matrices A*(Q) and AB(Q) have the follow-

ing properties:
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(i) AY(Q) > 0 and AB(Q) > 0 i.e. are positive super-matrices and therefore
hermitian.

(ii) Let U(HS(C)), resp. U(HS(C?®)) stands for the groups of unitary super-
transformations on the corresponding HS-spaces of matrices. Then:
(1) vQeu(Hs(o:dB))AA(Q) =AY 14 ® 2)(Q)),
(2) YocumsciayAP(Q) = AP ((2 @ 15)(Q)).

(iti) ¥ gacymsciand(Q) = AA(Q) @ AB(Q) is invariant:

2B ecuHSs(CB))
(24 © 2P)AQ) = AQ). (10)
Proof. Everything follows from the observation that
AA(Q)ama’,@' = <-7'—3/5/ |F ) us(cas)» (11)
and
AB(Q)'ynh/nl = <‘7:/5n’|‘7:'\/B;]>HS(CdA)7 (12)

where F7, resp. ]-"57 are given by Eq. (4) and Eq. (6).

Remark 1. The formulas Eq. (8) and Eq. (9) fully justify the name introduced:
“Gram super-matrices” as from these formulas it follows that matrices A4 and
respectively AP are Gram matrices constructed over the space HS(C%) and
HS(C?#) respectively.

Ezample 1. Let |¥) € C% ®C?2 and such that ||¥|| = 1. Then [¥)(¥| = Q(¥) €
HS(C% ® C?%). Let us consider the canonical Schmidt decomposition of |¥):

min(da,dp)

)= Y mlei) 168, (13)

k=1

where 7, > 0, Y, 72 = 1 and the systems {|¢)f),k = 1 : da}, resp. {|62),k =
1:dp} forms complete orthonormal systems in C94, resp. in C95.
Let us form the following system of linear operators:

Efls = [ha)(s] € HS(C™), a,B=1:da, (14)

and
ED =10,)(0,] € HS(C??), ~y,n=1:dp. (15)
It is not hard to observe that:

() (Bgp)' = By (BJ) = EJ,
(i) S0k B =Ta, 92, BZ =1,
(111) <E£B|E£/ﬁ’>HS(CdA) = 50404/ 5’7’7/’ <E’YB’I7‘E5»,7’>HS(CdB) = 57’7/ 5777]/’
(iv) the system
{Ea,[ﬂ’yn = (;45 ® Er?n}a a,B3=1:da, v,m=1: dg, (16)

forms a complete, HS-orthonormal system in HS(C%4 @ C?2).
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From Eq. (13) it follows

min(dA,dB)
W= > rarg B @EP . (17)

a0
Therefore, the A-frame of |¥)(¥| consist of operators
{fja, = 1aTy ED Y, (18)

and B-frame of
B _ A
{fwl = TWT,Y/EW,}. (19)
From Eq. (18) and Eq. (19) the following results follows.

Proposition 2. Let |¥) € OE(C% ® C98), then the corresponding super-
gramians A% resp. AP of |(W)(¥| are given by the formula (up to the unitary,
local transformations in the local HS-spaces HS(C%4)), and resp. in HS(C®):

AA<|¢><W> = TaTy T8T5 0aB0, 5 » (20)
aa’|66’

and
AB (|y7><gl|) = T'YT"T’Y,Tnl(SW’Y,(Sﬁn,' (21)
ynlv'n’

Remark 2. The standard reduced density matrices of the density matrix Q(¥) =
|@) (| defined as

Q) = tr (Q(¥)), (22)
and respectively
QP (W) = tra (Q(¥)), (23)
are given by
QW) =Y mli) (Wil and QP(W) =Y 7I6¢) (67 (24)
k k

The formulae Eq. (20) and Eq. (21) yields the following formulae for corre-
sponding partial traces of the operator QQ = |Q(¥)){Q(¥)| acting in the space
HS(HS(C?) @ HS(C?#)) ~ HS(HS(C?)) @ HS(HS(C?2)):

trugcas) (QQ) = AN(|lw)(w]) and trag(caa) (QQ) = AB(|w)(w)).  (25)

In the case of a general two-qudit state Q € E(C% @ C?2) the corresponding
super-gram operators are computable with the use of operator Schmidt decom-
position of Q.
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For this goals let Q € HS(C% ® C98), then there exists a sequence A,
a =1 :da -dp of non-negative numbers, called in the following the operator
Schmidt coefficients, and such that

2
ST =11Qlfiseirpcasy and Q=D XS4 ® 82, (26)

[e3%

where {S7'}, and resp. {S};9 } forms HS-orthonormal and complete system in
HS(C44), and resp. in HS(C9®).

Defining, for any Q € HS(C% ® C?2) the following super-projector Q =
|Q)(Q] € HS(HS(C%4 @ C?7)) and using also Eq. (26) we obtain

a,
where
Shs = 152)(S5| and &5 = [S2)(SF . (28)

From Eq. (27) it follows, that the corresponding to Q super-gramians,
defined as

QA = trHs(CdB) (Q) and DB = trHs(CdA) (Q) 5 (29)
are given by the following formulas
24 =Y" ()61, and 9 =Y ()6l (30)

Thus, we have obtained:

Theorem 1. Let Q € Sep(C% @ C98) and let (\JP) be the sequence of Schmidt
coefficients connected to the Schmidt decomposition of the super operator Q €

HS(HS(C% @ C95)). Then
DA<l (31)

[e3

Remark 3. Note that values of AQP are in general different then those of A2.
Proof. In follows by an elementary argument that:
HS(HS(C% @ C9%)) = HS(HS(C%)) ® HS(HS(C)). (32)

Therefore, the Hilbert-Schmidt Hilbert space structure on the space of super-
operators i.e. the linear endomorphism of the space HS(C% ® C92) is of tensor
product metric structure type.

Let Q € HS(C%4 ®C?#) be a quantum separable state on C%4 @ C?%. Then, as
it is well known [7] (see also [19]) that >~ A% < 1, where A2, are the Schmidt num-
bers of the corresponding operator Schmidt decomposition as given in Eq. (26).
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Taking into account formula Eq. (27) it follows the Schmidt numbers of the
corresponding super-operator  are given by the products A\ Aj. But,

2
D AP =D "N = (Z A&) <1. (33)
ol af [eY
and this concludes the proof.

3 Computational Examples

In this section we will briefly discuss a selected functions supporting the concept
of gram and super-gram matrices (and also gram matrices which already have
been presented in [8]). Newly added functions are part of the EntDetector (ED)
package [9]. We also presents its performance in multithread (with several com-
putational nodes) computational environment. Apart of (super-)gram related
functions, the ED package provides also a set of functions devoted to the entan-
glement detection problem, for pure and mixed quantum states (source code of
ED package is available at [20]).

The Python programming language is a primary tool which is used to
implementation a new set functions to implementation of gramians and super-
gramians. The use of Python allows us to give a simple and uncomplicated API
which can be used directly in Python scripts. Additionally, the use of the NumPy
package enables to utilise available multi-core processors.

To show basic calculations which are necessary to compute left, right grami-
ans we create following state of two qutrits A and B:

[v) = [0)4 ® |+) B, (34)

where |[+)p = %(|0> + |1) 4+ |2)). Using ED package and Python language we
need only a few lines of code (in example state |1)) is represented as variable q)
to create necessary state:

import entdetector as ed

import numpy as np

q0=ed.create_base_state(3, 1, 0)
gql=ed.create_qutrit_plus_state();
g=np.kron(q0, q1)

Calculation of left, right gramian and full gramian can be performed as follows:

dRPrime, dLPrime, dFullGramPrime =
ed.gram_matrices_of_vector_state(q, 3, 3)

The values 3, 3 given in the function argument are the dimensions of the matrix
representing the left and the right gramian. We do not present the form of these
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matrices here, but in [20] there are other examples of source codes presenting
the application of the ED package.

To calculate the super-gram matrices we also need to use only one line of
Python code:

dRSPrime, dLSPrime, dFullSGramPrime =
ed.super_gram_matrices_of_vector_state(q, 3, 3, base=’std’)

The super-gramians calculations function also allows to give a base form. In the
example a standard zero-one base is used. The parameter base can be omitted,
so the standard form of the base will be automatically assumed.

Table 2. Computation times (denoted as Time, values given as seconds) for the super-
gramians for a bipartite system for different values of the d parameter. We use different
NumPy threads number (denoted as Threads). In experiment the Python distribution
from Intel One APIT 2022.0.22 package is used. The numerical experiments were per-
formed in virtual environment WSL2 for Windows 11 (version 10.0.22000.613), Linux
kernel 5.10.102.1. The calculations are performed on a workstation machine equipped
with Intel Xeon W-2245 3.9 GHZ (base clock) processor and 128 GB of RAM.

d | Threads | Time |d | Threads | Time d | Threads | Time

31 1531s|4 |1 141.12s |5 |1 501.19 s
32 723542 62.33s|5 |2 230.67 s
34 3.31s/4 |4 29.23s|5 |4 64.21 s
38 1.61s/4 |8 742s|5|8 13.83 s

The super-gram matrix dimensionality is bigger than the system for which
it calculated e.g. a system of two qutrits, the vector dimension for the example
state [1) described by Eq. (34) is 3%2. The dimension of density matrix is 32 x
32, but the super-gramian dimension is described as (3*) x (3%). With such an
increasing dimensionality, it is reasonable to check whether the multithreaded
processing offered by the NumPy package allows to shorten the computation time
of given super-gramians. Theorem 1 of the present chapter decrease significantly
the computational complexity of computations with super-gramians use. Further
remarks about computational complexity will be given later at end of this section.

Based on the state Eq. (34), bipartite registers for qudits and computation
times for their super-gramians were determined. The time results are shown in
Table 2. It is easy to observe that the NumPy package and the given implemen-
tation allow for effective use of available computing cores and shortening the
entire computing process.

In the second numerical experiment we generate bipartite quantum state with
randomly selected values of probability amplitudes and we randomly point one
vector from base of given system:

) = ailex), (35)
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where >", |a;|? = 1 and ey, represents randomly selected vector from given system
(€5 ® e?n)‘;ﬁ which forms HS-orthonormal base in HS(C%4) @ HS(C?2).

By the use of Theorem 1 the non-separability in a finite given set of quantum
states can be detected. This type of computational task can also be computed
with parallel programming techniques. Computations can be performed using
NumPy threads, but it is necessary to underline that the set of quantum states
can be easily distributed to the other nodes. For this purpose, we use mpidpy
v3.1.3 package [1] (based on MPI protocol) for communication between compu-
tational nodes.

The distribution of cases of separability tests into individual nodes reduces
the computation time. The results as an speedup values related to the number of
nodes are presented in Fig. 1. Numerical experiment for separability tests shows
that increasing the number of nodes shortens the computation time and the
scalability of the computation process is correct.

Speedup of separability testing experiment
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Fig. 1. The speedup values obtained for a separability criterion for various sizes of the
quantum system described by the Eq. (35), d means the qudit dimension. The comput-
ing system which is used to perform experiment contains sixteen nodes and each one
is built of two quad-core Intel Xeon E5420 2.50 GHZ (base clock) processors and 16
GB of RAM. Each node performs eight computational tasks. The MPI protocol is used
to communicate available computations nodes. The numerical experiments were con-
ducted in the operating system Debian 8.3.0-6, Linux kernel 4.19.235-1. The numerical
values over the bins denotes duration of the experiment in seconds. In the experiment
we generate a set of 1024 state examples for different values of d.
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Since communication is limited only to passing the parameters, e.g. seeds val-
ues to generate pseudo-random numbers to create the state in the form Eq. (35),
therefore the influence of communication on the whole computational process is
not essential.

It should be added that “brute force” approach (i.e. we perform Schmidt
decomposition directly on the super operator ) to the applications of the sepa-
rability test formulated as Theorem 1 depends heavily on the dimensionality of
super operator  of examined state Q. Let e.g. Q € [E(C%4 @ C92) be examined
pure state, then dimensionality of () is expressed as following product:

dimQ:dA-dB, (36)

where d4, dg are dimension of space for quantum subsystem A and B, e.g. for
two qutrits dimension of the state Q) is equal to 3 x 3 = 9. For super operator
0 =|Q){Q| € HS(HS(C% ® C?#)) dimensionality is calculated as:

am = (@) (dA>2)2 (- <dB>2>2 — (da)- (s (3

The proof of Theorem 1 is based on the Schmidt decomposition which a singular
value decomposition (SVD) is used. The general complexity of SVD is denoted
as O(N?), where N represents the leading dimension. Taking into account the
complexity of SVD, then the complexity of computational routine based on The-
orem 1 should be described as:

T 1(2) = 0( ()" (dB>8)3 o). 69

The final computational complexity remains exponential due to dimensionality
of quantum subsystems A and B. However, the use of Theorem 1 allows us to
formulate the remark:

Remark 4. The “brute force” complexity (we have assumed d4 = dg = d for
simplicity) is described as O(d?*). However, taking into account the Theorem 1
and relation in between Schmidt’s coefficients given in Eq. (26) and those given
in Eq. (27) allows us to reduce the computational complexity as:

— for pure state to O(d®),
— for a general quantum states to O(d'?).

4 Conclusions

In the article, we have presented a notion of super-gram matrices as an analytic
tool to work with bipartite qubit and qudit systems. We also give some remarks
about implementation of computational functions in Python programming lan-
guage that perform the necessary calculations related to super-gramians.

We introduce also the super-gram matrices notion which are being con-
structed over the Hilbert-Schmidt structure build on the Hilbert space of pure
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states. The main results presented in chapter is the extension of the widely
known sufficient criterion for the presence of entanglement known under the
name realignment criterion on the level of super-operators. Several extensions of
results presented in this note are being now under preparations [10]. In particular
extensions the genuine infinite-dimensional systems are included there.

We also show that implementation of the set of function to easier processing
of super-gramians also possesses scalability property which is important when
we process a significant amount of set of quantum states where multicore and
many nodes computational environment can be fully utilised.
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Abstract. Solving combinatorial optimization problems with the Quan-
tum Approximate Optimization Algorithm (QAOA) is becoming more
and more popular. The performance of the QAOA strongly depends
on the initial parameters and the optimization procedure. This work
presents a benchmark for solving the Traveling Salesman Problem (TSP)
that introduces a hybrid feedforward neural network as the QAOA’s opti-
mization routine. The strength of this method lies in training the opti-
mization procedure on many instances of the problem and using mini-
batch updates of the parameters. Although the learning process is costly,
the advantage of this method is that after the neural network is trained,
it immediately returns optimized parameters for new problem instances.
We present the advantage of our method by evaluating it on two sets
of initial parameters. The experiments demonstrated that the proposed
hybrid quantum-classical feedforward neural network can be successfully
used to solve the TSP.

Keywords: Hybrid quantum-classical feedforward neural network -
Quantum Approximate Optimization Algorithm - Combinatorial
optimization + The Traveling Salesman Problem

1 Introduction

Current quantum computers are Noisy Intermediate-Scale Quantum (NISQ)
devices [9] therefore their practical use is limited. An answer to this issue is using
hybrid quantum-classical algorithms where a problem is solved using both quan-
tum and classical computational resources. One of the hybrid quantum-classical
algorithms is the Quantum Approximate Optimization Algorithm (QAOA). The
QAOA is mainly used to find approximate solutions for combinatorial optimiza-
tion problems [3]. However, the performance of this algorithm is highly depen-
dent on the classical optimization routine [14].

This work describes an approach of utilizing a hybrid quantum-classical feed-
forward neural network as a QAOA optimizer and presents a benchmark for
optimization that introduces the use of fixed QAOA parameters for all problem
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instances. In this study, we focus on solving the Traveling Salesman Problem
(TSP).

The article is organized as follows. Section2 discusses the related work,
Sect. 3 introduces the necessary theoretical background, and Sect.4 describes
the method. The experimental setup is outlined in Sect.5. This is followed by
Sect. 6, which examines the obtained results. Finally, Sect. 7 provides a summary
and future work.

2 Related Work

The exploration of different approaches to the process of updating the QAOA
parameters has started to attract some attention. Several studies have found that
the use of machine learning-inspired techniques [12] or hybrid quantum-classical
machine learning algorithms such as reinforcement learning [5] or recurrent neu-
ral networks [11,13] is beneficial. The QAOA combined with machine learning
methods has been used for solving i.e. MAX-2-SAT [12,13], Graph Bisection
[13], and Max-Cut [5,11] problems.

In [12] the authors employed a greedy search for the QAOA parameters. The
parameter update procedure was learned on the basis of the average response
from a training set of problem instances. The optimization procedure generalized
well to unseen problem instances.

To find an optimization heuristic, the authors of [13] used a gradient-based
technique. They suggested the use of a hybrid quantum-classical Long Short
Term Memory (LSTM) recurrent neural network. The LSTM was proven to be
a successful meta-learner that was able to approach the global optima. Similarly,
the authors of [11] also proposed using an LSTM, however, not as a standalone
optimizer, but as a heuristic for finding good initial QAOA parameters.

In our work, we wanted to verify whether a hybrid feedforward neural network
could find some fixed parameter values that for different problem instances would
yield good result (the phenomenon of parameter concentration has been observed
in the MaxCut problem [1]). Similarly to the work presented in [12]|, we used
a method that updated the parameters based on the average responses from
the subsets of the training set and returned the parameter values that should
generalize well to new problem instances. In contrast to the work presented in
[11,13] we tested whether a simple neural network that has no feedback loops
could also be useful for the task of finding the correct updates of the parameters.

3 Background

3.1 Traveling Salesman Problem

The TSP is an NP-hard combinatorial optimization problem aimed at deter-
mining the shortest possible route that involves visiting each city exactly once
and returning to the starting city. Let us assume that N is the number of cities,
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X = [zi4]NeN is a Boolean matrix, where x;; = 1 only if the salesperson vis-
its the city ¢ at the timestamp ¢, and D = [d; j]n.n 1S & symmetric matrix of
distances between cities. The cost function can be expressed in the form of a
Quadratic Unconstrained Binary Optimization (QUBO) problem

i,j=0
i£j (1)
N-1 N-1 —1 -1
+a~2(1— xiﬁt)2+a~2(1le"i,t)2,
i=0 t=0 t=0 i—

where 0 < b- max;-;(d; ;) < a [7]. The first component of the sum represents the
cost of visiting the cities in a given order, and the last two components are the
constraints that ensure the correctness of the solution. This discrete optimization
problem can be translated into a continuous optimization problem encoded in a
quantum subroutine using the QAOA.

3.2 QAOA

The classical cost function C'(X) is translated into the cost Hamiltonian Hc¢. In
addition to the cost Hamiltonian, a mixing Hamiltonian is required. The simplest
mixing Hamiltonian is Hys = Zfil X;, where X; is the Pauli-X gate. The goal
is to find 2p parameters (v, 3) € [0, 27]P x [0, 7]” that minimize the expectation
value

FP(‘Y?/@) = <77/6‘ HC |77ﬁ>7 (2)

where
Iy, B) = e~ BnHu g=impHo . o=iBiHa g=iniHo | | y®n 3

(|4+)®" is a uniform superposition of n qubits). A quantum device is used to
prepare the quantum state, while a classical device is responsible for evaluating
the expectation value and updating the values of the parameters (v, 3).

4 Method

We wanted to investigate whether it is possible to obtain a hybrid quantum-
classical neural network that, after training on many instances of the TSP, would
yield proper parameters (v, 3) for unseen instances of the TSP. To achieve this
task, we proposed the use of a hybrid feedforward neural network that consisted
of two classical layers: an input layer with a single neuron, a hidden layer with 2p
neurons, and a quantum layer with a parameterized quantum circuit, cf. Fig. 1.
The design of this network was based on the fact that the parameterized quantum
circuit had to receive 2p parameters, so the layer preceding the quantum layer
needed to consist of 2p neurons. When it comes to the classical part of this neural
network, we tested different configurations of the numbers of neurons and layers;
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Fig. 1. The quantum layer (in this case the expectation layer) in the hybrid neural
network receives classical values as input. These values are applied to the parameterized
quantum circuit. The measurement result is the outcome of this layer. Both the input
and the output of the quantum layer are classical values.

however, we did not notice any significant improvements compared to this simple
setting.

The training begins with the classical part of the hybrid feedforward network
sending the set of candidate parameters to the parameterized quantum circuit.
The candidate (v, 3) are calculated based on the values of the weights w and
biases b connecting the input layer to the hidden layer

Yi =& - wa.j—1 + ba.i—1 and f; = & - wa.; + by for i € {1,...,p}, (4)

T is a hyperparameter provided as input, and it indicates the importance of the
weights w. After that, quantum hardware (or a simulator) executes the param-
eterized circuit. The estimated expectation value is the loss function. The task
is to minimize the loss function, so the estimated expectation value is fed back
to the classical part, where the neural network uses a gradient-based optimizer
to update its weights and biases and to suggest a new set of parameters for the
next iteration.

What is interesting in this approach is the method of parameter updates
during the optimization procedure. Instead of updating the parameters after
every training example, we use a mini-batch approach where the parameters are
updated after seeing a subset of training data. As a result, updates based on the
average responses of a subset of problem instances are expected to be a good fit
for other problem instances.

5 Experimental Setup

All experiments were implemented using TensorFlow Quantum [2| and performed
on a quantum computer simulator!.

! The implementation is available on GitHub https://github.com/jzawalska/
qnn4qaoa.
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5.1 Data Preparation and Encoding

The first step was to create a data set consisting of 220 TSP instances by ran-
domly choosing pairs of city coordinates from the range (0,10000]. Since the
algorithm was executed on a quantum simulator, a feasible example to solve
consisted of four cities (N = 4). The matrix D of distances between cities was
determined as the Euclidean distance between the city coordinates. From the
perspective of optimizing the expectation value, to prevent having very small
and very large distances, we normalized the distances between the cities. Nor-
malization consisted in dividing all the distances by the maximum distance. To
select the weights for the elements of the QUBO cost function (1) we used a grid
search method, which resulted in the following choice of the values: a = 4,b = 1.
Using this equation, we obtained the cost function and then translated it into
the corresponding cost Hamiltonian H¢. As a mixing Hamiltonian, we used the
standard version that consists of Pauli-X gates applied on each qubit. Having
the cost and mixing Hamiltonians, we were able to generate the parameterized
quantum circuits that encoded the problem instances.

5.2 Training Phase

As input, the classical part of the network received the initial values of (v, 3)
and the value & corresponding to the importance of the weights of the network.
The quantum part of the network received 200 parameterized quantum circuits
representing the training data set of TSP instances. Training consisted of 20
epochs. The training data has been divided into mini-batches of size 10, so the
parameters (v, 3) were updated 400 times. As a classical optimizer, we used
Adam [6] (learning rate = 0.01, 3; = 0.9, B2 = 0.999, ¢ = 1077).

Using the trial-and-error method, it has been observed that if the value of
Z is not equal to 0, then it is very hard to find the parameters (v,3) that
would correctly approximate the cost function. As a result, the neural network’s
weights were ignored and the parameter values corresponded to the values of the
biases (y1 = b1, = ba,...,Vp = bap_1, B, = bgp). The quantum part of this
network was differentiated using the Adjoint method [8] which is very efficient
for simulations. We did not observe overfitting.

Since the network output depended only on the bias values, after training,
we received fixed (universal) parameters (v, 3) that do not rely on the problem
instance. To check the influence of the number of QAOA’s layers, we trained this
hybrid network separately for p € {1,...,10}.

5.3 Testing Phase and Reference Method

We used the test set that contained 20 TSP instances. For p € {1,...,10} we
evaluated each test example by substituting the trained values of the parameters
(v, 8) into the parameterized quantum circuit of the problem. For each test
example, we measured the expectation value and sampled the circuit 26 times



204 J. Zawalska and K. Rycerz

to calculate the number of feasible solutions. The feasible solutions are those that
do not violate the TSP constraints; although, they do not need to be optimal.

As a reference method, we used the same hybrid neural network model. How-
ever, each test example was optimized separately and the mean and standard
deviation were calculated after evaluating the test set with 20 examples. The
initial parameters (v, 3) were updated 400 times for each test case anew. This
choice of the reference method enabled us to discover if using universal param-
eters obtained after the training on a larger number of problems with the use
of mini-batch updates can yield equally good or better parameter values than
optimizing the parameters for each problem instance separately.

6 Results

The QAOA not only is highly dependent on the optimization procedure, but also
on the values of the initial parameters. After performing the experiments with
different versions of the initial parameters, we present a solution with a high
number of correct results and a solution that is trapped in a local minimum but
presents the advantage of the introduced method.

6.1 Solution with High Number of Correct Results

For the initial values v = (0,0,...), 3 = (0,0,...) the optimized values of the
parameters for p = 10 are presented in Fig. 2. This set of parameters returned
around 92% feasible solutions for a test 4-city TSP instance.

- B

0.3

0.2

0.1

Parameter values

0.0 A

—-0.1

—-0.2 1

Fig. 2. Optimized values of 7; and (3; for the circuit with depth p = 10.

Although we did not observe the pattern of the parameter values resembling
the adiabatic quantum computation process [4] (increasing « and decreasing 3),
the obtained results are promising.
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The results indicate that the larger the depth p of the circuit, the lower the
expectation value of the cost function (cf. Table1) and the greater the num-
ber of correct solutions (cf. Table?2), which is consistent with the theoretical
assumptions.

Table 1. Expectation values for the optimization with initial parameters (v,3) =
(0,...0,0,...,0).

p | Using universal parameters | Reference method
1 /17.03+0.19 17.03 £ 0.19
2 13.994+0.24 13.99 + 0.24
3 10.42+£0.25 10.42 £0.25
4 19.074+0.25 9.06 +0.25
5 |7.59+0.28 7.58 £0.28
6 | 5.55+0.27 5.55 +0.29
7 1478 £0.27 4.79 +0.52
8 14.30£0.27 4.29 + 0.26
9 3.61+£0.25 3.611+0.26
101 3.43+0.25 3.43 £ 0.25

The percentage of feasible solutions is based on the measurement of the output
repeated 26 times.

Table 2. Percent of solutions in the feasible space for the optimization with initial
parameters (v, 3) = (0,...0,0,...,0).

p | Using universal parameters | Reference method
1 2.34+0.06 2.34 +0.06
2 |5.80£0.24 5.85 +0.37
3 116.76 £ 0.53 16.78 £ 0.50
4 127.00+0.36 27.05 £ 0.58
5 |48.88 +0.24 48.88 £