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Aims and Scope

Fluorescence spectroscopy, fluorescence imaging and fluorescent probes are indis-
pensible tools in numerous fields of modern medicine and science, including
molecular biology, biophysics, biochemistry, clinical diagnosis and analytical and
environmental chemistry. Applications stretch from spectroscopy and sensor tech-
nology to microscopy and imaging, to single molecule detection, to the develop-
ment of novel fluorescent probes, and to proteomics and genomics. The Springer
Series on Fluorescence aims at publishing state-of-the-art articles that can serve as
invaluable tools for both practitioners and researchers being active in this highly
interdisciplinary field. The carefully edited collection of papers in each volume will
give continuous inspiration for new research and will point to exciting new trends.

The field of fluorescence continues to grow steadily, both in fundamental aspects and
applications in a highly interdisciplinary areas (analytical, physical and organic
chemistry, molecular sciences, biology, biomedicine and medical research). The
Springer Series on Fluorescence aims at drawing together both papers on funda-
mental research including recent advances in fluorescence methods and techniques
as well those on practice-oriented research and pioneering applications.



Preface

The fields of fluorescence spectroscopy and especially fluorescence microscopy
have experienced enormous development since the first volume of the springer
series on fluorescence was published, over 15 years ago. Representing such progress
is the attribution of The Nobel Prize in Chemistry for the development of super-
resolved fluorescence microscopy to our colleagues William E. Moerner, Stefan W.
Hell, and Eric Betzig. The publicly most highly recognised award in science brought
fluorescence not only to the minds of the public but also into the imagination of a
broad variety of researchers. The continuous technological advances that now enable
us to detect and monitor single molecules with high spatial and temporal resolution
have made fluorescence methods even more popular, namely in biology and its
related fields.

This book is a timely consolidation of the latest developments in fluorescence
reviewed by experts in the field. It intends to deliver a comprehensive view of
significant and fascinating advancements in fluorescence and of their applications
in membrane and protein biophysics. The reader will be guided through both basic
and advanced fluorescence spectroscopy and microscopy approaches with focus on
their application potential. Our wish was to create a book that will be a useful tool for
everyone interested in understanding and using fluorescence spectroscopy and
microscopy. The book is intended for both complete beginners who want to quickly
orient themselves in the large number of existing fluorescent methods and advanced
readers who are interested in particular methods and their proper use.

We would like to kindly acknowledge everyone who has contributed to making
this book possible. Of those, we would like to highlight all our colleagues who have
been gracious and benevolently helped in the book’s revision to make it into its best
version. We especially would like to thank all the authors who so willingly wrote
beautiful chapters to share their invaluable knowledge with the current and next
generations of inquiring minds.

Prague, Czech Republic Radek Šachl
Mariana Amaro
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Abstract Fluorescence microscopy and spectroscopy are by now used routinely in
any laboratory working on the field of basic and applied biological sciences. A wide
and expanding library of small organic fluorophores with radically different proper-
ties has been made available, offering great flexibility to the user of fluorescence-
based methods. Beyond small organic fluorophores, the development of fluorescent
proteins allowed for the introduction of genetically encoded fluorescence tagging, a
novel tool that quickly revolutionized cellular imaging and cell biology.
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Still, a considerable fraction of casual users of fluorescence tools do not follow
rational considerations when selecting a fluorescent probe for their intended appli-
cation, often relying on trial and error alone, which inevitably leads to a decrease in
data quality and limits the potential of fluorescence-based methods. This chapter
aims to present an overview of the most important considerations to be made when
selecting a fluorescent reporter. Fluorophore properties and their importance for
fluorescence assays will be discussed. A list of different fluorophores and a summary
of their properties will also be presented as a tool to assist in the process of choosing
the right fluorescence probe. Finally, specific applications such as super-resolution
microscopy require very specific fluorophores, and these will be discussed
separately.

Keywords Fluorescence · Fluorescent proteins · Labelling · Organic probes · Super-
resolution microscopy

The popularity of fluorescence methods in biology is largely associated with their
extraordinary sensitivity and flexibility. Nevertheless, the quality of fluorescence-
based assays is still fundamentally limited by factors such as number of detected
photons, so that the choice of adequate fluorescent probe is pivotal in dictating the
quality of fluorescence data.

Organic fluorescent compounds typically present aromatic or conjugated double
bonds. Lipids and nucleic acids do not generally present fluorescence, while proteins
commonly exhibit fluorescence in the UV range, and in some cases also in the visible
range of the spectra [1]. Intrinsic fluorophores are the ones that occur naturally, while
extrinsic fluorophores are added to a sample.

1 Intrinsic and Extrinsic Fluorescent Probes

Intrinsic fluorescence or autofluorescence results from the presence of molecules that
are naturally fluorescent [2, 3], such as NADH, flavins and porphyrins. These
molecules have been used at times as indicators of particular cellular processes
[4, 5], but their sparse abundance and poor photophysical properties strictly limit
their application. Autofluorescence can also arise from the presence of the aromatic
amino acids tryptophan (Trp), tyrosine (Tyr) and phenylalanine (Phe). Particularly,
Trp has been extensively used in seminal works on protein conformation and
interactions due to its ability to report on the local microenvironment, either through
variation in fluorescence intensity and/or the spectral shift of the emission peak [6–
9]. However, the study of a particular protein within the cellular environment is
impossible, as a multitude of different proteins present one or more tryptophan
residues. Bulk Trp fluorescence has still been proven useful to distinguish, for
example, oesophageal cancer cells from their healthy counterparts [10], and to
monitor bacteria inactivation upon UV light exposure [11]. It is important to mention

4 M. J. Sarmento and F. Fernandes



that molecules such as collagen and elastin also present intrinsic fluorescence, and so
the extracellular matrix can also contribute to the overall autofluorescence of the
samples [3].

To circumvent these issues, over the past decades extrinsic fluorescence has been
extensively explored through the development of a wide variety of fluorophores with
improved photophysical properties and capable of very high molecular selectivity
[12]. These fluorophores comprise three main classes: organic dyes [13–15], fluo-
rescent proteins [16, 17] and inorganic probes. The latter group, however, that
includes quantum dots [18–23], metal complexes [24–26], lanthanide complexes/
nanoparticles [27–30] and carbon dots/nanoparticles [31–34], still presents some
strong drawbacks that prevent their extensive application in living cells when
compared to the other two. Quantum dots, for example, can exhibit significant
toxicity mainly due to their heavy metal core and the formation of free radicals
upon excitation [35]. Moreover, the need for specific coating to assure selectivity
renders quantum dots potentially even larger than a fluorescent protein, hindering
their ability to enter the cells through diffusion [35, 36]. Their internalization is then
dependent on the physiological internalization processes of the cell or the coupling
with molecules able to facilitate the cellular uptake. In this review, we will thus focus
on organic probes and fluorescent proteins (FPs), but thorough revisions of the
properties and applications of inorganic dyes can be found elsewhere [37].

In general, any extrinsic probe used for live-cell imaging should fulfil defined
pre-requisites, also depending on the particular application/technique. Targeting of
the molecule or structure of interest must be as specific as possible. Lack of
selectivity, even in a small extent, can lead to misinterpretation of the data, even
more so in highly sensitive techniques such as single-molecule fluorescence and
super-resolution microscopy. The detectability of the probe in the cellular context is
also crucial. The photon yield of the probe must be sufficient to allow proper
detection of the target molecule at its physiological levels. However, this should
not be accomplished through the unreasonable increase of the probe’s concentration
since it will possibly interfere with the studied intracellular process. The dye should
also allow for the use of a low excitation power to prevent any cellular photodamage.
Furthermore, recent years have witnessed an increased demand for far-red to near-
infrared emitting dyes [38–41]. This class of dyes work in a spectral range where
biological samples are actually transparent, thus avoiding autofluorescence, besides
reducing part of the spectral overcrowding in multi-channel imaging.

2 Organic Dyes

Arguably the most popular small organic fluorophore, fluorescein, a xanthene-based
dye (Fig. 1), was synthesized in the nineteenth century by Baeyer [42] and remains
ubiquitous for standard applications in fluorescence spectroscopy and microscopy.
Since then, a multitude of different fluorophores and derivatives with different
properties have been made available to researchers in biological sciences

Choosing the Right Fluorescent Probe 5



(Table 1). These are by now used in countless applications, from the study of very
specific biological processes, such as protein folding and cellular distribution,
macromolecule interactions, endocytosis and DNA replication, just to name a few,
to the development of different sensors, including for virus detection, and the
determination of biological microenvironment properties as membrane potential,
viscosity and redox potential [1]. This functional versatility is intimately related with

Fig. 1 Popular classes of extrinsic fluorescent probes for life sciences applications. Examples of
each class are presented together with the corresponding fluorescence emission spectra

6 M. J. Sarmento and F. Fernandes
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some unique features that overcome some of the limitations of FPs (as described in
Sect. 3) [73]. Possibly the most significant of these features is their much smaller
size, limiting the impact of the dye on biological functions and properties of the
target molecules [74]. Historically, another main advantage of organic probes over
FPs is their superior photophysical properties (e.g. higher photostability), resulting
in a higher photon yield [75] and, consequently, higher quality data. However, this
gap has been decreasing over the years due to the development of better performing
FPs. They also outshine FPs in terms of labelling versatility. First, organic probes
offer the possibility of labelling proteins at various positions, not being limited to the
terminal residues. Second, labelling is not restricted to proteins, and thus any
molecular structure from DNA to lipids can in principle be tagged through
bioorthogonal chemistry.

Despite all the advantages, there are still some limitations that preclude the use of
these molecules in particular experiments. For example, synthetic dyes are not
genetically encoded, and thus the degree of labelling of a particular target might
interfere with the acquisition of quantitative data. Furthermore, when it comes to
labelling intracellular structures, the probes must have some solubility in aqueous
media but should also be cell-permeant. However, membrane permeability depends
on properties such as size, lipophilicity and charge [76], and so several probes have
to be loaded into the cell through alternative methods (e.g. microinjection) [77]. An
additional problem that frequently arises from loading cells with fluorescent syn-
thetic probes is the non-specific adsorption of these molecules to different cell
structures, leading to significant background fluorescence. In this case, extensive
washing cycles are often required, which in turn may be incompatible with particular
applications involving time-tracking of fast biological functions. This limitation
however has been overcome through the development of the so-called smart
(or fluorogenic) probes [73, 78]. These probes are initially quenched, emitting
very weak or no fluorescence. Upon interaction with the target molecule, a chemical
or conformational alteration renders the probe fluorescent at specific wavelengths.
One of the most popular examples of smart probes are the DNA-binding cyanines
TOTO and YOYO. Both probes are non-fluorescent in aqueous solution. Intercala-
tion with DNA forces the molecules into a fluorescent planar form [79, 80].

Four classes of organic fluorophores have become particularly popular as extrin-
sic fluorescent probes for life sciences applications. These are cyanines, xanthenes,
BODIPY and coumarins (Fig. 1). Although a comprehensive description of all
available synthetic fluorophores, their applications and experimental considerations
is out of the scope of this chapter, we will present valuable information to help users
to choose the appropriate organic dye and experimental design that would ultimately
fit their needs. Fundamental photophysical properties will be introduced and their
relevance for a successful fluorescence-based experiment will be discussed. The
properties of selected examples of commercially available organic dyes will also be
presented (Sect. 2.1 and Table 1). Then, several labelling strategies are also
described (Sect. 2.2). Finally, due to their intrinsically different properties and
experimental requirements, a concise description of membrane probes and their
main applications is also included (Sect. 2.3).
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2.1 Ideal Properties of Fluorescent Probes

In a fluorescence experiment, the fluorophore will cycle between the ground and
excited states, and fluorescence is obtained upon radiative return to the ground state
(Fig. 2).

Typically, a single fluorophore can undergo several thousand repeats of this cycle
before destruction [1], and this is largely responsible for the extraordinary sensitivity
of fluorescence methods. Importantly, due to the presence of multiple processes
contributing to the dissipation of energy from the excited state (Fig. 2a), the energy
of the fluorescence photon is smaller than the energy of excitation. This shift to a
longer wavelength is known as the Stokes shift (Fig. 2b) and is critical to the
sensitivity of fluorescence-based methods, as blocking of the excitation light allows
for selective detection of fluorescence light [81].

The most important properties of the fluorophore dictate the pattern of the cycle
between ground and excited states, and we will discuss them individually in the next
sections.

2.1.1 Molecular Brightness

The molecular brightness (B) of a fluorophore, defined as the number of photons per
second for a single molecule, is not an intrinsic property of the molecule, as it
depends on the excitation intensity, as well as on light collection and detection

Fig. 2 Excitation and emission of a fluorophore. (a) Jablonski diagram depicting the excitation of a
fluorophore through absorbance of light (1), creating an excited electronic singlet state (S1 or S2),
followed by dissipation of energy through internal conversion, vibrational or solvent relaxation (2).
Fluorescence emission takes place upon return to the ground state (3). (b) Fluorescence excitation
and emission spectra of a fluorophore
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efficiency by the instrument during acquisition [1]. Nevertheless, it is proportional to
the product of the molar extinction coefficient (ε) at the excitation wavelength and
the fluorescence quantum yield (QY) of the molecule [1]:

B≈ ε×QY ð1Þ

In most applications, the number of photons acquired dictates the quality of
recovered data. In many experiments, the impact of a low brightness value can be
compensated by increasing the concentration of the fluorophore in the sample or by
increasing the excitation intensity. However, when this is not possible, as is often the
case for fluorescence microscopy applications, a very high B value is desirable in
order to avoid the use of very high-intensity excitation light. The use of high-
intensity excitation light can lead to increased background signal, contamination
of detection by excitation light and decreased fluorophore stability (see below). The
higher the value of B is, the lower the excitation intensity can be to achieve sufficient
fluorescence photon counts.

Low brightness of labelled molecules, as defined in Eq. 1, can be certainly
compensated by increasing the stoichiometry of dyes to macromolecule (D:M).
However, the drawback of such strategy is that the structure or pattern of molecular
interactions of the labelled molecule can be negatively impacted. In the case of
labelled antibodies, increasing the degree of labelling (DOL, mean number of
fluorophores per antibody) leads to sharp decreases in antibody affinity
[82, 83]. Additionally, in the case of specific labelling strategies, an increase in D:
M stoichiometry could be impossible. For these reasons, the use of probes offering
adequately high values of ε and QY is strongly recommended.

2.1.2 Extinction Coefficient

The molar extinction coefficient of a molecule (in M-1 cm-1) describes the capacity
for light absorption at a given wavelength. The cross-section for light absorption (σ)
of a fluorophore describes the photon capture area of a molecule and is calculated
from ε using [1]:

σ= 3:82 × 10- 5ε in Å
2 ð2Þ

In the case of fluorescein, which presents a considerable ε value of
75,500 M-1 cm-1 at 490 nm [62] (Fig. 3), the cross-section value for light absorp-

tion is 2.88 Å
2
, which is significantly smaller than its molecular dimensions. In this

way, only a small fraction of light encountered by the fluorophore is effectively
absorbed by it.
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2.1.3 Quantum Yield

Fluorescence quantum yield (QY) is defined as the ratio of the number of photons
emitted to the number of photons absorbed. Since the fluorophore molecule can also
return to the ground state from the excited state through nonradiative processes, the
value of QY is always smaller than 1. Taking once more fluorescein as an example,
its quantum yield is 0.93 at 490 nm [62] (Fig. 4). This large QY value is largely
responsible for the popularity of fluorescein as a fluorophore. Values of quantum
yield are generally listed at the wavelength of maximum absorption.

The presence of efficient electron donors in the vicinity of the fluorophore has
been shown to lead to marked decreases in quantum yield. The amino acid trypto-
phan and to a lesser degree tyrosine, methionine and histidine have been shown to
decrease the quantum yield of a large array of fluorophores by different combina-
tions of static and dynamic quenching [88, 89]. On the other hand, carbocyanines,
such as Cy3, Cy5 (Fig. 1) or Alexa Fluor 647 (AF647) (Figs. 3 and 4), have been
shown to be less susceptible to intramolecular quenching by these amino acids
[89]. Similar quenching of fluorophores has been reported for labelled oligonucle-
otides, as specific nucleotides, namely guanosine, induce significant quenching of
several fluorophores in their immediate vicinity [89]. Oxazine derivatives such as

Fig. 3 Extinction coefficients (ε) and absorption maximum (λmax
Abs ) for a selection of commonly

used fluorophores. Exact values of ε and λmax
Abs correspond to the positions of open circles closer to

each fluorophore. Colours associated with each structure reflect the wavelength of maximum
fluorescence emission according to the colour spectrum shown in the bottom. The Stokes shift
for Hoechst 33342 (unbound) is represented by an arrow. Cy3 and Cy5 are shown in their
sulfonated forms. Values taken from [43, 44, 56, 60, 63, 64, 66, 84–87]
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ATTO 655 and ATTO 680 (Figs. 2 and 3) are particularly susceptible to these
effects, and this has been used to detect peptide–antibody interactions with labelled
peptides [90].

2.1.4 Photostability

One of the most important parameters to be considered when choosing a fluorescent
probe is its photoresistance, especially when the goal is its use for imaging applica-
tions. In fact, one of the most limiting factors in defining fluorescence intensity in
fluorescence microscopy is the irreversible photochemical destruction of the

Fig. 4 Fluorescence quantum yield (QY) and absorption maximum (λmax
Abs ) for a selection of

commonly used fluorophores. Exact values of quantum yield and λmax
Abs correspond to the positions

of open circles closer to each fluorophore. Colours associated with each structure reflect the
wavelength of maximum fluorescence emission according to the colour spectrum shown in the
bottom. The Stokes shift for Hoechst 33342 (unbound) is represented by an arrow. *Properties of
NBD are for the fluorophore in DMSO, as its quantum yield approaches 0 in water. Cy3 and Cy5 are
shown in their sulfonated forms. Values taken from [43, 44, 56, 60, 63, 64, 66, 84–87]
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fluorophore during continuous illumination. The rate of this process, called
photobleaching, determines the number of photons a fluorophore can emit before
its destruction [1]. In practice, photobleaching results in a decrease in fluorescence
emission overtime during acquisition, as larger fractions of fluorophores are
photodamaged.

The average number of photons a fluorophore can emit before its destruction can
be estimated based on its quantum yield and photobleaching rates [1]. Fluorophores
usually used in fluorescence microscopy applications emit from 104 to 106 photons
during their useful lifetime, while other molecules can only emit around 1,000
photons before irreversible destruction [1, 91]. Returning to the example of fluores-
cein, which exhibits weak photostability, this molecule can emit between 30,000 and
40,000 photons in water before photobleaching, and only a minor fraction of these
will be collected during any experiment [44].

Although the photophysics and photochemistry associated with photobleaching
are in general poorly understood, interactions between the fluorophore and molec-
ular oxygen are thought to be one of the main causes for photoinactivation
[92]. Upon transition of the fluorophore to long-lived triplet states (intersystem
crossing), the molecule resides in the excited state for considerably longer periods
of time (ms instead of ns), becoming considerably more susceptible to irreversible
chemical reactions with oxygen and other molecules. Photobleaching can be par-
tially reduced by oxygen depletion through the use of antifade agents composed of
reactive oxygen scavengers or through the bubbling of N2. Adding to the complexity
of the phenomenon, oxygen is quencher of the triplet state and thus minimizes the
lifetime of the reactive excited molecule. One possible consequence of oxygen
depletion can be a drastic increase of the lifetime of the molecule in the dark triplet
state, reducing the overall fluorescence as well [93]. In fact, other antifade agents
make use of triplet-state quenching, reducing the reactivity of the dye.

Hence, particularly for fluorescence microscopy applications, fluorophores that
exhibit strong photostability should be ideally chosen. While no rules exist for
predicting the photostability of a dye [1], certain trends are observed, as within the
same family of compounds, fluorophore elongation and flexibility are typically
accompanied by less photostability [94]. The increased photostability of several
Alexa dyes was obtained in part from rigidifying modifications of their structure
[95]. Dyes with low degrees of triplet-state formation have also been associated with
higher photostability [96].

As rhodamine-based dyes are frequently highly photostable, a large selection of
these molecules is currently available from different companies with excellent
properties. Several Alexa, DyLight, ATTO, HiLyte and Janelia dyes belong to this
class and offer bleaching rates several fold lower than older generation dyes, such as
fluorescein [81, 95, 97–99]. Improved photostability relative to fluorescein is also
observed in boron–dipyrromethene BODIPY dyes [100]. The dyes presented above
typically exhibit fluorescence between 450 and 700 nm, and when fluorophores
emitting at shorter wavelength are required, coumarins are often used. However,
coumarin derivatives are generally less photostable than rhodamine-based
fluorophores. Examples of coumarin derivatives are Alexa Fluor 350 and
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430, Marina Blue (Fig. 1), as well as ATTO 390, 425 and 465. Cyanine dyes such as
from the Cy class, while extremely popular, are also not as photostable as most
rhodamine-based derivatives, due to their susceptibility towards photooxidation
[101]. On the other hand, very high photostability was also obtained with
carbopyronines (e.g. ATTO 647) and oxazine derivatives (e.g. ATTO 655, ATTO
680 and ATTO 700) [102].

While photobleaching is almost always undesirable, in some cases, such as in
fluorescence recovery after photobleaching (FRAP) or fluorescence loss in
photobleaching (FLIP) experiments, photobleaching can actually be employed to
study molecular diffusion rates [103, 104].

2.1.5 Aggregation and Solubility

An increase in labelling stoichiometry often does not necessarily lead to linear
increases of fluorescence intensity, as probe self-quenching can reduce the quantum
yield of conjugated fluorophores [83]. In some cases, significant intramolecular self-
quenching can take place even at moderate ratios of dye to labelled molecule. As an
example, in non-specific covalent labelling of proteins with Cy5, functionalization is
favoured in the vicinity of already protein-bound Cy5 labels, leading to the forma-
tion of clusters of Cy5 within the protein [105]. As a result, a dramatic reduction of
Cy5 quantum yield due to static self-quenching is observed even at rather low
Cy5/protein ratios, causing multiple labelled proteins to exhibit even lower fluores-
cence than single-labelled proteins. This behaviour is due to the tendency of Cy5 for
dimerization, giving rise to non-fluorescent complexes. This is less problematic for
carbocyanines such as Alexa Fluor 647 and 4S-Cy5.5 which carry four sulfonate
groups, as their presence increases repulsion between the dyes during conjugation
[105, 106].

Dye aggregation is in fact a problem for most of the older generation of
fluorophores, limiting the fluorescence of conjugates to coumarins, xanthenes and
cyanines [95, 107]. The Alexa Fluor dyes correspond to sulfonated derivatives of
fluorophores from these classes. The presence of sulfonated groups allows for
reduced interactions during labelling and increased quantum yield of conjugates
[95]. Additionally, sulfonation increases solubility of the dyes, allowing for conju-
gation in aqueous media, without the need for organic solvents.

2.1.6 Fluorescence Emission Spectra

The fluorescence emission spectra of commercially available fluorophores span the
near ultraviolet (UV), visible (VIS) and near-infrared ranges (IR) of the electromag-
netic spectrum. The choice of fluorophore to be used in a given fluorescence spectral
range must of course take into consideration the detection restrictions of the equip-
ment to be employed, such as limitations of filter combinations. The dramatic
reduction in photon detection efficiency within typical photomultiplier detectors
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above 700 nm [2] can also limit the range of useful probes to molecules emitting in
the UV-VIS range. Additionally, experiments with biological samples often have to
deal with the additional complexity created by the presence of autofluorescence,
which is particularly strong in the UV range. These limitations regarding measure-
ments in the UV and infrared are responsible for the popularity of fluorophores
emitting visible light between 380 and 750 nm (Figs. 2 and 3).

Experiments with multiple fluorophores rely on accurate isolation of individual
signals. This can be challenging in imaging applications heavily dependent on
optical filters, as emission spectral overlap of multiple fluorophores can lead to
contamination of the fluorescence signal from one molecule in the detection channel
of another one (bleedthrough). In equipment with high spectral resolution, spectral
acquisition can allow for separation of the signal from two fluorophores emitting in
the same range of energies through the use of techniques such as spectral unmixing
[38]. However, bleedthrough can be minimized using simply a judicious selection of
probes guaranteeing minimal spectral overlap.

Fluorescent probes exhibiting narrow fluorescence emission spectra facilitate the
procedure by increasing the spectral separation between coexisting dyes. While the
use of narrow bandpass optical filters solves this issue, it also leads to recovery of
only a fraction of the total fluorescence from a fluorophore with broad emission
spectra. Organic dyes often display narrow fluorescence emission bandwidths, but
there are many exceptions. While rhodamine-derived Alexa Fluor dyes and
BODIPY derivatives show particularly narrow emission bandwidths, probes from
the cyanine class are known for presenting broader emission [25, 39, 40].

One advantage of dyes with broad absorption and emission spectra is their greater
versatility since they can be excited with different illumination sources and detected
with different optical filter combinations.

Finally, employment of probes in the IR has some advantages. Simultaneous
measurements with probes emitting in the UV-VIS range are possible with negligi-
ble bleedthrough. This is particularly important when simultaneous measurements
with fluorescent proteins are desired, due to their broad emission spectra.

2.1.7 Stokes Shift

The separation between excitation and emission maxima of a fluorophore (Stokes
shift) is critical for an efficient detection of fluorescence signal. When the
fluorophore exhibits a larger Stokes shift, contamination of the detection with
scattered excitation light is less likely and wider bandpass filters can be used for
the detection of the fluorescence signal, improving sensitivity of the measurement.
Hence, fluorophores with a larger Stokes shift are generally preferred. Large Stokes
shift are observed in dyes with asymmetric structure and electron distribution
[108]. However, most of the popular fluorophore classes already mentioned (xan-
thene, BODIPY and cyanine derivatives) present a rather small Stokes shift [108].
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Another consequence of a short Stokes shift is the increase in overlap between
excitation and emission spectra. As a result, fluorophores with a small Stokes shift
are susceptible to homo-FRET events. Unlike typical FRET, where the donor is a
chemically distinct molecule from the acceptor, in homo-FRET the donor and
acceptor share the same structure. This is useful for detection of homo-
oligomerization or clustering. BODIPY derivatives present particularly small Stokes
shifts [53] and have been intensively employed in homo-FRET studies [109, 110].

2.1.8 Fluorescence Lifetime

The average time a molecule resides in the excited state following excitation is called
fluorescence lifetime (τ). A very high lifetime is disadvantageous for imaging
applications as it will correspond to a shorter number of excitation-emission cycles,
reducing the number of photons acquired, and thus the fluorescence intensity. Most
popular probes exhibit fluorescence lifetimes of 1–6 ns (Table 1). Notable excep-
tions are cyanine derivatives such as Cy5, which present fluorescence lifetimes lower
than 1 ns [56], while pyrene has a characteristic long lifetime of hundreds of ns [43].

Fluorescence lifetime is independent of fluorophore concentration, allowing for
highly robust measurements [1]. Analysis of protein interactions in living cells has
benefited considerably from lifetime measurements, as FRET imaging by fluores-
cence lifetime does not require the extensive calibrations and image processing
mandatory for intensity-based methods [104].

For some probes, this quantity is heavily dependent on the local environment of
the fluorophore and can be used to sense its distribution or conformational changes
of labelled macromolecules. Hoechst 33342 or ATTO 655 can be used to detect the
presence of double-stranded DNA, as binding of the dyes to the double strand
increases the lifetime of the excited state of these molecules (Table 1) [47, 51]. A
DNA-binding BODIPY derivative was shown to detect protein–DNA interactions
through fluorescence lifetime changes [111]. A similar BODIPY-based molecule
with high mitochondrial affinity was employed to quantify mitochondrial membrane
viscosity as its fluorescence lifetime increased concomitantly with reduced mobility
in the membrane [112].

Fluorescence lifetime measurements can be carried out with a pulsed (time-
domain) or modulated excitation sources [1]. When working with pulsed excitation,
one must be aware that the fluorescence lifetime to be measured should be signif-
icantly shorter than the repetition rate of the laser. In Ti:Sapphire lasers, this value is
limited to ~80 MHz, corresponding to a 12.5 ns interval between two pulses. In these
conditions, in a sample with a fluorophore presenting a lifetime significantly longer
than 3 ns, the sample will still have excited fluorophores immediately before a new
pulse, generating an incomplete decay and an erroneous lifetime estimation [1]. For
this reason, it is advised that the dye chosen for the fluorescence lifetime measure-
ment should present lifetimes at least four times shorter than the laser repetition
rate [113].
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2.1.9 pH Sensitivity

As a rule, when choosing a fluorophore for a specific application which does
not involve estimating pH, the fluorophore to be chosen should be pH insensitive.
Although most commercially available probes are indeed pH independent, there are
several notable exceptions, such as fluorescein itself. In fact, fluorescein signal
exhibits a strong pH dependence, resulting from the phenolic pKa of 6.4 [114].
Near neutral pH, the monoanionic form (ε = 29,000–32,600 M-1 cm-1,
QY = 0.36–0.37) exists in equilibrium with the dianion
(ε = 76,900–87,600 M-1 cm-1, QY = 0.92–0.95) [26]. Due to the photophysical
differences between the two species, the fluorescence intensity of fluorescein is
strongly dependent on pH, and when analysing data with fluorescein or fluorescein
labelled conjugates, this must be considered. The proximity of the pKa of fluorescein
to the pH of most biological systems is detrimental for multiple applications. For this
reason, several derivatives have been introduced, presenting modified pKa values.
Oregon Green, for example, presents a pKa of 4.8, eliminating pH sensitivity in most
biological systems [115].

On the other hand, the pH dependence of fluorescein also allows for the use of the
fluorophore as a pH sensor. A fluorescent derivative of fluorescein introduced by
Roger Tsien in 1982, 7′-bis-(2-carboxyethyl)-carboxyfluorescein (BCECF), pre-
sents a pKa closer to 7 (6.98), more appropriate for sensing of intracellular pH
[116, 117]. The additional carboxylations in this molecule decrease the membrane
permeability of the dye significantly, reducing membrane leakage. Cellular loading
of the dye can be carried out through the addition of acetoxymethyl (AM) ester
groups to the fluorophore, which increase the permeability of the molecule but are
hydrolysed by intracellular esterases, leading to intracellular accumulation. BCECF-
AM is still one of the most popular intracellular pH sensors. When the goal is to
measure pH within acidic compartments, such as lysosomes, then dyes with lower
pKa values can be employed.

2.1.10 Overview of Fluorescent Probe Classes

Coumarins
This family of compounds includes molecules containing the 2H-chromen-2-one
motif and is arguably the largest among the small organic dye categories. Coumarins
are usually very photostable, with high quantum yield and a very large Stokes shift
[13]. Their blue emission makes them a good alternative for multi-colour imaging,
being an easy combination for green-to-IR dyes. This excitation at short wavelengths
can also be a drawback when imaging cells since it overlaps with autofluorescence.
Coumarins also have limited brightness due to weak absorption (e.g. AF350 in
Fig. 3) [13].

In any case, these fluorophores have been extensively used in life sciences during
the past decades. In a recent example, π-extended fluorescent coumarin (PC6S) was
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used to image lipid droplets through fluorescence lifetime imaging (FLIM), both in
living cells and in the tissues of living mice [118]. Other alternatives, including
caged derivatives with activation in the visible and near-IR spectral range, have also
been explored. For example, diazocoumarin derivatives have been used to label
protein in living cells in a selective and fluorogenic manner, upon photoactivation
(uncaging) with visible or near-IR illumination [119].

Cyanines
In this category one can find the brightest fluorophores among organic dyes.
Although cyanines usually present low QY (≤0.25), they also have very high
extinction coefficients (e.g. Cy5 in Figs. 3 and 4; Table 1) [13]. Cyanine derivatives
contain conjugated polymethine chains with quaternary nitrogens in their chemical
structure. Adjusting the functional groups and the length of the conjugated chains,
the photophysical properties of the fluorophores can be largely tuned.

However, the use of cyanines can be limited by significant photobleaching, as
previously discussed, and a small Stokes shift (possibly important for super-
resolution microscopy approaches) [120, 121]. Additionally, Cy5 and Cy7 deriva-
tives are easily oxidized in the presence of O2 and O3, preventing their use in
experiments that require long measurement sessions [122]. The development of
new derivatives with enhanced QY and increased oxidation resistance has mitigated
these drawbacks.

Cyanines have been used in a great number of different applications. They even
gained more relevance with the development of single-molecule localization micros-
copy (SMLM) techniques (see Sect. 4 below). More recently, cyanine probes have
been used, for example, to detect and label mercury [123], DNA [124] and RNA
[125] in living cells.

Fluorescein and Rhodamine-Based Dyes
As already mentioned, both fluorescein and rhodamines are xanthene dyes that have
been extensively used since they were first synthesized [126, 127]. The reason of this
wide popularity is associated mainly with their very high brightness and the fact that
both excitation and emission wavelengths fall well within the visible spectral range.
As previously described, with a pKa value of 6.4, fluorescein spectral properties
depend strongly on the environment pH (between 5 and 9). They can also present
limited photostability [13, 122].

Over the years, numerous fluorescein and rhodamine derivatives have been
developed, targeted at countless applications. Among the most commonly used
fluorescein derivatives [128, 129] are fluorescein isothiocyanate (FITC),
carboxyfluorescein, 5/6-carboxyfluorescein succinimidyl ester, fluorescein amidite
(FAM) and fluorescein di-acetate. Rhodamine 6G, 110, 123 and rhodamine B are
possibly within the most extensively used rhodamines, together with rhodamine-
derived Alexa Fluor dyes. When used for live-cell imaging, properties like perme-
ability, localization and aggregation state will strongly depend on the structural
characteristics of each derivative.
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BODIPYs
Boron dipyrromethene compounds or BODIPYs are very popular fluorophores due
to their enhanced photophysical properties [130]. They present high quantum yields
(e.g. BODIPY-TMR in Fig. 4), high brightness, sharp absorption and emission
spectra and a very small Stokes shift (Table 1). Possibly the most significant
limitation to the use of BODIPY dyes is their susceptibility to oxidation [13].

BODIPY variants included in this category cover a great portion of the visible
spectrum, from green (BODIPY FL) to red (BODIPY 650/665). This versatility has
been extensively explored through the development of BODIPY conjugates of
different biomolecules, including proteins, lipids, lipopolysaccharides and nucleo-
tides, among others. They have also been employed in live-cell imaging (see [131]
for a comprehensive review). For example, BODIPYs have been recently used in the
detection of hydrogen sulphide and lysosome tracking [132].

2.2 Methods for Fluorescent Protein Labelling

The choice of organic probe must always be performed hand-in-hand with the
selection of the appropriate labelling strategy. The latter depends on the available
fluorophore derivatives, the target molecule and the experimental requirements.
Here, some of the most commonly used strategies for labelling proteins upon
purification or within fixed or living cells are discussed (Fig. 5). The extensive
description of these and other methodologies can be found in very thorough reviews
elsewhere [133].

Covalent Binding to Natural-Occurring Amino Acids
The most common strategy to label purified proteins is to use fluorophore derivatives
that directly react with amine groups or cysteine residues (Fig. 5) [134].

By using amine-reactive fluorophore conjugates, such as isothiocyanates or
succinimidyl-esters, target proteins will be labelled in either lysine residues or the
N-terminal amine. Due to the high frequency of lysine residues in proteins, labelling
often results in the binding of several fluorophores at different positions, which can
ultimately alter protein function and its possible interactions. Since lysine amine
groups have significantly different pKa values than the terminal amine (pKa 10–11
versus pKa 7, respectively), it is possible to preferentially label the N-terminal
[135]. Although this solves the issue of multiple labelling, it restricts the fluorophore
position at the amino terminal.

Cysteine residues, on the other hand, are much less frequent in proteins and thus
offer greater flexibility regarding the position of the fluorophore. In this case,
maleimide fluorophore conjugates are used due to their high specificity for the
cysteine thiol group [133]. In addition, the conjugation reactions are typically fast
at mild pH and temperature.

Labelling amine groups or cysteine residues in intact cells or cell extracts is
generally not feasible since it is not possible to reach labelling specificity under these
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conditions. For this reason, these methods are more often employed for labelling of
purified proteins.

Immunolabelling
To achieve high labelling specificity within cell samples, the classical approach is to
use immunofluorescence [136]. In general, an externally added primary antibody
specifically binds the target molecule/structure with high affinity. Subsequently, one
or more secondary antibodies (conjugated with a fluorescent probe) form a stable
complex with the primary antibody (indirect immunolabelling), allowing the specific

Fig. 5 Summary depiction of some of the most commonly used (or most promising) protein
labelling methodologies. The examples depicted for covalent binding to natural-occurring amino
acids are related to cysteine and protein amine labelling with maleimide and succinimidyl ester
derivatives, respectively. The example portrayed for self-labelling proteins and peptide tags illus-
trates self-labelling by the HaloTag. The method shown below describes incorporation of an azide-
containing unnatural amino acid (UAA) and site-specific labelling of the modified protein with
Cu2+-free click-chemistry. Figure created with BioRender (BioRender.com)
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detection of the target (Fig. 5). Direct immunolabelling with one labelled specific
antibody is also possible. However, antibodies are large molecules of ~150 kDa and
thus their use implies a couple of limitations [137]. First, they cannot cross the
plasma membrane, limiting their application to fixed, and thus, dead cells. This
prevents the study of dynamic processes, providing only a snapshot of the target
molecule at the time of fixation. Also, it is important to keep in mind that the fixation
protocol itself might interfere with the observed cell morphology and/or the proper-
ties of the molecule of interest. Second, the size of the antibodies and that of the
antibody complex (primary + secondary) makes it so that the detection system is
often much larger than the target molecule or structure [137]. In this case, determi-
nation of the target’s size becomes extremely difficult and, for example, molecules
that are well far apart might look closer or even interacting when immunolabelled.
Importantly, this might have serious implications in single-molecule localization
microscopy techniques, with the location of the fluorophore possibly being clearly
distinct from that of the target molecule.

More recently, these limitations have been overcome by the development of
single-domain antibodies (sdAbs) or ‘nanobodies’ [138–140]. sdAbs are much
smaller (~15 kDa) than traditional antibodies, highly stable and soluble in many
environments. Depending on the experimental requirements, sdAbs can even be
functionalized, for example, to cross the plasma membrane and allowing live-cell
imaging. Their smaller size also makes them much better suited to help evaluate the
dimensions of biological structures, as opposed to the traditional antibodies.

Self-labelling Proteins & Peptide Tags
Possibly the most widely used strategy to label proteins with synthetic probes inside
living cells is the use of small self-labelling proteins or tags (<40 kDa) [141]. In this
approach, the target protein is expressed as a fusion construct containing a polypep-
tide or protein designed to react with a fluorescent probe (or other moieties such as
biotin) via a specific biorthogonal reaction. This ensures the covalent binding of
virtually any fluorescent probe to the protein of interest as long as the proper
biorthogonal functionalization of the probe is available and compatible with the
particular self-labelling protein to be used. The versatility of this method is also
increased by the number of tags that have already been developed (derived from
different proteins): HaloTag (derived from the haloalkane dehalogenase) (Fig. 5)
[142], SNAP-tag (derived from human O6-alkylguanine DNA alkyltransferase)
[143, 144], CLIP-tag (derived from SNAP-tag) [145], DHFR-tag (derived from
dihydrofolate reductase) [146], BL-tag (derived from b-lactamase) [147], PYP-tag
(derived from the photoactive yellow protein in purple bacteria) [148] and RA-tag
(derived from de novo designed retroaldolase) [149].

Ideally, the tags should be as small as possible to avoid interfering with the target
protein, should present low substrate promiscuity, fast labelling kinetics and ther-
modynamic stability. The main advantages of this approach are associated with the
use of synthetic dyes (described above) and their superior photophysical perfor-
mance, and yet being genetically encoded, thus offering a better control over the
degree of labelling. Moreover, it can be used for pulse-chase assays, contrary to FPs
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[150]. The disadvantages, however, also stem from the fact that the tags are
genetically encoded. First, this means that the labelling is restricted to the N- or
C-termini, preventing any site-specific tagging into internal regions of the protein of
interest [74]. Second, the tags are still proteins with diameters that can reach 3–4 nm,
comparable to that of FPs [35, 74]. The labelling can thus affect the folding, location
and function of the native target protein.

Alternatively, a tetracysteine peptide can be genetically introduced into the
protein of interest (not necessarily at the termini), instead of the self-labelling protein
[151]. The peptide sequence, Cys-Cys-X-X-Cys-Cys (where X is any amino acid
apart from cysteine), is then able to specifically react with membrane-permeable
biarsenical dyes. The standard biarsenical dyes in use are FlAsH-EDT2 (fluorescein
arsenical hairpin binder) and ReAsH (resorufin arsenical hairpin binder) that emit in
the green and red regions of the spectrum, respectively [35]. Although the
tetracysteine peptide shares most of the advantages with the self-labelling proteins,
the major point of differentiation is their size. In this case, the much smaller size of
the moiety is less likely to interfere with the conformation and function of the protein
of interest. Nevertheless, the use of biarsenical dyes can still perturb the protein’s
native conditions, can lead to considerable levels of background fluorescence and
might induce some cytotoxicity.

Unnatural Metabolite Derivatives & Click-Chemistry
More recently, specific molecular labelling within the cellular environment has been
accomplished through the development of the so-called click-chemistry (Fig. 5).
Contrary to genetically encoded reporters, it can be used to label not only proteins
but also other biomolecules such as DNA, lipids and glycans. This labelling strategy
is a two-step process. First, cells must be cultured in the presence of non-natural
metabolites with a ‘clickable’ moiety [12]. For example, nucleotides BrdU
(5-bromouridine) and EdU (5-ethynyl-2′-deoxyuridine) have been used to tag
nascent RNA and DNA, respectively [152]. Then, fluorescent labelling is accom-
plished through a biorthogonal ‘click’ reaction with probe derivatives containing the
corresponding ‘click’ feature (e.g. azide or alkenyl groups). In the case of EdU, azide
Alexa Fluor derivatives are commonly used. The most typical biorthogonal reaction
is named azide-alkyne cycloaddition, requires copper [Cu(I)] as catalyst and has the
main advantages of being fast, regioselective and presenting high yields
[153, 154]. However, due to copper cytotoxicity, other alternatives have also been
widely employed [155]. These copper-free reactions include the azide-alkyne cyclo-
addition between an azide and a strained cyclooctyne [156] and the Staudinger
ligation between an azide and a phosphine [157]. Although the copper-free character
of these reactions makes them uniquely suited for in vivo labelling, they tend to be
less efficient, meaning that the reaction time might need to be increased to assure full
conjugation of the fluorescent probe derivative with the unnatural metabolite
[158]. In any case, when planning an experiment, the choice of reaction will greatly
depend on the system, the target biomolecule and the technique to be employed
[12]. Moreover, copper toxicity, alterations of membrane permeability and possible
background fluorescence must also be considered.
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When considering labelling proteins using ‘click-chemistry’, a promising strategy
has recently emerged that combines genetically encoded site-specific labelling with
the major advantages of using small synthetic dyes. This is accomplished through
the use of unnatural amino acids (UAAs) that can either be conjugated with an
organic probe via a biorthogonal reaction (Fig. 5) or be already incorporated as a
fluorescent amino acid derivative [159, 160]. UAAs, also called the expanded
genetic code, are molecules that are not found in native proteins, but were rather
discovered in nature or chemically synthesized [161–163]. Examples include
selenocysteine (Sec) and pyrrolysine (Pyl), also referred to as the 21st and 22nd
amino acids [164]. In principle, many other UAAs can (and some have been)
incorporated into target proteins by using a nonsense codon and the UAA respective
orthogonal pair [165]. This strategy confers large flexibility when it comes to the
labelling position within the target protein, with the advantage of keeping the
labelling ratio under control (since it is genetically encoded). Also, due to their
much smaller size, UAAs overcome most issues related to the interference with the
native protein, as discussed above for self-labelling proteins. Yet, incorporation of
UAAs (and their fluorescent labelling) is still challenging [74, 166, 167] and there is
still some work to be done to make it the method of choice for live-cell protein
labelling.

2.3 Membrane Probes

Fluorescence microscopy and spectroscopy are invaluable tools for the imaging and
characterization of cellular membranes or membrane model systems. Membrane
staining can be achieved through labelling of specific targets (e.g. glycoproteins
and glycolipids with wheat germ agglutinin (WGA) conjugates [168]), with
derivatized membrane components (e.g. labelled cholera toxin-A or BODIPY-
labelled phospholipids, or through simple partitioning of lipophilic dyes [1]. This
section will focus solely on probes of the latter class.

Lipophilic staining of cellular membranes is often employed in cell imaging
applications. Lipophilic carbocyanines with hydrocarbon tails, such as DiO (green
fluorescence), DiI (red fluorescence), DiD (far-red fluorescence) or DiR (near-
infrared fluorescence), are particularly popular for this application [169, 170]. Styryl
dyes such as FM4–64 or FM1–43 also belong to the class of lipophilic stains. Unlike
lipophilic carbocyanines, these dyes are not lipophilic enough to translocate across
the lipid bilayer and become anchored to the outer leaflet of the plasma membrane,
with minimal translocation to the cytoplasmic leaflet [171]. This property leads to
their popularity as tools for evaluation of intracellular vesicle trafficking
[171, 172]. FM4–64 is generally preferred to FM1–43 as it is brighter and more
photostable. FM4–64 also allows for simultaneous imaging with green emitting dyes
and fluorescent proteins as it exhibits red-shifted fluorescence [171]. All these dyes
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benefit greatly from the fact that their quantum yield is close to zero in water, thus
generating better staining contrast.

Beyond the simple staining of lipid membranes, lipophilic fluorescent membrane
probes can provide important information on membrane structure. The time scale of
fluorescence is adequate to the analysis of fluorophore dynamics during the excited
state and solvent-dependent excited-state relaxation [173, 174]. In turn, information
about these processes allows us to evaluate membrane viscosity and lipid packing.

Membrane viscosity has been shown to regulate the activity of several membrane
proteins and is linked to multiple physiological processes within the cell [175]. Lat-
eral diffusion can be quantified through measurement of the diffusion coefficient of
fluorescent membrane components using fluorescence recovery after photobleaching
(FRAP) [176] or fluorescence correlation spectroscopy (FCS) [177]. On the other
hand, local dynamics within the membrane can be evaluated through the use of
fluorescent microviscosity probes.

DPH (1,6-diphenyl-1,3,5-hexatriene) and its trimethylamino-derivative,
TMA-DPH are part of a class of membrane viscosity probes whose fluorescent
polarization/anisotropy is strongly dependent on local microviscosity
[178, 179]. The DPH fluorophore only absorbs light polarized along its long axis
and the polarization of emitted photons has the same orientation [180]. In this way,
rotation of the fluorophore (during its excited state) along its long axis has no impact
on the polarization of fluorescence, while rotation along the two perpendicular axes
induces depolarization [179]. As acyl-chain fluctuations dictate rotation of the
fluorophore during its excited state, fluorescence anisotropy values of these dyes
reflect local membrane viscosity. Due to the presence of the trimethylamino-
derivative, TMA-DPH becomes anchored to the lipid–water interface and reflects
viscosity in a slightly more shallow region of the lipid bilayer [178]. Another useful
membrane probe sensitive to membrane viscosity is trans-parinaric acid (t-PnA)
[181]. The fluorescence lifetime of t-PnA is strongly dependent on membrane
dynamics, and the appearance of a very long lifetime (>30 ns) is used as a fingerprint
for the presence of gel phase membrane domains [179, 182, 183]. Finally, a class of
molecules known as molecular rotors, which include 9-(dicyanovinyl)-julolidine
(DCVJ), 9-(2-carboxy-2-cyano)vinyl julolidine (CCVJ) and BODIPY-C12 present
fluorophores with the ability of twisting along a single bond. This movement is
hindered within ordered membranes influencing fluorescence properties such as
quantum yield or fluorescence lifetime [184, 185].

Polarity sensitive probes such as 2-dimethylamino-6-1auroylnaphthalene
(Laurdan) can also be used to evaluate membrane packing, as these dyes exhibit
strong spectral changes upon changes in membrane ordering [65, 186]. One advan-
tage of Laurdan and similar probes is that membrane order can be estimated from
simple ratiometric measurements reflecting spectral shifts, facilitating their imple-
mentation in imaging applications.
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3 Fluorescent Proteins

Fluorescent proteins (FPs), more precisely the green fluorescent protein (GFP) was
discovered in 1962 [187]. Since then, the use of FPs in life sciences has been at the
centre of a great and unparalleled revolution in the way we ‘see’ cellular events at the
molecular level. Unsurprisingly, ‘the discovery and development of the green
fluorescent protein’ earned Osamu Shimomura, Martin Chalfie and Roger Tsien
the Nobel Prize in Chemistry in 2008, unequivocally stating the importance of such
finding for modern science and medicine.

GFP is a 27 kDa protein from the jellyfish Aequorea victoria that folds into a
β-barrel structure where three sequential amino acids (Ser-Tyr-Gly in positions
65–67) form the protein chromophore upon cyclization, oxidation and dehydration
steps, without the need for enzymes or cofactors [16, 188]. The main reason for GFP
popularity from the start is associated with the advantage of being genetically
encoded, thus bypassing many problems associated with the use of synthetic probes
for protein labelling. Namely, their use avoids mis(or multi)labelling of proteins,
issues with background fluorescence due to unspecific binding and is also
completely compatible with live-cell (and tissue) imaging. Moreover, engineering
a fusion construct is relatively easy at the experimental level, being routinely
performed in many laboratories.

Although GFP is still frequently used, many other variants with different and
improved photophysical properties are now widely available (Table 2). These
variants were either discovered in other organisms such as sea anemone [216],
copepod [216] and lancelet [217], or developed through the modification of the
original protein barrel structure by mutagenesis. Many modifications in the core
chromophore structure were performed [206], as well as changes in the side chains
of nearby amino acids [16, 218]. The result is a large variety of FPs of different
colours (from violet to far-red) covering almost entirely the visible spectrum.
Moreover, the development of FPs with large (>100 nm) Stokes shift [219–222],
and the possibility of generating tandem FP versions apart from the monomeric ones
[223, 224] further increase the number of available choices. Yet, attempts are
continuously being made to develop different FPs with, among other features,
improved brightness, with other excitation/emission wavelengths and enhanced pH
resistance (when compared with the original proteins). The engineering of red
fluorescent proteins (RFP) has also been the focus of numerous attempts since
they would present a few additional advantages. As already described for organic
probes, fluorescence in the red to near-infrared region of the spectrum ensures a more
efficient tissue penetration, decreases any issues related to cell autofluorescence and,
additionally, relieves some of the spectral crowding (and consequent channel
bleedthrough) usually encountered when designing multi-colour imaging experi-
ments. DsRed from Discosoma was the first RFP to be isolated [225]. However, this
protein shows severe limitations that precluded its generalized use. DsRed assumes a
GFP-like intermediate form during maturation and a fraction of the protein exhibits
excitation in the green spectral region. Furthermore, it requires over 30 h of
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incubation time at 37 °C to achieve steady-state levels and, since it is an obligate
tetramer, it might force tetramerization of any target protein [226–228]. For these
reasons, additional efforts have been carried out to bioengineer new and better
performing RFP. Yet, despite considerable advances, the photophysical properties
of RFPs still fall short when compared with the performance of other FPs.

FPs have been employed in the study of an immense number of cellular functions
and processes. These have been extensively reviewed elsewhere [229–231]. How-
ever, it is worth noting that FPs are particularly well suited for the development of
biosensors, allowing the imaging and quantification of diverse cellular processes
[232]. Briefly, there are mainly four classes of FP-containing biosensors: (1) FPs
with environment-dependent photophysical properties (e.g. brightness or emission
wavelength) that detect changes in pH [233], Cl- [234], metal ions [235] and redox
potential [236], among others; (2) FP-target constructs where the photophysical
properties of the FP are affected by conformational changes in the target protein
and that have been used, for example, to detect hydrogen peroxide [237] and
membrane potential variations [238]; (3) Sensors in which detection relies on
differences in the FRET efficiency between two spectrally distinct FPs
[239]. FRET sensors were already applied to the detection of Ca2+ [240], cyclic
nucleotides [241] and others; (4) FP-target constructs used as translocation sensors
[242]. In other words, when linked to specific target proteins, FPs can report on
environmental changes in intercellular compartments.

When expressing FP-containing fusion constructs, a fine balance must be accom-
plished. The expression level should not be so high that would interfere with cell
functioning but should at the same time be high enough to allow a proper fluores-
cence signal for cell imaging purposes [12]. It is also important to take into account
the maturation speed of the chromophore and the possible aggregation of the
construct [243]. In extreme cases, this can affect the folding of the FP and conse-
quently the structure of the chromophore itself, thus compromising the fluorescence
output of the protein [244]. Depending on the experimental design, optimization of
the nucleotide sequence for a particular model organism might also be required
[245, 246], as well as the fine-tuning of the length and flexibility of the linker peptide
between the FP and the target protein [247, 248].

Despite the wide-ranging use of FPs in cell biology and imaging, this technology
still poses some limitations [249]. The most well-known is arguably their size
(2–5 nm), which means that in some studies the size of the FP is comparable to
that of the target protein, thus preventing, for example, the precise localization of the
protein of interest. For the same reason, there is always a chance that the FP not only
interferes with the subcellular localization of the target but also impairs the protein’s
biological function [250]. This is even more important when the initial FP variants
are considered since they show a significant tendency to dimerize [251, 252]. This
however has been mitigated or completely eliminated in newer FPs through the
replacement of hydrophobic amino acids at the surface for positively charged amino
acids [204]. Among the disadvantages are also the limitation of labelling at the
protein terminals, loss of FP fluorescence upon fixation [253] or brightness depen-
dence on the expression and maturation temperature for some FPs [254]. Moreover,
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at the single-molecule level, FPs are known to blink at all timescales. Despite being
associated with triplet and radical states, blinking of some variants has been related
to proton transfer and conformational dynamics, involving different states of the
chromophore [255]. Still, in many applications blinking is not a problem, but should
be considered at the experiment design stage.

Apart from the issues discussed above, selection of an FP for an experiment
should also involve the evaluation of the same properties previously discussed for
organic dyes. Some of these are summarized in Table 2.

4 Fluorescent Probes for Super-Resolution Microscopy

Super-resolution microscopy surpasses the diffraction barrier by precluding the
simultaneous signalling of adjacent fluorophores. In general terms, this is accom-
plished by transiently or permanently transferring (switching) fluorophores between
two distinguishable states with different spectral, temporal or other detectable
response to illumination. The choice of proper fluorophore is thus a requirement to
achieve the best possible resolution. Although all the selection criteria described in
the sections above still apply here, photophysical parameters such as brightness,
photostability and switching kinetics gain additional relevance, depending on the
chosen imaging technique. Super-resolution approaches have been thoroughly
reviewed elsewhere [256–258].

In single-molecule localization microscopy (SMLM) [259], for example, only a
subset of sparse fluorophores gets activated at any given time, allowing the accurate
determination of the fluorophore’s position with sub-diffraction precision. By
repeating the process several times, exciting stochastically different molecules, it
is therefore possible to reconstruct an image combining all the determined positions.
Choosing photoactivatable fluorophores for SMLM should then consider the fluo-
rescence contrast between on and off states, the turn-on halftime, the photobleaching
halftime and the photon yield of individual molecules before bleaching [218, 260,
261]. Desirably, the photon yield should be high not only to ensure accurate position
determination but also to allow the use of lower laser power. In case of reversible on/
off switching, it is also important to take into account the number of photons detected
per switching event, the on/off duty cycle (fraction of time a fluorophore spends in
the fluorescent versus non-fluorescent state), the fatigue resistance (number of
switching cycles required to bleach 50% of the initial fluorescence) and the
fluorophores’ survival fraction after subjected to relatively severe conditions
[260]. To ensure the required sparse activation of fluorophores, the off-switching
(or bleaching) rate must be much larger than the on-rate, resulting in a low duty cycle
between 10-4 and 10-6 [262, 263].

In a very distinct approach, stimulated emission depletion (STED) microscopy
overcomes the diffraction limit by reversibly silencing fluorophores at predefined
positions within the diffraction-limited point-spread function (PSF) [264]. The exci-
tation light is combined with a high-intensity doughnut-shaped laser that depletes
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fluorescence in specific regions (doughnut-shaped periphery) while leaving a central
focal spot active. The acquisition is performed by scanning the sample with the two
aligned beams and, by making so, only the non-silenced fluorophores in the central
complementary regions emit light. As a consequence of this setup, fluorophores for
STED microscopy must be quite photostable and thus exhibit high resistance to
photobleaching [265–268]. Additional criteria for fluorophore selection include:
(1) the emission spectrum of the fluorophore must be compatible with the available
STED laser to be used [269]; (2) spectral overlap between stimulated emission and
excited-state absorption should be avoided [265]; (3) large Stokes shift probes
should be preferred to prevent direct excitation of the fluorophore by the STED
beam and also to assist in multi-colour imaging [265, 270, 271]. However, most of
the available large Stokes shift probes still do not present the required high bright-
ness and enhanced photostability [265].

Although this description of SMLM and STED is not meant to be extensive, it is
clear from these examples that the choice of super-resolution technique determines
the fluorophore to be used. As for conventional imaging, many different types of
fluorophores were already applied to one or several super-resolution approaches,
including small organic probes [73], fluorescent proteins [272], quantum dots [273]
and nanoparticles [274], among others. Moreover, fluorophores that use reversible
ligand binding [275] or quenching [276] as a switching mechanism instead of
photoswitching have also been employed. In the next sections, the most common
classes of switching organic probes and FPs (Table 3) are briefly introduced,
including some recent examples of their application. Detailed information on their
mechanism and performance can be found elsewhere [218, 260, 285].

4.1 Synthetic Probes

Activator-Reporter Dye Pair
This system consists of a ‘reporter’ probe that switches between a fluorescent and a
dark state and whose photoactivation is facilitated by an ‘activator’ fluorophore
placed within 1–2 nm distance [218]. The ‘reporter’ dye is usually kept in a
non-fluorescent state, and the random activation of non-overlapping fluorophores
is accomplished by the use of an activation laser that excites the ‘activator’ probe.
The ‘activator’ can then induce its ‘reporter’ neighbours to become fluorescent. The
final image is consequently reconstructed from emission signal of the ‘reporter’.

The first system to be described was the Cy3-Cy5 combination, used by Xiaowei
Zhuang to develop stochastic optical reconstruction microscopy (STORM)
[286]. Since then, several combinations of ‘activator’ dyes (e.g. Cy2 or Alexa
Fluor 405) and ‘reporters’ (e.g. Cy5.5, Cy7 or Alexa Fluor 647) were employed
[287, 288].
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Activator-Free Dyes
Some dyes are stochastically activated in the absence of an activator fluorophore and
under continuous laser illumination [218, 289]. However, they frequently require
significantly higher laser power. The switching behaviour also entails a specific
chemical environment. For this reason, the imaging buffers usually include ‘non-
common’ components such as triplet quenchers, oxygen scavengers, reducing agents
and others [290–293].

These dyes were first applied by Sauer and co-workers to perform direct STORM
[97, 289]. In this pivotal work, the authors used cyanine dyes (without ‘activators’)
that could be photoswitched under reducing conditions [289]. Recently, a compre-
hensive study compared the performance of 26 commercially available probes in a
STORM setup and identified the best-performing dyes in different colour ranges:
Atto488 for the green spectral region, Cy3B for the yellow, Alexa Fluor 647 for the
red and DyLight750 in the near IR [260].

Spontaneously Blinking Dyes
Contrary to the probes from the categories described above, spontaneously blinking
dyes do not need activators or incident light to become active. Instead, they spon-
taneously blink in the absence of light in a stochastic and reversible manner
[218]. Spontaneously blinking dyes often switch between an ‘open’ fluorescent
state and a ‘closed’ dark state. One such example is the intramolecular
spirocyclization that occurs in hydroxymethyl (HM) rhodamines, from which
other related derivatives have been developed. Hydroxymethyl-Si-rhodamine
(HM-SiR) [294] and HEtetTFER [295], for example, have been applied to SMLM
by Yasuteru Urano and his team, allowing the use of reduced illumination intensities
and still presenting a high photon yield. In a different approach, Urano’s team also
described a different spontaneous blinking mechanism that relies on the reversible
ground-state nucleophilic attack of intracellular glutathione (GSH) upon a xanthene
fluorophore [296]. This allowed the observation of microtubules and mitochondria
within living cells by SMLM. Although not many options are available so far, the
recent developments in this area suggest an increase in the use of these dyes in the
coming years.

Photochromic Dyes
Fluorophores that switch reversibly between an on and off state in a light-assisted
manner are called photochromic [218]. These include different rhodamines,
diarylethenes and photoswitchable cyanines [297]. Rhodamine lactams, for exam-
ple, are colourless compounds that become fluorescent through the transient cleav-
age of the lactam bond upon far-UV illumination [298]. The fluorescent molecule
then thermally reverts back to its non-emissive state. This reversible photoswitching
mechanism is well suited for SMLM and efforts have been made to extend it to other
rhodamines with different photophysical properties. Moreover, the addition of
different substituents to the rhodamine core has also led to the development of
photochromic dyes with activation light that is not in the far-UV spectral range.
Phthalimide groups were shown to allow for near-UV (or 2-photon) activation [299]
while stilbene groups even made it possible to use visible light [300, 301]. One of

34 M. J. Sarmento and F. Fernandes



such examples are the ‘turn-on mode’ fluorescent diarylethenes (fDAEs) recently
developed by the Hell group. With yellow light activation, fDAEs were successfully
applied to the visualization of cells’ vimentin filaments by SMLM [302].

Photoactivatable or ‘Caged’ Dyes
In contrast to the photochromic probes, ‘caged’ dyes are irreversibly activated
through a photochemical reaction [218]. These molecules combine fluorophores
with photolabile (or caging) moieties located at appropriate positions that block
them in a non-emissive state. Upon illumination, the protective groups are either
removed or modified and the fluorescence emission of the dye is greatly increased
[137, 262]. The use of caged dyes thus results in great on/off contrast and photon
yield [218], making them ideal for SMLM techniques such as photoactivated
localization microscopy (PALM) [303] and DNA points accumulation in nanoscale
topography (DNA-PAINT) [304]. The photoactivation quantum yield can however
be a critical element to consider.

Among the most common caging moieties are the o-nitrobenzyl derivatives,
azides, coumarinyl groups and 2-diazoketones [305]. Different fluorophores have
also been successfully caged, such as Q-rhodamine [303], rhodamine 110 [306], Si-
Q-rhodamine [99], carbofluorescein [307], and several others.

4.2 Fluorescent Proteins

Photoactivatable (PA-FPs)
This category includes proteins that are irreversibly switched from a non-fluorescent
off-state to a fluorescent on-state upon illumination. The development of PA-FPs
goes hand-in-hand with the establishment of SMLM techniques. Indeed, PA-GFP
(developed by Patterson and Lippincott-Schwartz [198]) was used in the very first
papers on PALM [308, 309]. Due to its photophysical properties, high activation
quantum yield and their monomeric state, PA-GFP is still one of the most used and
dependable PA-FPs. Since then, several other variants were developed, including the
ones within the orange/red spectral range, such as PAmRFP, PAmCherry,
PATagRFP and PAmKate.

Nevertheless, the use of PA-FPs makes it hard to detect cells expressing the
protein, since before illumination they remain in a non-fluorescent state [218]. This
drawback is largely overcome by the use of photoswitchable dyes instead (see
below).

Photoswitchable (PS-FPs)
Photoswitchable (or photoconvertible) FPs rely on the irreversible conversion from
one fluorescent on-state to another of a different colour [285]. Depending on the
specific colour transition, PS-FPs can be categorized as (1) GFP-like cyan-to-green
proteins (PS-CFP2), (2) Kaede-like green-to-orange/red proteins (Dendra2,
mEos3.2, mClavGR2, mMaple3) or (3) DsRed-like green-to-far red proteins
(PSmOrange). This spectral coverage together with the photoswitching capability
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makes them not only ideal for simple SMLM experiments but also allows their use in
multi-colour super-resolution imaging.

Although extensively applied, it is worth noting that even the brightest PS-FP
remains much dimmer than some organic probes, with photon yields that can be one
order of magnitude lower (e.g. comparing Eos with the Cy3-Cy5 pair) [287, 310,
311].

Photochromic (PC-FPs)
As their small-molecule counterparts, photochromic FPs are able to reversibly
transition between a dark off-state and a fluorescent on-state. However, their main
advantage over photochromic organic probes is the stability and reliability of their
switching system, meaning that they are much more resistant to switching fatigue
[262]. This also explains the use of these proteins in non-linear super-resolution
imaging approaches such as non-linear structured-illumination microscopy
(NL-SIM) [312] or reversible saturable optical fluorescence transition (RESOLFT)
[313]. Examples of PC-FPs include rs-EGFP, rsFastlime, rsTagRFP or Skylan-NS.

Photoactivatable/Photoconvertible FPs
This category includes proteins with complex working mechanisms that combine the
photoswitching behaviour of PC-FPs and PS-FPs. In other words, proteins such as
mIrisFP [281] and NijiFP [282] can be irreversibly photoconverted between two on-
states (green-to-red transition) and then feature a reversible photoswitching behav-
iour from both species to a dark off-state. Due to their complicated mechanism, these
are the only FP variants included in this category.

5 Perspectives

Researchers in the field of biological sciences have now available an enormous
abundance of different fluorescent probes to choose from. These present remarkably
diverse properties so that specific experiments can make use of ideally suited labels.
There are however still some limitations that are expected to be addressed. When it
comes to organic dyes, significant difficulties still limit the ability to specifically
label target molecules within a living cell or tissue. The next years will undoubtedly
bring new and creative strategies combining biorthogonal chemistry with the use of
unnatural metabolites and caged dyes, to achieve the required labelling specificity in
a live-cell compatible manner. Regarding FPs, researchers are still paving the way to
improve their photophysical properties and overall performance. Although they
show the ultimate labelling specificity, there is still room for improvement in
terms of FP photostability and brightness, to reduce the performance gap that
remains when comparing FPs with synthetic dyes. In any case, whether it is organic
dyes or FPs, the development of photostable, highly performing far red to near-IR
probes is arguably one of the biggest challenges of the next years.

Overall, the available fluorescent probes used for life sciences cover already a
very wide spectrum of applications. Nonetheless, the design of new probes must
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continue to walk hand-in-hand with the development of new techniques and
approaches, as were the case of super-resolution microscopy and the development
of photoswitchable fluorescent probes.
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Abstract The goal of this contribution is threefold:

1. Highlight the richness of fluorescence observables and parameters that enable
fluorescent molecules (or biomacromolecule’s fluorescent groups) to be impor-
tant reporters for biological studies

2. Provide a brief overview of current instrumental techniques and methods avail-
able for fluorescence spectroscopy studies from steady-state versions to high time
resolution in bulk as well as in single-molecule studies
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3. Based on the previous knowledge (1) and (2), to provide a “helping hand” to
molecular biologists and biochemists when they are to decide about fluorescence
spectroscopy application for a given research task

Keywords Anisotropy · Fluorescence decay · Nonlinear time-resolved techniques ·
Photon counting and timing · Polarization · Time-resolved fluorescence

1 Basics and a Bit of History

A mysterious light emitted by some materials – solid or soft matter, inorganic or
organic, biological tissue, or living organisms – has been known and attracting
attention since ancient times. Already Aristotle knew about the luminescence of
dead fish and flesh as well as that of fungi. Emanation of light is described in
Chinese, Japanese, and Indian mythologies and ancient histories. Natural examples
of light-emitting glow worms, luminescent wood, and even live creatures such as
fire-flies were also known already then.

We could consider the year 1603 to be the beginning of modern luminescent
material study, though unintended. In that year, the alchemist Vincenzo Cascariolo
ground natural mineral barite (BaSO4) found near Bologna and heated it under
reducing conditions in the hope of obtaining gold. Instead, he noticed persistent
luminescence of this material, which has since then been called Bolognian stone. It is
not known which dopants were responsible for its luminescence, but Bologna stone
became the first scientifically documented material exhibiting a persistent lumines-
cence. In 1640, Fortunius Licetus published Litheosphorus Sive de Lapide
Bononiensi, devoted to Bologna stone luminescence.

The term “luminescence” (as opposed to incandescence) was first used in 1888 by
Eilhardt Wiedemann who classified six kinds of it according to the method of
excitation. This classification – photoluminescence, electroluminescence, thermolu-
minescence, chemiluminescence, triboluminescence, and crystalloluminescence –
has been used to this day.

In 1845, Fredrick W. Herschel discovered that UV light can excite a quinine
solution (e.g., tonic water) to emit blue light. This kind of luminescence came to be
known as fluorescence.

A comprehensive history of luminescence is described, e.g., in A History of
Luminescence from the Earliest Times Until 1900 by E. Newton Harvey [1].

1.1 Nobel Prizes Related to Fluorescence

Over the last 100 years, fluorescence has gained in importance and has become an
important tool in biophysics. This is evidenced by Nobel prizes awarded for research
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related to fluorescence. First of all, there was an effort to increase time resolution in
order to follow the dynamics of chemical processes in real time. For their funda-
mental studies “of extremely fast chemical reactions, effected by disturbing the
equilibrium by means of very short pulses of energy,” Manfred Eigen, Ronald
George Wreyford Norrish, and George Porter were awarded the Nobel Prize in
Chemistry in 1967 [2–4].

They established nanosecond flash photolysis as a very effective way to study
intermediates of fast photo-initiated processes (then on the ns time scale). Soon
afterward – in 1974 – G. Porter, E.S. Reid, and C. J. Tredwell implemented mode-
locked Nd3+ glass laser with a CS2 cell for optical sampling and published fluores-
cence lifetimes of fluorescein (3.6 ns), eosin (900 ps), and erythrosine (110 ps) – the
first such reproducible experimental data on the picosecond (ps) time scale [5].

This breakthrough into the ps region provided a method to follow faster and faster
photo-initiated processes in real time. New femtosecond (fs) non/linear spectro-
scopic techniques were developed, e.g., by Graham Fleming and his group, in
order to elucidate key features of natural photosynthesis. In 1999, a Nobel Prize
for Chemistry was awarded to Ahmed H. Zewail “for his studies of the transition
states of chemical reactions using femtosecond spectroscopy” [6].

The synergistic effects of new instrumental laser techniques yielding new, for-
merly inaccessible, experimental data and the development of quantum theory
calculations launched a new field of femto-chemistry and molecular biology,
where a molecule in a new role – such as a fluorophore acting as reporter in a
biomolecular superstructure – could be fully utilized. Subsequently, a Nobel Prize
for Chemistry was awarded to Roger Y. Tsien, Osamu Shimomura, and Martin
Chalfie “for the discovery and development of the green fluorescent protein” in
2008 [7].

When the study of fs processes in real time – the “ultimate time scale” for
chemistry – became feasible, new research fields emerged: single-molecule study
and spectroscopic techniques with high spatial resolution – i.e., combination of
advanced time-resolved (TR) spectroscopy with microscopy. Once again, a Nobel
Prize for Chemistry was awarded for significant advancement in this new field to
Eric Betzig, Stefan W. Hell, and William E. Moerner “for the development of super-
resolved fluorescence microscopy” in 2014 [8].

1.2 Fluorescence as a Tool of Growing Importance

1.2.1 Jabloński Diagram and Stokes Shift

Alexander Jabloński used the Franck-Condon principle to explain the main features
of luminescence from molecular liquid solutions. A simple diagram he developed in
1933 makes it possible to explain the main spectral and kinetic features of this
emission. Subsequently, Jabloński, together with Kasha, Lewis, and Terenin, proved
a singlet and triplet character of the energy levels involved in the process of
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emission, and the specific terms fluorescence, phosphorescence, and delayed fluo-
rescence were established (Fig. 1).

This textbook-style energy level diagram illustrates the most typical
photophysical processes during excitation and de-excitation of fluorophores utilized
in biology. At normal laboratory (or physiological) temperature in a biological
sample, practically all fluorophores are in their vibrationally relaxed (v = 0), lowest
electronic ground state, S0. Absorption of a photon carrying enough energy to
transition the molecule to a higher electronically excited state causes vibrational
excitation, too. The excess vibrational energy is dissipated due to very fast vibra-
tional relaxation, typically by molecular collisions. (These are non-radiative transi-
tions.) By emission of a photon (i.e., fluorescence), the molecule loses most of the
absorbed energy and returns to a vibrationally excited level of its electronic ground
state. Again, fast vibrational relaxation follows, re-forming the vibrationally relaxed,
electronic ground state. However, in fluorescence spectroscopy, the observables are
the energy of absorbed and emitted photons, more precisely, the distribution of those
energies: transition probabilities of absorbing and emitting photons with certain
energies. In a Jabloński diagram, the lengths of straight (non-wavy) arrows are
proportional to the absorbed or emitted photon energy. Thus, a typical fluorescence
emission spectrum is red-shifted (shifted to lower energies) in comparison to the
absorption spectrum. The resulting spectral shift, called the Stokes shift, is one of the
important practical consequences of non-radiative relaxations involved in this
sequence of events. Vibrational relaxation is not the only source of Stokes shift. In
fluid media, solvent relaxation around an excited state (in general, relaxation of its
surrounding molecular environment) can lower its energy and contributes signifi-
cantly to Stokes shifts [9, 10].

Fig. 1 Jabloński diagram and its relation to typical absorption and emission spectra of
fluorophores. S0 is the lowest electronic state (ground state) with vibrational levels v = 0, 1, 2,
. . . S1 is the lowest singlet excited electronic state
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1.2.2 Fluorescence as a Reporter of Molecular Properties
and Interactions

The fluorescence of a molecule is the light emitted spontaneously due to transition
from an excited singlet state (usually S1) to various vibrational levels of the elec-
tronic ground state, i.e., S1,0 → S0,v. For many years, just the main parameters of
fluorescence, i.e., the spectral distribution of the emission intensity (i.e., emission
spectrum) and fluorescence quantum yield, were studied together with study of
symmetry relating to the excitation and emission spectra and Stokes shift. This
line of research was later followed by studies of fluorescence lifetimes.

Initially fluorescence spectroscopy was used for systematic study of organic
molecules and biomolecules with the aim to obtain new information about the
molecule itself – e.g., energies of its electronic states and transition rate constants.
The rapid development of instrumental techniques – both steady-state and time-
resolved spectrofluorometers – helped advance the field to study interactions
between the fluorescent molecule and its molecular surroundings and on the ways
these interactions influence many observable properties of fluorescence. In such
studies, the fluorescent molecule reports on its environment, rather than being the
main target of study. This shift of emphasis promoted increased attention to the
parameters of excitation and of emitted fluorescence that could carry any information
on the interactions between a fluorescent molecule and any kind of molecular
surroundings – whether it was a solvent or other subunits of a complex biomolecular
structure where the fluorescent subunit constitutes just its part.

1.3 Basic Characteristics of Excitation and Emission

Current advanced experimental techniques allow control and/or analysis of many
parameters of the excitation and the emission during a fluorescence study. The
information that is sought determines which parameters need to be controlled in a
particular study. Currently, the following experimental parameters and modes can be
investigated.

Excitation

Intensity Iexc at the given wavelength

Excitation spectral profile Iexc = Iexc(λ)

Polarization (often linear, sometimes circular, sometimes undefined)

CW or pulsed, constant or modulated

Pulse time profile and pulse repetition rate

Single-photon excitation (this is the most common modality)

Two-photon excitation and entangled two-photon excitation

Excitation by structured multi-mode light

Excitation beam geometry, mode structure

(continued)
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Excited sample volume – bulk (e.g., in a cuvette) or confined to a diffraction-limited spot
(volume)

Fixed position or scanning

Fluorescence

For a fixed excitation intensity and excitation wavelength:

Total fluorescence intensity within a given emission wavelength region

Total anisotropy

Emission spectrum: Iem = Iem(λ)

Emission polarization or anisotropy spectrum

For variable excitation wavelength at constant excitation intensity

Excitation spectrum at λem = constant; emission intensity is a function of excitation wave-
length, Iem = Iem(λexc)

Fluorescence quantum yield

Excitation polarization or anisotropy spectrum

Under pulsed or modulated excitation

Fluorescence intensity decay

Fluorescence anisotropy decay (depolarization)

Various fluorescence decay parameters, e.g., multi-exponential, energy transfer model

With spatial resolution

Emission intensity map

Emission spectral map

Intensity decay (lifetime) map, FLIM

Just looking at the above list of parameters to be taken into account when a
fluorescence measurement is considered, it is clear that the instrumentation required
could be either simple or very sophisticated – depending on which fluorescence
parameter is expected to provide the new information we seek. Today, the fluores-
cent molecule (or a fluorescent subunit of a molecular structure) is mostly used as a
reporter of intra- and/or inter-molecular interactions which means that the fluores-
cence kinetic parameters are typically the most important. Consequently, sophisti-
cated instrumental setups with high-time resolution are proliferating even to
traditional biochemistry and molecular biology laboratories.

1.4 Kinetics of Fluorescence

The most important molecular fluorescence feature (parameter) – after steady-state
fluorescence excitation and emission spectra were measured – is the fluorescence
decay kinetics. In the simplest case, we assume that excited state relaxation is
governed by mutually independent, spontaneous processes and each of them can
be characterized by a pseudo-first-order rate constant k. The following simplified
Jabloński diagram (Fig. 2) labels individual relaxation processes with relevant rate
constants.
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If the assumption of spontaneity holds, then the fluorescence decay is exponential
and the one parameter to be extracted from such a measurement is the rate constant
of this decay. In practice, this means measurement of the fluorescence lifetime.

Spontaneous fluorescence decay is an example of a first-order process. A funda-
mental molecular parameter, unique for each fluorophore, is the fluorescence (radi-
ative) rate constant, kF. If fluorescence were the only process depopulating the
relaxed excited S1 state, then the measured excited state lifetime would be simply
τF = 1/kF and the intensity decay I(t) would be described by a simple exponential
function of form:

I tð Þ= I 0ð Þ � e- kF=t = I 0ð Þ � e- t=τF

where I(0) means the initial intensity. In this particular case, τF would be called the
radiative lifetime.

However, as the Jabloński diagram in Fig. 2 shows, non-radiative processes
compete with fluorescence to cause decay of the excited singlet state population.
These parallel running processes depopulating the excited state produce an overall
decay rate that is the sum of all active rate constants. Let us denote this sum by:

Fig. 2 Rate constants in
Jabloński diagram. kF –
fluorescence rate constant,
kNR – sum of various
non-radiative decay
processes, typically internal
conversion and intersystem
crossing, kQ – quenching
rate constant, accounting for
unavoidable quenching
mechanisms induced by the
molecular environment of
the fluorophore
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kDecay = kF þ kNR þ kQ

The observable lifetime is then:

τDecay = 1= kF þ kNR þ kQð Þ

and the experimentally observable decay curve takes the following form:

I tð Þ= I 0ð Þ � e- kDecay=t = I 0ð Þ � e- t=τDecay

It is important to realize that only the radiative rate constant, kF (and thus τF), is
unique to a particular fluorophore, and it is impossible to determine this fundamental
molecular parameter directly. In fluorescence decay curve measurements, also
known as lifetime measurements, τDecay is the observable parameter. Both kNR and
kQ usually depend on the molecular environment of the dissolved fluorescent dye.
For example, solvent polarity, pH, dissolved oxygen content, presence of ions, and
ability of hydrogen bonding can strongly affect τDecay. This is the reason why decay
time of a fluorophore should be specified together with the relevant environment.

Consider the case of Fluorescein, a widely used fluorophore. A single-
exponential decay with a lifetime of 4.1 ns can be observed from Fluorescein only
when dissolved in aqueous solution with pH larger than 10. Under these conditions,
Fluorescein, a dicarboxylic acid, is completely dissociated, and it is in di-anionic
form. When this dye is dissolved in slightly acidic buffer, the observed decay curve
is an undefined mixture of emissions from three different forms of Fluorescein.
Although the sensitivity of decay rate to the environment sometimes complicates
analyses, it also enables probing of a fluorescent molecule’s microscopic environ-
ment in a biological sample.

The Jabloński diagram is also useful for understanding the concept of fluores-
cence quantum yield, QF. The definition of QF is intuitive: it is the ratio of the
number of emitted photons to the number of absorbed excitation photons. If fluo-
rescence were the only process depopulating the excited S1 state, then all excitation
photons would be converted to fluorescence and QF would equal 1. Owing to the
competing non-radiative decay processes mentioned above, a fraction of the excited
state population returns to ground state via alternative pathways, without photon
emission. Observed quantum yields are often much less than 1. Using the
corresponding rate constants, QF can be expressed as:

QF = kF= kF þ kNR þ kQð Þ= τDecay=τF

The significance of the last equation becomes obvious after rearranging in the
following way:
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1=τF = kF =QF=τDecay

and realizing that QF and τDecay are experimental observables. One must measure
both quantities in order to calculate the fundamental fluorescence rate constant of the
dye, kF.

So far we assumed the simplest possible case, a mono-exponential decay that is
initiated with an infinitely short light pulse. However, the technical reality of time-
domain lifetime measurements is different. Laser pulses have a finite duration. This
means the time zero, “the moment of excitation,” is not defined precisely. Proper
data analysis has to take into account the duration and time profile of the excitation as
well, since it is modifying the decay curve, especially at the very beginning of the
decay. An instrument’s electronic components also have finite response times, and
their overall effect has to be accounted for.

Figure 3 shows a real example: a measurement of fluorescence decay from a
mixture of Oxazin1 and Oxazin4 fluorophores (two red emitting laser dyes)
dissolved in ethanol, collected using a time-correlated single-photon counting
(TCSPC) instrument. The excitation source was a laser diode emitting 635 nm
(red) pulses with approximately 80 ps duration. Fluorescence with λ > 650 nm

Fig. 3 An example decay and instrument response function (IRF) obtained by time-correlated
single-photon counting (TCSPC) method. (a) Plotted on a linear intensity scale. (b) Plotted on a
logarithmic intensity scale, also showing the fitted theoretical model decay function. The plot of
weighted residuals at the bottom of the graph shows the deviation of experimental data from the
fitted model decay
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has been collected. In Fig. 3a, the data are plotted using a linear intensity scale. At a
first sight, the decay curve (plotted with blue color) indeed resembles a standard
exponential decay function. The red curve is the so-called instrument response
function (IRF hereafter), which was obtained by measuring scattered laser photons
using the same instrument shortly after the fluorescence decay measurement. The
IRF indeed looks like a sharp, short pulse.

Figure 3b shows the same data, now plotted using a logarithmic intensity scale.
This is the proper way to present and analyze TCSPC decay measurements. The
logarithmic plot reveals many useful details. The decay curve is obviously not single
exponential. If it were, then the fluorescence plot would be a straight line, whereas
here we see that the blue curve bends. This is consistent with the expected double-
exponential decay behavior. Oxazin1 and Oxazin4 dissolved in ethanol have life-
times of 1 and 3.5 ns, respectively. We also clearly see a shoulder in the IRF (red
curve). The excitation pulse shape is not symmetric. Both the IRF and decay curve
have a small background (offset) due to unavoidable noise, so-called detector dark
counts, collected during data acquisition. Although the laser pulses had approxi-
mately 80 ps optical duration, the collected IRF is considerably broader than that. It
has more than 300 ps width at half of the peak value. This broadening of the acquired
result is caused by the detector and instrument electronics. The fluorescence decay
curve is subject to the same broadening. This is the reason we need both the
fluorescence and IRF curves for the data analysis to evaluate the decay parameters
of the fitted model. The measured fluorescence decay curve is analyzed by assuming
it is a convolution of a theoretical decay function (e.g., single or double exponential)
with the shape of the IRF. Our goal is to obtain the parameters of the theoretical
decay function. The most common data analysis method for TCSPC data is called
iterative re-convolution. This means generating decay curves as a convolution of the
IRF with a selected model of the fluorescence decay. The result is then compared to
the experimentally obtained decay data. The adjustable model parameters are iter-
ated until the calculated decay matches the experimental one.

Figure 3b shows such a re-convoluted, fitted decay model, plotted in black. The
bottom panel of Fig. 3b is the plot of weighted residuals. Its purpose is to show the
deviation of experimental data points from the fitted theoretical decay curve. “Good
fit” results in a plot of residuals that are randomly distributed around zero, with no
obvious trends in the deviations.

But how do we know which decay model is appropriate to fit to the data? For an
unknown sample, the appropriate decay model is also unknown. In the above
example of a binary mixture of dyes, where each features a single-exponential
decay, the choice of a double-exponential function was easy and logical. Observing
anything else would be a surprise, demanding an explanation.

It is common to start with the simplest possible model, the mono-exponential
decay. If the model does not fit, add – step by step – one or more exponential terms.
However, the model has to be kept as simple as possible. Practically any decay curve
can be very well described by using just five-exponential terms, but this does not
necessarily mean that this a correct decay model. A decay curve can be
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non-exponential, for example, and there are also cases where there is a certain
continuous distribution of decays times instead of several discrete lifetimes.

What can cause a multi-exponential, or even more complicated decay curve of a
single fluorophore (probe or label)? One trivial reason is a presence of some
fluorescent impurity in the sample. Another reason – very common in biology – is
the heterogeneity of the emitter’s environment. (As already mentioned above, the
environment usually has a strong effect on the observed lifetime.)

Yet another possible reason is energy transfer, i.e., FRET (Förster resonant
energy transfer), a process utilized in biology to measure molecular distances.
Because of the popularity of this method, let us briefly explain the basic effects of
FRET on the involved decay curves. FRET is the non-radiative transfer of excited
state energy from an excited state molecule (the donor) to a second molecule (the
acceptor). When the donor’s fluorescence is detected, FRET acts as a quenching
process and shortens the lifetime of the donor. Two things must be kept in mind:
(1) Not all donor molecules are sufficiently close to an acceptor to undergo FRET;
thus, a fraction of donors will emit with their original, unquenched lifetime. (2) The
rate and efficiency of FRET is strongly distance dependent, so a distribution of
donor–acceptor distances produces a distribution of observable donor lifetimes.

When acceptor fluorescence is monitored after selective excitation of the donor,
FRET can be regarded as a relayed excitation of acceptor. The result is a rising
component in the acceptor’s fluorescence decay curve, which requires an additional
exponential term with negative amplitude.

Fluorescence kinetics is a vast topic and in-depth introduction is beyond the scope
of this chapter. The reader is referred to the classic textbooks of J. R. Lakowicz [11]
J. N. Demas [12], and B. Valeur [13], A shorter introduction can be found, e.g., in
[14]. For an overview of photon counting data analysis, see [15–17].

1.5 Time-Resolved Fluorescence Anisotropy

Together with wavelength and intensity, polarization of the excitation and emitted
light are potentially informative parameters of a fluorescence measurement – see
Sect. 1.3. When the excitation beam’s polarization is controlled and specified,
analysis of polarization properties of the emitted fluorescence provides useful
characterization of the fluorophore molecule and about its mobility and interactions.

Every electronic transition (i.e., photon absorption and emission) has an associ-
ated transition moment vector. (This is a simplified, but usually entirely sufficient,
approximation.) The different electronic absorption bands in a molecule have tran-
sition moment vectors of different magnitudes and orientations. The orientation of
these vectors relative to the structure of the fluorophore is fixed and characteristic for
each fluorescent molecule.

Let us have a look at what is special when linearly polarized light is used for
excitation. For simplicity, consider a homogenous fluid solution at room tempera-
ture. Due to rotational Brownian motion, the orientation of molecules is random and
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fluctuating. At the instant the exciting light passes through solution, only those
molecules whose absorption transition moment is close to parallel with the exciting
light’s polarization orientation (i.e., the light’s electric field direction) can absorb the
polarized exciting light. Linear polarized excitation does an orientation selection of
molecules in the solution. This is called photo-selection. As a result, the initial
population of excited state molecules has a well-defined set of alignments (Fig. 4).

This initial ensemble of excited, aligned fluorophores will start to decay to their
electronic ground state. Simultaneously, the excited molecules undergo random
rotations due to Brownian motion, thus randomizing their initial alignment. The
length of time between an excited state’s formation and its emission of a photon is
random. (The decay kinetics discussed in previous Sect. 1.4 describes the statistical
behavior of an ensemble, not of individual excited states.) The polarization of an
emitted photon depends on the orientation of the fluorophore’s emission transition
moment at the instant of photon emission. The orientation of molecules that decay
immediately after excitation is well-defined by the light absorption process (the
molecule had no time to rotate). As more time elapses between excitation and photon
emission, molecular rotation has more opportunity to randomize the orientations of
the remaining excited molecules. Their increasingly random orientation is reported
by the polarization plane of the emitted light. In other words, the fraction of various
polarization planes of detected emission will change, and increasingly randomize,
during a decay. Simply put, at the beginning of a decay, the emission will be strongly
polarized. Toward the end of the decay of the whole ensemble, the detected emission
usually will be almost depolarized. Measurement of the speed and kinetics of this
change, the depolarization, is the subject of time-resolved fluorescence anisotropy.
By analyzing the intensity of fluorescence in orthogonal polarization planes as the

Fig. 4 Schematic representation of photo-selection and fluorescence anisotropy in spectrometer
format (so called L-geometry)
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decay proceeds, we can get important new information on the structure and dynam-
ics of the fluorophore molecule, as well as about its environment.

Note that standard fluorescence spectrometers use the so-called L-geometry
observation mode: the emission is detected in a direction perpendicular to the
excitation. The direction of these two beams (excitation and emission) thus defines
a plane: the detection plane. During standard anisotropy measurements, the excita-
tion beam polarization is oriented vertically relative to the detection plane, as
illustrated in Fig. 4. This vertical polarization plane defines 0°. Thus, the perpendic-
ular (90°) polarization orientation is actually oriented horizontally, which is parallel
to the detection plane. In fluorescence spectrometer software and manuals, Ik(t) and
I⊥(t) are often written as IVV(t) and IVH(t), respectively. In the following text, we
shall use the notation using Ik(t) and I⊥(t).

Time-resolved fluorescence anisotropy is defined as [11, 18, 19]:

r tð Þ= Ik tð Þ- I⊥ tð Þ
Ik tð Þ þ 2 � I⊥ tð Þ

Ik(t) and I⊥(t) are experimental observables: fluorescence intensity decay curves
recorded with the emission polarizer set parallel to and perpendicular to the exciting
light’s polarization orientation, respectively. Parallel (0°) and perpendicular (90°)
orientation is meant relative to the polarization plane orientation of excitation that
defines 0°.

The parallel and perpendicular polarized decay curves must be recorded under
identical conditions (other than the detection polarizer orientation) because our
major interest is the tiny difference represented by the numerator. Note that this
difference term is divided by a special sum of decays. It can be shown that this sum
in the denominator is equivalent to the total fluorescence intensity decay, IT(t), which
is independent of molecular motion and polarization effects. (Such a polarization
independent decay curve, directly proportional to IT(t), is the primary interest during
standard lifetime measurements. When using a time-resolved fluorimeter, the nec-
essary conditions for standard lifetime measurements are usually accomplished with
an emission polarizer set to the so-called magic angle, 54.7°, relative to the polar-
ization plane of excitation.)

Since both the numerator and denominator have a physical dimension of inten-
sity, r(t) is a dimensionless quantity. Owing to the intensity normalization (denom-
inator), anisotropy is independent of total emission intensity, which is a great
advantage. Figure 5 shows an example of input data (Ik(t) and I⊥(t) decay curves),
as well as an anisotropy decay function r(t) calculated directly, according to the
formula presented above.

Figure 5 illustrates a fluorescent system where the anisotropy decay is clearly
visible within the Ik(t) and I⊥(t) decay curves. The high viscosity of ethylene glycol
solvent at room temperature greatly slows the rotation of Coumarin6 dye molecules.
The different shapes of Ik(t) and I⊥(t) in Fig. 5a are apparent during the first few
nanoseconds, but at later times, the two decays curves are identical, entirely
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dominated by the spontaneous fluorescence decay of Coumarin6 with a τDecay =
2.3 ns in this sample. When those decay curves are substituted into the definition
formula of r(t), we obtain the anisotropy decay depicted in Fig. 5b. The anisotropy
decay displays the kinetics of the diminishing difference between Ik(t) and I⊥(t). It is
remarkable that a simple single-exponential decay curve with an apparent decay time
of 1.6 ns can be fitted to r(t):

r tð Þ= r0 � e- t=θ

where the initial value of the decay, r0, is called the fundamental anisotropy
(of Coumarin6 molecule in this particular case) and θ is the molecule’s rotational
correlation time.

More viscous solvents or more rigid molecular environments (e.g., membrane or
cellular environment) produce longer rotational correlation times and slower decay
of fluorescence anisotropy. In the above example, r(t) approaches zero as time
proceeds. This is expected, because rotation of dye molecules is not restricted in a
fluid solvent, leading to complete randomization of molecular orientation. In bio-
logical samples we sometimes encounter restricted molecular motion leading to
hindered rotation. An example is a rod-like probe molecule embedded in a lipid
bilayer, or a fluorescent label covalently attached to a protein. In this case, r(t) may
not reach 0 at long enough t. A non-zero residual anisotropy value, r1, is a sign of
hindered rotation. In this case:

Fig. 5 Polarized intensity decay curves and calculated anisotropy decay of Coumarin6 dissolved in
ethylene glycol at room temperature. (a) Parallel and perpendicular polarized intensity decay
curves, as primary observables. The IRF is also shown for comparison, plotted with dotted line.
(b) Anisotropy decay curve calculated point by point. A single-exponential decay model was fitted
to an appropriate portion of r(t)

66 V. Fidler and P. Kapusta



r tð Þ= r0 - r1ð Þ � e- t=θ þ r1

In theory, only molecules classified as spherical rotors exhibit single exponential
r(t). However, for small polar molecules dissolved in polar solvents, this model is a
remarkably good approximation. A general r(t) decay function can have up to five-
exponential terms, but resolving (observing) more than two exponentials places
extraordinary demands on the quality of input data Ik(t) and I⊥(t). A typical r(t) of
a covalently labeled protein features a fast but hindered decay component
corresponding to the “wagging” motion of the label and another, slower one due
to local mobility of the labeled protein segment. The “rigid” rotational motion of an
entire large protein molecule is typically too slow to create a measurable effect on
Ik(t) and I⊥(t).

The fundamental anisotropy, r0, has a characteristic value for each fluorophore: r0
is determined by the angle, β, between the molecule’s absorption transition moment
vector at the exciting wavelength and its emission transition moment vector at the
detection wavelength. The fundamental anisotropy is independent of environment.

r0 =
2
5

3 cos 2β- 1
2

This formula is valid for single-photon excitation, the most common case. It
follows that the limiting values of r0 are 0.4 and -0.2, for β = 0° (the molecule’s
transition vectors are parallel) and for β = 90° (the molecule’s transition vectors are
perpendicular), respectively. If the solution were frozen, blocking the rotation
(θ → 1), then there would be no observable kinetics of r(t). Only a constant
r(t) = r0 value would be observed. In the example depicted in Fig. 5b, the estimated
r0 value is very close to 0.4, indicating that the two transition vectors are close to
parallel in a Coumarin6 molecule (λExc = 420–470 nm, λEm = 500–550 nm). It
makes this dye a very good probe for anisotropy dynamics studies. An example of a
fluorophore with β = 90° is pyrene when excited into the S2 excited state (structured
absorption band between 300 and 340 nm) and its normal S1 → S0 fluorescence
(λ> 370 nm) is observed. r(t) of pyrene in fluid solvent would show a rise (note: not
a “decay”) from -0.2 to zero. A hypothetical fluorophore that had an angle between
orientation of absorption and emission transition vectors exactly of “magic angle”
(β = 54.7°) would show zero anisotropy and depolarized emission, regardless of the
nature of its environment.

The steady-state anisotropy value at a given observation wavelength, r, of a
sample of interest in biology is usually easily measurable using standard fluores-
cence spectrometers equipped with polarizers. r and parameters θ, r0, and τDecay
accessible from time-resolved fluorescence measurements are related to each other.
Thorough derivation and explanation of the underlying principles is beyond the
scope of this introductory text. Nevertheless, let us discuss two useful relations:
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r=
r0

1þ τDecay=θ

and

θ=
ηV
RT

where η, V, R, and T are viscosity of the environment, volume of the rotating particle,
universal gas constant, and thermodynamic temperature, respectively.

The first equation is just an approximation that can be derived assuming single
exponential IT(t) and r(t) decays. It is one form of the Perrin equation that links
together several observables. When combined with the second formula, it explains
why the value measured for the steady-state anisotropy r increases and approaches
r0 when:

(a) The sample is cooled down. The increase of θ is caused not only by decreased
T in the denominator but also by increased viscosity η at lower T.

(b) The sample is made more viscous, for example, by adding sucrose to the
solution.

(c) The size of the rotating fluorophore (or assembly) is increased, for example by
complexation to proteins.

(d) The fluorophore used as a reporter has very short τDecay. Such a dye can report
only about the early stages of rotational diffusion upon excitation, when the
anisotropy is still high.

It should be obvious that time-resolved anisotropy measurements provide a much
more detailed picture of molecular motion than steady-state anisotropy measure-
ments. However, an r(t) function often cannot be obtained in the neat form depicted
in Fig. 5b. Anisotropy can be evaluated only where there is sufficient fluorescence
intensity. As Ik(t) and I⊥(t) intensities are vanishing, the directly calculated r(t)
function becomes noisy. Another problem is at the beginning of r(t). Due to finite
duration of the IRF, the beginning of Ik(t) and I⊥(t) decays are strongly affected by
convolution effects, as explained previously in Sect. 1.4. These convolution effects
blur the region of t= 0 and, thus, the apparent value of r0 and the decay shape of any
fast component of r(t). The rotational correlation time of Coumarin6 in ethylene
glycol was found to be θ = 1.6 ns, which is much longer than the IRF of the
instrument. It allowed us to neglect the convolution effects in r(t). However,
Coumarin6 in less viscous solvents, like ethanol or acetone at room temperature,
rotates much more rapidly: θ is then in the order of 100 s of picoseconds. As a rule of
thumb, when the rotational correlation time is shorter than the width of the IRF, a
simple direct analysis of r(t) (as depicted in Fig. 5b) becomes impossible. Note that
deconvolution of IRF influence or re-convolution fitting of a model to a directly
calculated r(t) is not applicable, because r(t) is a ratio function.

The state-of-the-art solution is to perform global (simultaneous) fitting of Ik(t) and
I⊥(t) decays, instead of directly calculating r(t) [20]. The shapes of Ik(t) and I⊥(t)
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decay curves, experimental observables illustrated in Fig. 5a, are not entirely
independent of each other. They are linked together with the same r(t) function
(illustrated in Fig. 5b) whose parameters we seek to evaluate. They are further
constrained by the pure, polarization independent, fluorescence intensity decay,
IT(t) of the probe. It can be shown that:

Ik tð Þ= 1þ 2 � r tð Þ½ � � IT tð Þ and I⊥ tð Þ= 1- r tð Þ½ � � IT tð Þ

regardless of particular mathematical models used to describe r(t) and IT(t) [21, 22].
Global analysis in this context means the following: we have two input data sets,

Ik(t) and I⊥(t). Based on prior knowledge about the fluorophore and expected
behavior of rotation, we choose appropriate model functions for the anisotropy
decay r(t) and the fluorescence intensity decay IT(t). As an example, let us consider
the simplest case of spherically symmetric rotor (molecule) with single-exponential
fluorescence decay. The adjustable parameters of r(t) are r0 and θ. The adjustable
parameters of IT(t) are τDecay and I(0). These four parameters are the same in both
Ik(t) and I⊥(t) decay curves. Global analysis means simultaneous fitting of two fairly
constrained decay models to Ik(t) and I⊥(t) functions, respectively.

Substituting the simplest possible functional forms of r(t) and IT(t) (single-
exponential functions) into the formulas above, one obtains the resulting Ik(t) and
I⊥(t) that are both double-exponential decays with identical component lifetimes. In
both decay curves, one exponential component has a lifetime of τDecay. The other
exponential term has an apparent lifetime of τ = (τDecay ∙ θ)/(τDecay + θ). The relative
amplitudes of these exponentials are linked by the value of r0.

This global analysis strategy is very robust and the formulas are relatively easy to
extend for more complicated models of r(t) and IT(t). The main advantage is that the
analysis involves iterative re-convolution with an IRF, therefore short decay or
correlation times, as well as r0 can be resolved. However, the complexity of the
fitted model rapidly increases. A double exponential r(t) combined with a single
exponential IT(t) leads to a triple-exponential model, while a double exponential r(t)
combined with a double exponential IT(t) produces a highly complex four-
exponential model.

Technical remarks:

For the sake of simplicity, the discussion above assumed equal detection sensitivity
for emissions with various polarizations. However, in a typical fluorescence
spectrometer, the efficiency of light detection may vary as the detection polari-
zation plane changes. This has to be taken into account: the so-called G-factor is a
correction factor that expresses the ratio of detection sensitivities of parallel and
perpendicular polarized signal components. Incorporation of this correction into
the definition formula of anisotropy is straightforward: it involves a simple
multiplication of I⊥(t) with the experimentally determined G-factor:
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r tð Þ= Ik tð Þ-G � I⊥ tð Þ
Ik tð Þ þ 2 � G � I⊥ tð Þ

where G is the detection sensitivity for Ik(t) divided by sensitivity for I⊥(t).

In spectrometers using L-geometry observation, determination of this sensitivity
ratio is relatively easy. It is enough to rotate the excitation polarization plane to
90°, that is, to horizontal. This leads to a photo-selection which is isotropic when
viewed from the detector’s side. In other words, there is no anisotropy in the
emitted fluorescence. Under these conditions, any change of detected signal
intensity when the emission polarizer is rotated from position corresponding to
Ik to the angle corresponding to I⊥ directly reflects the sensitivity of detection for
these two principal polarization planes.

Performing quantitative anisotropy measurements using microscopes is consider-
ably more complicated. The detection geometry is co-linear: the microscope
objective delivers the excitation light as well as collects the emission. This
makes it impossible to obtain isotropic photo-selection – necessary for G-factor
determination – by rotating the polarization plane of excitation. Yet, another
problem is that the excitation beam is entering to (and the emission is collected
from) the focus area as a light cone under considerable angles. In effect, this
creates and mixes various polarization planes. The problem is more serious for
high magnification objectives with higher numerical apertures [23–25].

2 Time-Resolved Spectroscopy and Microscopy

2.1 Time-Resolved Techniques and Their Development

Time-resolved fluorescence spectra and fluorescence kinetics parameters provide
important detailed information on a fluorescing molecule and its interactions with its
environment. A variety of technical challenges arise in fluorescence measurements
with high (ns–ps–fs) time resolution. For many years, achievable time resolution was
mostly limited by the properties of photo-detectors. Enormous development of
pulsed lasers in the last quarter of the twentieth century made short pulsed excitation
available before there were sufficiently fast photo-detectors. Currently, there exists a
pulsed laser and/or LED for any fluorescence spectroscopy needs, while detection
with a high time resolution, dynamic range, and speed of measurement has been the
main topic of improvements. The following list briefly summarizes the main devel-
opment stages of the time-resolved fluorescence measurement instrumentation.

Direct Measurement of fluorescence decay with a photomultiplier (PMT) and
oscilloscope. The time resolution, depending on instrumentation used, was typically
in ns region. Such direct measurement was simple but had a low dynamic range.
Cost of the instrumentation was mostly determined by the price of the oscilloscope.
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Currently, fast digitizer boards, 10 GHz oscilloscopes, and fast photo-detectors
together with data analysis software provide 10 ps resolution. So, this technique is
used in research laboratories where the cost of the fast oscilloscope and complexity
of the data analysis are not a problem.

Indirect Measurement with a Box-Car Integrator Better (faster) electronic
switching circuits allowed us to cut-off or switch fluorescence decay signal at any
chosen time. By integrating the rest of the decay signal after switching, and repeating
this step by step through the whole fluorescence decay period, it is possible to
reconstruct the decay profile. Compact instrument working on this principle had ns
resolution and slightly better dynamic range than previous direct measurement. This
technique is not really in use now, except for special purposes.

Time-Correlated Single-Photon Counting (TCSPC) Under conditions that detect
just one photon from the whole fluorescence response following pulsed excitation,
and using time-to-amplitude conversion, one can reconstruct an excitation–emission
time difference histogram that corresponds to the fluorescence decay. Switching
electronics and time-to-amplitude conversion units available in the 1970s allowed us
to materialize such measurement system with ns resolution, which proved to have
many advantages – among them high dynamic range and high accuracy. So, the
implementation of TSCPC detection represented a breakthrough in time-resolved
fluorescence spectroscopy. Currently after many improvements in switching and
time-tagging electronics and introduction of ultrafast solid-state detectors, modern
versions of TCSPC with ps resolution are the top-class techniques for exact fluores-
cence decay measurement. For that reason, Sect. 2.2.1 Time-Resolved Photon
Counting is solely devoted to the description of TCSPC and some new variants of
the photon counting-based detection.

Phase and Amplitude Modulation Technique This technique uses exciting light
that is amplitude-modulated at various frequencies, and it measures a phase shift of
the resulting modulated fluorescence emission intensity. Time resolution down to ps
can be achieved, but this technique does not provide information on the character
(exponential/non-exponential) of the fluorescence decay. Phase/amplitude modula-
tion methods are now commercially available mainly in set-ups for FLIM micros-
copy (see below), or they are used in wide-field camera detection format. The key
advantage of frequency-domain FLIM is its fast lifetime image acquisition, making
it suitable for dynamic applications such as live cell research. The entire field of view
is excited semi-continuously – using relatively broad excitation pulses – and read out
simultaneously. Hence, frequency-domain lifetime imaging can be near
instantaneous.

Streak-Camera Detection The most advanced commercial streak cameras have fs
time resolution and can function in a single-shot regime! This type of streak camera
is extremely expensive and provides only limited dynamic range. Currently, streak
cameras are used in femto- and atto-second plasma research, XUV, and Rtg imaging
studies.
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Description of the techniques and instrumentation used in time-resolved fluores-
cence/spectroscopic studies can be found in many fluorescence-related textbooks,
e.g., [11–13]. To follow a development of the top-class techniques in each historical
stage, see, e.g., [26] and follow, e.g., a relevant chapter in each of the 19 volumes of
Springer Chemical Physics Ultrafast Phenomena series published between 1978
and 2014.

2.2 State-of-the-Art Techniques for ps–fs Time Resolution

2.2.1 Time-Resolved Photon Counting

Arguably, this is the most widely used technique today. A fundamental advantage of
the method is that it records the true shape of the decay curve (time evolution of
emission intensity) without any assumption about the particular decay model.
Another advantage is its inherent sensitivity. Counting and timing photons, one by
one, means working at the quantum limit of light detection.

The basic idea is as follows: a fluorescence decay initiated with a short excitation
pulse is a very fast process, typically completed in a few dozens of nanoseconds.
Moreover, such a single decay is very weak in terms of signal intensity, because
there are practical limits for the maximum excitation pulse energy. (The limitation
today is typically not the available power of suitable sources, but comes from the
sample: bleaching, photo-toxicity, local heating, etc., all to be avoided.) The solution
is to excite the sample repetitively, with low energy pulses, many times. Instead of
attempting to obtain a decay curve (shape) from a single excitation pulse, only one
fluorescence photon is detected after each excitation pulse. High-performance timing
electronics determines the time elapsed between excitation of the sample and
detection of an emitted photon. An approximation of the true decay curve is obtained
by constructing a histogram of these elapsed times (measured on ps–ns or longer
time ranges) from many excitation–emission cycles. If excitation pulse rates are high
enough (kHz in the past, but tens of MHz today), a reasonable approximation of the
decay curve (i.e., histogram) with sufficient signal to background ratio can be
achieved relatively quickly.

The general term “time-resolved photon counting” includes the well-known
methods of time-correlated single-photon counting (TCSPC) and multi-channel
scaling (MCS). The former was the breakthrough method in the past century to
reach the time resolution necessary for fluorescence studies. MCS is another tradi-
tional pulse counting method used typically on microsecond and longer time scales.
Both are popular and still widely used today, thus deserving a brief description here.

One can imagine the simplest, generic TCSPC data acquisition as a repeated
stopwatch measurement. An excitation pulse starts the watch and the first detected
photon stops it. The watch has a finite maximum time range divided into, say,
thousands of time bins, very short discrete time intervals. Thus, the digitized readout
of a time-delay measurement is an integer value from the interval < 0..number of
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time bins>. Let us have a linear array of memory cells corresponding to these
possible integer readout values. These cells are all empty at the beginning. When
the stopwatch returns a digital value, the content of corresponding memory cell is
incremented by one. Repeating this process many times, one finally obtains a
histogram: the distribution of various time intervals between the excitation pulse
and a subsequent photon arrival. As explained in the classic book [27] this distribu-
tion is nothing else than the shape of the decay curve we are after, provided the
photons we have detected are really “rare events.” So rare that in the above-
described stopwatch measurement we can encounter only a single photon within
the whole fluorescence response to one excitation pulse, and there are certainly no
more “later” photons arriving in the same excitation–emission cycle. This require-
ment is easy to understand if one considers the unavoidable time period needed to
process such a precise timing. That is called dead time of the electronics, lasting
dozens of nanoseconds up to microseconds in the past. If there were more photons
arriving after the start of the stopwatch, the first one, the earliest one, would be
always timed, counted, and histogrammed, but the later ones would be always lost.
Such a bias toward the first detected photon would introduce a systematic distortion
of the recorded histogram. Early photons (actually, the first ones) arriving to the
detector would be over-represented. This is traditionally called “pile-up effect” [27–
29] and can (must) be avoided by limiting the photon counting rate. Considering
Poisson statistics relevant for detection of rare events it can be shown [27] that if the
photon detection probability (i.e., average photon counting rate) is just a few percent
of the excitation pulse rate, then encountering more than one photon in a single
excitation–emission (start–stop) cycle is negligible. In simple terms, the fluorescence
signal must be so weak that – on average – one has to send hundreds of excitation
pulses to the sample in order to obtain at least one (single) photon as a response to
one excitation pulse. This may sound as a very inefficient approach, but in practice it
is not a real limitation. Usually the low quantum yield of the sample, low overall
detection efficiency, or the limited available (or allowable) excitation intensity
ensures these conditions.

The above-described TCSPC process was the standard in the past, approximately
up to the 80s of the past century, when common excitation sources had relatively low
pulse repetition rates. It is important to realize that starting a stopwatch with every
excitation pulse, knowing that most pulses will not lead to photon detection, is not
really economical. The logical solution is to abandon this nicely causal measurement
sequence: to reverse the meaning of start and stop signals. Let us start the stopwatch
with the inherently rare detected single photon and stop it with the subsequent laser
pulse, which is guaranteed to always be there! The recorded (histogrammed) time
intervals will convey the same information; only the histogram will appear reversed
in time. Reversing the time axis back to the natural one is trivial arithmetic, assuming
the time interval between excitation pulses is constant, which is normally the case. In
contemporary TCSPC electronics, the start pulses are those from photon detectors
and stop pulses are derived from the pulsed excitation source (called SYNC signal).
The common term for this modern scenario is therefore “reversed start–stop mode.”
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In comparison to the above-described classic TCSPC, multi-channel scaling,
MCS, by design, detects more photons per excitation cycle. Consequently, more
than one photon can be sorted into the same time bin in the same measurement cycle.
The simple stopwatch analogy as described above is not valid here anymore. In
MCS, an excitation pulse starts a so-called sweep, when detected photons are
counted and sorted into subsequent time bins. Imagine it as a fast counting process
in a fast-moving time window, which lasts just for a moment, as short as the time
width of the bin. The number of photons counted during that time window is stored
in the corresponding memory cell. The counter is reset to zero when the time
window moves and continues counting for the next time bin, and so on, until the
end of the sweep. Timing resolution of MCS cannot compete with TCSPC, but MCS
is more efficient in terms of photons collected per excitation pulse.

As TCSPC instrumentation evolved, the electrical time resolution was increasing
(down to a few ps), and the size of the necessary electronics was shrinking.
Contemporary instruments are often computer boards, while they were as large as
a cabinet around 1980, when TCSPC became widespread in photophysics. There is a
growing need for multi-channel devices, that is, for timing electronics that can
process signals from multiple detectors simultaneously. Multiplying the number of
TCSPC devices was (and still is) very expensive, and their mutual synchronization is
not trivial at all. A viable solution was the use of a so-called router unit that accepted
inputs from several detectors. Those pulses were routed to a single TCSPC timing
unit that processed them as they came, one by one. Using the routing information,
the result was sorted into several histograms, one for each detector. The basic
principle of TCSPC limits the maximum signal counting rate anyway, and this
kind of statistical time-sharing of the TCSPC processing unit works very efficiently
as far as the coincident detector signals (pulses) are still rare [30, 31] (Fig. 6).

However, the demand for truly parallel processing of multi-channel detection was
increasing. Capturing coincident photons (or lack of their coincidence) is a basic
requirement in order to study phenomena like photon antibunching, bunching, and
cross-correlation in fluorescence correlation spectroscopy. Using a router unit and
single-channel TCSPC electronics does not allow detection of photon coincidences:
such events have to be discarded, because they cannot be reliably routed. Another
disadvantage of the very convoluted timing process involving the cascade of TAC,
ADC, and MCA units is the relatively long dead-time of this kind of instrument.
Even in fairly modern instruments, dead-time is in the order of hundreds of nano-
seconds, seriously limiting the maximum total photon detection rate.

The latest generation of TCSPC electronics uses time-to-digital converters. The
job of TAC (time-to-amplitude converter) and ADC (analog-amplitude-to-digital
converter) is performed in a single, integrated circuit, TDC (time to digital con-
verter). TDCs are not only much faster; they cost significantly less than high-
performance TAC- and ADC-based solutions [32, 33]. The role of MCA, which is
sorting the measured start–stop times into histograms, can be performed using very
fast FPGA (field programmable gate arrays) today [34]. This new technology made it
possible to develop devices capable of truly parallel, simultaneous timing on several
input channels [35–37].
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Yet another important development step was including a global clock into
TCSPC electronics, measuring the absolute time of photon detection (measured
from the start of data acquisition) on a macroscopic time scale [29, 32–34]. This
feat is different from the fundamental process of picosecond precise (laser pulse to
first photon) time-delay measurement, as performed in TCSPC. When the goal is to
obtain a simple TCSPC histogram, i.e., the shape of a decay curve, only the various
ps delays of photons measured from the laser pulses do matter. Histogramming is a
kind of online data reduction scheme, when the order of photon arrival is irrelevant,
and therefore that information is not preserved. However, there are many experi-
mental scenarios (e.g., single-molecule detection, fluorescence correlation spectros-
copy FCS, and as we shall see later, fluorescence lifetime imaging, FLIM) where the
global detection time of a single photon is equally important as its ps delay.

Thus, modern TCSPC solutions became ultrafast time taggers [36, 37]. Instead of
just histogramming delay times of special event pairs (laser pulse to photon detec-
tion), they are capable to attach time tags to each individual detected event. The full
information content of the measurement is preserved (Fig. 7).

Fig. 6 Simplified block diagram of classical TCSPC electronics (top) and its extension with a
router (bottom). Top: Start and stop signals are detector pulses and synchronization pulses from a
pulsed light source, respectively. TAC is time-to-amplitude converter. It is based on a fast voltage
ramp, started and stopped by corresponding input signals. Its output is a voltage value (amplitude).
ADC is analog (amplitude) to digital converter, which converts the TAC output to a digital number.
MCA, multi-channel analyzer, sorts these digital values into a histogram. Bottom: A router unit is
able to collect signals from multiple detectors. Whenever an input pulse is received from any of the
detectors, this signal is forwarded to the TAC as a start signal and the event is processed as usual.
However, the router also generates routing information that is fed to the MCA. Based on this routing
information, for each detector a separate histogram is collected
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Detector (photon) pulses are basically treated in the same way as synchronization
pulses from laser pulses, as well as any other timing relevant signal received from
other devices. All these inputs generate “events” that are precisely time-tagged. The
overall event rate may be very high; therefore, the time tags are entering a high-speed
first-in-first-out (FIFO) event buffer, in order to be able to process large momentary
event rates. The recorded events are pre-processed in high-speed programmable
hardware. Finally, they are output in digital form, typically as an ordered list of
events containing information about the kind of the signal (identification number of
input channel) and their precise time tags.

The most generic data output is then a list of various kinds of events, each with its
time-tag. Each entry of the list contains the identification number of the input
channel where the event was detected. The pulsed laser’s synchronization signal is
treated as one of the possible events. Certain input channels can be dedicated to
special events, e.g., frame, line, or pixel markers in the case of image scanning.

Classical TCSPC decay curve measurement can be then regarded as a special,
very simple, case of processing of available event time tags: The time tag of a SYNC
event (that marks the moment of excitation by a laser pulse) is subtracted from the

Fig. 7 Simplified block diagram of a modern multi-channel time tagger/TCSPC electronics
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time tag of a detected fluorescence photon. The result is equivalent to the delay time
of photon measured, e.g., by old-style TAC-ADC-based electronics. These delays
are histogrammed in post-processing of the original list of events. The advantage of
obtaining a decay curve in this way is that the overall measurement time can be
arbitrarily divided into shorter time periods, and a dedicated histogram can be
calculated for each such a period. This is a very important feature with many
applications.

Consider for instance a single molecule undergoing reversible conformational
changes on millisecond time scale observed with a confocal microscope. If the
conformation affects the lifetime of its fluorescence, the fluctuation of the lifetime
can be recorded and studied in detail. Intensity traces, as well as lifetime traces, can
be calculated; thus, the kinetics of those changes is revealed.

The same basic idea is involved in fluorescence lifetime imaging microscopy,
FLIM. A FLIM image is always a composite image consisting of an intensity
(grayscale) image overlaid with a false color layer, where the colors are mapped to
different lifetime values. The most common way of getting a FLIM image using
time-resolved photon counting involves scanning. (There are several scanning
modalities: e.g., the sample or the microscope objective is moved with piezo-
actuators, or the laser beam is deflected, as in laser scanning confocal microscopes.)
The goal is to obtain a lifetime value (thus color) for every pixel of the image. This is
not complicated at all, if we are able to map the motion of the scanner in time.
Recording, time-tagging, and storing special marker events, namely line-start and
line-stop markers in the list of “events,” makes it possible to reconstruct the FLIM
image in post-processing. It is enough to realize that the time tag of a photon
identifies its spatial origin, since we know the moment of start and stop of every
line during scanning. Assuming regular scanner motion, every photon in the event
list can be unambiguously mapped to an image pixel, based on comparison of its
time tag with that of the line markers. Once we sorted the photons into pixels,
histogramming their delay times measured from SYNC pulses is straightforward.
Analysis of these histograms, unique for each pixel, yields the lifetime value that is
then mapped to a color.

The FLIM concept described above is the most common these days and is
typically implemented using a confocal microscope. However, there are alternative
devices that achieve a time-domain photon counting-based FLIM image without
scanning, in wide-field observation mode. These are basically multi-pixel photon
counting detectors with integrated timing electronics [38–41].

2.2.2 Fluorescence Up-Conversion (Decay Sampling)

Fluorescence decay sampling is a nonlinear optical technique. A schematic repre-
sentation of how the up-conversion technique works is shown in Fig. 8a, taken from
[42]. Fluorescence is excited by UV pump beam short pulse and focused to a
nonlinear BBO crystal. Simultaneously, a fs 800 nm gate pulse, delayed by a chosen
Δt after the pump pulse, overlaps with the fluorescence signal at the BBO crystal.
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Up-converted (sum) signal appears at the output of BBO only when both the
fluorescence and probe signals are overlapping. This up-converted signal is detected
by a PMT. A time delay between the pump pulse that excites fluorescence and the
probe pulse is defined by the optical delay stage – see Fig. 8b. Thus, by changing the
Δt delay while measuring intensity of the up-converted signal one can register a
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Fig. 8 (a) Scheme of fs-resolved fluorescence up-conversion and (b) the corresponding experi-
mental setup. Reprinted from [42] published under an open access Creative Common CC BY
license
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fluorescence decay profile. The time resolution of this technique is given by the
profile (duration) of the probe pulse which – today – can be easily in tens of fs or
shorter (but expensive laser set-up is needed for that). These days routine pulse
response function of this technique is illustrated in Fig. 9 below.

Recently, fluorescence decay sampling technique was combined with other
nonlinear optical spectroscopies. Such combination spectroscopy provides an
extremely detailed information on molecular dynamics [43].

Recent progress in instrumentation and technology resulted in compact spectro-
fluorometers that combine femtosecond fluorescence up-conversion and TCSPC in
one module, even with automated switching between those two techniques – e.g.,
HARPIA TF from Light Conversion [44].

3 Some Nonlinear Techniques and New Trends

3.1 Multi-photon Excitation Techniques

Multi-photon excitation is a widely used nonlinear technique for both fluorescence
spectroscopy and microscopy.

When the excitation is done by a focused single beam, the quadratic dependence
of the two-photon absorption on excitation light intensity leads to much smaller
excited volume within the sample. In case of excitation by two laser beams, the
probability of two-photon absorption depends on both spatial and temporal overlap
of the incident beams. Two-photon and even three-photon excited FLIM is relatively
common now [45, 46].

Fig. 9 A typical pulse
response function of an
up-conversion
spectrofluorometer.
Reprinted from [42]
published under an open
access Creative Common
CC BY license
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Using a quantum light – entangled two photons is the simplest case – as a
powerful spectroscopic tool to reveal novel information about complex molecules
is a new emerging field [47].

Great attention has been already devoted to absorption/excitation with entangled
photon pairs (E2PA) at low photon flux – with the expectation that using entangled
photon pairs could bring (large?) quantum advantages. A comprehensive compari-
son of so far experimental reports, together with a discussion of critical experimental
features that influence each measurement of the E2PA cross-section, is in [48, 49].

Regardless of current ambiguities about expected quantum advantages, and
regardless of both the experimental complexity and the advanced theory needed
for correct interpretation of such spectroscopic results, there is no doubt that using a
quantum light in nonlinear optical spectroscopies will bring a qualitatively new
information, in particular about bio-macromolecules and bio-functional molecular
aggregates.

Surprisingly, recent results show that time-energy entanglement of near-IR pho-
tons preserves through a thick biological media even at room temperature! [49] That
brings about hope for entanglement-enhanced fluorescence imaging.

3.2 Emerging New Techniques: Excitation by Structured
Photons

Interesting light patterns can be achieved by cleverly combining different electro-
magnetic modes. Such modal superposition can occur in the spatial and/or temporal
domain. Resulting light patterns – called structured light or structured photons –
provide new possibilities for many fields, including spectroscopy and microscopy. A
comprehensive overview of both light shaping techniques and some application of
structured light in microscopy is presented, e.g., in “Roadmap on multimode light
shaping” [50].

3.3 Combined Nonlinear Optical and Fluorescence
Spectroscopies and Microscopy

Since fs nonlinear 2D optical spectroscopies – comprising, e.g., four- and six-wave
mixing and stimulated transitions – became kind of “advanced research laboratory
standard,” some such research setups are using fluorescence emission as “reporter”
on the complex molecular excited states that were generated by the previous
nonlinear processes. Currently, this approach demands complex and extensive
instrumentation in combination with an advanced theory to interpret results cor-
rectly. But its potential to provide very detailed information on the excited states of
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complex molecular systems is obvious and fast advances in instrumentation are
promising.

A recent example of this approach is the study of one-exciton and bi-exciton
properties of molecular systems by using coherently and fluorescence-detected
two-dimensional electronic spectra of increasing order of nonlinearity, for example,
four-wave and six-wave mixing [51]. On top of comparison of fluorescence- and
coherent-detection properties [52], they suggest a general relation between nonlinear
fluorescence-detected signal and the order of nonlinear wave-mixing scheme.

The increasing number of studies that use (non-linear) fluorescence signal as a
reporter on electronic and vibrational transient states properties of complex- and
biomolecular systems indicates a new field for further fluorescence spectroscopy
development.

Related nonlinear vibrational, electronic, or vibrational-electronic spectroscopy
can now be carried out with multiple mode-locked lasers with highly stabilized
repetition frequencies. Such arrangement allows extremely fast automatic scanning –
i.e., asynchronous optical sampling – to investigate molecular relaxation processes
in one sweep. An advanced overview of techniques of coherent nonlinear spectros-
copy with multiple mode-locked lasers is in [53].

A very promising new approach that combines fluorescence and interferometric
microscopy is described in [54].

They demonstrate that fluorescence microscopy combined with interferometric
scattering (iSCAT) microscopy – a high-speed and time-unlimited imaging
technique – can uncover, e.g., the real-time dynamics of nanoscopic nascent adhe-
sions in living cells. See their instrumental setup in Fig. 10.

This study shows that the combination of fluorescence and interferometric scat-
tering microscopy – high-speed and time-unlimited imaging technique – can
uncover the real-time dynamics of nanoscopic processes such as cell adhesions
onto the extracellular matrix.

4 Conclusions

After a brief introduction providing a historical view of fluorescence and its mea-
surement, we have shown in this chapter that currently available methods and
corresponding instrumentation of time-resolved fluorescence spectroscopy cover
the whole possible time range of biological processes’ dynamics – from steady-
state to any real-time molecular dynamics, up to femtosecond region.

Currently, the most universal techniques for the time-resolved fluorescence
studies are based on time-correlated single-photon counting approach with great
improvements and expansions by using extremally fast single-photon timing and
tagging, together with tunable short pulse excitation. But, regardless of the high
quality of the data provided by such instrumentation (time resolution, dynamic
range, reproducibility, etc.), misinterpretation of the data can occur if the technique
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is applied without reasonable understanding to both the technique’s limitations and
critical aspects and complexity of photophysics of the sample under investigation.

Thanks to the quality and a broad scope of fluorescence parameters that can be
reliably measured with current instrumentation, fluorescent molecules – native or
purposely incorporated into a functional biomolecular complex – have become
efficient reporters about the structure, intra- and inter-molecular interactions,
and/or biological functions of the molecular complex studied. It is possible to
study dynamics of biomolecular functions in real time or study just one molecule
at a time.

Tremendous instrumental and technology development of recent years allowed
new combinations of fluorescence with other optical nonlinear spectroscopic tech-
niques with extremely high time resolution (in fs region) or combinations of time-
resolved nonlinear optical spectroscopies with microscopy up to a single-molecule
resolution. Just a small illustration of such combined techniques (far from any

Fig. 10 Schematic representation of the combined setup of iSCAT and epifluorescence micros-
copy. The laser beam (red) steered by the two-axis AOD impinges on the sample surface through
the 100× objective lens. The scanning beam is collimated by a set of telecentric lenses (T1, T2). The
reflected and scattered lights are collected back through the objective lens, split with a 50R:50 T
beam splitter (BS), and imaged onto the sCMOS camera via a tube lens (TL1). The optical bandpass
filter (F1) only transmits light in the blue range out of the broad spectrum of the white LED to excite
GFP. The emission filter (F2) only transmits light in the emission spectrum of GFP. The fluorescent
signal is projected onto the EMCCD camera via a tube lens (TL2). Reprinted (adapted) with
permission from Park J-S, Lee I-B, Moon H-M, Ryu J-S, Kong S-Y, Hong S-C, et al.
Fluorescence-Combined Interferometric Scattering Imaging Reveals Nanoscale Dynamic Events
of Single Nascent Adhesions in Living Cells. J Phys Chem Lett 2020 11(23):10233–41.
Available from: https://pubs.acs.org/doi/10.1021/acs.jpclett.0c02103. Copyright 2020 American
Chemical Society
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systematic overview!) is in the last paragraph of this chapter. In this direction, we can
certainly expect an explosive development in years to come.
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Abstract In brief, the Förster theory (FT) of electronic energy transfer (EET)
between/among fluorescent and non-fluorescent molecules is discussed.

Here the EFT concerns applications for quantitative studies of biomolecular
systems, in particular lipid membranes and proteins. The EET may take place within
pairs of chromophores, as well as within random or regularly ordered distributions of
chromophores. Described and exemplified are also relations between experimental
data and theories.

Discussed finally are suggestions that aim at further extending the applicability of
the FT.

Keywords EET in regular aggregates · Electronic energy transfer (EET) within
pairs · Förster’s theory · Two-particle approximation
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1 Background to Förster’s Theory

Early in the twentieth century [1–3] experiments revealed that electronic energy
might be transferred without transfer of matter of any kind, e.g. as in sensitised
fluorescence in vapours. A detailed physical explanation was at first derived from
quantum theory by Theodor Förster [4]. The theoretical treatment also covers similar
phenomena observed among chromophoric/fluorescent molecules. Förster’s expla-
nation assumes weak coupling between electric transition dipole moments of elec-
tronically excited (μDÞ and non-excited (μAÞ species (cf. Fig. 1). Within this
approach and by applying quantum mechanical time-dependent perturbation theory,
Förster derived the rate constant of electronic transfer (ω) between an electronically
excited molecule {i.e. the donor group (D)} and another compound being in its
electronic ground state, named the acceptor (A). In fact, the process defines a specific
fluorescence quenching process of an excited D-molecule, but unlike most other
fluorescence quenching processes the rate of EET is rather simply related to exper-
imental properties. The rate of transfer reads:

ω ¼ 3
2

1
τD

κ2
R
R0

6

ð1Þ

Here τD stands for the fluorescence lifetime of the donor in absence of acceptors.
The distance between D and A is R, whereas the Förster radius (R0) can be calculated

AM R( t )Ω
BM R( t )Ω

( )B
ˆ tμ

( )A
ˆ tμ

R

Fig. 1 Schematic indicating electric dipole–dipole coupling between two chromophoric molecules
A and B. Here A and B denote the acceptor and B the donor, or both being donors, i.e. if A and B are
of the same kind. The unit transition dipoles (μi, i ¼ A or BÞ are separated at a distance R with

orientations described relative a common molecular frame of R, with mutual orientations indicated
by Eulerian angles ΩMiR (i ¼ A or B). The time-dependence accounts for molecular reorientations
that may change on the timescales of EET and fluorescence
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from the overlapping between the corrected normalised D-fluorescence {fD(λ)} and
molar absorptivity {εA(λ)} spectra;

R0 ¼ 9000 ln 10ð Þ 2=3ð ÞΦJ
125π5n5NA

1=6

ð2aÞ

J ¼
spectra

εA λð Þf D λð Þλ4dλ ð2bÞ

Φ, n and NA denote the fluorescence quantum yield of the donor, the refractive
index of the solvent and the Avogadro constant, respectively. Conveniently, κ2 is
taken to be the isotropic average, i.e. <κ2> ¼ 2/3 for rotational motions being much
faster than the transfer rates.

The κ2-factor accounts for the mutual orientation of the coupled D and A
electronic transition dipoles;

κ2 ¼ μD ∙ μA � 3 μD ∙R R ∙ μA
2

ð2cÞ

Here, μA, μD and R denote unit vectors.
Notice that the above mechanism also explains energy transport between chro-

mophoric molecules of the same kind, since their fluorescence and absorption
spectra are usually overlapping. Thus, EET is possible from an excited
D-molecule to another D molecule in its electronic ground state. We therefore
have to distinguish between EET in two extreme cases, namely the reversible DD
transfer and the irreversible DA transfer. The former process enables migration of
the initially absorbed excitation energy among several donor molecules, i.e. between
two or more donors and it is here referred to as a donor–donor energy migration
(DDEM) in space.

From Förster’s theory (i.e. Eqs. 1 and 2) it follows that spatial as well as
orientational distributions can substantially influence the rate of EET.

2 Observing EET

Electronic energy transfer from an excited donor to an acceptor must shorten the
D-fluorescence lifetime. It is therefore detectable by fluorescence lifetime measure-
ments, or by the observed fluorescence spectral intensities, in presence and absence
of acceptors. On the other hand, the reversible DD energy migration process implies
that the number of excited donor molecules remains invariant, whereby the fluores-
cence relaxation time of donors remains equal to that in absence of coupling to
ground-state donors. In most D-systems studied, however, themutual orientations of
a primary (or initially) and a secondarily excited D-molecule differ. Consequently
the polarisation of the emitted fluorescent photon differs from that created by the
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initially excited donors. The DDEM process obviously acts similar as to a
reorientation of the primarily excited D. Fluorescence depolarisation experiments
provide information about changed orientations of excited molecules at the times of
excitation and fluorescence emission. Thus, depolarisation experiments simulta-
neously report on the rates of reorientations, as well as that of energy migrations
among donors. Therefore, a fundamental question reads; how to distinguish between
the two processes? A further elaboration on this is presented in subsections below.

2.1 Analyses of EET Data Within Pairs of Chromophores

Frequently applications of EET concern the determination of inter-chromophoric
distances, e.g. as related to macromolecular structure. Numerous studies have been
reported in the literature (see, e.g., the textbook of Lakowicz [5] and papers cited
therein). Structural intramolecular distances within, e.g., a protein can be estimated
in EET experiments by means of using DA or DD pairs. This, is because typical
Förster radii range between ca. 10–100 Å, i.e. intramolecular distances in, as well as
dimensions of proteins. A reasonable objection to the use of EET in this context
would be that structural information is also available from NMR and X-ray studies,
and these techniques often provide a higher resolution. However, this is not gener-
ally true, because these methods exhibit limitations for reasons of inherent restric-
tions, as well as difficulties in preparing samples. For instance, it has been shown that
structural changes upon adequate perturbations/interactions are available from EET
experiments on suitably labelled proteins [6, 7].

Pairs of chromophores could be naturally present (¼ commonly referred to as
intrinsic probes), or artificially introduced (extrinsic probes) into a macromolecule.
Well-defined extrinsic labelling of proteins is possible by means of site-specific
mutagenesis for introducing reactive amino acids, which can be specifically labelled
with reactive chromophores. For this purpose, Cys-residues are useful in the label-
ling of proteins with sulfhydryl specific chromophores. If no suitable intrinsic probes
are available in a protein, it is most convenient to introduce two donor groups
[7]. Hereby one avoids different mixtures of non-specific labelling of two reactive
positions with possible combinations and fractions of D-A, A-D, D-D and A-A pairs.

The excitation probability of the initially excited D group within a DD or a DA
pair at a time t later {χ(t)} is according to Förster’s theory given by:

χ tð Þ ¼ 1
2
1þ exp �γ ωh itð Þ½ �FD tð Þ, ð3Þ

where γ ¼ 1 or 2 for DA or DD transfer, respectively. The bracket hωi indicates an
orientational average of the interacting electronic transition dipoles. Furthermore,
FD(t) denotes the fluorescence relaxation in the absence of EET.

As pointed out above only fluorescence depolarisation experiments reveal DD
electronic energy transfer, but also depend on the reorienting and transfer rates, as
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well as orientational restrictions of the donors. Hence, the rate of EET is influenced,
since κ2 depends on time if the transfer reorientations occur on similar time scales.
To account for this an extended Förster theory was derived [8]. In this approach the
excitation probability of the initially excited D within DD pairs reads;

χ tð Þ ¼ 1
2

1þ exp �2
t

0
ω t´ dt´ FD tð ÞtÞ ð4Þ

Equation 4 is the solution to the stochastic master equation of energy migration
within a DD pair, which was derived from the stochastic Liouville equation
[9]. Notice in this context that {h. . .i} denotes a stochastic average. At times
t ! 0 Eq. 4 becomes equal to Eq. 3.

In general, mutual reorientations within a pair of donors usually change due to
reorienting motions at each D-binding site, e.g. in a protein.

The fluorescence anisotropy {r(t)} constructed from data recorded by
depolarisation experiments is then composed of different contributions, as given
below [10]:

ð5aÞ

As it stands, Eq. 5a also accounts for the overall global tumbling of the macro-
molecule (ϕc, glob), which often can be neglected [10]. The initial excitation proba-
bility of DA and DB is equal (¼ 1/2). The fluorescence anisotropy of each donor in
the absence of EET is described by ρii(t) (i¼A or B). The contribution due to energy
transfer from Di to Dj is described by ρij(t). Taken together the ρ-terms are:

ρii tð Þ ¼ P2 μi 0ð Þ ∙ μi tð Þ½ � χ tð Þ
FD tð Þ

i ¼ A,B ð5bÞ

ρij tð Þ ¼ P2 μi 0ð Þ ∙ μj tð Þ
1� χ tð Þ
FD tð Þ

i, j ¼ A,B where A 6¼ B ð5cÞ

P2 μi 0ð Þ ∙ μj tð Þ are second rank Legendre polynomials which correlate the mutual
orientations of the electronic transition dipole moments at times of excitation (t ¼ 0)
and emission (t ¼ t). For more details in applying the extended Förster theory the
reader is kindly recommended to consider references [9] and [10], as well as papers
cited therein.

2.2 Analyses of EET Data of Donors in Spatial Distributions

For systems composed of many randomly distributed donors undergoing energy
migration one faces additional questions concerning the interpretation of
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fluorescence depolarisation data. Firstly, how to account for the description of
energy migration among several donors. This question involves the handling of
many-donor interactions, but secondly also how to account for the influence of donor
orientation rates and restrictions. The influence of translational motions in con-
densed media is usually negligible, since the fluorescence and energy transfer
processes are much faster rates. However, by means of Monte Carlo
(MC) simulations the description of these complicating circumstances can be over-
come. For three-dimensional isotropic distributions of donors MC simulations have
been compared with an analytical model previously derived [11]. It turns out that the
agreement is very good at reduced concentrations of <2 [12]. The concept reduced
concentration refers to the average number of interacting molecules (here donors)
within a sphere defined by the Förster radius, R0. In two-dimensional systems, the
corresponding property refers to the average number of donors within a circle
defined by R0. For energy migration in two-dimensional random distributions,
e.g. a model membrane or lipid bilayer, MC simulations [13] support a previously
suggested model derived within the so-called two-particle approximation [14]. The
two-particle approximation allows for deriving analytical equations for the time-
dependent excitation probability of the initially excited donor {Gs(t)}. Gs(t) depends
on reduced concentrations (usually known) and certain mutual extreme orientations.
For a lipid bilayer one needs to distinguish between inter- and intralayer donor
energy migration. Within the Baumann-Fayer model [14] these contribute to the
excitation probability of the initially excited donors yield as the joint probability:

Gs tð Þ ¼ Gs
intra tð ÞGs

inter tð Þ ð6Þ

A reasonable approach to modelling depolarisation experiments and to the
fluorescence anisotropy reads:

rDDEM tð Þ ¼ Gs tð Þr tð Þ ð7Þ

Here, r(t) denotes the anisotropy obtained in the absence of energy migration,
i.e. at low reduced concentrations.

In membranes composed of chemically different lipid species, the so-called rafts
[15] may form. The rafts refer to regions comprising different lipid compositions.
These regions mean non-uniform overall lipid distributions/compositions. From the
studies of fluorophore-labelled lipids, MC analyses were adopted and indeed reveal
heterogeneity in lipid membrane mixtures [16]. In a separate section of this book
these aspects are further elaborated on.
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2.3 Analyses of EET Data Among Donors Within Periodic
Spatial Distributions

Some proteins form polymerised regular structures, i.e. arrangements with periodic
spatial and orientation distributions of monomeric protein molecules. One important
and well-known example is the muscle protein actin, which forms a helical structure,
named F-actin [17] from monomeric actin, i.e. G-actin. For mixtures of mono-D-
labelled monomers and wild type monomers, it is reasonable to assume a resulting
non-covalent polymer with a statistically random distribution of labelled monomers.
For different fractions of D-labelled monomers, one can investigate the influence of
energy migration by means of fluorescence depolarisation experiments. Figure 2
displays data obtained for fractions of D-labelled G-actin ranging between 0.1 and
49 mol% [18]. As could be expected, the fluorescence anisotropy data reveal an
increasing rate of energy migration with increasing D concentration. At the lowest
concentration, however, there is an initial rapid relaxation of r(t), which reaches a
plateau region. The plateau region is compatible with the absence of energy migra-
tion, as well as the influence of F-actin and G-protein reorientations in the polymer
on the timescale of fluorescence. Consequently, the anisotropy at <0.1 mol%
represents F-actin containing non-interacting donor groups, where the initial relax-
ation can be ascribed to local reorientations of the donor group at its binding site. For
a comparison, the anisotropy decays of donor labelled G-actin obtained at 277 and
293 K are also displayed in Fig. 2b. After a rapid initial relaxation a slower relaxation
is observed which is compatible with the global orientation diffusion of the
G-protein molecule.

The energy migration in the helical structure occurs among donors arranged
within a repeated structural pattern, as is illustrated in Fig. 3. Every G-actin mono-
mer exhibits a well-defined localisation with respect to its nearest neighbours.
Because of the regular arrangement, it is therefore possible to use a limited number
of unknown parameters to describe the relative monomer positions. These are
defined in Fig. 3 and correspond to the distance from the helical axis (i.e. the C1-
axis) to the labelled donor and that between labelled nearest D-groups along the C1-
axis, denoted Txy and Tz, respectively. The third parameter is the angle of rotation (θ)
between nearest donor neighbours about the C1-axis. By means of MC simulations,
it is possible to investigate possible migration paths and find the solutions that best fit
to experimental data [18]. Notice, in common for all experimental data obtained on
F-actin are the structural parameters (Txy, Tz and θ) which should be invariant to the
different degrees of labelling.

Data analyses are therefore suitable for a global analysis, i.e. all data are simul-
taneously fitted to the same model. The analyses require an efficient methodological
approach, which enables the search of best-fit parameters in a multidimensional
space. By using the so-called genetic algorithms this is possible [18, 19]. For further
details, kindly consider reference [18] and papers cited therein.
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Fig. 2 Fluorescence depolarisation data obtained on fluorophore-labelled F-actin (BODIPY [18]).
(a) The next most upper panel shows difference data {D(t)} obtained for a 0.1 mol% BODIPY-
labelled F-actin. The best-fit obtained, i.e. weighted residuals {wr(t)} are displayed in the top panel.
(b) A collection of fluorescence anisotropy {r(t)} data calculated from depolarisation experiments
with various labelling degree of F-actin samples (in black). The % refer to different mole fractions
of BODIPY-labelled F-actin at 277 K. The dashed curve was obtained from simulations using the
parameters extracted from global analyses and when assuming 100 mol% labelling of F-actin. The
two decay anisotropy curves (in blue) are data obtained for G-actin at 277 K (upper) and 293 K
(lower). Reprinted with kind permission of Biophysical Journal
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3 Closing Comments

The aims of this chapter have been twofold; to provide a physical basis of electronic
energy transfer, and to give a glimpse on the possibilities of using EET also as a
quantitative tool, with focus on biomolecular applications on structure, function and
dynamics. In this respect, I recall that few, if any luminescence quenching process,
except for EET in the limit of weak coupling, can provide a quantitative connection
between spectroscopic data and molecular properties.

Among several EET-applicants a crucial question concerns the orientation depen-
dence of the coupling strength, i.e. the κ2-factor, that can take values ranging
between 0 (¼ i.e. forbidden EET) and 4. Another aspect deals with the influence
of reorientation motions that can occur on the timescale of electronic coupling. In
studies of systems with pairwise coupling, such as DA or DD labelled proteins, the
handling of the κ2-factor often needs to be carefully considered, preferably by means
of independent experiments on donors and acceptors. The local motions and orien-
tation restrictions of donors and acceptors can be determined from separate exper-
iments on mono-labelled samples, which are then localised at adequate locations/
positions in the structure investigated [10].

For DA systems with chromophores exhibiting degenerate transition dipoles in
three dimensions, either of the D or the A group, the average κ2-value will always be
2/3. Candidates of this kind are, for instance, complexes exhibiting charge-transfer
transitions between metal ions and ligands of tetrahedral or higher symmetry.

Z

Y

ZD

TXY

βDA

X

j + 1 

TZ

αDA

j

βM

µ̂

q

Fig. 3 Schematic showing the coordinate systems used to describe G-protein positions in regular
structures forming helical, linear and ring-shaped aggregates. The ZA axis coincides with the C1–

axis of the aggregate, and Txy denotes the distance from this axis to the position of a fluorescent
group. The translational and rotational transformations between nearest protein neighbours are θ
and Tz, respectively. The fluorophore undergoes local reorienting motions about an effective
symmetry axis ZD which transformed to the aggregate fixed frame by (/DA, βDA)
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Notice, it is sufficient if one of the components in a DA system fulfils this symmetry
requirement. Hereby the rate of EET is solely dictated by the distance of separation
(R).

A most powerful development for extending the applicability of EET on proteins
would be to use “on-purpose designed” artificial fluorophoric amino acids. These
would enable specific insertion at the level of expression of a protein, i.e. site-specific
mutagenesis. The approach involves the development of a unique code for an
artificial amino acid that corresponds to a specific codon, which enables insertion
into the template sequence of the accessible primary sequence. In principle, any
position in the protein structure is thereby replaceable by an artificial fluorophore.
This approach would also solve the problem with specificity when labelling a protein
with one donor and one acceptor. Furthermore, the methodology also makes it
possible to label interior positions of a protein, which is tricky to perform.

Within the validity of Förster’s mechanism EET experiments can be most
informative for quantitative studies of structural change, e.g. in the presence of
interacting components, such as substrates. This is a difficult task with NMR and
X-ray methods, although these methods, no doubt, often can provide more detailed
3D structures. It should be emphasised that these established methods still are
associated with severe limitations, not least concerning resolution and crystal qual-
ity. Thus, further developed/refined EET spectroscopy is a complementary tool,
especially when insufficient structural information is unavailable by means of
X-ray and NMR techniques.
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Abstract Förster resonance energy transfer (FRET) is a powerful spectroscopic
technique to study conformational changes of nucleic acids and proteins and their
molecular interactions. When combined with a single-molecule approach, FRET has
the distinct advantage that it can monitor the conformational heterogeneity and
dynamics of individual molecules and enable the observation of short-lived molec-
ular intermediates usually hidden in ensemble experiments. This in turn makes
single-molecule FRET an interesting tool for dynamic structural biology.

This chapter presents the principles of single-molecule FRET spectroscopy and
the added information it gives compared to ensemble FRET spectroscopy. We
describe different experimental implementations, primarily focusing on intensity-
based approaches. Fluorescence from single molecules requires careful experimental
procedures to maximize the inherently low signal intensity, and meticulous data
analysis, which is introduced in this chapter, to quantify FRET detection. We
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comment on advantages and limitations of the technique, and its strength is illus-
trated by two application examples.

Keywords Conformational dynamics · Fluorescence microscopy · FRET
spectroscopy · Quantitative FRET · Single-molecule FRET (smFRET)

1 Introduction

Life is dynamic and understanding its inner workings is a central scientific challenge.
The cellular machinery is driven by interactions between DNA, RNA, proteins, and
their environment. Molecular structure, binding affinity, and dynamics are each
important regulators of these biochemical processes. A full view of this molecular
dance, which allows resolving different molecular conformations, how they inter-
convert, and how molecules interact with each other, would greatly improve our
mechanistic understanding of biology. It is unfortunately not currently possible to
capture biological processes with atomistic spatial resolution and sub-millisecond
time resolution. However, several techniques, alone or in combination, are striving
to obtain high spatial and temporal resolutions toward dynamic structural biology
[1]. They include, but are not limited to, X-ray crystallography, nuclear magnetic
resonance (NMR), electron microscopy, molecular dynamics simulations, and För-
ster resonance energy transfer (FRET) approaches. The FRET mechanism describes
non-radiative energy transfer through dipole–dipole coupling between a donor
(D) and an acceptor (A) molecule [2, 3]. The energy transfer therefore strongly
depends on the distance between the particular donor and acceptor pair typically in
the range of 2–10 nm (Fig. 1). This approach is powerful in the context of dynamic
structural biology as it allows distance measurements well below the optical diffrac-
tion limit, which can be used to identify and/or refine biomolecular structures.
Furthermore, the coupling of FRET with single-molecule microscopy enables an
exquisite quantification of dynamics.

In this chapter, we present an overview of smFRET principles and outputs and
compare them to ensemble FRET experiments. We discuss experimental implemen-
tation basics focusing on intensity-based approaches and data analysis procedures so
that the reader is introduced to the advantages and limitations of smFRET. Finally,
we illustrate smFRET results by highlighting case studies in nucleic acid folding and
protein–nucleic acid interactions.
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2 Principles of Ensemble FRET

Most biomolecules are not intrinsically fluorescent and are typically modified by the
addition of organic dyes to serve as FRET reporters on conformations. The dyes in a
FRET pair are characterized by their chemical properties (molecular structure, size,
charge distribution, hydrophobicity) and their electronic properties (spectral overlap
of the emission spectrum of the donor and the absorption spectrum of the acceptor,
extinction coefficients, quantum yields, and fluorescence lifetimes). The selection of
suitable fluorophores for FRET depends on the nature of the biomolecule and
experiment.

FRET spectroscopy at the ensemble level has been successfully used for many
years to assess conformational changes, molecular interactions, and the average
distance between fluorophores [3, 4]. A typical experimental approach based on
measuring fluorescence intensities is illustrated in Fig. 2. The FRET efficiency, E,
can be obtained by a number of experimental strategies, including quantifying the
amount of donor fluorescence in the presence and absence of the acceptor, or by
measuring the relative fluorescence of both the donor and the acceptor [5].

Fig. 1 (a) Illustration of the FRET mechanism. The donor (D) molecule is excited (blue arrow) and
can relax from the excited state D� by several channels: radiationless relaxation (dashed gray
arrow), fluorescence (photon emission with a radiative rate kD) (green wavy arrow), or energy
transfer to the acceptor (A) molecule at rate kFRET. The acceptor molecule can return to the ground
state by emitting a photon with a radiative rate kA (red wavy arrow) and/or by radiationless
relaxation (dashed gray arrow). The FRET efficiency (E) is given by the rate of energy transfer
between the donor and the acceptor, kFRET, divided by the sum of all radiative and non-radiative
relaxation rates of the donor. Often both the donor and the acceptor are fluorescent molecules;
however, only the donor needs to be fluorescent. (b) Distance dependence of FRET efficiency (E).
R is the distance between the donor (colored green) and the acceptor (colored red). R0, the distance
where the transfer efficiency is 50%, is the Förster radius specific for the donor–acceptor pair. The
three different molecular conformations shown in the plot are illustrative of short, intermediate, and
long donor–acceptor distances, respectively. The size of the glow around each D/A molecule is
illustrative of the relative contribution of the green donor and the red acceptor for those
conformations
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Ensemble FRET experiments can yield information on the rate of conformational
changes by making use of fast-mixing techniques before equilibrium is established
[6]. FRET efficiencies can also be determined by using lifetime measurements, and
in certain cases, this can enable obtaining the distribution of molecular distances in
solution [7, 8].

Ensemble measurements are inherently limited to averaging molecular properties
because an ensemble measurement reports on many molecules at once. This limita-
tion is overcome with single-molecule microscopy.

3 Principles of smFRET: Beyond the Ensemble Average

Since most biological reactions happen via the action of single enzymes, DNA
molecules, or RNA molecules, the biomolecular dynamics are inherently stochastic
and unsynchronized. The ability to directly follow single-molecule fluorescence
enables the observation of biological reactions in a manner that is typically not
accessible through the use of conventional ensemble techniques [9]. While an

Fig. 2 Illustration of the contrast between ensemble measurements and single-molecule FRET. (a)
An illustration of the ensemble example where many molecules are averaged over both conforma-
tions and time. This approach gives information about donor and acceptor chromophore emission
using fluorescence spectroscopy yielding an average FRET value for the entire population of
molecules. (b) An illustration showing how temporal and conformational heterogeneity in a sample
can be resolved using smFRET. FRET time traces (called single-molecule trajectories) yield
information about the distribution of molecules in different conformational states as well as the
kinetics of state-to-state transitions. Conformational distribution information for a population of
molecules is illustrated in the smFRET efficiency histogram revealing three subpopulations. The
black and dashed lines illustrate Gaussian fits to the underlying conformational distribution
smFRET data. The dotted red line marks the average FRET efficiency hEi from the histogram,
which can be compared to the value derived from ensemble experiments depicted in panel a
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ensemble FRET measurement often yields an average FRET value for the entire
population of molecules, smFRET probes each molecule individually over time,
resulting in heterogeneous FRET distributions in both time and conformational
space (Fig. 2b). There are a number of ways to determine FRET efficiencies at the
single-molecule level [10, 11]; it is often advantageous to use both donor and
acceptor fluorescence intensities. From the first demonstration on dehydrated sam-
ples in 1996 [12], smFRET was developed, to allow solution-based in vitro studies
of biomolecular interactions and conformational dynamics of nucleic acids and
proteins [13–17]. More recently, smFRET investigations in cells have become
possible [18, 19].

3.1 Biomolecular Conformations and Dynamics

Biomolecular dynamics cover a wide timescale (Fig. 3). smFRET offers the ability to
track conformational changes of an individual molecule or biomolecular complex as
a function of time (Fig. 2b) covering a sub-microsecond to hours-long timescale.
This approach enables the investigation of chain dynamics and domain motion
taking place in the sub-microseconds and microseconds range, nucleic acid and
protein folding in the microseconds to minutes range, and processes that can take
hours or longer, such as protein aggregation [24–26]. Assigning conformational

Fig. 3 Range of biomolecular dynamics. Dynamic processes [14, 20–22] (top) and photophysical
processes [23] (bottom) correlated with their respective time intervals. smFRET can report on
processes occurring over timescales from sub-microseconds to several hours resolving a broad
spectrum of dynamics from nucleic acid conformational changes to protein folding and molecular
interactions
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states to each of the experimentally identified FRET efficiency states enables the
identification of important short-lived transient states, unraveling reaction and
dynamic exchange pathways [20], and coupling dynamic and structural information
with biochemical functions [27, 28]. Intermediate structures and the allowed path-
way dynamics are crucial for understanding the overall mechanism of molecular
folding and biomolecular interactions.

3.2 Quantitative FRET

The concept of using FRET quantitatively to determine intermolecular distance was
first described in 1967 by Stryer and Haugland as the “spectroscopic ruler” and
applied at the ensemble level [3]. For many applications, smFRET is often used to
report on conformational changes and their dynamics without determining absolute
FRET efficiencies. Quantitative smFRET distances are essential for FRET-based
structural studies. They yield quantitative information on the conformations of large,
heterogeneous, and dynamic biomolecules and their complexes [29].

Converting smFRET measurements to absolute distances requires a number of
critical steps that include the determination of absolute FRET efficiencies that are not
instrument-dependent (see Sect. 4.3) and modeling of fluorophore dynamics
[11, 30–32]. A study involving 20 laboratories around the world investigated the
precision and accuracy of smFRET measurements [11]. The quantitative assessment
of smFRET intensities matched well with the expected structural distances using
several double-stranded DNA constructs. Thus, smFRET is an interesting tool for
structure determination and validation of flexible and dynamic large structures,
which are difficult to solve with other approaches.

4 Experimental Considerations for smFRET

The choice of the smFRET modality, microscope, and experimental schemes, as
well as data analysis, depends on several factors including the type of molecule
being studied, the nature and scale of the intermolecular interaction, the timescale of
the dynamics, and the available equipment. smFRET requires the molecules of
interest to be labeled with fluorophores that are typically separated by distances
in the range of 2–10 nm and thus relies on robust and site-specific labeling
[33–36]. FRET pairs with high extinction coefficients and high quantum yields are
a suitable choice for smFRET experiments. An understanding of the intrinsic
photophysical properties of fluorophores is also important as they can affect exper-
imental results [37]. If the interaction involves only two molecules, a single-FRET
pair may be sufficient. If the interaction has three or more simultaneous interactions,
a three- or four-color FRET scheme may be more appropriate [38].
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4.1 Microscope Configurations: Confocal and Widefield
Microscopy

There are two general types of single-molecule FRET experimental modalities:
confocal microscopy and wide-field total internal reflection fluorescence (TIRF)
microscopy (Fig. 4a, c). Confocal geometries allow studying molecules freely
diffusing in solution, one at a time (Fig. 4a, b). They are fundamentally limited to
an observation time window corresponding to the time it takes for molecules to
diffuse through the femtoliter volume excited by a laser, generally in the order of
10 ms or less [39].

If a chemical process or mechanism occurs over longer timescales, the molecules
can be immobilized on a surface allowing for prolonged observation of many hours.
Some commonly used methods to attach molecules to a microscope slide involve a
biotin–streptavidin linkage [40]. If desired, the slide surface can be passivated to
make it resistant to non-specific binding by molecules in the solution, for example,
by the use of polyethylene glycol (PEG) [41, 42]. To image these surface-
immobilized molecules, scanning confocal microscopy or wide-field microscopy
can be used, the latter having the advantage to measure many molecules simulta-
neously. To selectively excite the molecules on the surface and not others in
solution, and thus decrease background fluorescence, the phenomenon of total
internal reflection (TIR) is utilized (Fig. 4c, d). TIRF can be implemented in a
prism-based geometry and a microscope objective-based geometry.

4.2 Excitation Schemes and Multiplexed Detection

There are various ways to implement smFRET experiments that yield different
information on conformational changes and dynamics. The techniques vary both
in how the molecules are excited and in what signals are detected. The most common
and simplest method for smFRET is single-pair (sp) FRET [12], which is compatible
both with confocal and wide-field microscopy. spFRET uses single-color excitation
of the donor molecule and simultaneous detection of the emission intensity of both
donor and acceptor molecules. The absolute FRET efficiency, E, is given by Eq. 1.

E=
IFRET

IFRET þ γIDemjDex

ð1Þ

where IFRET is the background-corrected fluorescence intensity of the acceptor dye
resulting from energy transfer from the donor (see Sect. 4.3 for details of IFRET
determination). IDemjDex

and IAemjDex
are detected to determine FRET efficiencies

(Fig. 5a) and denote the intensity of the donor or acceptor emission, respectively,
upon donor excitation. γ is a normalization constant that accounts for differences in
chromophore quantum-yield (Φ) and detector-efficiency (η) and is given by Eq. 2.
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Fig. 4 Single-molecule FRET experimental schematics. (a) Example of a confocal microscope.
The laser enters the back-end of the objective and is focused to a femtoliter volume inside the
sample. Freely diffusing molecules are excited as they pass through the laser focal spot. Fluores-
cence from the molecules is collected through the same objective, focused through a pinhole to
reduce out-of-plane background, and sent to point detectors. (b) Sample data from confocal FRET
microscopy. Bursts of photons are collected by the donor detector (colored green) and the acceptor
detector (colored red). All events with fluorescence intensity above a user-defined threshold (dashed
black lines, I min

D and I min
A ) are interpreted as real events; from left to right: a high FRET, low FRET,

acceptor-only, intermediate FRET, and donor-only signal. The yellow lines represent FRET values
that make it into the final analysis after removing the low-intensity donor-only and acceptor-only
subpopulations. (c) Example of a TIRF wide-field microscope: to perform prism-based TIRF, the
incident light from a laser passes from the prism through index matching oil, into the quartz slide,
and ultimately enters the sample at a super-critical angle. Alternatively, wide-field TIRF can be
accomplished by exciting molecules bound to the bottom surface of a sample chamber in an
objective-based geometry. The fluorescence from the sample is collected with an inverted
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γ=
ηAΦA

ηDΦD
ð2Þ

where ηA and ηD are the detector efficiencies for the acceptor and the donor, and ΦA

and ΦD are the quantum yields for the acceptor and the donor [11, 43–45].
spFRET is often used to report on conformational changes through relative FRET

efficiencies. Using two lasers to excite both the donor and acceptor molecules yields
additional information. One of these approaches is alternating-laser excitation
(ALEX) [46, 47], which can be implemented both with confocal and wide-field
microscopy. This technique allows superior detection of the low FRET efficiency
subpopulation, which can be difficult to distinguish from the donor-only population
that is often a dominant contribution around E~0 using spFRET. Donor-only single
molecules are created due to acceptor photobleaching. Furthermore, ALEX enables
directly identifying eventual acceptor photophysical effects and separating those
from conformational changes. With the direct excitation of the acceptor molecule
made possible, one can measure two additional quantities compared to spFRET:
the intensity of the donor after acceptor excitation, IDemjAex

, and the intensity of the
acceptor after direct acceptor excitation, IAemjAex

(Fig. 5a). These quantities allow the
determination of the stoichiometry ratio, S, which quantifies the ratio of donor to
acceptor molecules and is given by Eq. 3.

S=
IFRET þ γIDemjDex

IFRET þ γIDemjDex
þ IAemjAex

ð3Þ

The stoichiometry ratio allows the set of single-molecule data to be categorized
into subpopulations based on the amount of actively fluorescent donor and acceptor
molecules present in a single-molecule measurement (Fig. 5b). A value of S = 1
indicates that the smFRET measurement has only a donor present and/or active,
S= 0.5 means both donor and acceptor are present/active, and S= 0 means that only
the acceptor is present/active. The subpopulation at S = 0.5 is the relevant distribu-
tion of FRET values in a sample.

Another way to implement excitation of both the acceptor and the donor is by
using pulsed interleaved excitation (PIE), which is essentially a much faster version
of ALEX using pulsed lasers. In PIE, laser pulses of different wavelengths are

⁄�

Fig. 4 (continued) microscope and sent to a sensitive camera. The microscope slide is often
attached to a nanometer-precision XY-stage that can move the slide to new positions to collect
more data as immobilized molecules photobleach. (d) Sample data from TIRF FRETmicroscopy. A
split-screen image of immobilized donor and acceptor molecules and an example single-molecule
trajectory. The green-colored spots are the molecules visible only in the donor channel, and the
red-colored spots are the molecules visible only in the acceptor channel. The yellow spots are
molecules where the signal is observed in both channels; these are used to determine the FRET
efficiency. Donor and acceptor photobleaching is indicated in the single-molecule trajectories by a
non-white background
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interleaved at a MHz rate such that the fluorescence emission caused by one
wavelength laser is complete before the next pulse arrives [48]. This approach is
used in combination with confocal microscopy and enables the mapping of each
emitted photon to the laser which caused the excitation. PIE naturally enables
obtaining fluorescence lifetimes of single molecules as the difference in time
between the short laser pulse and the detected photon is measured. The simultaneous
collection of fluorescence intensities and lifetimes enables increasing the informa-
tion content of single-molecule experiments and even more parameters can be
collected in an experiment including polarization anisotropy and fluorescence quan-
tum yields [49, 50].

An additional way to increase the information content is to use additional
fluorophores. smFRET with one donor and acceptor pair reports on one distance.
Multi-color FRET is a way to monitor several distances simultaneously by incorpo-
rating more than two spectrally distinct fluorophores capable of transferring energy
between them (Fig. 6). Three-color and four-color FRET is especially interesting for
monitoring correlated changes in complex molecular dynamics or multi-component
binding interactions. Single-molecule three-color FRET enabled the independent
monitoring of the dynamics of two arms of a single DNAHolliday junction molecule
[51], the conformation of a ligand and its binding to a target [52], and more. Four-
color single molecule FRET has been demontrated [53]; at the time of this writing,
there are only a few examples. Although information rich, the technical difficulty of
executing a three- or four-color smFRET experiment is much higher than a two-color
experiment. Multi-color FRET experiments typically make use of ALEX and require
the spectral separation of the fluorescence from multiple chromophores.

Fig. 5 (a) The four types of measurements in an ALEX experiment. Sequential donor and acceptor
excitations give rise to the four detectable fluorescence signals, from top to bottom: Aem jDex (accep-
tor emission upon donor excitation), Dem j Dex (donor emission upon donor excitation),
Aem j Aex (acceptor emission upon acceptor excitation), and Dem j Aex (donor emission upon
acceptor excitation), (b) E-S histogram. E (FRET efficiency) versus S (stoichiometry) histogram
illustrating the division of measurements into three different categories: D-only (S = 1), distinct
FRET populations (S = 0.5), and A-only (S = 0)

108 B. Israels et al.



4.3 Data Analysis of Conformational Distributions
and Dynamics

smFRET experiments yield data allowing the experimenter to follow conformational
changes in a time-resolved manner. A qualitative view of conformational heteroge-
neity is obtained by determining the proximity ratio, directly using the measured
signals IDemjIDex and IAemjDex

in Eq. 1, where IFRET is given by IAemjDex
and γ = 1

(Fig. 7a).
Corrected smFRET data is necessary to obtain structural information about the

different FRET populations. In order to transform the raw fluorescence-detected data
into apparent and quantitative FRET measurements, various factors need to be
accounted for (Fig. 7b, c). The fluorescence intensity of the FRET signal is given by:

IFRET = IAexmjDex
- αIDemjDex

- δIAemjAex
ð4Þ

as the data is corrected for crosstalk, i.e., leakage (spectral bleed-through) of the
donor into the acceptor channel, with the parameter α, and contributions from direct
acceptor excitation with the δ-factor [45]. The α- and δ-factors can be experimentally
extracted and shift the donor-only population to E = 0 and S = 1 and the acceptor-
only populations to E = 1 and S = 0 yielding apparent FRET efficiencies (Fig. 7b)
[11]. Quantitative FRET efficiencies can be obtained, using Eq. 1, after determining
the γ-factor. In multi-color experiments an additional correction factor, the β-factor,
corrects the S ratio [11].

Fig. 6 Illustration of four-, three-, and two-color FRET. The four different colored spheres
represent four spectrally distinct fluorophores with different excitation and emission spectra. The
donor fluorophore is excited and can transfer energy to all other fluorophores either directly or via a
chain of FRET events (colored lines in between spheres). The thickness of the line is proportional to
the spectral overlap between fluorophores). Three- and four-color FRET experiments utilize
multiple lasers consecutively to directly probe all the fluorophores and check for photobleaching
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If these corrections are implemented, the FRET efficiency goes from describing
qualitative information about relative distances to reporting on quantifiable distances
between fluorophores. Quantitative FRET can be used to obtain novel structural
information that can be difficult to obtain with other techniques.

Knowledge of the conformational dynamics of a molecular system and the
network of state-to-state transition rates inform on the molecule’s free energy
landscape. The outcome of such an analysis of smFRET data is a detailed model
of relevant conformational transitions that a molecule can undergo in various
conditions. The appropriate technique to analyze single-molecule conformational
dwell times depends on the timescale of the measurements.

Fast timescale measurements performed on the sub-millisecond level are typi-
cally analyzed by calculating time-correlation functions of the signal. The rate and
manner the time-correlation function decays from its initial value are related to
molecular parameters such as the diffusion constant, the rate of conformational
transitions, and the number of conformational macrostates [54, 55]. A maximum
likelihood method used to analyze the photon-by-photon arrival times of smFRET
experiments [56] has been shown to provide unique insights into conformational
transitions of biomolecules, such as elucidating the time of protein folding transi-
tions [24]. Additionally, different methods allow evaluating FRET distributions for
the presence of dynamic heterogeneity and determining dynamics. They include the
burst variance analysis (BVA) and photon distribution analysis (PDA) methods

Fig. 7 Correction of single-molecule FRET data. Each panel shows the various correction param-
eters applied to single-molecule data sets following the procedure outlined in [11]. (a) First,
background subtraction is performed yielding a proximity ratio distribution. (b) Next, donor
leakage corrections (α) and indirect acceptor excitation corrections (δ) are performed yielding an
apparent FRET distribution. (c) Lastly, detection normalization correction (γ) and excitation
normalization correction (β) are applied to yield quantitative FRET distributions that can be turned
into a distance distribution
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[57, 58]. For fast dynamics, it is important to consider photophysical phenomena
such as photoblinking [10, 59] and fluorescence enhancement due to steric hin-
drances induced by other molecules, such as protein-induced fluorescence enhance-
ment (PIFE) [60, 61].

Hidden Markov modeling (HMM) is typically used for relatively slower mea-
surements occurring on the millisecond to second timescale regime [62, 63]. HMM
analysis ultimately will give an estimate of the number of distinct FRET states in a
sample, the connectivity of states, and the transition rate between the states. For
example, in the case of an intermolecular binding event, HMM analysis will yield
on/off rates and can be used to calculate a binding constant. In more complex
systems, dwell-time distributions (a histogram of the length of time spent in a
macrostate) constructed from the HMM are fit with single-exponential decays to
indicate the approximate rate constant of a state-to-state transition [64, 65].

The appropriate type of smFRET analysis ultimately depends on the nature and
timescale of the experiment.

5 smFRET Application Examples

smFRET is a powerful approach for studying the function of biomolecules in
heterogeneous mixtures and distinguishing subpopulations of conformers and the
dynamics of their inter-conversion. Its application to nucleic acids and proteins has
given important mechanistic insights to a number of areas of biological research
recently reviewed in [13, 15, 66] and also within nanotechnology [67]. Here, we give
an example from nucleic acid folding and DNA–protein interaction to illustrate how
smFRET can be used to obtain molecular information in heterogeneous mixtures on
reaction pathways and free energy landscapes.

DNA can form a range of secondary structures [68, 69]. A study by Aznauryan
et al. focused on the complex folding pathway of the G-rich DNA sequences found at
the telomeres [70], which can form specific types of non-canonical DNA secondary
structures called G-quadruplexes. These structures can be very stable and are
believed to participate in a number of biological processes [71]. By studying the
DNA’s conformational dynamics using TIRF-based smFRET, Aznauryan et al.
identified the co-existence of several conformations with closely related stabilities
and relatively slow conformational changes (Fig. 8a, b) and compiled a view of the
folding energy landscape (Fig. 8c). The obtained thermodynamic and kinetic
description of the folding process revealed parallel folding pathways through kinetic
partitioning and trapping of the most stable conformation. Studies of this folding
process using other biophysical techniques complement this view of the folding free
energy landscape [72, 73]. DNA conformations, which are detectable by smFRET,
can also be very transient [74].
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Proteins are capable of recognizing both specific nucleic acid sequences and
structural conformations through direct and indirect readout mechanisms
[75]. smFRET has had an enormous impact on the study of these interactions by
uncovering key intermediates and important subpopulations not visible by ensemble
measurements. A study by Hohlbein et al. used confocal single-molecule FRET to
investigate protein/nucleic acid interactions involved with DNA replication in
Escherichia coli [76]. The work showed that DNA polymerase I, the enzyme
responsible for adding new nucleotides during DNA replication, has three distinct
conformations: an open and closed conformation (corresponding to distinct FRET
species observed before and after the correct insertion of a complementary nucleo-
tide) and an intermediate conformation observed upon the incorporation of an
incorrect nucleotide. These distinct conformations are important for the fidelity of
DNA replication (Fig. 9). Later work by the same group used smFRET to obtain
accurate distances for refining the structure of a DNA polymerase complex and in
this way unveil a novel solution structure exhibiting a sharply bent DNA substrate
[27]. The use of smFRET, and its combination with all-atomistic molecular dynam-
ics simulations, is a very promising technique for quantifying structural dynamics.
The bent DNA structure was also observed in live bacteria and a mechanism for
substrate recognition was proposed [27]. In cellulo smFRET is complicated by the
higher background from the crowded cellular environment and labeling difficulties,
but is emerging as an exciting approach for studying molecular processes in cells
[18, 19].

Fig. 8 DNA conformation dynamics with smFRET. (a) A smFRET trajectory illustrating confor-
mational changes within a G-quadruplex-forming ssDNA strand. The trajectories were fit with a
hidden Markov model using the variational Bayesian inference technique which selects the most
likely N-state model. (b) A FRET efficiency histogram constructed from the smFRET trajectories of
many molecules. The colored regions describe a four-Gaussian fit to the data, and the black line is
the sum of the underlying fits. (c) One-dimensional free energy surface of G-quadruplex folding
pathway constructed from smFRET data. The rate constants were extracted from single-exponential
fits to the dwell-time distributions. Each structure represents a different G-quadraplex conformation.
Adapted with permission from [70]
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6 Concluding Remarks

Single-molecule fluorescence enables investigating molecular processes and biolog-
ical events while minimizing both temporal and conformational averaging. Over two
decades of smFRET applications have given rise to unprecedented views into
interaction mechanisms and conformational heterogeneities and dynamics.

Combining smFRET with other techniques can be used to increase the informa-
tion content of experiments. For example, smFRET can be used in tandem with PIFE
and stacking-induced fluorescence enhancement (SIFI) to increase sensitivity at
close distances [61, 77]. Molecular dynamics simulations can be used in conjunction
with smFRET for novel structure determination. smFRET can also be combined
with force manipulation techniques, such as optical and magnetic tweezers, to
monitor local conformational rearrangements amid global molecular
manipulation [78].

On its own or in combination with other techniques, smFRET is a very powerful
approach. We have given here an introduction to this method for investigating
biomolecular structural dynamics.
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Fig. 9 Polymerase conformations and interactions with DNA studied with smFRET. (a) The
structure of the polymerase-I enzyme around double-stranded DNA. The open and closed confor-
mations are observed before and after the correct addition of a nucleotide. The proposed structure of
the partially closed conformation is adopted when an incorrect nucleotide is added to the nascent
DNA strand. (b) The FRET efficiency histograms corresponding to the correct base pair and
incorrect base pair. The dotted lines represent the open and closed states observed when the correct
base pair is added, and the dashed line is the partially closed state only observed upon the addition
of the incorrect nucleotide. (c) Proposed free energy landscapes which show that binding of a
nucleotide stabilizes the polymerase complex with the partially closed conformation, either weakly
(incorrect base pair A-dGTP) or strongly (correct base pair A-dTTP), and that equilibration to the
fully closed conformation is favored when the correct nucleotide is incorporated. Panels a and c are
adapted with permission, and panel b is redrawn using data from [76]
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Abstract Fluorescence Correlation Spectroscopy (FCS) is a non-invasive, highly
sensitive technique for measuring the diffusive and photophysical properties of
fluorescent species as well as their interactions. All of this information needs to be
reliably extracted from the fluctuating fluorescence signal and interpreted in a
theoretical framework. In this chapter, we describe the derivation of the basic
equations governing FCS correlation curves. By pointing out their limitations and
the underlying approximations and assumptions we hope to facilitate applications
and the development of more elaborate models for more complex systems. Two
detection channels are included to accommodate dual-color Fluorescence Cross-
Correlation Spectroscopy. Moreover, we provide a generalized description for the
separation of spatial movement and intramolecular change, taking translational
diffusion (changes in position), rotational diffusion (changes in orientation) and
fluorescence blinking (changes in the quantum mechanical state) into account.
Since, experimentally, particles are often labeled with multiple fluorophores, besides
multiple dynamics and multiple species of particles, multiple fluorophores per
particle are also part of the description.
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Fluorescence correlation spectroscopy (FCS), like dynamic light scattering (DLS), is
a non-invasive and single-molecule sensitive technique based on the temporal
correlation of brightness fluctuations, with which primarily the size, concentration
and photophysical properties of fluorescent particles can be investigated in small
liquid volumes and at thermodynamic equilibrium. It was first described in 1972 by
Elliot L. Elson, Douglas Magde, and Watt W. Webb [1].

FCS is an example of a concentration correlation spectroscopy method [2]. This
type of spectroscopy is based on the measurement of fluctuations of the particle
concentration in small subvolumes of a sample. In principle, FCS can employ any
kind of measurand that depends on these concentrations, such as density, refractive
index, extinction, etc. Notably, in DLS, the signal is the amplitude of the scattered
light and thus depends on the phase distribution of the electric field and the spatial
variation of the permittivity in the sample. In contrast, in FCS, the intensity of the
radiation constitutes the signal. Hence, the fluorescence is separated from the
irradiation and the detected fluorescence photons with all their measurable properties
(number, arrival time, energy, polarization, momentum direction) constitute the
signal.

By virtue of the high specificity of fluorescence labeling, FCS can probe one or
more defined fluorescent species even in complex mixtures and living cells and
measure physical and chemical characteristics of each of them. Static and dynamic
phenomena thus become accessible, provided that a detectable change in the emitted
photons occurs.

For an insight into the theoretical foundations of FCS, this chapter focuses on the
derivation of the underlying equations and highlights the approximations and
assumptions necessary therein (Sect. 1). In many FCS applications, the translational
movement of the fluorescent particles, be it diffusive or directed, can be separated
from their internal changes, e.g., photophysical blinking, rotation or chemical
reactions. A generalized description reflecting this property will be given to disen-
tangle contributions from both types of processes (see Sects. 2 and 3). Furthermore,
the influence of multiple species of particles (Sect. 1) as well as multiple
fluorophores per particle (Sect. 2) is considered.

Multiple dynamics, multiple species and multiple fluorophores per particle are
often encountered experimentally. We, therefore, aim to describe the theoretical
framework in a general, adaptable way, also pointing out the limitations. Examples
of calibration and control experiments, which can be conducted to check applicabil-
ity, can be found in more specialized protocols, see, e.g., [3–6].
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1 Fluorescence Intensity

A certain intensity of the emitted radiation of the fluorophores (in short fluorescence
intensity) causes a stream of photons, which in turn is converted into a sequence of
counting events in the detector. For the correlation functions considered in FCS, the
stochastic properties of these events primarily produce artifacts at small correlation
times, where shot noise and detector afterpulses manifest as potentially strong
positive correlations. In particular, the zero value is contaminated by the variance
of the Poisson distributed counting events and is not useful as a measure of the true
amplitude. The considerations in this chapter therefore refer to the correlations of the
fluorescence intensity itself, which are caused by molecular processes in the sample,
and also no longer draw a distinction between the fluorescence intensity before the
optical system and the count rate of the detector. The quantum yield of the detection
ΦD is included in the molecular brightness Q and the signal is generally denoted
by F.

The molecular brightness Q of a fluorophore is generally not a constant but may

depend on a number of variables, including its location r
→
, its orientation R

→
and its

(quantum mechanical) state Z.
The total detected intensity can now be calculated using the so-called molecular

detection function (MDF) W either as a spatial integral (with the differential volume
element d3 r→ = dx dy dz) over the particle density C of the fluorescent particles

F tð Þ= W r
→ , t Q r

→ , R
→
, Z, t C r

→ , t d3 r
→ ð1Þ

or as a sum

F tð Þ=
i

Q r
→

i, R
→

i, Zi, t W r
→

i, t ð2Þ

over the discrete contributions of individual particles i in the sample, where r
→

i

denotes a particle’s location, R
→

i its orientation and Zi its (quantum mechanical) state.
Here, we use the discrete summation approach rather than the integral, because in

this way the contributions of individual fluorophores are treated more intuitively and
the probability distributions with respect to their motions and interactions are used in
a more natural way. Conversely, the first approach does not require taking limits of
infinite sums and it facilitates the description of spatial correlations in particles that
are no longer diffusing independently as well as that of chemical reactions where the
numbers and identities of particles are introduced as another random variable.

The expected value and the (cross-)correlation of the signal can now be defined
starting from
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F tð Þh i=
i

Q r
→

i, R
→

i, Zi, t W r
→

i, t ð3aÞ

=
i

Q r
→

i, R
→

i, Zi, t W r
→

i, t P r
→

i, R
→

i, Zi, t d3 r
→

id
3 R
→

idZi ð3bÞ

Fa tð Þ � Fb t þ τð Þh i=
i,j

Qa½ r
→

i, R
→

i, Zi, t Qb r
→

j, R
→

j, Zj, t þ τ

P r
→

i, R
→

i, Zi, t \ r
→

j, R
→

j, Zj, t þ τ

Wa r
→

i, t Wb r
→

j, t þ τ d3 r
→

id
3 r
→

j d
3 R
→

id
3 R
→

jdZidZj ð4Þ

where the indices a and b denote different channels, each with its own molecular
brightness and MDF.

The angular brackets denote an ensemble average over all possible states of the
system. In the FCS experiments, this average is realized by time averaging. Through-
out this chapter, ergodicity is assumed to hold. Therefore, in the limit of infinite
duration of the measurement, the time average approaches the ensemble average.

The autocorrelation and cross-correlation functions are defined by a = b and
a ≠ b, respectively. In the technique of dual-color fluorescence cross-correlation
spectroscopy (dcFCCS) described in this chapter, the channels represent different
colors, i.e. different excited and detected regions of the spectrum. However, many
other possibilities are conceivable or have already been realized, e.g., spatially
shifted MDFs (dual-focus FCCS [7] and multi-focus FCS [8]) or detection of
different polarizations (e.g., for measuring rotational diffusion, see [9] for a detailed
derivation and [10] for an application to protein oligomerization). Also related to
dual-focus correlation are image correlation techniques, such as ICS, RICS, and
STICS (see chapter “Theoretical Insight into the Luminescence of Dyes and Pig-
ments” of this book), which provide spatially resolved data in, e.g., biological
samples. DcFCCS has also been combined with fast camera-based imaging to
generate interaction maps (see [5]).

The joint distribution P r
→

i, R
→

i, Zi, t \ r
→

j, R
→

j, Zj, t þ τ indicates

the probability density of finding at time t particle i at location r
→

i with orientation

R
→

i in the (quantum mechanical) state Zi and additionally at time t + τ particle j at

location r
→

j with orientation R
→

j in the state Zj. The molecular rotation contributes to
the temporally correlated changes in the brightness of the fluorophore, because the
orientations of the transition dipole moments of absorption and emission change
relative to the electric field vector of the incident laser light and relative to the
transmission direction of the polarization filter in front of the detector. The fluctu-
ations arising from changes in the molecular orientation can be used to determine the
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rotational diffusion coefficient and thus the molecular size and shape. The molecular
brightness is explicitly expressed here as a function of time and location, since
photophysical phenomena can lead to a variable brightness, which itself exhibits a
correlation and moreover depends on location due to the spatially varying laser
intensity. In most cases, Q is proportional to the product of the occupation of the
excited S1 state and the rate constant kf of the radiative transition to the ground state.
Since the degree of occupation depends on the one hand on the intensity of the
excitation, but on the other hand, is also limited to unity, the brightness must always
be location-dependent and must approach a limiting value of saturation for increas-
ing excitation. The exact functional dependence on intensity can be very compli-
cated (see [11]), but in the simplest case (laser intensity constant in time; intersystem
crossing (ISC) much slower than fluorescence emission; negligible antibunching)
the result is [12]

Q / kex

1þ kex
ksat

ð5Þ

where

ksat =
k10

1þ kISC
kphos

ð6Þ

Here kex is the rate of excitation for the fluorophore (proportional to the exciting
laser intensity I ), ksat is the excitation rate for which half of the maximum fluores-
cence brightness is obtained, kISC and kphos are the rate constants of ISC and
phosphorescence, respectively, and k10 is the rate constant for the transition to the
ground state (sum of radiative and non-radiative decays).

This treatment does not account for the possibility of photobleaching and pre-
supposes knowledge of the (often quite complex) photophysics of the fluorophores
in question. For practical applications, it is therefore customary to obtain FCS
measurements under a range of excitation intensities to determine the maximum
usable laser power, so as to neither introduce artifacts nor unnecessarily lower the
signal-to-noise ratio [13].

If several species of different brightness exist in the sample, F(t) is calculated as
the sum of the individual intensities according to

F tð Þ=
j

Fj tð Þ=
i,j

Qj r
→

i,j, R
→

i,j, Zi,j, t W r
→

i,j, t : ð7Þ

Here, r
→

i,j denotes the position of the i-th particle of the j-th species. R
→

i,j and Zi, j
denote the corresponding orientations and states.
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2 Fluorescence Correlation

The fundamental equation of FCS is now the normalized correlation function

Ga,b τð Þ= Fa tð Þ � Fb t þ τð Þh i
Fa tð Þh i Fb tð Þh i - 1=

δFa tð Þ � δFb t þ τð Þh i
Fa tð Þh i Fb tð Þh i ð8Þ

where δF(t) = F(t) - hF(t)i is the deviation of the fluorescence intensity from the
expected value. Here, only positive correlation times τ are considered, because for
stationary processes Ga, b(-τ) = Gb, a(τ) applies and differences between Ga, b(τ)
and Gb, a(τ) only occur in the case of a non-stationary process.

In principle, the detected radiation field depends on the exact state and motion of
all molecules in the sample. Since this problem is practically unsolvable, the
following assumptions and simplifications are made, unless noted otherwise:

• The MDF is time-independent: W r
→

i, t �W r
→

i .

• The polarization is uniform. This assumption is more accurate the lower the
numerical aperture of the objective.

• The process can be described as weakly stationary
hFa(t) � Fb(t + τ)i � hFa(0) � Fb(τ)i.

• The sample is stationary and isotrop (P r
→

i, R
→

i, Zi, t � 1
4π P r

→
i, Zi with

normalization d3 R
→

i = 4π).

• The particle density is homogeneous, implying that P r
→

i = 1
V is the constant

residence probability of the particles in the sample volume V.
• Individual fluorophores emit independently of one another, meaning there is no

coherence of the fluorescence radiation and no energy transfer between the
fluorophores as in FRET or fluorescence quenching.

• The particles diffuse, rotate and change their states independently of one another

(P r
→

i, R
→

i, Zi, t \ r
→

j, R
→

j, Zj, t þ τ

=P r
→

i, R
→

i, Zi, t � P r
→

j, R
→

j, Zj, t þ τ

for i ≠ j).
• Rotation and diffusion do not depend on each other (absence of roto-translational

coupling) and are not influenced by the state of the particle, implying that the
particle does not dynamically change its shape

(P r
→

i, R
→

i, Zi, t =P r
→

i, t � P R
→

i, t � P Zi, tð Þ).
• The translational and rotational diffusion coefficients do not depend on position

or time, implying an absence of thermophoretic effects.
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• Photophysical effects do not depend on spatial position

(Q r
→

i, R
→

i, Zi, t �Q R
→

i, Zi, t ).

• The solvent contributes to the fluorescence only as background noise.

Thus Eq. 3b now simplifies to

F tð Þh i=
i

Q R
→

i, Zi, t W r
→

i
1

4πV
d3 r

→
id

3 R
→

idZi ð9aÞ

=
�Q
V

i

W r
→

i d3 r
→

i =
�Q
V

i

Ω1 =
N
V
�QΩ1 ð9bÞ

lim
V →1

F tð Þh i=C�QΩ1 = cNA �QΩ1 ð10Þ

Here, the brightness averaged over all orientations and possible photophysical
processes is defined as

�Q= Q R
→
, Z, t

1
4π

d3 R
→
dZ ð11Þ

and the space integrals of the MDF are defined as

Ωa,n =

V

Wa r
→ n

d3 r
→

ð12Þ

Ωn,a;m,b =

V

Wa r
→ n

Wb r
→ m

d3 r
→
: ð13Þ

The channel index a in Ωa, n can be omitted if only one channel is used.
All identical particles contribute equally. Their contribution is proportional to

their number N in the volume V. For practical purposes, the sample size can be
considered as infinitely large. Under these conditions, the contribution is propor-
tional to the particle density C or molar concentration c (where C = NA c with the
Avogadro constant NA). Finally, in the presence of several species, the total average
fluorescence becomes

F tð Þh i=NAΩ1
j

cj �Qj ð14Þ

For the evaluation of Eq. 4 the double sum over the particles of the same species is
split into the correlations between identical particles and the correlations between
different particles. For the former, the conditional probability P BjAð Þ= P A\Bð Þ

P Að Þ is

introduced. For better distinguishability of the different positions of the same
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particle, the time dependence of position, orientation, and state is given in the form
x = x(0) and x′ = x(τ):

Fa 0ð Þ � Fb τð Þh i

=
i

Qa R
→

i, Zi, 0 Qb R
→ 0

i, Z 0
i, τ Wa r

→
i Wb r

→ 0
i

þ
i≠ j

Qa R
→

i, Zi, 0 Qb R
→

j, Zj, τ Wa r
→

i Wb r
→

j ð15aÞ

=
i

Qa R
→

i, Zi, 0 Qb R
→ 0

i, Z 0
i, τ � Wa r

→
i Wb r

→ 0
i

þ
i≠ j

Qa R
→

i, Zi, 0 Wa r
→

i � Qb R
→

j, Zj, τ Wb r
→

j ð15bÞ

¼ N Qa R
→
, Z, 0 Qb R

→ 0
, Z 0, τ P R

→
, Z, 0 �

P R
→ 0

, Z 0, τ j R
→
, Z, 0 d3 R

→
d3 R

→ 0
dZdZ 0� � Wa r

→
Wb r

→ 0

1
V
P r

→ 0
, τ j r

→
, 0 d3 r

→
d3 r

→ 0þ N N - 1ð Þ
V2 QaQbΩ1,aΩ1,b ð15cÞ

=QaQb Ω1,a; 1,b
N
V
Θ τð ÞΞ τð Þ þΩ1,aΩ1,b

N N - 1ð Þ
V2 ð15dÞ

In Eq. 15b the averages are simplified by exploiting the presumed independence
of the position and the brightness correlations (first term) and by exploiting the
independence of individual particles from each other (second term). In the first term
of Eq. 15c the averages are made explicit as integrals over their respective variables
and the summation over identical particles is replaced by their total number N. Since
one self-correlation for each particle is already contained in the first term, the sum in
the second term of Eq. 15b runs over a total of N2 - N = N(N - 1) identical
contributions. In Eq. 15c the second term is replaced by a term that is proportional to
N(N - 1) and to the product of the average intensities in both channels (see Eq. 9b).
In Eq. 15d, the brightness correlation function Θ(τ) and the position correlation
function Ξ(τ) are introduced. Θ(τ) describes the dimensionless normalized correla-
tions of the molecular brightness Q(a, b) due to changes of orientation and state. Ξ(τ)
describes the dimensionless normalized correlations of the apparent brightness
changes due to diffusion through the focus:
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Θ τð Þ ¼ Qa tð Þ � Qb t þ τð Þh i
�Qa

�Qb

¼ 1
�Qa

�Qb
Qa R

→
, Z, 0 Qb R

→ 0
, Z 0, τ P R

→
, Z, 0

�P R
→ 0

, Z 0, τ j R
→
, Z, 0 d3 R

→
d3 R

→ 0
dZdZ 0 ð16Þ

Ξ τð Þ= 1
Ω1,a; 1,b

Wa r
→

Wb r
→ 0

P r
→ 0

, τ j r
→ , 0 d3 r

→
d3 r

→ 0 ð17Þ

Since for infinite correlation times a complete decoupling of all fluctuations can
be assumed, the conditional probability again attains the equilibrium value according

to P R
→ 0

, Z 0, τ j R
→
, Z, 0 =P R

→ 0
, Z 0, 0 = 1

4π and

P r
→ 0

, τ j r
→
, 0 =P r

→ 0
, 0 = 1

V. The former, via Eq. 11, results in

lim
τ→1Θ τð Þ= 1 ð18Þ

and the latter in

lim
τ→1Ξ τð Þ / 1

V
, ð19Þ

whereby an infinite sample thus leads to lim
V →1

Ξ τð Þ= 0 and

lim
τ→1 Fa 0ð Þ � Fb τð Þh i=C2 �Qa

�QbΩ1,aΩ1,b ð20Þ

Neglecting the one particle that is correlated with itself in the second summand in
Eq. 15d by approximating N(N - 1) ≈ N2 will only be noticeable in very small
compartments, for example when measuring in bacteria or lipid vesicles. After
substituting these results into Eq. 8, we finally obtain

Ga,b τð Þ=
�Qa

�Qb Ω1,a; 1,b
N
V
Θ τð ÞΞ τð Þ þΩ1,aΩ1,b

N N- 1ð Þ
V2

N
V
�QaΩ1,a

N
V
�QbΩ1,b

- 1 ð21aÞ

≈
�Qa

�Qb Ω1,a; 1,bCΘ τð ÞΞ τð Þ þΩ1,aΩ1,bC2

C�QaΩ1,að Þ C�QbΩ1,bð Þ - 1 ð21bÞ
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=
�Qa

�QbΩ1,a; 1,bCΘ τð ÞΞ τð Þ
C�QaΩ1,að Þ C�QbΩ1,bð Þ ð21cÞ

=
1
C

Ω1,a; 1b

Ω1,aΩ1,b
Θ τð ÞΞ τð Þ ð21dÞ

Here, the proportionality between variance and expected value of the Poisson
distributed particle number in a given volume [14] becomes apparent: The numerator
of the correlation function in Eq. 21c scales linearly with the concentration and
quadratically with the molecular brightness. By normalizing with the square of the
mean fluorescence intensity, which is proportional to the concentration squared and
the molecular brightness squared, the latter no longer enters the equation, but the
function as a whole increases inversely proportional with the concentration.

For practical reasons, the term Ω1,a; 1,b

Ω1,aΩ1,b
is combined with the particle density and the

so-called effective focal volume Veff is defined as a ratio of space integrals over
the MDF:

V eff,x =
Ω1,aΩ1,b

Ω1,a; 1,b
ð22Þ

Veff, a, bð Þ =
Ω2

1, a, bð Þ
Ω2, a, bð Þ

ð23Þ

Here Veff, (a, b) denotes the effective focal volume for the autocorrelation of one of
the two channels and Veff, x that for their cross-correlation. By introducing the
effective particle number

Neff =C V eff ð24Þ

the general form of the F(C)CS correlation function is given by

Ga,b τð Þ= 1
Neff

Θ τð Þ Ξ τð Þ ð25Þ

In the case of autocorrelation, Veff represents Veff, (a, b), in the case of cross-
correlation Veff represents Veff, x.

The diffusion behavior of the particles has no impact on the zero value of the
position correlation function Ξ(0), resulting in lim

τ→ 0
Ξ τð Þ≈ 1 . Provided that the

brightness is constant or correlated on significantly shorter time scales,
lim
τ→ 0

Θ τð Þ≈ 1 also holds. Therefore, the F(C)CS amplitude is given by
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A= lim
τ→ 0

Ga,b τð Þ= 1
Neff

ð26Þ

Moreover, as no motion occurs for τ→ 0,

lim
τ→ 0

P r
→ 0

, τ j r
→ , 0 = δ r

→ 0
- r

→ ð27Þ

The double space integral thus reduces to a simple one in Eq. 17 and the origin of
the normalization factor becomes apparent:

lim
τ→ 0

Ξ τð Þ= 1
Ω1,a; 1,b

Wa r
→

Wb r
→ 0

δ r
→ 0

- r
→

d3 r
→
d3 r

→ 0 ð28aÞ

=
1

Ω1,a; 1,b
Wa r

→
Wb r

→
d3 r

→ = 1 ð28bÞ

Commonly, the mean fluorescence intensity from the experiment, hF(t)i, is
divided by the effective particle number, Neff, which is readily obtained from the
experimental autocorrelation curve, to yield a measure for the molecular brightness
(counts per molecule, CPM), which is valid in the case of a single species. Using
Eq. 10 for hF(t)i and Eqs. 22 and 24 for Neff, we obtain for the counts per molecule

η=
F tð Þh i
Neff

= �Q
Ω2

Ω1
ð29Þ

If several species of fluorophores i with their individual fluorescence intensities
F(a, b), i and corresponding correlation functions Θi(τ) and Ξi(τ) are present and if
these fluorophores behave as independent particles in the same way as individual
particles of a single species do and if no chemical reactions occur (or chemical
reactions are slow compared to the time scale of the diffusion), then the following
applies

δFa,i tð Þ � δFb,j t þ τð Þ = δij δFa,i tð Þ � δFb,i t þ τð Þh i: ð30Þ

Equation 30 states that the fluorescence signals from different species i and j are
uncorrelated. Signals are correlated if they originate from the same species (i = j).
Since the bilinearity of the covariance leads to the additivity of the contributions of
the individual species to the numerator of Eq. 8, we obtain

F a, bð Þ tð Þ =
i

F a, bð Þ,i tð Þ ð31Þ
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δF a, bð Þ tð Þ=
i

δF a, bð Þ,i tð Þ ð32Þ

δFa tð Þ � δFb t þ τð Þh i=
i,j

δFa,i tð Þ � δFb,j t þ τð Þ =
i

δFa,i tð Þ � δFb,i t þ τð Þh i

ð33aÞ

=
i

Ga,b,i τð Þ Fa,i tð Þh i Fb,i tð Þh i=
i

1
V effCi

Θi τð ÞΞi τð Þ Ω1,aCi �Qa,i Ω1,bCi �Qb,i

ð33bÞ

where Θi and Ξi are the brightness correlation and position correlation function for
species i, respectively. In the last line Eqs. 8, 10, and 21d were used. Upon dividing
by hFa(t)ihFb(t)i and simplifying, the contributions of the individual species to the
correlation functions can be expressed as follows, whereAi are the partial amplitudes
and φi the amplitude fractions:

Ga,b τð Þ= i
δFa,i tð Þ � δFb,i t þ τð Þh i

i
Fa,i tð Þh i �

j
Fb,j tð Þ

=A
i

φiΘi τð ÞΞi τð Þ ð34Þ

A=
i

Ai =
i

1
V eff

Ci �Qa,i
�Qb,i

j
Cj �Qa,j �

k
Ck �Qb,k

ð35Þ

φi =
Ai

A
=

Ci �Qa,i
�Qb,i

j
Cj �Qa,j

�Qb,j
ð36Þ

The aim of the last term in Eq. 34 is to separate the different correlation functions
Θi(τ)Ξi(τ) associated with each species from the overall amplitude A , which is
oftentimes the easiest parameter to measure and interpret. The partial amplitudes
Ai thus represent the (absolute) part of the amplitude belonging to species i, while the
amplitude fractions φi represent the same value relative to the overall amplitude.

These equations are needed to analyze FCS measurements of mixtures and derive
the concentrations from fitted amplitudes. It can be seen from the numerator of
Eq. 35 that the amplitude fraction depends quadratically on the brightness, but
linearly on the concentration of a species. This weighting causes a considerable
bias toward the brighter species. If the brightnesses are not known beforehand, only
apparent fractions or concentrations can be obtained and these will always underes-
timate the amount of dim particles in the sample.

The analysis of binding experiments relies on correlation amplitudes (see for
example in [15, 16]), which can be evaluated using Eq. 35. However, to reliably
determine these amplitudes, the time-dependent correlation should be analyzed by
fitting Eq. 34 to the measured correlation curves. Therefore, a more detailed
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examination of the brightness correlation function Θ(τ) and the position correlation
function Ξ(τ) is necessary.

3 Brightness Correlation Function

The main contributions to the time-dependent brightness fluctuations of fluorophores
are given by their rotation, interaction with other particles (e.g., FRET, fluorescence
quenching), chemical and photochemical reactions (e.g., cis-trans isomerization,
photobleaching) and photophysical processes (e.g., ISC, antibunching). All these
phenomena can be used to obtain information about molecular parameters and
interactions of particles with each other (shape and size from rotation, distances
from FRET, binding energies from isomerization rates, oligomerization from
antibunching, etc.).

If the probability density can be completely factorized and the molecular bright-
ness depends multiplicatively on orientation and state, then Θ(τ) can be decomposed
into a product of rotation correlation and state correlation functions. The relevant
processes in FCS applications are typically transitions between states of different
brightnesses of a single fluorophore, which are often described as first-order
unimolecular reactions (ISC, photobleaching, antibunching). If several fluorophores
(number nF) are attached to a particle, states with several excited fluorophores exist
at the same time. If the fluorophores behave independently of each other, apart from
their common diffusion, the sum of their contributions can be written in analogy to
Eq. 30 as:

Q a, bð Þ tð Þ=
nF

i= 1

Q a, bð Þ,i tð Þ ð37Þ

Qa tð Þ � Qb t þ τð Þh i=
nF

i,j

Qa,i tð Þ � Qb,j t þ τð Þ ð38aÞ

=
nF

i= 1

Qa,i tð Þ � Qb,i t þ τð Þ þ
nF

i≠ j

Qa,i tð Þ � Qb,j t þ τð Þ ð38bÞ

=
nF

i= 1

�Qa,i
�Qb,iΘi τð Þ þ

nF

i≠ j

�Qa,i
�Qb,j ð38cÞ

In Eq. 38c the definitions from Eqs. 11 and 16 were used. Inserting these
equations back into Eq. 16 and writing

Principles of Fluorescence Correlation and Dual-Color Cross-Correlation. . . 131



�Qa
�Qb =

nF

i= 1

�Qa,i

nF

j= 1

�Qb,j =
nF

i= 1

�Qa,i
�Qb,i þ

nF

i≠ j

�Qa,i
�Qb,j, ð39Þ

we obtain for the total brightness correlation function

Θ τð Þ=

nF

i= 1

�Qa,i
�Qb,iΘi τð Þ þ

nF

i≠ j

�Qa,i
�Qb,j

nF

i= 1

�Qa,i
�Qb,i þ

nF

i≠ j

�Qa,i
�Qb,j

: ð40Þ

Subtracting one from each side and arranging yields

Θ τð Þ- 1=
nF

i= 1

�Qa,i
�Qb,i

nF

i= 1

�Qa,i
�Qb,i þ

nF

i≠ j

�Qa,i
�Qb,j

Θi τð Þ- 1½ �, ð41Þ

which for identical fluorophores can be simplified to

ΘnF τð Þ= nF �Qa
�QbΘ1 τð Þ þ nF nF - 1ð Þ�Qa

�Qb

nF �Qa
�Qb þ nF nF - 1ð Þ�Qa

�Qb
=

Θ1 τð Þ- 1
nF

þ 1: ð42Þ

It can be seen from nF appearing in the denominator in this last expression that a
larger number of individually acting fluorophores on one particle diminishes the
influence of their brightness correlation function. Since the individual brightnesses
do not fluctuate in a correlated manner, the total brightness of the particle represents
an average value with decreased variance.

Photophysical processes usually depend on the intensity of the exciting radiation
and thus on the position of the fluorophore in relation to the focus. Therefore, not all
of the assumptions made above are fulfilled and diffusion and brightness are no
longer decoupled. However, a simplification can be made for slow diffusion, in
which case a local photophysical equilibrium is established at any position.
Although Q still depends on r

→ , now the relationship

Q a, bð Þ r
→

i, R
→

i, Zi, t Wa r
→

i = Q a, bð Þ r
→

i, R
→

i, Zi, t � Wa r
→

i

holds. Therefore, brightness correlations and positional correlations can still be
separated.

A case of practical relevance is that of the three-level system (S0, S1 and T1) with
singlet-triplet transitions [17] and the rate constants kex for the excitation, k10 for the
fluorescence and non-radiative decay, kISC for the intersystem crossing and kphos for
the phosphorescence.

The scheme in Fig. 1 shows the reactions which connect the populations of the
three levels, [S0], [S1], [T]. These populations can be written as a vector, π

→ tð Þ. A
corresponding system of deterministic linear differential equations with constant
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coefficients can be set up to describe the kinetics and can be formulated as a matrix
equation:

d π→ tð Þ
dt

=Q π
→ tð Þ ð43Þ

This results in a 3 × 3 matrix for Q with the rate constants given in the scheme.

Q=
- kex k10 kphos

kex - k10 - kISC 0

0 kISC - kphos

: ð44Þ

For the usual case k10 ≫ kISC, kphos, an approximate solution for the matrix
equation is given by a sum of two exponential functions with characteristic time
constants τtrip and τanti, associated with triplet blinking and antibunching, respec-
tively [11]:

1
τanti

= kex þ k10 ð45Þ

1
τtrip

= kphos þ kex kISC
kex þ k10

ð46Þ

This leads to an expression for the individual correlation function Θ1(τ), which,
by considering Eq. 42, results in [13]:

ΘnF τð Þ= 1þ �xTe- τ=τtrip - e- τ=τanti

nF 1-�xTð Þ ð47Þ

Here, �xT represents the average fraction of particles in the triplet state.
From this general equation many different applications can be derived, for

example, the calculation of protein oligomerization via antibunching (see
[18, 19]), the detection of single-nucleotide differences in DNA via their influence
on blinking times (see [20]) or the study of protonation dynamics in fluorescent
proteins (see [21]).

[S0] [S1]

[T]

Fig. 1 Scheme of the three-
level system for
photophysical processes
used here. Arrows denote
unimolecular reactions
between the populations of
the singlet and triplet states
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An important result that follows from Eq. 47 is the decreasing height of the
blinking term in the correlation curves with increasing number of fluorophores nF per
particle (see Fig. 2). Therefore, the blinking becomes negligible in FCS measure-
ments of lipid vesicles with a large number of lipidic fluorophores or nanoparticles
containing a large number of dyes. In this case, the blinking term does not need to be
included in the fitting procedure, whereby the uncertainty in the determination of the
other parameters is reduced (Fig. 2).

4 Position Correlation Function

The basis of the calculation of the position correlation function is the knowledge of

the time dependence of P r
→ 0

, τ j r
→ , 0 , where the two endpoints,

lim
τ→ 0

P r
→ 0

, τ j r
→ , 0 = δ r

→ 0
- r

→ and lim
τ→1P r

→ 0
, τ j r

→ , 0 = 1
V

are already known. In addition, for homogeneous and isotropic diffusion which is
not influenced by the laser focus,

P r
→ 0

, τ j r
→
, 0 =P j r→ 0

- r
→ j, τ =P jΔ r

→ j, τ ð48Þ

10 -12 10 -8 10 -4 10 0 / s
0

0.5

1

1.5

2

D
 = 1 ms

D
 = 1 µs

D
 = 1 ns

Fig. 2 Theoretical FCS correlation curves G(τ) for particles diffusing through a 3DG focus with
structural parameter S = 6, diffusion time τD = 1 ms and effective particle number Neff = 1. The
particles contain a varying number of fluorophores nF given in the legend. The photophysics follows
Eq. 47 with constants τanti = 1 ns, τtrip = 1 μs and �xT = 0:5
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can be assumed, so that a function of only two parameters remains to be determined.
This probability density function describes the probability of finding a particle after a
certain period of time τ at a certain distance jΔ r

→ j from its point of origin.
Generally, diffusion models can be classified by two criteria: Fickian diffusion

with a mean square deviation (MSD) of the position that increases linearly in time,
and Gaussian diffusion with a normal distribution of step sizes for the particle
movement, whose variance is determined by the MSD. The simplest case of free
diffusion of a particle in space, without any interfering interaction with other matter,

fulfills both criteria. Non-Fickian diffusion with jΔ r
→

tð Þj2 / tγ is usually called

anomalous diffusion [22]. Non-Gaussian yet Fickian diffusion takes place, for
example, when diffusion processes with different diffusion coefficients are
superimposed in complex structures [23]. Realistically, neither criterion will be
fulfilled exactly, but the simple equations are used as approximations.

For isotropic Gaussian diffusion with independent motion in n spatial directions,
the probability as a function of the vector Δ r

→ = Δx1, Δx2, . . .Δxnð ÞT is given
by [24].

P jΔ r
→ j, τ =

n

i= 1

e
- jΔxi τð Þj2

2 jΔxi τð Þj2h i

2π jΔxi τð Þj2
ð49aÞ

=
e
- jΔ r

→ j2
2 jΔ r

→
τð Þj2h i=n

2π jΔ r
→

τð Þj2 =n
n=2

: ð49bÞ

If a reference measurement for Ξ(τ) is available on a system containing particles
that follow Fick’s law of diffusion and whose diffusion coefficient is known, a one-

to-one relation between mean square displacement jΔ r
→

τð Þj2 and position corre-

lation function Ξ(τ) exists, from which first Ξ τð Þ= f jΔ r
→

τð Þj2 and by (numer-

ical) inversion finally jΔ r
→

τð Þj2 = f - 1 Ξ τð Þð Þ can be obtained. Thus, anomalous

diffusion can be investigated even without explicit knowledge of W(a, b), which can
be used e.g. for the calculation of viscoelastic properties in passive microrheology
[25]. By conducting FCS measurements on different spatial scales via multiple focus
sizes (spot variation FCS), the nanoscopic material properties behind the anomalous
diffusion can be investigated, such as lipid domains or protein and polymer mesh-
works, see for example [26–28].

Nonetheless, for practical applications of the correlation functions in FCS and
FCCS experiments, it is convenient to devise a model for the MDF and calculate
Ξ(τ) analytically. The simplest and most common model for the MDF in a confocal
setup is a three-dimensional Gaussian function (3DG) with cylindrical symmetry,

where we now use the vector r
→ = x, y, zð ÞT and the center of focus is at r

→ = 0
→

and
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the ratio of the axial vs. lateral elongation of the focus is called the structural
parameter (or structure parameter) S = ωz/ωxy [29]:

W3DG r
→ = e

-
2 x2þy2ð Þ

ω2xy � e-
2z2

ω2z = e
-

2 x2þy2þz2

S2

ω2xy
ð50Þ

Veff,x =
π
2

3
2
ω2
xy,a þ ω2

xy,b S2aω
2
xy,a þ S2bω

2
xy,b

ð51Þ

V eff, a, bð Þ = π
3
2S a, bð Þω3

xy, a, bð Þ: ð52Þ

Due to the Gaussian functions, the integration according to Eq. 17 can be solved
analytically.

Introducing the diffusion time with the definition

τD, a, bð Þ =
ω2
xy, a, bð Þ
4D

ð53Þ

as the characteristic time a particle takes to traverse the focus in lateral direction, one
obtains for the position correlation function:

Ξ τð Þ= 1þ τ
τD,a þ τD,bð Þ=2

- 1

1þ τ

S2aτD,a þ S2bτD,b =2

- 1=2

: ð54Þ

For the experimentally important case of species of different brightnesses with a
single diffusion time diffusing in 3D the FCS correlation function (not including
photophysical effects) is given by [29]

G a, bð Þ τð Þ=A
1

1þ τ
τD, a, bð Þ

1

1þ τ

S2a, bð ÞτD, a, bð Þ
ð55Þ

If diffusion is restricted to a plane which is centered in the focus and perpendic-
ular to the laser beam the MDF can be modeled as a two-dimensional Gaussian
function (2DG). In this case, the FCS correlation function simplifies to

G a, bð Þ τð Þ=A
1

1þ τ
τD, a, bð Þ

ð56Þ

Figure 3 illustrates the typical shapes of FCS diffusion curves for the 2DG model
and for the 3DG model, including different values of the structural parameter S.
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Abstract Owing to its chemical specificity, high brightness, live-cell compatibility
and other favourable characteristics, fluorescence is ubiquitously used as a source of
contrast in biological microscopy. Fluorescence microscopes are also indispensable
for many fluorescence spectroscopy techniques, such as single-molecule spectros-
copy, fluorescence fluctuation spectroscopy and any form of fluorescence (micro)-
spectroscopy performed in-situ in living cells and organisms. This makes
fluorescence microscopy a key topic of this whole volume. This chapter aims at
providing a general introduction to the topic, describing a generic fluorescence
microscope and its essential components with more emphasis on objective lenses
and their role in determining the resolution of microscopy images. The differences
between widefield and confocal microscopes are explained and the later part of the
chapter introduces briefly other variants of fluorescence microscopy and approaches
to increase image resolution.

Keywords Confocal microscopy · Image resolution · Optical microscopy · Optical
sectioning · Super-resolution imaging

1 Introduction

Fluorescence is one of the most commonly used sources of contrast in biological
microscopy. Its uses range from the most routine assays, such as counting cells based
on fluorescently labelled nuclei or counting live and dead bacteria using live/dead
staining [1], to the most advanced forms of super-resolution or functional imaging
[2, 3]. Fluorescence as a source of contrast in biological microscopy owes its
popularity to several factors including:

1. Chemical specificity. Selective fluorescent labelling allows visualising the spatial
distribution of specific structures or molecules of interest. Some fluorescent labels
are specific to certain classes of molecules (for example DNA labelling dyes
[4, 5]) or to certain types of environment (for example lipophilic dyes accumu-
lating preferentially in non-polar environments such as lipid membranes or lipid
droplets [6, 7]). Besides this type of low-level specificity there exist various
labelling strategies to achieve more specific targeting. These include, for example
the use of fluorescently labelled antibodies or DNA sequences, genetically
encoding proteins of interest tagged either with fluorescent proteins or with
specific anchor sequences for fluorescent label binding [8–10]. Last but not
least, some biomolecules exhibit intrinsic fluorescence (for example
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photosynthetic dyes or metabolic cofactors) and can be specifically imaged by
fluorescence microscopy without the need for extrinsic labelling
[11, 12]. Although indispensable in fluorescence microscopy studies,
fluorophores and labelling strategies are beyond the scope of this chapter. More
information on this topic can be found in chapter “Choosing Fluorescent Probes
for Biology” of this volume.

2. Multiplexing capability. There exists a broad range of fluorophores with distinct
excitation and/or emission spectra. Since signals from spectrally distinct
fluorophores can be readily distinguished, it is possible to image simultaneously,
or nearly simultaneously, several species of molecules or structures of interest
selectively labelled by distinct fluorophores. Such images can be then used, for
example, to evaluate colocalisation between different species of proteins or other
biomolecules [13–15]. When linear spectral unmixing is used (see Sect. 2.2.1),
even signals from fluorophores with highly overlapping spectra can be separated,
allowing distinguishing of more than 100 different spectral signatures in fluores-
cence images [16].

3. Environmental sensitivity. Fluorescence brightness, spectra as well as fluores-
cence lifetimes of many fluorophores are sensitive to the fluorophore’s environ-
ment. This allows fluorescence microscopy to image distributions of, for
example, pH, polarity, viscosity, or the concentration of specific ions [17–19]
inside of living cells or multicellular organisms.

4. High brightness. Fluorescence is typically several orders of magnitude brighter
than Raman scattering, another source of chemically specific contrast in micros-
copy [20]. While fluorescence cannot compete with Raman scattering in the
amount of chemical information it provides, its high brightness allows on one
side direct observation of fluorescence in microscope eyepieces and, on the other
side, it permits imaging and tracking of individual fluorophore molecules.

5. Compatibility with living cells and organisms. Like most other forms of optical
microscopy, fluorescence microscopy is suitable for imaging living cells or
multicellular organisms. Low excitation intensities are often sufficient to obtain
enough fluorescence signal, resulting in low phototoxicity and making fluores-
cence microscopy suitable for live-cell and live-organism imaging over extended
periods of time [21, 22].

6. Technical simplicity and affordability. In its simplest forms, fluorescence micros-
copy can be performed with very simple optical microscope setups, which are not
fundamentally more complex than setups for brightfield optical microscopy, the
simplest and oldest form of optical microscopy. Various low-cost designs of
fluorescence microscopes or upgrades to brightfield microscopes have been
proposed, including lens-free designs [23–32]. The technical simplicity of fluo-
rescence microscope also ensures its straightforward combination with other
optical microscopy modalities [33, 34].

7. Super-resolution capabilities. While in its basic forms, fluorescence microscopy
offers the same resolution as other forms of optical microscopy, which means
diffraction-limited at the best (see Sect. 3.1 for more details), there exist a number
of techniques that allow fluorescence imaging with significantly better resolution.
Most of these techniques rely on some features specific to fluorescence
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microscopy such a switching of fluorophores between bright (fluorescent) and
dark states or sparsity of features typical for fluorescent images. For more details,
see Sect. 6 and chapter “STED and RESOLFT Fluorescence Nanoscopy”.

So far, when talking about fluorescence as a source of contrast in microscopy, we
have mainly considered fluorescence intensity as the source of contrast. Fluores-
cence intensity images inform us mainly about the spatial distribution of fluorescent
probes and fluorescently labelled molecules of interest in the specimen and can be
acquired even with the simplest forms of fluorescence microscopes. However, other
characteristics of fluorescence can be also used to generate contrast in fluorescence
microscopy and to provide different types of information about the system under
study. As examples we can mention fluorescence lifetime used in
fluorescence lifetime imaging microscopy (FLIM) (see chapter “Time-Resolved
and Polarized Spectroscopy” for more details), fluorescence anisotropy [35, 36],
fluorescence linear dichroism [37] or statistics of fluorescence intensity fluctuations
employed in fluorescence correlation spectroscopy (FCS) imaging (see chapter “2D
FCS Including Imaging FCS and Scanning FCS”).

The term microscopy is usually associated with imaging of microstructures.
However, fluorescence microscopes are also frequently used in non-imaging tech-
niques as a device to generate small, well-defined detection volumes essential in FCS
(see chapter “FCS and FCCS Principles and Applications”) and other single-
molecule fluorescence spectroscopies. While these techniques are often not gener-
ating images themselves, they frequently benefit from the imaging capabilities of
fluorescence microscopes for positioning the detection volumes into specific regions
of the specimen. This aspect has become more important as biomolecular studies
move from in-vitro settings to measurements performed directly in living cells and
organisms. Overall, these fluorescence spectroscopic or micro-spectroscopic tech-
niques can be seen as a form of fluorescence microscopy in a broader sense, bringing
us to the conclusion that this whole volume is dedicated largely to fluorescence
microscopy. As many of more specialised modalities of fluorescence microscopy
are, therefore, discussed in other chapters, this chapter limits itself only to general
basics of fluorescence microscopy.

2 Epifluorescence Microscope

The most common architecture of a fluorescence microscope is an epifluorescence
microscope, which employs episcopic, or in other words reflected light, mode of
observation. In practice this means that the excitation light is delivered to the
specimen by the same objective lens which is used for collecting the fluorescence
light. A generic (widefield) epifluorescence microscope is schematically depicted in
Fig. 1. An epifluorescence microscope can be built in an upright (the objective is
above the specimen) as well as in an inverted configuration (the objective is below
the specimen), whichever configuration is more suitable for the specimens of
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interest. The inverted configuration is preferred for imaging cells in culture dishes
and similar systems, where small objects are found close to the bottom of a dish filled
with a liquid medium. The upright configuration is more convenient for imaging
larger non-transparent objects, for example intravital imaging in rodents. Micro-
scope slides are easily imaged in either configuration. The schematic in Fig. 1 shows
explicitly an inverted microscope; turning the figure by 180° gives a schematic of an
upright microscope.

2.1 Light Sources

The excitation light in an epifluorescence microscope can be provided by lasers or
incoherent light sources, often referred to as lamps. Lasers are used in confocal
microscopy (see Sect. 4), while incoherent light sources are common in widefield
fluorescence microscopy with the exception of some specialised widefield
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Fig. 1 A schematic drawing of the main components of an inverted widefield (a) and confocal (b)
epifluorescence microscope. Refer to Sects. 2.1–2.4 for an explanation of the role of the individual
components. Green lines schematically illustrate rays of fluorescence emitted from an in-focus
fluorophore (solid lines) and an out-of-focus fluorophore (dotted lines). The rays from the in-focus
fluorophore are focused in the primary image plane producing a sharp (diffraction limited) image of
the fluorophore, while the unfocused rays from the out-of-focus fluorophore produce a blurry
background. Confocal aperture in the confocal setup (b) stops most of the out-of-focus fluorescence
from reaching the detector (see Sect. 4 for more details)
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modalities such as total internal reflection fluorescence (TIRF) microscopy (see Sect.
5.3). Mercury or Xenon arc lamps producing white light covering a broad spectral
range from ultraviolet (UV) to near infrared (NIR) used to be the most common light
sources in widefield epifluorescence microscopy. Mercury metal halide lamps
offered a similar spectrum with the advantages of a longer lifetime and easier
operation. However, all these lamps have been largely rendered obsolete by solid-
state light sources usually based on light-emitting diodes (LEDs). LEDs often emit in
relatively narrow spectral ranges (although white-light LEDs are also available);
therefore, LED-based light sources usually contain several LEDs which together
cover the whole desired spectral range. Their advantages include very long lifetimes,
high-intensity stability, high energy efficiency [38, 39] as well as fast modulation
capabilities [40]. Beside the high efficiency of conversion of electric energy to light,
solid-state light sources have three additional advantages which contribute to the
overall energy efficiency of the microscope:

1. LEDs can be switched on and off nearly instantaneously. Therefore, they can be
on only when excitation light is needed. In contrast, metal halide or arc lamps
have quite long warm-up times and cannot be switched off, for example, between
the acquisition of individual images; a mechanical shutter has to be used instead
to prevent the excitation light from reaching the specimen when it is not needed.

2. The output power of LEDs can be regulated electronically, hence they do not
need to emit at full power if only low excitation light intensity is required. Neutral
density filters or aperture stops are used to control the excitation light intensity
produced by metal halide or arc lamps, while the lamp itself emits at its full
power.

3. Only a narrow spectral band of excitation light is usually used at a time to
specifically excite certain fluorophores of interest. Since metal halide or arc
lamps produce white light covering a broad spectrum, the desired spectral band
is selected by an excitation filter (see Sect. 2.2.) which blocks the rest of the light
from reaching the specimen. Most of the output of the lamp is, thus, typically
wasted. On the other hand, since solid-state light sources usually contain multiple
LEDs, each emitting only in a relatively narrow spectral band, only the LED
emitting in the desired spectral band can be turned on.

The combination of nearly instantaneous on and off switching and narrow
spectral bands (see points 1 and 3 above) makes LED-based light sources well suited
for very fast multi-channel fluorescence imaging. Rapid switching between different
excitation spectral bands, without the need for any mechanically moving parts,
enables nearly simultaneous selective excitation of different fluorophore species in
the specimen. To fully benefit from the high speed of excitation band switching,
there must be no other mechanical movements involved in switching between
different fluorophore channels; the microscope, therefore, needs to be equipped
with a main beamsplitter and an emission filter that is suitable for all the fluorophores
of interest (such as a polychroic mirror or a partially reflective mirror and a multi-
band emission filter; see Sect. 2.2 for more details).
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2.2 Beamsplitters and Filters

Light from an excitation light source (see Sect. 2.1) passes through an excitation
filter to select the desired excitation spectral window. Excitation filters are not
needed if the light source emits only in a narrow spectral band such as is the case
with most lasers and some LEDs. In setups with multiple laser lines available for
excitation, acousto-optical tuneable filters are sometimes employed instead of exci-
tation filters to select a desired laser line or a combination of lines. Together with the
ability of rapidly switching the excitation laser lines, they offer an additional
capability of fast modulation of a laser line intensity [41].

The excitation light is then reflected by a beam splitter, the main or primary beam
splitter, to the microscope objective. Fluorescence emitted by the specimen is
collected by the same objective and passes through the primary beam splitter in
order to reach the detection device, for example a digital camera or human eye. The
primary beam splitter thus plays the key role of separating the excitation and
emission light paths. It is usually a dichroic mirror which reflects light of wave-
lengths shorter than a cut-off wavelength and transmits light of longer wavelength.
The separation is, therefore, based on the well-known phenomenon of Stokes shift,
the red shift of a fluorophore’s emission spectrum compared to its excitation
spectrum. It is a very efficient way of separating the emission and excitation paths
since the losses of emission as well as excitation light are minimal on a properly
chosen dichroic mirror. The disadvantage of a dichroic mirror with a single cut-off
wavelength is its limitation to a specific spectral window. When a specimen labelled
by multiple, spectrally distinct fluorophores needs to be imaged, a different dichroic
mirror has to be used for each fluorophore, which slows down the acquisition speed.
This limitation is overcome by polychroic mirrors, which have several alternating
reflection and transmission bands. They allow simultaneous or nearly simultaneous
(for example with a light source allowing very fast switching of excitation spectral
bands; see Sect. 2.1) excitation of distinct fluorophore species. Polychroic mirrors
with 2 to 4 bands are commonly used in fluorescence microscopy and mirrors with
higher numbers of bands are also available. With increasing number of spectral
bands, the transmissive spectral windows have to be narrower, which reduces the
amount of fluorescence light that can reach the detection device. The loss in
fluorescence signal tends to be more prominent for fluorophores with broader spectra
that are more likely to stretch further over the other reflective spectral bands.

Where full flexibility in the choice of excitation wavelengths and their combina-
tions is important, an acousto-optical beam splitter can be used as the primary beam
splitter [42]. The device acts as a polychroic mirror with arbitrarily tuneable reflec-
tion and transmission bands. The drawbacks are the increased cost and complexity of
such a setup. Alternatively, a broad-band partially reflective mirror (for example
with 10% reflectivity and 90% transmissivity across the whole visible spectrum) can
be used as a low-cost alternative in such cases. Similarly to an acousto-optical beam
splitters, it is suitable for any combination of excitation and emission bands. Its low
efficiency in delivering excitation light to the objective can be compensated by
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increasing the excitation light source power. If the excitation source is powerful
enough, even lower reflectivity to transmissibility ratios can be used to minimise the
loss of fluorescence light on the beamsplitter. A limitation lies in its lack of spectral
selectivity. Reflected or back-scattered excitation light passes the mirror equally well
as fluorescence and all the burden of blocking the unwanted excitation light then
falls on the element which typically follows after the primary beam splitter – an
emission filter.

The role of the emission filter is to block unwanted reflected and scattered
excitation light from reaching the detection device and to define the spectral band
in which fluorescence is detected. It, therefore, increases the specificity of detecting
the fluorescence signal of interest. Similarly to dichroic and polychroic mirrors, there
exists a range of long-pass, single band-pass and multiple band-pass filters. Fluo-
rescence spectra are usually quite broad, spanning ranges often exceeding 100 nm;
therefore, compromises are usually needed between the requirements of specificity
(enhanced by narrow-band filters) and maximising collected signal (increasing with
broader transmissivity bands of the filters). When we want to specifically image
individual fluorophore species in a specimen labelled by multiple fluorophore
species, selective excitation of individual species by light of appropriately selected
wavelengths applied one at a time is usually more efficient and preferred compared
to attempting emission signal separation by narrowing down the emission filter
transmission bands. When multiple fluorophore species are excited by the same
wavelength, it is often impossible to detect the signal from an individual fluorophore
species only, without contamination with signal from the other simultaneously
excited species (so-called spectral crosstalk). Linear spectral unmixing introduced
in Sect. 2.2.1 may be necessary in such a case to separate contributions from the
individual fluorophore species.

Matched sets including an excitation filter, a dichroic or polychroic mirror and an
emission filter, for a certain spectral range of fluorescence, are commonly mounted
in filter cubes. The whole filter cubes are then exchanged when switching between
fluorophores, either by rotating a filter cube turret or translating a filter cube slider. In
some setups, excitation filters, beam splitters and emission filters are mounted in
separate turrets and can be thus freely combined. This flexible arrangement is
advantageous when two fluorophores (or a single environmental sensitive probe in
two different environments) excited by the same wavelength but emitting at different
spectral windows, which means exhibiting different Stokes shifts, are present in the
specimen. A single excitation filter and dichroic mirror alongside with two different
emission filters are sufficient in this case. An example is probing lipid membrane
organisation with Laurdan, which changes its emission spectrum in response to the
membrane phase [43].

In some cases, for example when the process under study is very fast, it is
necessary to capture the signal from multiple fluorophores truly simultaneously.
Polychroic mirrors as main beam splitters can help in such cases by enabling
simultaneous excitation in different spectral bands; however, a single multi-band
emission filter and a single-detection device are not sufficient in this case since they
would not allow separation of the signals from individual fluorophores. Multiple
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detection devices are needed, each collecting light in a different spectral window.
Secondary dichroic beam splitters and emission filters are then usually employed to
spectrally separate the fluorescence signals. The individual detection devices can be,
for example separate digital cameras or separate portions of the chip of a single
camera. The latter approach, beside reducing the cost of the setup by decreasing the
number of cameras needed, is advantageous in situations where the final experiment
output is sensitive to camera noise characteristics, such as in fluorescence fluctuation
spectroscopies [44]. Its obvious limitation is a reduction of the accessible field
of view.

The choice of beam splitters and filters is an important step in a fluorescence
microscopy experiment design. The choice is based on the excitation and emission
spectra of fluorophores used to label the specimen, with the goals of maximising the
portion of the emission spectrum detected and, in the cases when multiple
fluorophore species are used, of minimising the spectral crosstalk between individual
spectral channels. Fluorophore spectra databases are a useful tool for this task [45].
Note that matching the detection spectral window to the emission spectrum of a
fluorophore is more important than matching the excitation wavelength to the
fluorophore’s excitation spectrum maximum. The reduced excitation efficiency,
when using a wavelength outside of the excitation spectrum maximum, can be
compensated by increased excitation light intensity. Light which is not absorbed
by the specimen is not likely to cause it any harm. Therefore, if the excitation light is
not strongly absorbed by other molecules in the specimen than the fluorophores of
interest, the risk of photodamage and phototoxicity scales with the excitation rate of
the fluorophores rather than the excitation light intensity itself. On the other hand,
there are no easy ways to compensate for fluorescence light lost on sub-optimally
chosen filters or beam splitters, other than, for example, extending image integration
times (and thus the duration of the experiment), detection gain (and thus the noise in
the image) or fluorophore excitation rate (and thus the risk of increased fluorophore
bleaching and photodamage of the specimen).

Spectral crosstalk is minimised by selecting fluorophores with spectrally well-
separated emission and/or excitation. However, the more different fluorescent labels
are present in the specimen, the smaller the spectral separation between them can be,
eventually leading to the presence of fluorophores with overlapping spectra. In such
cases, dichroic mirrors and optical filters are not sufficient to unambiguously sepa-
rate signals from such fluorescent labels. Linear spectral unmixing can be a solution
to this problem.

2.2.1 Linear Spectral Unmixing

We assume that the fluorescence emission spectrum of a mixture of fluorophore
species is a linear combination of emission spectra of the individual species weighted
by the relative abundance of each fluorophore species. If we acquire a multi-channel
image with C fluorescence channels, then in each pixel of the image, we get the
following intensities in each channel:
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Ic =
S

s= 1

Mcs ws

Index c denotes the fluorescence channel and goes from 1 to C, index s identifies
the fluorophore species and goes from 1 to S, the number of the fluorophore species.
ws is the weight with which s-th fluorophore species contributes to the overall signal,
or in other words, the relative abundance of the s-th fluorophore in the mixture. Mcs

are the elements of the so-called mixing matrix which describes the contribution of
each fluorophore species to the individual channels, that means their normalised
spectral signatures. The mixing matrix can be found by acquiring images (with the
same set of C channels) in samples containing each a single fluorophore
species only.

By measuring the signal in all C channels, we obtain a set of C equations for
S unknown weights ws. This set of equations can be unambiguously solved only
when C is larger than or equal to S. This means we need at least as many channels as
we have fluorophore species. The unknown weights ws are then obtained from the
following equations:

ws =
C

c= 1

Usc Ic

Usc are the elements of the unmixing matrix, which can be found by matrix
inversion (in the case when C = S) or pseudo-inversion (when C > S) of the mixing
matrix. Finding the weights ws for all pixels in the image gives us a new multi-
channel image of S channels, each channel corresponding to the distribution of a
single fluorophore species.

When spectra of two fluorophore species, i-th and j-th, are heavily overlapped, the
corresponding mixing matrix elements Mci and Mcj are likely very similar for all
channels c, compromising the reliability of the unmixed weights wi and wj. Increas-
ing the number of channels Cmay help in such cases by leveraging subtler difference
in the fluorophore spectra. On the other hand, higher number of channels C implies
narrower spectral bands for each channel, resulting in lower signal in each channel
and, therefore, in compromised signal-to-noise ratio. Lower signal-to-noise ratio is
another factor increasing the uncertainty in the unmixed weights.

Because we have assumed a linear mixing model, where the spectrum of a
mixture of fluorophore species is a linear combination of spectra of the individual
species, linear spectral unmixing fails where this assumption is not met. This is, for
example the case of saturated pixels. If the pixel value in a channel exceeds the
dynamic range of the image, the value is clipped at maximum of the dynamic range.
This affects the ratios between intensities Ic in different channels and leads to
incorrect weights ws. The more a fluorophore species contributes to the saturated
channel, the more will its weight be underestimated.

In some cases, the mixing matrix Mcs is not known. For example, when working
with a sample exhibiting multiple spectral patterns of autofluorescence, it is not
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possible to measure spectra of each autofluorescence component separately. For
such situations, various blind spectral unmixing algorithms have been proposed,
which estimate spectral signatures of the individual fluorophore species based on the
distribution of mixed spectra present in individual pixels of the image [46, 47].

2.3 Image Formation

So far, we have not touched on the image-forming optics, which form the core of any
optical microscope. As mentioned earlier, in epifluorescence microscopy, the objec-
tive lens has the double role of delivering excitation light to the specimen and of
imaging the emitted fluorescence. Modern optical microscopes use the so-called
infinity-corrected optical system. In this system, the objective lens, called infinity-
corrected objective lens, is not used alone to produce the magnified image. Instead, it
collimates rays originating from the focal plane. The collimated, that means parallel,
rays are then focused by another lens, called tube lens, to produce a magnified image.
Optical filters and beamsplitters are typically located in the so-called infinity space
between the objective lens and the tube lens. Since the fluorescence light is colli-
mated in this space, plan parallel optical elements such as optical filters do not
disturb its wavefront. The image formed by the tube lens, called the primary image,
can be then viewed by the microscope eyepiece or captured by a spatially resolved
detector such as a digital camera, with its sensor positioned in the primary image
plane. In some setups, though, the image formed by the tube lens is relayed to the
camera sensor by a telescope (a pair of lenses) to increase or decrease the magnifi-
cation of the image or to gain space for other optical elements such as secondary
beamsplitters and filters.

Objective lenses are critical in determining the quality and resolution of micros-
copy images. Because of its central importance, the whole Sect. 3 is dedicated to this
topic.

2.4 (Widefield) Image Detection

The last component in the detection optical path is the detection device itself. As we
said above, in widefield epifluorescence microscopy, it is usually a spatially resolved
sensor, or in other words a digital camera. Such a sensor is a two-dimensional array
of small photosensitive elements, which we can call the physical pixels of the sensor,
or pixels for short in the context of this section which is dedicated to camera sensors.
In other context the term pixel can also refer to image pixels, the unit building blocks
of a digital image. While those two are clearly linked (typically the intensity values
of image pixels are proportional to the signal detected by the camera physical pixels),
there is a conceptual distinction between them.
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For fluorescence microscopy, monochrome cameras are usually preferred
because of their higher sensitivity. A typical colour camera sensor contains pixel-
level colour filters that make different physical pixels sensitive to light of different
colour. In the usual Bayer pattern, in a group of 4 (2 × 2) neighbouring physical
pixels, one is sensitive to blue light, one to red light and two are sensitive to green
light [48]. Since the spectral bands for fluorescence detection are typically defined by
the emission filters, the spectral information provided by a colour camera is redun-
dant and the pixel-level colour filters only lead to additional signal losses. Further-
more, red or blue fluorescence is detected only by a fourth of the physical pixels
(1 pixel in each group of 4), resulting in a correspondingly reduced sensitivity in that
part of the spectrum.

The first digital camera technology that become widespread in fluorescence
microscopy were charge-coupled devices (CCDs). A CCD sensor is an array of
metal-oxide-semiconductor (MOS) capacitors that are charged by photoelectric
effect when exposed to light. These capacitors form the physical pixels of the sensor
and their pitch in the array is the physical pixel size. The charges are then converted
to voltage by a charge amplifier and the voltage is then digitised. A usual CCD uses a
single charge amplifier for the whole chip, which means that the charges from all
pixels need to be transferred to a single readout point. This is achieved by applying
external voltage, which induces the charges to hop to a neighbouring pixel. Charges
from whole lines of pixels are transferred in this way to the neighbouring lines. The
line on the edge of the sensor area is transferred to a readout register in which the
charges are moved towards the charge amplifier in a direction perpendicular to the
line transfer direction. Once the charges from all pixels in the readout register have
been read one by one, all lines are again shifted by one step, and a new line enters the
readout register. This is repeated until each line has been read in the readout
register. The process can be quite time-consuming for sensors with large pixel
numbers and, unless a mechanical shutter is used, may result in image smearing
caused by exposing the camera while the lines of pixels are being shifted towards the
readout register. To avoid the need for a mechanical shutter, different CCD archi-
tectures with masked pixels have been developed. An interline CCD uses a sensor
chip with every second row of pixels covered by an opaque metal mask. The charge
accumulated in the active, non-masked, rows of pixels is transferred to the masked
rows and then shifted to the readout register and read out while the next frame is
being collected by the active rows. The disadvantage is the reduction of the sensor
fill-factor to 50%. This can be partially compensated by the use of micro-lens arrays
that focus the light to pixels in the active rows. In a frame transfer CCD, half of the
sensor chip is covered by an opaque metal mask. The lines are quickly transferred to
the masked area and then read out through the readout register while the next frame
is being collected in the non-masked part of the sensor. This design ensures full fill-
factor of the sensor at the cost of using a chip of twice the size. As such it is preferred
in low-light applications, where high sensitivity is more important than low cost.

Among the advantages of CCDs are high quantum efficiency (QE, the fraction of
incident photons contributing to charge generation), which can reach values above
90% and high uniformity of pixel noise characteristics ensured by using a single
charge amplifier for all pixels [49, 50].
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A modification of CCD sensor called electron-multiplying CCD (EM-CCD) was
developed to increase the signal at very low-light levels. An amplification register,
through which the charges pass on their way to readout, is added to the chip. High
voltage is used to shift electrons in this register resulting in impact ionisation
similarly to what happens in an avalanche photodiode. The higher the applied
voltage in the amplification register, the larger the gain in electron number. Although
the amplification is an additional source of noise, the large gain in signal it provides
leads to significant improvements in signal-to-noise ratio at low-light levels.
EM-CCDs thus became the sensors of choice for single-molecule fluorescence,
calcium imaging and other low-light applications [51–54].

An alternative digital camera technology, which has become increasingly wide-
spread in fluorescence microscopy, is complementary metal-oxide-semiconductor
(CMOS) sensors. Their principal difference from CCDs lies in the fact that in a
CMOS sensor, each pixel is equipped with its own charge amplifier. This makes
charge readout from CMOS sensors faster than from CCDs; however, it also means
that part of the sensor active area is lost to charge amplifier transistors. This problem
can be partially solved by micro-lens arrays focusing light to the active area of each
pixel. Another potential problem associated with pixel-wise readout is the
non-uniformity in amplification and in noise caused by variations between the
amplifiers at individual pixels. This used to limit the spread of CMOS sensors in
scientific applications until the arrival of so-called scientific-grade CMOS (sCMOS)
sensors, which feature low readout noise and high quantum efficiencies that do not
lag behind CCDs. Another important development in CMOS sensor technology was
the integration of field-programmable gate arrays which can be programmed to
correct for sensor-specific pixel-to-pixel variations (such as so-called hot pixels or
fixed-pattern noise) caused by non-uniform performance of the individual amplifiers
[50, 55]. All these developments have made current CMOS sensors a viable alter-
native to CCDs and EM-CCDs. Being easier and cheaper to manufacture, especially
at large formats, cameras with CMOS sensors have become the mainstream choice in
fluorescence microscopy, pushing CCDs and EM-CCDs to the position of a niche
technology reserved for highly specialised applications. sCMOS sensors are suc-
cessfully used in single-molecule fluorescence and even low-cost industrial CMOS
cameras or cell phone CMOS cameras have been shown to be capable of single-
molecule detection [56–60].

3 Objective Lenses and Image Resolution

As mentioned in Sect. 2.3, the objective lens is a key component of any optical
microscope and its performance determines the quality of the magnified image.
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3.1 Resolution of a Fluorescence Microscope

The purpose of a microscope is to observe small details of the imaged objects. The
resolution or resolving power of a microscope, that is the dimension of the smallest
detail of the object that can be resolved in the image, is therefore a key indicator of
the microscope performance. The higher the resolution, the smaller are the resolv-
able details, the better. Let us define for simplicity the resolution as the smallest
distance between two parallel straight lines that can be resolved as separate lines.
This is straightforward enough in theory, less so in an experiment at very high
resolutions, where no resolution targets with parallel straight lines of well-defined
spacing are readily available. Various approaches how to experimentally measure
the resolution in such cases have been developed [61–70], but we will not enter into
this topic here.

To characterise the resolution of a fluorescence microscope or in general any
optical microscope, we will introduce the concept of the microscope’s point spread
function (PSF) defined as the image of a point-like object. A hypothetical perfect
optical system images each point-like object as a single point, resulting in what we
can call a geometrically perfect image. This is however not the case of real optical
systems for reasons which we will discuss further.

This concept is particularly relevant in fluorescence microscopy, where each
individual fluorophore in the specimen is an independent light source of negligible
dimensions. A fluorophore can be approximated as a self-luminous point the image
of which is the PSF. The image captured by the microscope is then the sum of images
of all fluorophores within the field of view, that means a weighted (by brightness of
individual fluorophores) sum of PSFs centred each at the geometrically perfect
image of the respective fluorophore. This is mathematically described as a convo-
lution of the geometrically perfect image with the PSF.

Such convolution results in blurring of the image; the broader the PSF, the more
blurred becomes the image. Let us consider the hypothetical parallel straight lines;
the image of each individual line will not be an infinitely thin geometrical line; it will
have the width of the PSF (see Fig. 2). If we start from an infinitely thin line and keep
broadening the PSF or decreasing the distance between the lines, the images of the
lines will be increasingly overlapped as the PSF width increases with respect to the
distance between the lines, until at some point it will not be possible to tell whether
there are two closely spaced lines or just a single line.

The next question is what a microscope PSF looks like and by what factors is it
determined. To answer it, we need to consider the nature of light as electromagnetic
waves. When they propagate through apertures, waves exhibit phenomena referred
to as diffraction. Since a microscope objective lens has a finite diameter, it represents
an aperture in the optical system and the PSF can be described using the theory of
diffraction on a circular (typical cross-section of objective lenses) aperture. The
theory predicts that the PSF has the form of an Airy function, which consists of a
main central peak and decaying concentric rings. Most of the photons contributing to
the image are concentrated in the central peak of the Airy function, making it
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possible to approximate the microscope PSF by a Gaussian function. The smaller the
aperture is, the stronger is its effect on the propagation of the waves and the broader
is the central peak of the PSF. From what we said earlier, this also means the lower is
the resolution.

From the theory of diffraction of light on a circular aperture, it follows that the
radius of the PSF central peak RPSF, that is the radial distance between the maximum
of the peak and the first minimum of the Airy function is:

RPSF = 0:62
λ
NA

Where λ is the wavelength of the detected light, the florescence wavelength in this
case, and NA is the numerical aperture of the objective lens. Because of its influence
on the microscope resolution, NA is a key parameter of microscope objective lens
performance, and we will discuss it more in Sect. 3.2.

Considering the effect the PSF has on the image of the hypothetical parallel
straight lines (see Fig. 2), we can deduce that the microscope resolution d, that is the
smallest distance between two lines, at which they can be resolved as separate lines,
is proportional to RPSF:

0

50

100

150

200

250

300

0 400 800 1200 1600

A

D

0

50

100

150

200

250

300

0 400 800 1200 1600

E

B

0

50

100

150

200

250

300

0 400 800 1200 1600

F

C

distance/nm distance/nm distance/nm

Fig. 2 Diffraction-limited resolution limit illustrated on simulated images of two thin parallel
fluorescent lines (a–c) and the respective intensity profiles along the direction perpendicular to the
fluorescent lines (d–f). The PSF width is RPSF = 339 nm. The first case (a and d) corresponds to the
Rayleigh criterion with distance between lines d = 339 nm, the second case (b and e) to Sparrow
criterion (d= 264 nm) and the last case (c and f) to unresolved lines at d= 200 nm. The dimensions
of the images are 1,600 × 1,600 nm. The PSF was for simplicity approximated by a Gaussian
function. Intensities in the plots of intensity profiles are shown in relative units
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d= q RPSF

The commonly used Rayleigh resolution criterion uses q = 1, which means the
lines are considered resolvable if the maximum of one PSF coincides with the first
minimum of the other PSF [71, 72]. This may be unnecessarily strict, and we may be
able to resolve the two lines as separate even if the centres of the respective PSFs are
slightly closer. Ernst Abbe in his seminal work [73] derived a formula for micro-
scope resolution, which corresponds to a slightly smaller q:

d=
λ

2 NA

Another commonly used criterion, Sparrow criterion, considers the line to be
resolvable as long as the intensity profile along a direction perpendicular to the two
fluorescent lines contains two separate maxima with a minimum in between, leading
to q of approximately 0.78 (see Fig. 2b, e). In other words, there has to be a dip, no
matter how small, in the intensity profile, in order to resolve the lines as separate
[71, 72]. This can be considered as an ultimate limit to the resolution. Once the PSFs
overlap to such an extent that the intensity profile contains just a single maximum,
there is in principle no way how to tell that the image originates from two separate
lines and not just from a single, possibly thicker, line (see Fig. 2c, f).

Considering the dip in the intensity profile brings us also to the influence of
signal-to-noise ratio on the image resolution. As the distance between the fluorescent
lines decreases, so does the difference between the maxima of the intensity profile
and the local minimum in between them. When this difference, the depth of the dip,
is smaller than the noise in the image, it may not be possible to resolve the dip in the
intensity profile and hence to resolve the two fluorescent lines. Sparrow criterion
may be therefore perceived as a limit which applies when the signal-to-noise ratio of
the image approaches infinity.

Our discussion here dealt only with resolution of two lines which are both in the
focal plane, or in other words with the lateral resolution of the microscope. Similar
considerations apply also to the resolution along the optical axis. The axial resolution
of a microscope objective lens is also determined by its NA. For practical purposes, we
can consider the diffraction-limited resolution of a high NA objective to be approxi-
mately 0.2 μm in the lateral and approximately 0.6 μm in the axial direction [71].

3.2 Resolution and Optical Aberrations

The diffraction-limited resolution introduced in the preceding section can be achieved
only with an objective lens well corrected for optical aberrations such as astigmatism,
field curvature and spherical and chromatic aberrations. From a microscope user’s
perspective, the last two aberrations are the most important to be aware of.

Chromatic aberration stems from the dependence of refractive index on wave-
length of light, known as the chromatic dispersion of a material. Chromatic
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dispersion of optical glass results in wavelength dependence of the magnification
(lateral chromatic aberration) and focal length (axial chromatic aberration) of a lens.
Designers of microscope objectives combine lenses made of glass with different
chromatic dispersion to produce a lens assembly with minimal chromatic aberration.
Increasing the number of lenses in the assembly allows them to match the magni-
fication and focal length for more individual wavelengths and maintain sufficiently
small chromatic aberration for any wavelength in between. Based on the number of
wavelengths for which the aberration is corrected, microscope objective lenses are
grouped into three categories: Achromats (2 wavelengths), Semi-apochromats or
Fluars (3 wavelengths) and Apochromats (≥ 3 wavelengths with stricter limits on the
residual aberration) [72, 74]. Besides the number of individual wavelengths for
which the chromatic aberration is cancelled out, the different classes of objectives
also differ in the spectral range over which the chromatic aberration correction
extends. Objectives with a higher class of chromatic aberration correction may be
needed when imaging multiple fluorescence channels spanning the whole visible
spectrum or even exceeding the visible range, for example to near infrared.

Typically, the residual axial chromatic aberration (see Fig. 3) of corrected objec-
tive lenses is more pronounced than the lateral one. In widefield microscopes, the
residual axial chromatic aberration can be easily compensated for by adjusting the
objective to specimen distance for each channel. This is very straightforward with a
motorised microscope, where this task can be automated and does not require the
operator’s intervention when switching fluorescence channels. It is of course essen-
tial to determine correctly the necessary focus shifts, for example by taking images
of fluorescent beads labelled by multiple fluorophores which cover all the channels
of interest (ideally in the same medium and sample carrier which are used in the
actual experiments). This simple solution is, however, not always applicable to
confocal microscopy, as we will mention in Sect. 4.4, making apochromatic objec-
tives a preferred choice for confocal imaging.

Spherical aberration is inherent to all optical elements with spherical surfaces,
which is the case of nearly all lenses. It is manifested by PSF broadening and
therefore, by image blurring and loss of contrast. The general correction strategy
relies on combining lenses with positive and negative spherical aberration to produce
an assembly with minimal overall aberration. The aberration is wavelength depen-
dent and similarly to chromatic aberration correction, in an apochromatic lens, the
aberration is corrected for more individual wavelengths than in an achromatic lens
[72, 74]. Beside the optical path within the objective lens, spherical aberration in the
image is also affected by the optical path outside of the lens, particularly the part
between the fluorophore and the objective lens. Here in general, the light propagates
through the specimen, through a coverglass and through an immersion medium,
which fills the space between the coverglass and the objective front lens. Of course,
in some case there may be no coverglass in between the specimen and the objective
lens, which case can be generalised as containing coverglass of zero thickness, or the
“covereglass” may not be made of glass but, for example, of polystyrene. Objective
lenses are designed to work with (generalised) coverglass of a particular thickness
and refractive index and with immersion medium of a particular refractive index.
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Spherical aberration correction is compromised if either the coverglass or the
immersion medium differ from the expectations. The effect increases with the
objective NA. Many higher NA (> 0.5) lenses are therefore equipped with a
correction collar that allows the user to tune the spherical aberration correction to
work optimally with coverglass of different thickness and material and/or with
different immersion media [72]. There are, for example, objectives which can be
used with water, glycerol, or microscopic oil as immersion, as well as air immersion
objectives which can accommodate a broad range of coverglass thickness from 0 to
1.2 or 1.5 mm. The quality of images produced by low NA objective lenses depends
only marginally on the coverglass thickness; therefore, such lenses are usually not
equipped with adjustable correction.

Other than the immersion medium and the coverglass, the specimen itself and its
optical properties affect the spherical aberration correction [75]. In general, the
correction performs the best if there is no refractive index difference between the
specimen and the immersion medium. For this reason, specimens for high-resolution
microscopy are often mounted in media with carefully tuned refractive index

tube lens

primary image plane
A

B

Fig. 3 A schematic illustration of axial chromatic aberration. Fluorophores located in the same
plane in the specimen but emitting in different spectral regions are not imaged by the objective lens
to the same plane. Thus, if fluorophores emitting in one spectral region, for example the green
region (a), are sharply focused in the primary image (which also means that the rays of light emitted
by them are collimated in the infinity space between the objective lens and the tube lens),
fluorophores emitting in the other spectral regions are blurred. By refocusing the objective,
fluorophores emitting in another spectral region, for example blue (b), can be brought into focus
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[76]. The effects of the specimen refractive index increase with the length of the
optical path within the specimen, or in other words, with the depth within the
specimen at which we focus. When imaging, for example, a specimen in an aqueous
medium, at shallow depths (units of μm), an oil immersion objective is likely to
slightly outperform a water immersion one because of the former’s higher NA;
however, at larger depths (10s of μm and more) a water immersion objective is
likely to largely outperform an oil immersion counterpart because of the increasing
spherical aberration in the latter case.

Since the specimen-induced aberrations are specific to the specimen, more pre-
cisely to a specific location within the specimen, no generic correction scheme can be
incorporated in the design of the objective lens. Adaptive optics offer a possible
solution as they allow to tune to correction for each individual location in the specimen
and different strategies have been developed for finding a good correction without
adding too much to the time needed for image acquisition [77–80].

3.3 Objective Lens Numerical Aperture

NA of an objective lens is defined as the product of the immersion medium refractive
index n and sinθ, where θ is the largest possible half angle of the cone of light that
can enter the objective lens:

NA= n sinϑ

The importance of the refractive index of the medium is illustrated in Fig. 4. It
shows how rays of light are bent by refraction on interfaces between media of
different refractive indices, as described by Snell’s law. In this way, the oil immer-
sion objective working with immersion medium of a higher refractive index effec-
tively collects light emitted by the fluorophore into a larger solid angle. This means
that the larger the NA, the higher is the objective’s light collection efficiency and the
brighter is the image formed by such a lens. This is a very important consideration in
fluorescence microscopy where the photon budget is limited.

As we noted in Sect. 3.1, NA also determines the resolution of the objective lens.
This, together with its impact on light collection efficiency, makes NA probably the
single most important parameter describing objective lens performance. The influ-
ence of objective NA on microscope resolution follows also from an information-
theory point of view. Higher resolution means higher information contents of the
image; since photons are the information carriers in optical microscopy, collecting a
larger portion of all photons emitted by the fluorophores in the microscope field of
view does not increase only the brightness but also the resolution of the image.

From geometrical considerations, it follows that to maximise NA, it is necessary
to minimise the distance between the fluorophore and the objective front lens, that is
the working distance of the objective. This is not always possible because of steric
constraints imposed by the specimen. In some situations, where long working
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distance of the objective lens is necessary, NA has to be compromised and together
with it the light collection efficiency and the resolution of the objective.

From the definition of NA, it is clear that since sinθ < 1, NA< n. This is true for a
single-objective lens. However, by using multiple objective lenses, each with
NA < n, it is possible to construct a microscope with overall higher NA, equal to
the sum of the NAs of the individual objectives. In this way light emitted by the
fluorophores into a larger solid angle can be collected and the resolving power of the
microscope enhanced. This approach is referred to as 4Pi-microscopy in allusion to
the full solid angle of 4 π, an ultimate goal that is in practice not achievable. High NA
objective lenses tend to be quite bulky limiting practically the number of objectives
that can be thus combined to two in most cases [71, 81, 82].

3.4 Resolution and Image Pixel Size

So far, we have only considered the details resolvable in the image generated by the
microscope optics in the primary image plane. There is, however, one more step
involved in capturing the image, which can also affect the resolution of the final
digital image. In a widefield microscope, the primary image is captured by a camera
sensor consisting of discrete physical pixels. Features in the primary image that are
detected by a single physical pixel are not resolvable in the digital image. To discuss
this topic, we will introduce the projected pixel dimension pS, which is the physical
pixel pitch pC divided byM, the microscope’s total magnification (the product of the
magnifications of the objective lens and any additional magnifying or demagnifying
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Fig. 4 A schematic illustration of the influence of the refractive index of the immersion medium on
the light collection efficiency of an objective lens as expressed by the objective’s NA. As the rays of
light pass across interfaces between different media, the product n sin θ remains constant as
predicted by Snell’s law. As a result, an oil immersion objective (a) can collect light emitted by
the fluorophore into a larger solid angle than a similar air objective (b)
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optics between the objective lens and the camera). It is, therefore, the dimension of
the area in the sample, which is captured by a single camera pixel. Let us again
consider the case of the two parallel lines, this time separated by a distance larger
than the diffraction-limited resolution. As seen in Fig. 5c and f, when pS is larger
than half of the distance between the lines, the lines appear as a single line in the
image. This is a demonstration of the Nyquist-Shannon sampling theorem. A
diffraction-limited image is therefore obtained only if pS is smaller than half of the
resolution limit d, or in other words:
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Fig. 5 The influence of the projected pixel size on image resolution illustrated on simulated images
of two thin parallel fluorescent lines (a–c) and the respective intensity profiles along the direction
perpendicular to the fluorescent lines (d–f). The simulated situation is identical to that shown in
Fig. 2 a and d (the PSF width is RPSF = 339 nm and the distance between the lines d = 339 nm);
however, this time the effect of different projected pixel size ps is simulated. Images and intensity
profiles for ps= 103 nm (a and d), 152 nm (b and e) and 167 nm (c and f) illustrate that the two lines
can be resolved only if ps is smaller than half of the distance between the lines. It should be noted
also that in the case of pixel-size limited resolution, it is the distance of features in the primary
image, rather than the distance of the actual structures in the specimen that matters. The overlap of
the PSFs results in the intensity maxima being closer to each other (approximately 318 nm) than the
distance of the underlying thin lines. The same effect can also lead to overestimation of resolution if
it is measured directly as the shortest distance between resolvable features in an image. The
dimensions of the images are 1,600 × 1,600 nm. The PSF was for simplicity approximated by a
Gaussian function. Intensities in the plots of intensity profiles are shown in relative units
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4 Confocal Microscopy

One of the weaknesses of widefield epifluorescence microscopy, which we have
discussed so far, is its susceptibility to high background originating from out-of-
focus planes, especially when imaging thicker specimens. The cause of this problem
is illustrated in Fig. 1a. Fluorescence is excited in the whole volume of the specimen
that is illuminated by excitation light, which means that fluorophores in planes below
and above the focal plane emit as bright fluorescence as fluorophores in the focal
plane. Rays of light emanating from a fluorophore in the focal plane are collimated
by an infinity corrected objective lens and then focused by a tube lens to the plane of
a camera sensor, where they generate, in the ideal case, a diffraction-limited spot, the
PSF of the microscope. Fluorophores located at different positions in the focal plane
are imaged as PSFs at different positions in the plane of the camera sensor and
together all these PSFs add up to a sharp, meaning diffraction limited, image.
However, rays coming from fluorophore in out-of-focus planes are not collimated
by the objective lens, they are either divergent or convergent in the infinity space. As
a result, the signal from such fluorophores is spread over larger areas in the plane of
the camera sensor, contributing blurry background to the image.

A commonly used solution to this problem is based on blocking the out-of-focus
light by a spatial mask with an aperture positioned in such a way to selectively
transmit the signal originating from the focal plane. This is the principle of confocal
microscopy as illustrated in Fig. 1b. In this case a mask with a small aperture is
placed in the primary image plane instead of a camera sensor. Rays originating from
a fluorophore located in a corresponding spot in the focal plane are tightly focused in
the plane of the mask and, therefore, pass through the aperture to the detector. On the
other hand, light emanating from fluorophores in out-of-focus planes is defocused in
the plane of the mask and only a small fraction of it can pass through the aperture.

We can notice that with a single aperture, only light coming from a single position
within the focal plane can make it through the aperture. Rays from other locations
within the focal plane, though focused in the plane of the mask, would not coincide
with the aperture and would, thus, be completely blocked. This means that in such a
configuration, we are not able to directly capture an image; instead, we are measur-
ing the fluorescence intensity originating from a single small detection volume in the
specimen. While this is clearly useful for various forms of fluorescence micro
spectroscopy, such as single-point FCS, it is clearly not a complete solution to the
problem of blurry background in widefield images. To get a confocal fluorescence
image, we need to scan the specimen with the confocal detection volume and
measure the fluorescence intensity for each position, that is for each pixel (or each
voxel in the case of 3-dimensional imaging). Before we proceed to scanning the
specimen, let us make a few additional observations:

1. Since fluorescence is collected only from a small effective detection volume, it
would be wasteful to excite the whole volume of the specimen and subject it
unnecessarily to photobleaching of fluorophores and photo-toxic effects. Instead,
fluorescence is excited by a focused (typically laser) beam. The highest excitation
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efficiency is achieved in the focus of the beam which is aligned to correspond to
the effective detection volume defined by the aperture; the excitation beam focus
and the aperture are therefore said to be confocal with respect to each other. The
focused excitation further confines the effective excitation volume.

2. Since we are capturing the intensity from a single-detection volume at a time,
there is no need for a spatially resolved light sensor. A single-point detector of
light is enough in this case. Photomultiplier tubes (PMTs) are commonly used in
point-scanning confocal microscopy (and other point-scanning microscopy
modalities, see Sect. 5.1). PMTs with GaAsP cathodes have become very com-
mon, replacing, the previously most widespread, multi-alkali PMTs. GaAsP
PMTs offer higher QE compared to multi-alkali PMTs (over 40% across most
of the visible spectrum). Even higher QE is offered by single-photon avalanche
photodiodes (SPADs), which however suffer from lower dynamic range and have
been preferred predominantly for low-light photon counting applications
[83]. Hybrid detectors combining technologies (and to a large extent also the
advantages) of SPADs and PMTs are replacing SPADs in many microscopy
applications. Another perspective technology of point-detectors are silicon
photomultipliers (large arrays of SPADs), attractive for their larger active areas,
higher dynamic range and low cost [84–86].

3. The size of the confocal aperture affects the efficiency of rejection of out-of-focus
light as well as the light collection efficiency. As said earlier, the image of an
in-focus fluorophore is the microscope PSF. Most of the light forming the image
is concentrated in the PSF central peak. Setting the aperture size such that it
admits the whole central peak of the PSF but not more, therefore, ensures that
nearly all signal from the in-focus fluorophores is collected without admitting
more out-of-focus light than necessary. Such aperture size is referred to as 1 Airy
unit (1 AU), a relative unit deriving its name from the Airy function describing
the PSF. Increasing the aperture size above 1 AU increases only marginally the
collection efficiency of light from in-focus fluorophores, while having a larger
impact on the out-of-focus light collection efficiency. In this way the rejection of
out-of-focus light and the optical sectioning capability (see Sect. 4.5) of the
confocal microscope are compromised with little gain in in-focus signal. On the
other hand, apertures smaller than 1 AU effectively reduce the detection volume,
thus, improving the resolution of the image in both the lateral and the axial
direction [87–89]. This resolution improvement, however, comes at the cost of
reduced signal since, even for a fluorophore located ideally in the objective lens
focus, only a portion of the signal contained in the PSF central peak can be
detected. Since the photon budget in biological fluorescence microscopy is
usually quite limited, apertures of approximately 1 AU are usually chosen as a
good compromise between requirements on resolution and sectioning on one side
and on signal on the other side.

4. A detector with a small active area or an optical fibre can also act as a confocal
aperture [90]. The disadvantage of the former solution is its limitation to a single
detector. When using a mask with an aperture or an optical fibre, the signal can be
spectrally divided by secondary dichroic mirrors or by a dispersive element
(a prism or a grating) onto multiple detectors for simultaneous detection of
distinct fluorophore species.
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5. The pixel-wise manner of image acquisition makes point-scanning microscopy
modalities the usual choice for implementing any type of micro spectroscopy
imaging. Any type of spectroscopy can be readily applied on the signal that
passes through the confocal aperture, which may not be easily doable when the
whole image is captured at once by a camera. For these reasons, for example
FLIM (see chapter “Time-Resolved and Polarized Spectroscopy”) is typically
performed in a point-scanning manner, although cameras capable of time-
resolved fluorescence detection exist and have become commercially available
and are likely to become more widespread [91, 92].

One possible approach to confocal scanning uses mechanical movement of the
specimen with respect to the microscope objective, usually using a piezo positioner.
Either the sample stage or the objective lens can be the moving part. Because of its
slower speed, this form of scanning is rarely used in biological confocal microscopy.
It is convenient, for example in correlative confocal fluorescence and atomic force
microscopy (AFM), because the physical movement of the specimen with respect to
the cantilever is required in AFM [93].

4.1 Laser Scanning Microscopy

Faster scanning is achieved by moving the excitation beam and leaving the objective
lens and the specimen stationary. Microscopes employing this form of scanning are
called laser scanning microscopes and are routinely used in biological imaging
[94]. The scanning is realised by deflecting the laser beam to different points in
the focal plane with a pair of mirrors rapidly moved by a galvanometer drive. When
driven at their resonant frequencies, such mirrors can scan several thousand lines per
second. Fluorescence emitted from the laser focus then follows the reverse path of
the excitation laser beam and is deflected by the scanning mirrors (so-called
de-scanned) to the confocal aperture. The confocality of the laser focus and the
aperture is, therefore, maintained for an arbitrary position within the scanned area.

As with any other point-scanning microscopy technique, the speed of scanning
determines the time needed to scan an image as well as the pixel exposure time.
While fast scanning with resonant scanners gives short image acquisition time (or in
other words high frame rates) which compare favourably with non-scanning imaging
modalities, the pixel exposure times are necessarily extremely short and, considering
typical fluorescence photon fluxes, repeated scanning with averaging is typically
needed to collect sufficient signal. At a first glance such fast scanning rates may not,
therefore, look particularly useful if they require repeated scanning, which reduces
the effective frame rate. Yet, it has been shown that there are advantages to very fast,
even if repeated, scanning. Most fluorophores exhibit some form of dark or dim
states, to which they enter through the excited state. Under continuous excitation,
there exists an equilibrium between the fluorophore populations in the bright and the
dark states. Fluorophores in the dark state do not contribute to the fluorescence signal
and their fraction, thus, reduces the effective fluorophore brightness. Since they enter
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the dark state through the excited state, in the absence of excitation, there is no dark
state population (all fluorophores are in the ground state ready for excitation). This
means that in a short time after the excitation has been turned on and before the
equilibrium dark state population has been established, the effective fluorophore
brightness is transiently higher. Going back to confocal scanning, the higher the
scanning speed, the more is this transient phase represented in the pixel exposure
time, giving typically a higher effective fluorophore brightness [95].

4.2 Image Sampling and Magnification in Point-Scanning
Microscopy Modalities

In Sect. 3.4 we have discussed the influence of the projected pixel size pS on the
resolution of the captured digital image and concluded that in order not to compro-
mise the optically achievable resolution d, pS needs to be equal to or smaller than half
of d. This is a general conclusion which holds for point-scanning microscopy
modalities as well. However, unlike in widefield microscopy, where pS is determined
by the interplay between the microscope magnification and camera pixel pitch (and
microscope operator thus can do little about it), in point-scanning microscopy
modalities the microscope operator has a full control over pS, which is flexibly
determined by the scanning settings. This gives the microscope operator the power
to intentionally (or unintentionally) over- or under-sample the image.
Undersampling, using too large pS, compromises the image resolution;
oversampling, on the other hand, increases unnecessarily image acquisition time
by scanning more lines and typically also compromises signal-to-noise ratio by
reducing pixel integration time (unless scanning speed is reduced correspondingly,
further increasing the acquisition time) and the effective area from which the signal
in each pixel is collected. The optimal pS is therefore only slightly smaller than d/2.

Another observation, worth making at this point, is the relative unimportance of
objective lens magnification in point-scanning microscopy modalities. The actual
magnification of the acquired image is defined by the sweep of the scanner, which
can be nearly arbitrarily reduced to increase magnification. The objective lens
magnification determines only the maximum dimensions of the scanned area, that
is the minimum magnification possible. Since resolution and light collection effi-
ciency is determined solely by the objective’s NA, lower magnification objectives
with high NA are the most flexible solution for point-scanning microscopy modal-
ities and advantageous over higher magnification objectives of the same NA.

4.3 Spinning Disk Confocal Microscopy

The speed of point-scanning confocal microscopy is necessarily limited by the pixel-
wise image acquisition, which, especially for larger fields of view, can significantly
limit the achievable temporal resolution. An obvious way to overcome this limitation
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and increase the acquisition speed lies in multiplexing the confocal image acquisi-
tion, that means in acquiring signal at multiple points simultaneously. A variety of
multiplexed confocal designs have been proposed including line-scanning confocals
[96–100], which illuminate a whole line in the focal plane and replace the confocal
aperture with a confocal slit; however, the most widespread design is a spinning disk
confocal microscope [101, 102]. The design has quite a long history starting in the
1960s [103, 104], although it was only much later that is became widespread.

A typical spinning disk confocal microscope uses a disk with pinholes arranged in
a spiral pattern rotating at a high speed. The disk has the dual purpose of defining the
positions of excitation foci and rejecting out-of-focus fluorescence. As the disk
rotates, the excitation foci move over the focal plane, until every point within the
field of view has been exposed to excitation. The in-focus fluorescence, which passes
through the disk, is focused on a camera sensor. As the camera is exposed through-
out the rotation of the disk, a complete image of fluorescence from the focal plane
builds up within the camera exposure time. Some designs feature a second disk with
micro lenses, which focuses the excitation laser beam on the pinholes in the main
disk. This ensures that the excitation light is not wasted and alleviates the require-
ments on laser power.

4.4 Chromatic Aberration in Confocal Microscopy

As we mentioned in Sect. 3.2, simple refocusing may not be a sufficient solution to
compensate for residual axial chromatic aberration of the objective lens in confocal
microscopy. Let us get back to that point and explain why it is so and at what
situation it is particularly problematic. In a widefield microscope, fluorescence is
excited uniformly in the entire depth of the specimen (provided the specimen is
sufficiently transparent). Therefore, chromatic axial aberration is relevant only for
fluorescence emission to make sure fluorescence in all channels is collected from
approximately the same focal plane within the specimen. In a confocal microscope,
on the other hand, the excitation beam is focused into the focal plane, making
excitation most efficient in that plane. It is therefore desirable that axial chromatic
aberration is corrected also for the excitation wavelength to ensure confocality of the
excitation laser beam and the aperture for all channels.

This may can be problematic when working, for example with fluorophores
excited in the UV part of the spectrum, such as many popular DNA labelling dyes
emitting in the blue to green range of the visible spectrum. At confocal microscopes,
such dyes are usually excited with a 405 nm laser line, which lies outside of the
corrected range of Achromats, Semi-apochromats, and even older Apochromats. The
axial chromatic aberration can increase quite steeply towards shorter wavelength
outside of the corrected range resulting in axial distances of several μm between the
foci of the 405 nm laser line and of those laser lines which lie within the corrected
range (see Fig. 6a for a schematic illustration).
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Alternatively, if the 405 nm line follows a different optical path with a different
collimator than the rest of the laser lines, its focus can be tuned to overlap with the
focus of the other laser lines by adjusting the dedicated collimator (see Fig. 6b). This
solution has been adopted by many commercially available laser scanning
microscopes.

4.5 Optical Sectioning and Volumetric Confocal Imaging

By rejecting out-of-focus fluorescence, a confocal image effectively contains the
signal only from a thin section of the specimen (approximately 0.5 μm with high NA
objective lenses) [105]. This property of confocal microscope is usually referred to
as optical sectioning in contrast to actual physical sectioning (cutting the specimen
into thin slices) often used to produce background-free images of thick specimens.
By focusing the microscope into different planes within the specimen, the whole
volume of the specimen can be imaged and a 3-dimensional image rendered from the
optical sections. Focusing the microscope into different planes is usually realised by
moving either the objective or the specimen stage along the optical axis. Alterna-
tively, tuneable or variable-focus lenses can be employed to modify the focal length
of the imaging optical system [106, 107]. This approach eliminates mechanical
moving parts and allows for very fast switching between different focal planes.

collimator adjustable collimator

A B dichroic mirror

Fig. 6 A schematic illustration of axial chromatic aberration in confocal microscopy (a) and an
approach to reducing it by using separate collimators for different laser lines. Axial chromatic
aberration causes the foci of different laser lines to lie at different axial positions (a). This effect can
be very significant for laser lines outside of the corrected spectral range of the objective lens.
405 nm laser line (represented in purple in the figure) is outside of the corrected range of many
objective lenses; therefore, in many confocal setups, it is delivered to the objective following a
separate optical path with a separate collimator (b). The beam entering the objective can be, thus,
made divergent or convergent, resulting is moving the focus along the optical axis (the more
divergent the beam is, the further is the focus from the objective lens and vice versa). By tuning
the collimator for the 405 nm laser line, its focus can be overlapped with the foci of the remaining
laser lines. A dichroic mirror is used to merge the optical path of the 405 nm laser line with the path
of the other laser lines. Note that the depicted dichroic mirror is not the main dichroic mirror, which
separates the excitation and emission paths and which was omitted for simplicity in the figure. The
main dichroic mirror would be located between the depicted excitation dichroic and the
objective lens
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However, by tuning the focal length of the imaging optics, the magnification, NA
and aberration corrections are also affected, restricting the usable range of this
approach.

Acquiring a 3-dimensional image of a relatively large specimen can be a time-
consuming task as it requires capturing many optical sections, each of which may
take a non-negligible time to capture, especially in the case of point-scanning
confocal microscopes. Beside the time needed, photobleaching is another concern.
Although the excitation in a confocal microscope is the most efficient in the focal
plane, the excitation efficiency does not drop sharply away from that plane and
fluorophores are excited, hence potentially bleached, across the thickness of several
optical sections above and below the focal plane. Fluorophores in the sections
imaged later in the course of the acquisition may be thus considerably bleached
out by imaging of the preceding sections. In response to these concerns, several
designs of multifocal confocal microscopes have been proposed, neither having yet
become widely used [108–110]. Another technique addressing, among other, these
concerns is lightsheet microscopy, also known as selective plane illumination
microscopy (SPIM). SPIM has become a well-established alternative to confocal
microscopy for 3-dimensional imaging and we will return to it in Sect. 5.2.

Another issue faced not only by confocal microscopy when performing
3-dimensional imaging, is the limited penetration of light into specimens that are
not transparent. As the optical path through the specimen increases, larger fractions
of both the excitation light and the fluorescence are scattered and/or absorbed by the
specimen leading to decaying signal-to-noise ratio of the image. This is especially
prominent in the case of optically dense samples such as tissue. A confocal aperture
can help to some extent by screening out scattered photons, which would otherwise
increase the background. However, when photons emitted by an in-focus
fluorophore are scattered, their paths are altered and they are likely not to reach
the confocal aperture and not to contribute to the detected signal. In this way, the
signal is gradually lost in confocal microscopy with increasing depth in the
specimen.

One way to overcome this limitation is based on making the specimen optically
transparent by tissue clearing [111]. This approach is however not compatible with
live samples. Other approaches utilise the fact that light scattering efficiency
decreases with increasing wavelength. Infrared light thus penetrates considerably
deeper into tissue or other non-transparent specimens than visible light. Near-
infrared confocal microscopy is therefore better suited for imaging such specimens
than confocal microscopy in the visible range [112–115]. The longer the excitation
and emission wavelengths are, the deeper is the penetration depth. Practical limita-
tions stem from the restricted choice of suitable fluorophores rather than from the
microscopy hardware side. A popular alternative is multi-photon fluorescence
microscopy which allows excitation of standard visible fluorophores by infrared
light as we describe in Sect. 5.

Adaptive optics can also help to compensate for the effects of light scattering by
the specimen [77–79, 116].
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5 Other Modalities with Optical Sectioning Capabilities

5.1 Multi-Photon Fluorescence Microscopy

A fluorophore can be excited by simultaneously absorbing multiple (n) photons.
Assuming all the n photons having the same wavelength and therefore the same
energy (which is in general not necessary), each photon contributes 1/n of the
excitation energy. Since photon energy is inversely proportional to the wavelength,
the wavelength of each of the n photons can be n times longer than the wavelength of
a single photon that would be needed to excite the molecule by single-photon
absorption. Therefore, Stokes shift is reversed in the case of multi-photon fluores-
cence excitation and the fluorescence has shorter wavelength than the excitation.
Visible fluorescence can be thus excited by infrared light. Since simultaneous
absorption of n photons is needed, multi-photon excitation requires much higher
excitation light intensities than single-photon excitation. The excitation efficiency in
multi-photon fluorescence scales with the nth power of the excitation intensity,
making it an example of non-linear optical phenomena (that means optical phenom-
ena where the response magnitude, such as the fluorescence intensity, depends on
the excitation intensity in a non-linear way). Obviously, the excitation intensity
needed grows with the the photon number n. Practical considerations regarding the
necessary excitation light sources limit the photon numbers n used in multi-photon
fluorescence microscopy to 3 at most, with 2-photon microscopy being by far the
most common case of multi-photon microscopy [117, 118].

To achieve excitation intensities high enough for multi-photon excitation to
occur, the excitation photon flux is typically concentrated both in time and space.
The former is realised by using pulsed lasers with very short pulses (approximately
100 fs) and high peak power. Besides tuneable Ti-sapphire lasers, which are the most
common example of such excitation sources for multi-photon microscopy, single-
wavelength fibre lasers have emerged as a cost-efficient alternative [119]. The latter
is achieved by tightly focusing the excitation laser beam to a diffraction-limited spot,
similarly to laser scanning confocal microscopy. Images are then acquired by point-
by-point scanning as discussed in Sect. 4.1. Although most multi-photon micro-
scopes rely on point-by-point scanning, 2-photon microscopy has been implemented
also in widefield [120–125] or line-scanning [126, 127] configurations.

As mentioned in Sect. 4.5, multi-photon microscopy is commonly used for
3-dimensional imaging of highly scattering specimens, because of the increased
penetration depth of infrared light. This may not seem at first a sufficient solution of
the scattering issue since the fluorescence in multi-photon microscopy is in the
visible range, hence equally susceptible to scattering as fluorescence in single-
photon confocal microscopy. To fully understand the benefits of multi-photon
microscopy, we need to realise that because of the non-linear nature of the excitation
process, excitation efficiency decays sharply with increasing distance from the focal
plane. This effectively ensures optical sectioning without the need for a confocal
aperture. Removing the confocal aperture enables the collection of a larger fraction
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of photons emitted by in-focus fluorophores. To maximise the fraction of collected
scattered fluorescence photons, the detectors in multi-photon microscopy are often
placed as close as possible to the objective lens. Since the collected fluorescence
light does not need to reach the confocal aperture, it does not have to pass through
the scanner to be de-scanned as in laser scanning confocal microscopy. Instead, all
the fluorescence collected by the objective lens is focused onto the detector active
area. This configuration known as non-descanned detection is common in multi-
photon microscopy [128, 129].

Another application that benefits from multi-photon microscopy is imaging of
UV-excitable fluorophores, which cannot be efficiently excited at a confocal micro-
scope. This is the case of many intrinsic fluorophores, making multi-photon micros-
copy a good solution for label-free fluorescence studies of cells and tissues [130–
133].

5.2 Lightsheet Microscopy

Unlike the other fluorescence microscopy modalities introduced in this chapter,
lightsheet microscopy or selective-plane illumination microscopy (SPIM) does not
use episcopic geometry. Instead, the excitation and the emission light paths are
oriented perpendicularly to each other as show schematically in Fig. 7. The concept
appeared for the first time in 1903 [134], after which it has been practically forgotten
until further developments about a century later [135, 136]. Since then, lightsheet
microscopy has become a well-established technique for rapid 3-diemnsional fluo-
rescence imaging, which had a large impact in many biological fields, in particular in
developmental biology.The broad range of specimens and topics studied by
lightsheet microscopy led to the developments of various microscope designs suited
optimally for certain ranges of applications. Reviewing all the modalities of
lightsheet microscopy is beyond the scope of this section; more can be found, for
example in recent reviews [137, 138]. In essence, in a lightsheet microscope, the
light from an excitation source (a laser in the modern implementations) is focused by
illumination optics to generate a thin sheet of light (hence the name of the technique)
which excites fluorescence in a layer of the specimen (an optical section) and the
fluorescence is imaged by an objective lens placed perpendicular to the lightsheet
and detected by a camera. In its simplest form, the illumination optics consist of a
single cylindrical lens which focuses a collimated beam of light into a sheet of light
(as opposed to the more common spherical lenses which focus a collimated beam
into a single spot). Other optical elements can be added to produce thinner
lightsheets or increase the extent of its usable area [139, 140]. By the usable area,
we understand here the portion of the lightsheet around its focus where the thickness
of the lightsheet can be considered reasonably uniform (see Fig. 7). Illumination is
often provided from two or more opposing sides of the specimen to avoid shades
resulting from limited penetration of the lightsheet into larger specimens
[141, 142]. Various designs of single-objective lightsheet microscopes in which a

170 R. Macháň



single-objective lens provides excitation and detection similarly to a standard
epifluorescence microscope, are a notable exception to this generic scheme [143–
146]. Different variants of lightsheet microscopes differ in various aspects of their
designs such as:

1. Orientation of the lightsheet (vertical, horizontal, or slanted) chosen according to
the way the respective specimens are typically mounted.

2. Thickness and the extent of the usable area of the lightsheet. In general, the higher
is the NA of the illumination optics that create it, the thinner is the lightsheet
and at the same time the smaller is its usable area. For large specimens such as
whole cleared organs, thicker lightsheets (several μm) with larger usable area are
preferable; such setups are often referred to for historical reasons as ultramicro-
scopes [147]. Imaging of small specimens such as live cells, benefits from
thinner, sub-μm optical sections [148]. To increase the illumination NA, thus
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Fig. 7 A schematic illustration of a generic lightsheet microscope. The illumination optics produce
a sheet of excitation light which excites fluorescence in a section of the specimen. The fluorescence
is imaged by an objective lens placed perpendicularly to the lightsheet. See Sect. 5.2 for more
details
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reducing the lightsheet thickness, objective lenses are usually added to the
illumination path as the last optical element before the specimen. Thin lightsheets
with increased usable areas can be produced from beams other than Gaussian
beams, which are the most common beams produced by lasers. Notable examples
are Bessel beam lightsheets [149] and lattice lightsheets produced by interference
of multiple Bessel beams [148]. Such lightsheets improve the sectioning capa-
bility without compromising the field of view.

3. The mode in which the lightsheet is generated. The original lightsheet micro-
scopes used a static lightsheet which illuminates simultaneously the whole optical
section. Later an alternative scheme has been introduced in which the lightsheet is
created by rapidly scanning a beam along a line [126, 149, 150]. This approach
prevents striping artefacts which can occur when different parts of a static
lightsheet interfere with each other after being perturbed by the specimen.

3-dimensional imaging with a lightsheet microscope is usually realised by
mechanically moving either the specimen or the lightsheet with respect to the
other. Different optical sections are therefore acquired sequentially like in a confocal
microscope; however, non-illuminated sections are not subject to bleaching.
Methods to increase the throughput of lightsheet imaging by parallel multi-plane
imaging have been proposed [151–153].

5.3 Total Internal Reflection Fluorescence Microscopy

This technique uses the phenomenon of total internal reflection which can occurs at
the interface of two media with different refractive indices. When light propagating
from the medium of higher refractive index hits such an interface under a sufficiently
large angle, the angle of refraction predicted by Snell’s law is larger than a right
angle and, in that case, there is no refracted beam propagating into the medium of
lower refractive index. The beams are only reflected into the medium of higher
refractive index, hence total internal reflection. However, wave optics predict that
some energy of the impingent wave enters the medium of lower refractive index in
the form of an exponentially decaying wave, called the evanescent wave (see
Fig. 8a). The penetration depth can be tuned by the angle of incidence to be a
fraction of the incident light wavelength. Since evanescent wave can excite
fluorophores present only within a very thin layer of the lower refractive index
medium close to the interface, total internal reflection fluorescence (TIRF) can be
used for selective imaging of such fluorophores.

In practice, the higher refractive index medium is usually a microscope coverslip
and the lower refractive index medium is an aqueous medium of the specimen. High
NA oil immersion objectives are used to support illumination under sufficiently large
angles. TIRF clearly outperforms confocal microscopy or lightsheet microscopy in
terms of thinness of the optical section; however, the said section is limited to the
vicinity of the coverslip surface. This makes TIRF the technique of choice for single-
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molecule imaging and cell membrane studies [44, 154–159]. When the incidence
angle of the excitation beam is slightly larger than the critical angle needed for total
internal reflection, refracted beams propagate into the specimen under a very large
angle, that means in a direction nearly parallel to the interface. In this way, fluores-
cence can be excited in a section reaching deeper than the evanescent field penetra-
tion (see Fig. 8b). This approach is referred to as highly inclined and laminated
optical sheet (HILO) and is useful when the structures of interest lie slightly further
from the coverslip surface [160, 161]. A related approach called super-critical angle
fluorescence (SAF) uses the fact that a part of the light emitted by fluorophores very
close to optical interfaces propagates at directions nearly parallel with the interface.
By collecting only light propagating under such angles, fluorophores located in a
thin layer close to the interface are selectively imaged [162–165].

5.4 Structured Illumination

Structured illumination represents a widefield solution facilitating the discrimination
of in-focus fluorescence from the out-of-focus background. It uses spatially modu-
lated excitation illumination, with the spatially modulated pattern being focused in
the objective focal plane. Hence the in-focus fluorescence is also spatially modulated
and the modulation decreases with the distance from the focal plane. Since the
fluorescence image is spatially modulated, multiple images with different positions
of the modulated pattern need to be acquired to reconstruct a non-modulated image
of the in-focus fluorescence. The sparser is the illumination pattern, the more
efficient is the background removal, but at the same time, a higher number of
modulated images is needed to reconstruct a non-modulated image. In the case of
a pattern consisting of alternating bright and dark stripes of equal width, the minimal
number of modulated images needed is three [166]. A related approach called
aperture correlation microscopy uses a similar image reconstruction strategy and a
spinning disk with slit apertures to produce the modulated excitation [167].

A B
water
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Fig. 8 A schematic illustration of TIRF (a) and HILO (b) microscopy. See the text of Sect. 5.3 for
more details. dp denotes the penetration depth of the evanescent field (a)
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Note that structured illumination is also used to increase the resolution of
microscopy images, as we will discuss in Sect. 6.3. In that case the requirements
on excitation pattern spatial modulation frequency and the number of images
acquired are in general higher than if only optical section is aimed at.

5.5 Computational Approaches

The easiest, though of course not necessarily the most powerful, way to remove out-
of-focus background from a widefield fluorescence image is by simply subtracting
an estimate of the background from the image [168, 169]. A common way to do this
known as unsharpen mask estimates the background as a blurred version of the
image itself. The image can be blurred, for example by replacing each pixel value
with the median or a (weighted) average of pixels in its neighbourhood; the larger the
neighbourhood considered, the more smoothed-out is the resulting image. The
blurred image is then subtracted from the original one; diffuse background that has
been little affected by the blurring is thus removed and only sharper features are
preserved. An improved version of this approach, called nearest neighbours, utilises
additional information present in a 3-dimensional image (a stack of images acquired
for different axial positions of the focal plane) by subtracting from each image in the
stack the blurred versions of its nearest neighbours, the images acquired at the
adjacent planes below and above the image in question [168, 170]. These approaches
and other ways of background subtraction such as the rolling ball algorithm, are very
simple computationally and can deliver impressive-looking results; however, it
should be remembered that they reduce the information content of the images rather
than adding to it, potentially producing serious artefacts, and cannot be therefore
considered in any way equivalent to hardware sectioning approaches [168].

Image deconvolution represents a more sophisticated, albeit more computation-
ally intensive, approach to (not only) out-of-focus background removal from
widefield images [168, 171, 172]. As the name suggests, deconvolution attempts
to estimate what the image would look like if it has not been subject to convolution
with the microscope PSF (see Sect. 3.1). Because of the axial extent of the PSF
(which is considerably larger than its lateral extent) fluorophores in out-of-focus
planes contribute to the image, producing blurry background. Using the knowledge
of the PSF (which can be either predicted theoretically or characterised experimen-
tally by imaging, for example small florescent beads), deconvolution can remove the
contribution of the out-of-focus fluorophores. Similarly, deconvolution can also
improve the contrast of small details in the image by reducing the blurring effects
of the PSF in the lateral direction. As an example of such features, we can consider
the two closely spaced lines in Fig. 2b, e which suffer from poor contrast because of
the large overlap of the PSFs. In this way, deconvolution can effectively improve the
image resolution and in this capacity, it is often applied even on images acquired
with confocal microscopy and other microscopy modalities with optical sectioning
capabilities [76, 171].
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6 Resolution Beyond the Diffraction Limit

The resolution limit introduced in Sect. 3.1 applies to standard widefield optical
microscopy without any a-priory assumptions about the specimen and, as Ernst
Abbe himself noted in his seminal work on the topic, the limit does not necessarily
apply under different experimental conditions [71, 73]. Since Abbe’s times, various
approaches to resolving structures finer than the diffraction limit have been explored.
New technologies that became available in the second half of the twentieth century,
particularly lasers and computers, enabled practical applications of such approaches,
generally termed super-resolution microscopy, towards the end of the twentieth
century [71]. This led to several ground-breaking papers published around the turn
of the century, which greatly boosted the practical interest in super-resolution
microscopy [173–181]. Since then, numerous new approaches have been proposed
and many super-resolution techniques have become widely used and available in
standard commercial microscopes. The field has become so broad, that this section
can give only a very limited view of it; more information can be found in numerous
reviews [182–187].

Super-resolution microscopy techniques circumvent the diffraction resolution
limit by using usually one (or more) of these ingredients, which were not present
in Abbe’s theory: non-linear effects such as stimulated emission [173] or fluores-
cence saturation [188–190], assumptions of sparse fluorophore distribution [191–
195], near-field optics [196–199] and quantum statistics of photons [199–203]. The
above-mentioned fluorescence saturation is in general a problematic phenomenon in
fluorescence microscopy. Because of the finite time spent by a fluorophore in the
excited state before emitting a photon, the photon emission rate from a fluorophore is
limited, regardless of the excitation intensity. At low excitation intensities, the
fluorescence intensity grows approximately proportionally with increasing excita-
tion intensity; however, at higher excitation intensities, the fluorescence intensity
increase rate is lower than that of the excitation intensity, until it eventually
completely saturates. Usually, excitation intensities in fluorescence microscopy are
chosen to be safely below the saturation threshold since higher excitation intensities
increase the risk of photodamage to the specimen without adequate increase in
fluorescence signal. The use of fluorescence saturation for resolution enhancement
demonstrates how otherwise problematic phenomena can be harnessed to enhance
the capabilities of fluorescence microscopy.

The subsequent Sects. 6.1–6.5 introduce briefly the main branches of super-
resolution microscopy with one notable exception, stimulated emission depletion
microscopy (STED) and related techniques [173, 205–208]. Omission of this wide-
spread and powerful super-resolution approach is explained by it being the topic of
chapter “STED and RESOLFT Fluorescence Nanoscopy”. Just very briefly, STED is
a point-scanning super-resolution approach that can be implemented as a modifica-
tion of a laser scanning confocal microscope. Excitation is provided by a diffraction-
limited laser focus just like in a regular LSM; the difference lies in applying a second
laser beam of longer wavelength, which induces stimulate emission of the

Introduction to Fluorescence Microscopy 175



fluorophores. The second beam is specially shaped to have zero intensity in its centre
(so-called doughnut beam profile); hence, fluorophores in the centre of the excitation
volume do not undergo stimulated emission and remain in the excited state. The
collected fluorescence, therefore, originates from a reduced, sub-diffraction, volume.
Note that saturation of the stimulated emission is essential for reaching
sub-diffraction resolution.

6.1 Near-Field Fluorescence Microscopy

The diffraction limit of resolution holds for far-field optical microscopy, assuming
the aperture of the objective lens as well as the distance between the objective lens
and the focal plane are many times larger than the wavelength of light. This
assumption held for all the microscopy modalities described so far in this chapter.
However, it is not the case for near-field fluorescence microscopy, using a
sub-wavelength aperture to deliver excitation light to and/or collect the fluorescence
of fluorophores at sub-wavelength distances from the aperture. The resolution is
limited only by the aperture size in such a scenario. The aperture can be experimen-
tally realised, for example by the end of a tapered optical fibre. Because of the
requirement of the sub-diffraction distance between the aperture and the
fluorophores, the technique is limited to imaging surface structures, such as cell
membranes [196–198]. The image is then captured by scanning the aperture along
the surface of interest, collecting fluorescence from a tiny, sub-wavelength surface
area at a time. This approach, called near-field scanning optical microscopy (NSOM)
can be, therefore, regarded as a form of scanning-probe microscopy, together with,
for example AFM.

Evanescent fields employed in TIRF and SAF microscopies are another example
of near-field optical phenomena employed in fluorescence microscopy and provid-
ing sub-wavelength optical sectioning, which can be seen as a form of axial super-
resolution.

6.2 Single Molecule Localisation Microscopy (SMLM)
and Fluorescence Fluctuation-Based Techniques

SMLM is a conceptually remarkably simple, yet very powerful, super-resolution
strategy that does not require any specialised microscopy setup. A widefield micro-
scope with a sensitive camera capable of single-molecule detection is all that is
needed [60, 209, 210]; confocal or lightsheet implementations are also possible
[211–213]. To explain its principle, let us first consider an image of a single
fluorophore, which is, as we said in Sect. 3.1, the PSF centred at the geometrically
perfect image of the fluorophore. By finding the centre of the respective PSF, we can
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pinpoint the location of the fluorophore with, in principle, unlimited precision. In
practice, the localisation precision is limited only by the signal-to-noise ratio of the
image, not by the PSF width, and can reach nm order [214, 215], or even better if
performed at cryogenic temperatures [216]. In this way, sparsely distributed
fluorophores, separated ideally by distances much larger than the PSF width, can
be imaged with deeply sub-diffraction resolution. However, such sparse fluorophore
distributions are in general not sufficient for imaging arbitrary continuous structures.
Nyquist-Shannon sampling theorem dictates that to resolve details as small as d, the
structure needs to be labelled by fluorophores spaced not more than d/2 apart, unless
of course a-priory assumptions about the structures can supplement the missing
information. At such high fluorophore densities, it is, however, impossible to resolve
PSFs corresponding to individual fluorophores and find their centres. The trick
employed in SMLM to overcome this problem is illustrated in Fig. 9. If only a
sparse subset of fluorophores is fluorescent at a time, positions of those fluorophores
can be precisely localised. By acquiring a stack of many such images (frames), each
providing a different random subset of fluorophore positions, we eventually accu-
mulate enough fluorophore positions to resolve arbitrary structures with
sub-diffraction resolution limited by the localisation precision of individual
fluorophores.

This generic principle has various practical implementations differing in the ways
how to ensure that only a sparse subset of fluorophores contributes to each frame.
There exist two generic strategies, each with many variants varying in experimental
details:

1. Employing transitions of fluorophores between a dark (non-fluorescent) and a
bright (fluorescent) state. The fluorophores in this case are static, attached to the
structure of interest being imaged. The original implementation of
photoactivation localisation microscopy (PALM) used, for example, photo-
activatable fluorescent protein molecules that reside initially mostly in a dark
state from which they can be activated to a fluorescent state by UV light. With
properly tuned intensity of the UV illumination, only a parse subset of fluorescent
protein molecules is activated; the activated molecules are then imaged and, while
doing so, irreversibly photobleached, allowing another sparse subset to be acti-
vated and imaged [176, 217]. Later, many new photoactivable fluorescent pro-
teins have been introduced as well as photo-convertible fluorescent proteins
(which change colour of their fluorescent emission upon, usually UV, illumina-
tion) and photo-switchable proteins, which can undergo repeated cycles of
switching between bright and dark states [218–220]. Stochastic optical recon-
struction microscopy (STORM), another example of this generic strategy, uses
stochastic transitions between bright and dark states (referred to as blinking),
exhibited by many organic fluorophores [175, 178, 221]. High excitation inten-
sities and specific chemical environments are usually needed to induce suitable
blinking dynamics [222, 223].

2. Employing transient binding of fluorophores to the structures of interest. The
structure of interest is in this case not labelled by static fluorophores; rather,
majority of fluorophores diffuse in the surrounding medium and only a small

Introduction to Fluorescence Microscopy 177



fraction of them binds to the structure of interest at a time. Non-bound
fluorophores in the medium typically diffuse over long enough distances within
the camera exposure time to make their images practically completely smeared
out, thus preventing them from being localised. In each frame, a sparse pattern of
fluorophores is visible, marking the positions of a sparse subset of possible
binding sites. By accumulating the frames, increased number of binding sites is
revealed, until the whole structure can be resolved [181, 224–226]. This approach
is usually referred to as Points accumulation for imaging in nanoscale topography
(PAINT). If the fluorescent molecules perform diffusive movement along the
structure of interest, tracking their movement reveals simultaneously their
dynamics as well as super-resolved details of the underlying structure (provided
enough trajectories have been accumulated to cover the whole structure with
sufficient density). This is the principle of a technique called single-particle
tracking PALM (sptPALM) [227–230].

Note that the results of SMLM are not images, but rather sets of fluorophore
coordinates (and other characteristics such as the amplitude and width of the
respective PSF from which the fluorophore was localised). An image is generated
from such data usually by convolution of the fluorophore localisations with a
suitable narrow PSF, the width of which can be chosen to match the expected
localisation precision [191, 231].

Figure 9 explicitly illustrates SMLM principle for localising fluorophores within
the focal plane, thus achieving lateral super-resolution. However, SMLM can be
extended to 3 dimensions by including axial localisation of the fluorophores with

Fig. 9 An illustration of the principle of single molecule localisation microscopy (SMLM). The
underlying structure consists of 2 thin fluorescently labelled parallel lines separated by the distance
of 150 nm (a). When only a sparse subset of fluorophores emits light, the positions of those
fluorophores can be localised with sub-diffraction accuracy as the centres of the respective PSFs
(b). The last panel (c) shows an average of 100 such images, each containing the contribution from a
random sparse subset of fluorophores. The average image has diffraction-limited resolution
(RPSF= 339 nm) and the two lines are unresolved; however, the overlayed fluorophore localisations
from all of the 100 individual images (displayed as red crosses) clearly resolve the two lines. More
localisations would be needed to unambiguously identify the structure as two parallel continuous
lines unless the information contained in the image is supplemented by a-priori assumptions such as
an expectation that the underlying structure consists of parallel continuous lines. The dimensions of
the images are 1,600 × 1,600 nm. The PSF was for simplicity approximated by a Gaussian function
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sub-wavelength precision. Fluorophores in the focal plane can be recognised
according to the width of the corresponding PSFs being the narrowest (diffraction
limited). The further a fluorophore is from the focal plane, the broader is the
respective PSF, until it eventually becomes smeared out to such an extent that
localisation of the fluorophore becomes impossible [232]. However, for a well-
corrected objective lens, the broadening of the PSF is symmetrical both below and
above the focal plane; thus, analysing the PSF width identifies only the absolute axial
distance, but not the direction of the fluorophore’s position from the focal plane. This
limitation can be overcome by modifying the PSF to have distinct shapes for
fluorophores located above and below the focal plane, respectively. This is practi-
cally realised by introducing, for example astigmatic lenses or phase masks into the
emission light path before the camera [233–236]. For astigmatic lenses, the acces-
sible axial range is below 1 μm; for some phase masks, it can exceed 10 μm
[233]. Other schemes for 3-deimensional SMLM involve simultaneous acquisition
of images in multiple focal planes or interferometric approaches [237–240].

To achieve high degrees of sparsity, favourable for precise localisation of indi-
vidual fluorophores, fluorophores either need to spend most of the time in the dark
states or most of the binding sites need to be vacant at all times (in the cases when
strategy 2 is used). This leads to the need of collecting high numbers of frames (often
on the order of thousands) to accumulate enough localisations, translating to long
acquisition times. Movement of any structures of interest within the prolonged
acquisition time compromises the resolution, potentially negating the resolution
enhancement, beside possibly producing a distorted image. This can be particularly
problematic in live-cell SMLM [241]. Localisation algorithms able to process
overlapping PSFs relax the requirements on fluorophore sparsity, and thus the time
needed for SMLM data acquisition [242–244].

A further reduction in the image acquisition time, often by more than an order of
magnitude, is achieved by related super-resolution techniques employing stochastic
fluorophore blinking to enhance image resolution without depending on localising
individual fluorophores [60, 194, 245–251]. These techniques are similar to SMLM
in many aspects, such as the experimental implementation and structure of the raw
image data, which also consist of time series of frames, each containing contribu-
tions from a subset of fluorophores. However, in contrast to SMLM, these tech-
niques yield directly a super-resolved image rather than a list of fluorophore
positions. For example, super-resolution optical fluctuation imaging (SOFI) uses
temporal cumulants of fluorescence fluctuations to generate the super-resolved
image. While these techniques still require fluorophore intensities to fluctuate, this
does not have to be on/off blinking as required in SMLM; transitions between a
brighter and a darker state are sufficient. Since individual fluorophores are not
localised, the techniques can deal with higher fluorophore densities; however,
SMLM in general reaches higher resolution enhancement.
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6.3 Structured Illumination Microscopy (SIM)

SIM represents a very generic framework for super-resolution imaging. To under-
stand its principle, it is very helpful to introduce the concept of spatial frequency and
Fourier transform of images. Spatial-domain representation of images is what we
usually imagine under the term “microscopy image”, a representation of light
intensity distribution as a function of spatial coordinates in 2 or 3 dimensions. The
spatial-domain representation can be translated to frequency domain by Fourier
transform. Frequency domain representation of an image is easily understood for
an image of periodically repeating structures, which are described in frequency
domain by the number of repetitions per a unit of distance. It can be shown
mathematically that any arbitrary, non-periodic, structure can be described as a
series of harmonic functions of different spatial frequencies. Frequencies
approaching infinity are needed to describe sharp edges; hence the image is blurred
by placing an upper limit on the spatial frequency bandwidth. The performance of an
imaging system is described in frequency domain by its optical transfer function
(OTF), which is a Fourier transform of its PSF. In a simplified approximation, the
objective lens aperture can be described as a low-pass filter with cut-off frequency of
fd = 1/d, where d is the spatial-domain resolution limit. Increasing image resolution
is thus equivalent to increasing its high-frequency content.

In the traditional implementation of SIM [174], the specimen is excited by a
periodic pattern of bright and dark stripes (generated for example by placing a
diffraction grating into the excitation light path) at spatial frequency fx, resulting in
spatial modulation of fluorophore excitation efficiency. The fluorescence image is
then determined by the distribution of fluorophores in the specimen as well as by the
periodic excitation light modulation. This can be described in the frequency domain
as interference of the spatial frequency fx of the periodic excitation pattern with
spatial frequencies describing fluorescent structures in the specimen, analogously to
describing interference of electromagnetic or acoustic waves. Interference of two
waves produces waves with frequencies equal to the sum and the difference between
the frequencies of the individual waves. Let us consider a spatial frequency fs
associated with sub-diffraction structural details of the specimen. Such frequency
is not present in a diffraction-limited image as it is outside of the bandwidth
supported by the objective lens ( fs > fd). However, if the differential frequency
fs-fx lies within the supported bandwidth, such structural details can be
reconstructed from an image acquired with spatially modulated excitation. Since
the excitation in epifluorescence microscopy is delivered by the same objective lens,
the modulation frequency of the excitation light needs to be within the objective’s
bandwidth ( fx ≤ fd), leading to the following observation about fs:

f sf x ≤ f d

f s ≤ 2 f d
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In other words, the maximum resolution enhancement of the traditional SIM
implementation does not exceed factor of 2.

Multiple images for different positions and orientations of the excitation intensity
are needed to generate a single super-resolved SIM image. The pattern needs to be
shifted in space to ensure that every point in the field of view has been exposed to
(sufficiently high) excitation intensity and rotated to ensure resolution is enhanced
for arbitrarily oriented structures. The traditional SIM implementation uses at least
9 images (3 shifts for 3 rotations) to produce a super-resolved image; SIM recon-
struction algorithms that can work with as few as 7 or 6 images have been also
proposed [252, 253]. The modest numbers of images required compared to SMLM
make SIM better suited for observing dynamical processes in living specimens. For
the best SIM results, it is advisable to acquire images at multiple focal planes and use
the 3-dimensional information in SIM reconstruction. Multifocal and lightsheet
implementations of SIM for 3-dimensional imaging have been also described
[254–256].

The traditional SIM reconstruction algorithm assumes the knowledge of the
excitation patterns. This makes it sensitive to specimen-induced optical aberrations
that tend to distort the excitation patterns. This issue is alleviated by blind recon-
struction algorithms for SIM, which do not require any knowledge of the excitation
patterns, making them applicable to the case of random excitation patterns as well
[257–263].

Resolution enhancement exceeding factor of 2 can be achieved in SIM by
harnessing non-linear optical effects [264, 265] such as fluorescence saturation
[190]. Although the illumination pattern does not contain spatial frequencies exceed-
ing fd, the non-linear relationship between excitation and emission intensities results
in higher frequency components being modulated on the fluorescence emission
distribution. However, the high excitation intensities needed to produce significant
florescence saturation can be harmful to living specimens.

The 2-times limit on resolution enhancement can be also circumvented if the
illumination pattern does not have to be transmitted by the microscope objective
[266–268]. Strategies employing photonic chips, surface plasmons or hyperbolic
metamaterials to generate patterned illumination increase considerably the resolution
enhancement without the need for a highly specialised microscopy setup [269–274];
their main limitation is the shallow penetration depth resulting from the use of near-
field optical phenomena in generating the patterned excitation intensity distribution.

6.4 Confocal Microscopy and Related Approaches

As mentioned in Sect. 4, reducing the size of the confocal aperture below 1 AU
improves the resolution of confocal microscopy achieving sub-diffraction resolu-
tion. The resolution enhancement, however, comes at the cost of reduced signal.
Consequently, this approach is not widely used in biological fluorescence micros-
copy which often struggles against limited photon budget. Resolution improvement
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without the sacrifice of signal can be achieved in laser scanning microscopy by
replacing the confocal aperture and a point detector with a spatially resolved
detector, such as a camera or a detector array [87, 89, 202, 275–281]. The whole
camera or detector array captures all signal available, while a single camera pixel or a
single detector in the array acts as a small pinhole (smaller than 1 AU). The
distribution of the signal across individual pixels or individual detectors, thus,
provides information allowing computational reconstruction of a super-resolved
image, for example by an algorithm termed pixel reassignment. The resolution
enhancement is similar to standard SIM, that means approaching factor of 2. The
principle of pixel reassignment can be also realised in a hardware version, termed
photon reassignment then, employing an additional beam scanning step that sweeps
the emission beam across the camera with a twice as large sweep (to match the
resolution doubling) as the sweep of the scanner used to scan the laser focus across
the specimen [88, 282–284]. This approach is usually termed re-scan confocal
microscopy. In multifocal or spinning disk versions, an additional 2x magnifying
microlens array is added to the emission path [285–287].

While approaches derived from confocal microscopy evolved from a different
starting point than SIM, they are closely related. Both use sparse distributions of
excitation intensity and generate a single super-resolved image from signal captured
with series of different excitation intensity distributions (which together make sure
that every point within the field of view has been exposed to excitation). Considering
this similarity, all these techniques can be viewed as variants of a generalised SIM
approach [71, 187, 192, 286–291].

6.5 Computational Approaches

Computational super-resolution methods, that can be applied as a post-processing
step to an image acquired with any standard microscopy modality, are very attractive
for their flexibility, absence of special experimental requirements and, consequently,
affordability. Since a super-resolved image has higher information contents than a
diffraction-limited image, the additional information needs to be derived from
a-priori knowledge or assumptions. For example, image deconvolution uses the
knowledge of microscope PSF (either determined experimentally or predicted the-
oretically based on the parameters of the microscope) to increase the image resolu-
tion by factors potentially exceeding 2, although in practice, the resolution
enhancement is usually much more modest because of limited signal to noise ratio
[205, 288, 289, 292]. Deconvolution delivers the best results if applied to a
3-dimensional image stack, in which case it can benefit from the knowledge of the
PSF in all three dimensions. Therefore, 3-dimensional stacks are usually acquired for
deconvolution processing even if just a single plane is of interest; the additional
planes can be viewed as an additional source of information used in generating a
super-resolved image of the plane of interest.
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Techniques based on deep learning represent an attractive alternative to tradi-
tional deconvolution algorithms, which they can outperform in terms of computa-
tional speed as well as resolution enhancement [293]. They can be trained on sets of
image pairs consisting each of a synthetic ground-truth image and the same image
degraded by simulated microscope imaging (considering PSF and noise). The
training process thus supplies a-priori knowledge about the microscope PSF as
well as about the types of structures expected in the specimen (through the types
of structures present in the synthetic training images). Although assumptions about
PSF are used in the training process, the technique is much less sensitive to the actual
PSF than traditional deconvolution algorithms, making it applicable even in cases
where the details of the microscope PSF are not known [293].

Some computational techniques perform optimally only on images with a suffi-
cient degree of sparsity in fluorescence intensity distribution (which is, however,
hugely lower than the high degrees of sparsity required by SMLM) [193, 195]. This
is a reasonable assumption in fluorescence microscopy where most images exhibit
such levels of sparsity (featuring, for example small fluorescent puncta or filamen-
tous fluorescent structures). Examples of such techniques include super-resolution
radial fluctuations (SRRF) employing local gradient fields convergence (termed
radiality) [294, 295] or mean-shift super-resolution (MSSR) employing mean-shift
theory [296] to enhance image resolution. While both techniques are able to increase
the resolution of individual images, their resolution enhancement is significantly
increased if time series of images are available. The fluorescence intensity fluctua-
tions captured in the time series provide additional information that can be converted
to resolution enhancement. This links these powerful techniques to fluctuation-based
approaches such as SOFI introduced in Sect. 6.2; however, their reduced dependence
on intensity fluctuations makes them significantly more flexible and usable under a
broader range of conditions [193, 294].

Sparsity in fluorescence images, beneficial for the performance of many compu-
tational super-resolution approaches, can be enhanced by a sparse distribution of
excitation light [192, 288]. If sparse excitation distributions are used instead of
homogeneous excitation, multiple images with different excitation distributions
need to be captured sequentially to ensure that every point within the field of view
has been exposed to excitation. Super-resolution techniques employing such a mode
of excitation can be viewed as examples of generalised SIM (together with confocal
approaches, see Sects. 6.3 and 6.4).

7 Concluding Remarks and Outlook

Because of its ubiquitous use in, not only, biological and biomedical sciences,
fluorescence microscopy has developed into such a broad field that this chapter
could provide only a very basic introduction which necessarily missed many impor-
tant aspects of the topic and many noteworthy developments. Many of the more
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specialised topics can be found in other chapters of this volume, to which this
chapter can serve as an introduction.

A very important topic that has been mostly avoided in this chapter is processing
and analysis of microscopy images. An introduction to this topic can be found, for
example in references [169, 297, 298]. Segmentation, identification of the objects of
interest, represents a critical step in many image analysis workflows such as object
counting, object tracking, object morphometry or object-based colocalisation anal-
ysis. This step is often relatively simple in fluorescence microscopy compared to
other techniques such as brightfield or scanning electron microscopy. Since the
objects of interest typically appear bright against dark background, a single global
threshold is often enough to distinguish pixels belonging to the objects of interest
from background pixels and simple global thresholding algorithm can be applied
successfully in such cases [299, 300]. More challenging scenarios involving uneven
background and/or uneven intensity distribution in the objects of interest require
more complex segmentation approaches such as locally determined thresholds or
increasingly popular deep-learning approaches [301, 302].

Deep learning is also very powerful in enhancing image quality, outperforming
traditional deconvolution algorithms in terms of speed as well as image improve-
ment [293, 303]. This is an example of a trend where the advances in computational
power and image processing algorithms relax the requirements on the microscope
hardware, sample preparation and on acquisition time, allowing obtaining images of
comparable quality with simpler microscope setups and/or in a shorter time. The
lower cost of increasing computational capacity compared to upgrading highly
specialised microscopy hardware is another aspect of this trend, which has the
potential of making high-performance fluorescence microscopy more affordable
and widespread. All of this is particularly pronounced in the case of lens-free
microscopy, which uses remarkably simple and cost-effective setups combined
with computational image reconstruction. While lens-free microscopy has been
mostly limited to transmitted light imaging, there have been also lens-free
implementations of fluorescence microscopy [27–32].

Another obvious trend in fluorescence microscopy has been the increasing
throughput of, especially 3-dimensional, imaging, driven by advances in lightsheet
microscopy and digital camera technology. Increasingly larger specimen volumes
can be imaged in shorter time and at higher resolution. At the same time, fluores-
cence microscopy tends to be gentler and less invasive to allow observation of living
specimens for longer periods and under less artificial conditions as demonstrated, for
example, by fluorescence micro-endoscopy or miniature head-mounted microscopes
for brain imaging in freely moving rodents [304, 305]. The increasing size of the
3-dimensional datasets and the growing rate at which they are produced place high
demands not only on the computational power needed for their real-time processing
but also on data storage capacity required to keep them. To tackle the latter
challenge, solutions have been proposed to reduce the size of the dataset while
keeping all relevant information contents [306–308]. Such solutions may prove
critical to sustaining the current trends in fluorescence microscopy in the long
run [309].
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Abstract Fluorescence microscopy is an invaluable tool in cell biology to investi-
gate the functional, structural, and dynamical properties of biological specimens. For
a long time, the resolution of fluorescence microscopes was thought to be funda-
mentally limited by diffraction. According to Abbe’s law of diffraction, published in
1873, the smallest spatial details accessible with visible light are defined only by the
optics of the microscope, i.e., numerical aperture and the wavelength of the light.
However, the last 25 years of research have shown that it is possible to investigate
even smaller structures using only visible light. This chapter covers the basic
principles of coordinate-targeted switching techniques, a family of super-resolution
microscopy methods. Furthermore, it provides an overview of the state-of-the-art
strategies to push their ability toward faster and more efficient imaging of living cells
and tissue.
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1 Introduction

Fluorescence microscopy is an invaluable tool for the investigation of spatial
distribution and dynamics of cellular and tissue structures in biological samples.
Fluorescence allows reaching high contrast and selective labelling of proteins of
interest in a live-cell compatible manner. Two main strategies can be distinguished
in fluorescence microscopy, according to the way the image is created. In the case of
widefield microscopy, the whole sample is excited through an even and extended
illumination, and the fluorescence is collected at once with your eye or on an
imaging detector (Fig. 1a). Alternatively, in scanning approaches, the sample is
probed point-by-point using a sharply confined spot of excitation light. To enhance
the image quality of a scanning microscope, a pinhole is placed in the image plane of
the detection path to spatially filter out and select primarily the light emitted from the
focal plane of the sample (confocal microscope, Fig. 1b). Confocal microscopy
introduces optical sectioning and increased spatial resolution compared to widefield
approaches. Widefield systems can however image significantly faster than scanning
microscopes on extended fields of view (FOV) and are simpler and cheaper to build
and maintain. Both widefield and scanning microscopes are limited in spatial
resolution by the wavelength of light, as first realized by Ernst Abbe in 1873 when
he formulated the theory behind the diffraction limit [1]. The wave nature of light
means that it cannot be focused to a spot smaller than roughly half its wavelength.
This characteristic consequently sets a limit on the size and shape of the so-called
point spread function (PSF) of a microscope, which describes the image of an
isolated emitting point in the sample. If two adjacent emitting points are distanced
significantly closer than the size of the PSF and imaged through an optical system,
their PSFs will overlap and they will thus not be resolvable in the image.

Super-resolution fluorescence microscopy techniques emerged in the late 1990s,
pushing the resolution beyond the diffraction limit imposed by the wave nature of
light. The key to surpassing the diffraction limit lies in the possibility to switch a
fluorescent molecule between an on and an off state [2–4] (Fig. 2a). This can be done
either in a deterministic way, using the on/off switching to reduce the effective PSF,
or in a stochastic way, by recording the emission of many individual molecules
within a diffraction-limited spot one at a time (single molecule localization micros-
copy, SMLM) [5–7].

This chapter will focus on the deterministic methods, alternatively called
coordinate-targeted switching approaches, since they rely on the point-by-point
investigation of the sample typical of a scanning microscope. The optical suppres-
sion of the fluorescence can be achieved either by STimulated Emission Depletion
(STED) [8, 9] or more generally by Reversible Saturable OpticaL Fluorescence
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Transitions (RESOLFT) [10–12]. STED is based on optically perturbing the elec-
tronic transition pathway that generates the fluorescence, and can therefore act on the
ps-ns scale (Fig. 2d). In RESOLFT, the fluorescence properties of the molecule
changes in response to a perturbation of its chemical configuration (Fig. 2e). Since
the dark states involved in RESOLFT have a longer lifetime, the switching is notably
slower (μs-ms scale) but requires magnitudes lower illumination intensities. Starting
from a conventional confocal microscope, super-resolution can be achieved using
STED or RESOLFT by superimposing a patterned illumination on top of the
excitation illumination. The patterned illumination suppresses fluorescence emission
from the outer regions of the diffraction-limited excitation spot and allows fluores-
cence emission only from the very central point where the suppressing light is zero.
In this way, the effective excitation spot is shrunk, giving a finer probing of the
sample structure (Fig. 2f). Expanding scanning systems to these super-resolution
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Fig. 1 Fluorescence microscopy. (a) A widefield fluorescence microscope illuminates the whole
sample with excitation light, creating fluorescence emission that is imaged through the objective
onto a camera. (b) An image can also be generated by sequentially scanning a focused probing
beam over the sample, at each point measuring the amount of emitted fluorescence. In a confocal
scanning microscope, the detected light is also passed through a pinhole to reject emission from out-
of-focus planes. (c) The wave nature of light means that it cannot be focused onto an infinitesimally
small spot. The smallest achievable focal point is around half the wavelength of the light that is
focused. This limit is called the diffraction limit. (d) The image of an emitting point is called the
point spread function (PSF) and its size is limited by the diffraction limit. Two adjacent emitting
points can only be resolved if they reside further away from each other than about half the size of the
PSF of the imaging system
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implementations however also adds significant complexity and comes with new
challenges, both from an optical engineering perspective and in terms of sample
preparation and label design.

STED and RESOLFT approaches were first introduced in a point-scanning
implementation, where images are acquired by sampling over the FOV using a
single probing spot. This adds a dependency between the temporal resolution and
the imaged area (or volume) since the dwell time at each position is multiplied with

Fig. 2 Coordinate-targeted nanoscopy. (a) Illustration of the on/off switching between a fluores-
cent and a non-fluorescent generic molecular state. The on-to-off transition is induced by red light,
while the off-to-on is induced by blue light. (b) Spatial distribution of the light and the state
distribution of the molecules in the foci of a coordinate-targeted switching point-scanning micro-
scope in 2D and (c) in 1D. To optimize on-state confinement (orange line), the minimum of the
off-switching light (red line) should be exactly at the maximum of the on-switching (blue line). (d)
Jablonski diagram illustrating electronic transitions of the standard pathway of fluorescence emis-
sion and how stimulating emission can inhibit the emission of fluorescence by forcing the molecule
to emit the excess energy as stimulated emission photons. Below the state diagram is an illustration
of the pulse sequence and dwell time for a STED recording. In the pulse sequence, the time delay
between the different pulses and emission is highlighted. (e) Diagram illustrating a molecular
transition where the molecule can instead be switched between two metastable molecular states,
referred to as on and off state. The probes can be switched between the two states through
illumination with different wavelengths of light. Below the state diagram, an example RESOLFT
pulse scheme and dwell time is shown on a time scale. (f) Example of STED imaging. Confocal and
STED images of the nucleus of a U2OS cell with inset showing zoomed-in area. The nuclear pore
complex protein Nup153 has been labeled with Abberior STAR635P. Scale bars: 5 μm, and
500 nm, respectively
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the number of sampling points. Thus, point-scanning microscopy methods reach a
high temporal resolution for small areas and volumes but imaging time quickly
increases when scaling up the FOV. To overcome these limitations, multiple
approaches to further increase the imaging speed have been proposed and demon-
strated since the introduction of the methods, including minimizing the recording
time and illumination doses by using smart scanning or by introducing light patterns
to parallelize the acquisition. Smart scanning refers to systems where a single
excitation spot is adaptively scanned over the sample, meaning that the scanning
speed or illumination intensities are modulated in real time during the scan. There-
fore, scanning of regions of the sample which do not contain structures of interest
can either be completely avoided or illumination levels can be adapted to the
structure. This increases the speed and/or lowers the illumination dose in an adapt-
able way for each FOV and its biological content. Smart or adaptive scanning
systems have been demonstrated to improve performance both in STED and
RESOLFT [13, 14]. Another approach to increase acquisition speed is to instead
utilize the concept of parallelization where a large array of confined PSFs is
generated in each illumination sequence. In these methods, the temporal resolution
does not scale linearly with the FOV size, since the total sampling area is instead
determined by the distance between two adjacent points in the array (which can be as
close as 250 nm, limited only by diffraction). As a consequence, parallelized systems
have a clear advantage when imaging larger areas.

In this chapter, we will describe the underlying concepts of STED and RESOLFT
microscopy, and outline their strengths and limitations. In particular, we will review
the approaches and ideas demonstrated to increase the imaging speed and decrease
the illumination dose with the main goal of increasing their compatibility with live-
cell imaging over extended periods of time.

2 Light-Induced Reversible State Transitions

Many state transitions can be used as reversible on/off switches. Their suitability for
coordinate-targeted switching techniques depends on how efficiently molecules can
be switched to a certain state at a specific time and be reversibly brought back to the
original state with minimal loss. This translates into spatiotemporal control of the
saturation of state populations within the fluorophore population which is necessary
for successful imaging. In practice, the biological application will lend itself better to
the use of one type of transition over another, as the application sets the requirements
on illumination, light source, recording time, photobleaching, and imaging environ-
ment. Regardless of the nature of the transition, the effective excitation spot will be
given by the equation:
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where the intensity of saturation for the on-to-off transition is IS = kon/σoff, with σoff
being the molecular cross-section for the transition and kon accounting for the
competing process that restores the initial fluorescent state [15]. The saturation
intensity reports the intensity required to suppress the fluorescence to half its initial
level and it is the key to obtaining the spatially sub-diffracted confinement of
emitting molecules.

2.1 Reversible Electronic Transitions: Stimulated Emission

Following excitation from the ground state to the excited state, a fluorophore can
release energy through spontaneous fluorescence emission or thermal relaxation.
The return to the ground state can, alternatively, be induced by stimulated emission
in an interaction with incoming photons. Illumination with light in which the
photons have an energy equal to the energy gap between the excited and ground
state will drive the electrons back to the ground state, resulting in the emission of
photons of the same energy as the stimulating illumination, as illustrated in Fig. 2d.
In STED, therefore, stimulated emission represents a competing process to fluores-
cence emission, effectively able to deplete the molecules from the excited state and
thereby suppress the spontaneous fluorescence emission. Commonly used STED
microscopes feature an illumination beam shaped like a doughnut to induce stimu-
lated emission (depletion beam) overlapped onto a Gaussian-shaped beam of light
used for fluorescence excitation. In the center, only the excitation light is present as
the doughnut features a local “zero” here (Fig. 2c), and the molecules residing here
will thus emit fluorescence. Instead, on the crests of the doughnut where the intensity
of the STED beam is higher than the saturation level, Is, the stimulated emission will
prevail over fluorescence emission, effectively turning off the molecules in this
peripheral area.

To efficiently drive the molecules to the off state, the stimulated emission
transition has to outcompete spontaneous fluorescent emission, which has a lifetime
of a few nanoseconds (1–5 ns). Combined with the low stimulated emission cross-
section (σ ≈ 10-16 cm2), this translates into a requirement of high photon flux
(Is ~ MW–GW/cm2) to achieve saturation of the on-to-off transition.

The relatively high intensity required by the STED beam sets specific demands on
the fluorescent probes [16–18]. The main parameter for a probe to perform well in
STED microscopy is photostability, meaning the ability of the probe to withstand
several excitation-depletion cycles without significant photobleaching. The deple-
tion wavelength depends on the emission spectrum of the fluorophore, and moving it
toward the peak of emission gives a larger cross-section and therefore reduces the
STED power needed [19, 20]. However, to avoid direct excitation by the depletion
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beam and to minimize interference with the fluorescence window, the depletion
wavelength is generally moved to the red tail of the emission spectra. Even in such
optimized depletion conditions, the STED image quality can be compromised by the
interference of the STED beam with other photophysical pathways. This can lead to
excited state absorption [21, 22] which, in turn, can result in a higher probability of
bleaching.

Stimulated emission is a general process universal to all fluorophores. As such,
STED has been demonstrated with many fluorophores of different nature, e.g.,
organic molecules [16, 23], fluorescent proteins [24–26], and inorganic nanocrystals
[27–29] (e.g., nanodiamonds, quantum dots, and lanthanide upconversion
nanoparticles). Besides matching the photophysical parameters optimal for STED
imaging, the choice of probe is also linked to its biocompatibility. Cytotoxicity can
arise from the intracellular oligomerization and aggregation of probes, and the high
illumination power can induce photothermal effects around the probe as well as the
formation of free radicals and singlet oxygen molecules. It is difficult to absolutely
predict and directly detect the damage induced during imaging [30, 31]. Therefore, it
is often estimated by assessing cell viability before and after the imaging experiment.
Phototoxicity is highly dependent on the irradiation wavelength, therefore a common
strategy is to shift the illumination to the red region of the spectra. This also has the
additional advantage of being less susceptible to scattering and creating less
autofluorescence, thus increasing the possible penetration depth. Labeling strategies
used for live-cell and in vivo STED microscopy rely on genetically encoded markers
like fluorescent proteins; self-labeling protein tags [32–35] (SNAP-, HALO- or
CLIP-tags) or unnatural aminoacids [36] combined with cell-permeable dyes; or
small cell-permeable molecules with high labelling specificity that can be for
example drug-based or lipid-based (e.g., NileRed and SiR-Actin) [37].

The nature of the STED process and in particular the need to act within the
fluorescent lifetime of the fluorophore sets general requirements on the hardware
used in STED microscopes [22]. STED lasers need to deliver high illumination
power to the sample during the lifetime of the excited state and thus be precisely
timed after the excitation (delay in the order of ~ps to allow relaxation to the lowest
excited state). Pulsed lasers with picosecond pulse widths match these power (MW–
GW/cm2) and time (~500 ps) requirements for optimal depletion. The fast time scale
of stimulated emission depletion directly translates into fast imaging times. Pixel
dwell times in STED microscopy can vary from 1–300 μs depending on the
fluorophore brightness and density. This requires a fast and precise scanning system,
often based on galvanometric mirrors, resonant scanners [38], or electro-optical
scanners [39]. Additionally, the fast scanning of STED systems also requires fast
detectors and electronics able to record and distinguish photons from adjacent
scanning points. Common detector types for STED microscopes are, for example,
photo-multiplying tubes (PMTs), avalanche photodiodes (APDs), or single-photon
avalanche diodes (SPAD).
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2.2 Reversible Molecular Transitions

RESOLFT encompasses all the coordinate-targeted super-resolution approaches that
rely on metastable or long-lived fluorescent and non-fluorescent states, which can be
reversibly and efficiently populated upon illumination with specific wavelengths.
The use of molecular transitions between metastable states with long lifetimes, such
as isomers, decreases the intensity required since the transitions and population
saturation do not have to be induced on the nanosecond time scale. Compared to
using electronic transitions, the intensities used while imaging can be decreased by
several orders of magnitude. For example, in states with lifetimes on the microsec-
ond timescale, the intensity required for saturation is on the order of a few W/cm2.

RESOLFT techniques set strong requirements on the fluorescent label, especially
in terms of switching kinetics and photobleaching resistance [40]. In STED micros-
copy, the use of electronic transitions on the nanosecond timescale makes the
process quasi-instantaneous. In RESOLFT, the kinetics between the on and the off
state reside within the microsecond–millisecond timescale and therefore directly
influence the image recording time negatively (Fig. 1e). To be suitable for
RESOLFT imaging, the conformational changes that underpin photoswitching
needs to withstand many cycles. For example, to be able to acquire an image with
an expected resolution of 50 nm in the focal plane, a step size of 25 nm is needed
(according to Nyquist-Shannon sampling theory). Assuming that proteins within a
200 × 200 nm2 area are switched on in every illumination cycle, the proteins will
need to cycle at least (200/25)2 ≈ 60–70 times without a significant loss in fluores-
cence to allow for an image to be acquired. The ability of a probe to be
photoswitched many times without significant loss of fluorescence is referred to as
fatigue resistance.

Reversible on-off switching mechanisms can be found in reversibly
photoswitchable fluorescent proteins (RSFPs) and organic photochromic
fluorophores (Fig. 3). In GFP-like proteins, reversible photoswitching is generally
a result of a photoinduced isomerization coupled with a protonation/deprotonation of
the chromophore [41]. Three types of photoswitching can be identified according to
how light controls the switch: positive, negative, and decoupled. The three types and
their response to illumination schemes are illustrated in Fig. 3a–c.

In negative switchers, the excitation wavelength also induces off-switching
(Figs. 1e and 3a). The coupling of the excitation and off-switching wavelength
imposes a sequential recording scheme where, at first, an ensemble of molecules is
switched to their emitting states. Subsequently, a spatially patterned light featuring a
minimum in the center switches off all the molecules in the periphery and leaves
only the ones in the center able to emit. At last, those are excited and their
fluorescence is induced upon illumination with a third beam of the same wavelength
(Fig. 3a). Negative RSFPs have varying off-switching kinetics affecting the dwell
time used for imaging, from tens of μs to ms. For fast switchers like rsEGFP2 or
Dronpa2, the dwell time is generally 300 μs in a point-scanning recording and 3 ms
in a parallelized system where lower intensities are generally used. The most
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common types of negative switchers have excitation maxima in the blue (~488 nm)
and on-switching in the UV–violet. The ability to completely cycle a population
within hundreds of microseconds together with their ability to withstand thousands
of switching cycles made rsEGFP2 [12] and Dronpa2 [42] fundamental for the
development of the RESOLFT concept and the possibility to achieve the best
trade-off between temporal and spatial resolution. Additional variants such as
rsGreen [43] and rsFolder [44] were also developed to enhance the expression levels
in mammalian and bacterial cellular systems. The need for new and brighter labels
led to the further development of the GMars family [45, 46], whose biphasic
photobleaching trend can be used for prolonged timelapse imaging. The develop-
ment of the rsGamillus family [47], instead, extended the imaging to biological
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Fig. 3 Reversibly switchable probes. Example of photoswitching behavior and related effects on
the pulse scheme used for RESOLFT. (a) Negative switchers are fluorescently excited by the same
wavelength as that which causes them to switch off. (b) Positive switchers are fluorescently excited
by the same wavelength as that which switches them on. (c) Decoupled switched are switched on
and off and are excited by three separate wavelengths. (d) Example of used switching mechanisms
for RESOLFT. In reversibly switchable fluorescent proteins, the switch is linked to a cis/trans
isomerization combined with a protonation/deprotonation step or by a rearrangement of the
hydrogen network. Among the photoswitching dyes, some of the molecular mechanisms used are
either directly switching the dye between an “open” and a “closed” form or indirectly using this
switching to enable or impair the fluorescence of a covalently-linked dye. The molecular structure
and schemes are readapted from the original publications [59, 60]
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processes in more acidic pH compared to the physiological one. Furthermore, the use
of photoswitching mechanisms outside the GFP superfamily and into the bacterial
photoreceptors, such as the LOV domain of YtvA from Bacillus subtilis, adds to the
list a smaller oxygen-independent alternative compatible with anaerobic
environments [48].

For the positive switchers, the excitation wavelength is coupled to the
on-switching path while the off-switching is driven with violet light (Fig. 3b). All
the reported positive switchers, such as Padron [49] and Kohinoor [50], are in the
green spectral range, with on-switching and excitation around 488–500 nm and
off-switching in the UV–violet range. With the faster switching speed and the
different dependency on the wavelengths exhibited by the newly developed
Padron2, Konen et al. demonstrated point-scanning RESOLFT imaging with illu-
mination patterns superimposed both spatially and temporally and with pixel dwell
times of ~500 μs [51].

For the decoupled switchers, the switching is fully decoupled from the excitation
wavelength (Fig. 3c). The RSFP Dreiklang is switched on and off by illumination at
~365 nm and ~405 nm, respectively, while the excitation wavelength is at ~515 nm
[52, 53]. In contrast to the other groups, the switching is the result of a reversible
hydration/dehydration reaction that modifies the chromophore. In terms of imaging,
these switching properties allow maximization of the photon budget of the protein,
potentially increasing the SNR. However, the switching speed of current decoupled
switchers is significantly slower and has so far required pixel dwell times of
~20–50 ms, thus liming their use for dynamic live-cell imaging.

The reported switching mechanisms are predominantly in the green region of the
spectra and require the use of UV–violet light to a varying extent. To reduce any
potentially phototoxic effects of the shorter wavelengths and thereby enhance the
live-cell compatibility of RESOLFT, there is a continuous push to develop probes in
the red region of the spectra. Examples of variants successfully used in RESOLFT
are asFP595 [10] and rsCherryRev1.4 [54]. They are negative switchers, with
excitation maxima in the orange (~590 nm) and a broad on-switching range between
UV–violet and green (400–510 nm). The newly reported red fluorescent protein
variants of rsFusionRed show a sevenfold decrease in off-switching time, allowing
imaging speeds compatible with living cells and enough photostability to follow
their dynamics over multiple frames [55].

Different photoswitching strategies have been identified also in synthetic dyes
(Fig. 2d). The covalently-linked dye pair of Cy3 and Alexa647 can act as an organic
photoswitcher, using the long-lived non-fluorescent state of the dye in a thiol buffer
solution and the possibility to revert it by a different wavelength of light [56]. Fluo-
rescence bis-sulfone diarylethenes have also been used for RESOLFT [57–
59]. These compounds present an “open” and “closed” chemical form of the
chromophore and upon illumination with UV–visible light (350–405 nm), they
switch to the fluorescent isomer. Alternatively, the fluorescence of a dye can be
modulated by a covalently-linked photoswitchable quencher [60]. This strategy
employs a different class of photoswitchers called spironaphthoxazines, which can
switch from a yellow spiro form to a deep violet merocyanine form upon 405 nm
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illumination, enabling Förster energy transfer and consequently quenching of the
second fluorophore. Even if brighter than fluorescent proteins, the overall perfor-
mance of synthetic dyes in RESOLFT microscopy is limited. The major challenges
are still photobleaching, reduced number of cycles, and often the need for UV light
or a specific environment for optimized switching. Nevertheless, the possibility to
open up the technique to new labeling approaches for living cells (like SNAP-Tag or
HaloTag technologies) is an area of interest in the field.

From the hardware point of view, the nature of the transitions used in RESOLFT
eases the requirement of power and time compared to STED microscopes, and thus
the requirements of the lasers. The much lower peak intensities (kW–W/cm2)
required for molecular switching are compatible with continuous wave
(CW) lasers. A key technical aspect is also the possibility to digitally modulate the
illumination on the μs-ms timescale, achievable both through commercial CW lasers
or acuosto-optic modulators. The different pulse sequences that have been
implemented in RESOLFT are summarized in Fig. 3.

3 Adaptive and Smart Scanning of the Illumination

In a point-scanning system, an image is acquired by scanning a probing beam over
the FOV to be imaged, point-by-point and line-by-line (Fig. 4a). The residence time
of the beam in each pixel is called the dwell time, ts, while the step size from one
point to the other (corresponding to the final pixel dimension) is called the scanning
step, Δx. In the context of a single-point-scanning system, the imaging speed is
determined by the number of scanning points, ns, required to construct the image and
the dwell time required to measure at each scanning position. The number of
scanning points in turn depends on the scanning step size and the size of the imaged
field of view (lfov), while the dwell time required to collect sufficient signal depends
on the illumination power, switching kinetics, brightness, and labelling density. In
most traditional systems, the aforementioned imaging parameters, ns, ts, and lfov, are
set to fixed values before image acquisition begins. This means that the same
parameters will be used for every scanning point, regardless of the sample properties
at that point. Consider, for example, a large sample area in which labeled structures
of interest are sparsely dispersed. Large regions of the area will not contain structure
and thus not generate any signal, but will still be imaged using the same parameters
as the regions containing structure. This results in unnecessarily long acquisition
times and large total illumination dose also to samples containing small or sparse
structures (Fig. 4a). Smart scanning or adaptive illumination systems feature a more
flexible and sample-dependent scanning scheme, where the dwell times or illumi-
nation intensities are adjusted depending on the properties of the sample in the
currently scanned region (Fig. 4b–c).

Adaptive illumination has been used to decrease the illumination dose of STED
microscopy (Fig. 4b). In adaptive illumination STED microscopy, the power of the
STED laser is modulated during the scan in response to the structure of the sample.
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The sample is scanned with a diffraction-limited excitation spot with constant
intensity. As long as the excitation spot does not generate fluorescence, no STED
illumination is applied. When fluorescence exceeds a certain threshold the STED
beam is activated (RESCue-STED) [61]. In DyMIN (Dynamic Intensity Minimum),
the STED beam is instead switched on at increasing power the higher the fluores-
cence detected, and therefore the structure of interest more centered in the recorded
area. This strategy minimizes the STED illumination, using the STED beam only
when and at the intensity needed to maximize information instead of always at the
maximum level independently from the characteristics of the sample. DyMin has
been tested on periodic actin structures as well as the gephyrin clusters at inhibitory
synapses of rat hippocampal neurons [14], with a reduction of total light dose on the
sample up to 45-fold. Moreover, the more efficient illumination scheme allows the
use of longer pixel dwell times without bleaching, enabling imaging at higher signal-
to-noise ratio compared to conventional scanning.

When the regions of interest are within the scale of the diffraction limit, the
concept of sample-dependent scanning can be adapted accordingly. In MINFIELD
[62], a low-resolution image of a sparse sample is used to localize small substruc-
tures and define small regions of interest (~100 × 100 nm2) that are sequentially

Smart scanning
Only probing pulse Full  sequence

Reduced recording speed

Point scanning Adaptive scanning
Optimal lasers

Reduced light dose 

a b c

Fig. 4 Point-scanning approaches. (a) Conventional point scanning. By scanning a probing focal
spot over the sample in a raster-scanning geometry and detecting the amount of fluorescence
generated at each point, a point-scanning microscope builds up an image of the sample pixel-by-
pixel. According to the Nyquist-Shannon criteria, the scan step should be no more than half the
expected resolution. Therefore, if a 10× resolution increase is expected over a diffraction-limited
image, the scanning steps required are 100×more in a 2D image. This leads to a significantly slower
recording time and increased light dose on the sample. The size of the probing focal spot determines
the level of detail i.e. the resolution of the image. (b, c) Point-scanning microscopy can be made
more efficient by implementing adaptive or smart scanning approaches. (b) Adaptive scanning
refers to the adaptation of illumination intensities to the sample structure. A weak intensity is used
as an initial probe. When sample structure is detected, the illumination powers are increased to
optimize image quality at regions containing structure of interest. (c) Smart scanning approaches
also adapt the temporal pulse sequence at each pixel to the sample, essentially skipping over pixels
that do not generate significant signal when probed with a probing pulse. Adaptive scanning
minimizes the illumination dose on the sample and smart scanning additionally decreases the
required scanning time
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imaged with the STED beam active. Since the region of interest containing the
structure is smaller than the size of the STED beam (central zero FWHM ~ 280 nm),
MINFIELD minimizes the exposure of fluorophores to STED illumination as they
will not see the maximum intensity of the doughnut crest.

These approaches are efficient in decreasing the light dose to the sample. A
further improvement toward live-cell compatibility is to speed up the acquisition
with smart scanning approaches. Smart scanning implementations in RESOLFT
involve using a short initial probing pulse to detect the presence of any fluorescent
structure [13] in a specific scanning step. If the probing pulse generates a low signal,
the region is ignored and the scan rapidly moves on to the next scanning position. If
the probing pulse generates sufficient photons, the region is considered to be of
interest, and the full RESOLFT pulse scheme is applied at the current scanning point
(Fig. 4c). This smart scanning approach saves time in the acquisition by not dwelling
on pixels that do not add information to the image, and the speed-up depends on the
type of structure being imaged. The method reaches up to 6 times faster recordings
and is an especially efficient approach when imaging, for example, neuronal pro-
trusions or sparse point-like structures, where only a small fraction of the pixels
(15%) in the final image will contain relevant information. Using smart scanning
RESOLFT, Dreier et al. show peroxisome dynamics in small fields of view at
imaging speeds of 2–5 Hz and mitochondria membranes at imaging speeds of
27 Hz, essential to remove motion artifacts. Furthermore, it was shown that the
illumination dose could be decreased by 70–90% [13] since regions of the sample
not containing labeled structures are not exposed to the RESOLFT imaging scheme
but only to the probing illumination.

The use of fast scanning devices, like electro-optic deflectors (EODs), introduces
the possibility of pixel hopping also in STED. FastRESCue STED [63] is a direct
evolution of the RESCue-STED [61] technique. If no signal is detected, not only is
the STED beam inactive but also the scan skips to the next pixel. This strategy
increases the imaging speed by up to 4–5 times compared to RESCue-STED, with a
decreased light dose of ~20% [63] in a biological sample compared to
conventional STED.

4 Optimized Patterns and Adaptive Detection

The methods described above optimize the scanning strategies to improve image
quality and speed while lowering illumination dose. Other methods instead focus on
the illumination or detection side.

In the illumination, different spatial distributions of the STED beam have been
explored. In particular, the use of one-dimensional depletion patterns instead of a
two-dimensional doughnut shape allows for a more efficient depletion (due to
steeper minima and consequently lower saturation light). A two-dimensional reso-
lution improvement is then obtained by recording one-dimensional high-resolution
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images at multiple angles of the depletion pattern. For this reason, the strategy is
called tomographic STED [64].

In the detection, by measuring the arrival time of photons at the detection site,
information regarding their origin across the PSF can be inferred. Gated-STED is an
implementation mainly applied to STED using CW depletion lasers [65]. The lower
peak powers of CW lasers decreases the efficiency of stimulated emission and thus
the STED beam has not had time to induce sufficient suppression of fluorescence at
early times after the excitation pulse. With time-gated detection as in gated-STED,
only the photons arriving in the later parts of the lifetime window and thus increas-
ingly from the central parts of the PSF are used to construct the image, increasing the
resolution. A similar concept is used in the SPLIT-STED implementation, where a
phasor analysis is used to separate “high-resolution photons” (mainly from the
central parts of the PSF) from “low-resolution photons” (mainly from the outer
parts of the PSF) based on photon arrival times [66–68]. Optimized detection and
photon assignment schemes like these enable high-resolution imaging to be
performed with lower and less perturbing illumination intensities. Alternatively,
the strategies can be used to improve the resolution without the need of increasing
the illumination dose.

One additional strategy to compensate for photobleaching, therefore allowing
long recording time, focuses on the probe and more specifically the labelling
strategy. Combining the PAINT (Point Accumulation for Imaging in Nanoscale
Topography) [69] and the STED approach, fluorogenic labels that transiently bind
to their target structure can be used to obtain a constant exchange of labels between
the solution and the target structure [70, 71]. As a consequence, the photobleached
population of fluorophores is constantly exchanged with a new set of bright
fluorophores, allowing prolonged STED recordings. The potential of this approach
was demonstrated by extended timelapse and volumetric recording without degra-
dation of the image quality. Alternatively, a photobleaching-immune approach has
been developed for the study of the extracellular space of the brain with 3D STED
microscopy. The entire extracellular fluid is labeled with a fluorescent marker to
enable super-resolution shadow imaging (SUSHI [72]) of the extracellular space in
living organotypic brain slices, and thus negative imaging of the complete cellular
outlines. The large volume and continuous refreshing of fluorescent labels makes the
technique unaffected by photobleaching and protected from phototoxicity since
phototoxic molecules are produced outside of the cells.

5 Parallelization

Another way of increasing the imaging speed, especially for large FOV images, is
through parallelization of the illumination and read-out (Fig. 5). In coordinate-
targeted switching techniques, the parallelized acquisition means that the illumina-
tion confines and probes the fluorescence of the sample in multiple points at the same
time. Using different types of light patterns, arrays of sharply confined emitting
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points are generated, each probing a spatially separate part of the sample. For arrays
of emitting points covering the whole FOV, the scanning time is then decoupled
from the FOV and instead defined by the distance between the individual illumina-
tion points. The array of emitting points needs to be read out at the same time but in
spatially distinct pixels achievable either with multiple point detectors or using large
camera sensors. The emission from each point is quantified by measuring the
recorded fluorescence signal, which will be assigned to the corresponding pixel in
the final image. Parallelized scanning has been proposed and implemented both in
STED and RESOLFT systems.

The different characteristics of STED and RESOLFT introduce different chal-
lenges and limitations regarding the extent of parallelization. In STED, the scale of
achievable parallelization is limited by the high intensity required for efficient
depletion, while in RESOLFT the lower intensity allows for extended parallelization
of the illumination. In both STED and RESOLFT, the temporal resolution of
parallelized systems is to a certain extent limited by the current camera technology.
Read-out times of state-of-the-art cameras are currently limited to a few milliseconds
for the often required megapixel frames. In STED microscopy, the required pixel
dwell time is usually only a few tens of microseconds. In point-scanning systems
with practically instantaneous read-out, the pixel dwell time is thus usually also a

Excitation
Depletion

Final scanned imageDetected light Assigned pixel valueEmitting points

Degree of parallelization

P ~ 4 mm

a

b ns = (lfovnsampling) ns = (lfovnsampling)

lfov

ns = (Pnsampling)
Tframe = nsdt Tframe = nsdt / 4 Tframe = ns                   

P = 250 nm

1x 4x 1000x

Fig. 5 From point scanning to parallelization. (a) Representation of a parallelized workflow.
Parallelization of coordinate-targeted switching techniques relies on creating multiple emitting
points in the sample that are imaged onto an extended sensor. If the emitting points are sufficiently
far apart, the emission from the different points can be independently quantified and assigned to the
corresponding pixel in the final image. Thanks to the parallelization, the number of scanning steps
can be greatly reduced. (b) From a single scanning point, the degree of parallelization can be
gradually increased by multiplexing the foci and doughnut patterns or pushed to the limit using
large patterns generating tightly packed emitting spots separated only by a distance just above the
diffraction limit
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few tens of microseconds. In a highly parallelized STED system, though, every scan
step requires a camera frame to be read out, resulting instead in pixel dwell times on
the millisecond time scale. Much of the gain from the reduced number of scan steps
is therefore lost with the increased pixel dwell time. On the other hand, the switching
cycle in RESOLFT systems requires several hundreds of microseconds or even
milliseconds to achieve the on-state confinement in each scan step. The camera
read-out time, therefore, increases the pixel dwell time by a relatively low amount
and parallelization of RESOLFT systems can thus give a vast improvement in
imaging speed compared to point-scanning systems. Nonetheless, even a
parallelized RESOLFT system only outperforms a point-scanning STED system in
terms of imaging speed if the side of a squared imaged region surpasses ~5–10 μm.

The use of cameras as detectors adds some additional complexity, but also offers
more possibilities to the processing of the detected signal. In contrast to a single-
point detector, which inevitably integrates all photons on the photosensitive area, a
camera can capture images of the intensity distribution detected. This allows for
different types of digital pinholing or more advanced statistical analysis of the
detected signal.

5.1 Parallelized STED

STED has been demonstrated with different approaches and degrees of
parallelization [73–75]. With four illumination spots at a distance of 5.7 μm, the
first implementation could achieve only a moderate degree of parallelization. The
moderate degree of parallelization however allowed for the continued use of point
detectors, leading to an increased recording speed by four times compared to a
single-point-scanning approach [74] (Fig. 5a). This however comes at the expense of
system complexity and scalability of the approach. This together gives a four times
faster system able to image structures down to ~35 nm (Fig. 5b, center).

A significantly higher degree of parallelization was achieved by introducing a
new STED beam pattern exhibiting zero-intensity points over a large region and at a
periodicity of 290 nm [73, 75] (Fig. 5b, right). Each zero-intensity point allows for
highly confined emission creating a large array of emitting points. To detect the
highly parallelized emission, point detectors are substituted by a camera sensor. As
discussed, the slower reading time of a camera compared to a point detector in a
STED microscope limits the pixel dwell time. For this reason, the 1,000-fold
parallelization achieved in the implementations based on large interference patterns
for depletion can increase the recording speed to seconds, but not to the theoretical
recording time of 100 frames per second (potentially achievable considering the
pixel dwell times of STED). Furthermore, to achieve such speeds, the extension of
the parallelization requires high laser intensities to induce stimulated emission,
demanding powerful laser sources or a smaller number of foci. The use of a spatial
light modulator to create the optical lattice for the depletion could reach ~70 nm
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resolution over 3 × 3 μm2 FOV [73]. Improvement on the laser source (low repetition
rate and high pulse energy) could extend the FOV to 20 μm in diameter [75]. The
continued development of laser and detector technology may further extend the
current limit of parallelized STED.

5.2 Parallelized RESOLFT

In contrast to STED microscopy, the molecular switching required for RESOLFT
microscopy leads to pixel dwell times on the order of hundreds of microseconds to
milliseconds. Since this is on par with the speed of fast exposure times using state-of-
the-art sCMOS cameras, significant gains can be made in terms of imaging speed by
parallelizing the raster-scanned acquisition of RESOLFT microscopes. Many differ-
ent implementations of parallelized RESOLFT exist, all aiming at achieving high
degrees of parallelization by using illumination patterns covering large areas of the
sample (up to 100 × 100 μm2) [76–79].

5.2.1 Widefield-RESOLFT

The implementation of parallelized RESOLFT that gives the highest degree of
parallelization uses homogeneous widefield illumination for the on-switching and
read-out step of the pulse scheme and a superposition of orthogonal sinusoidal
patterns in the off-switching step to achieve the confined emission. This implemen-
tation is termed Widefield-RESOLFT (wf-RESOLFT) [76] and is illustrated in
Fig. 6. The distribution of confined emitting points in wf-RESOLFT is solely

a wf-RESOLFT
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P  = 320-360 nm
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Fig. 6 wf-RESOLFT patterns. A high degree of parallelization can be achieved by switching on the
whole FOV with a widefield illumination. A patterned illumination exhibiting an array of zeros
switches off everything except the fluorophores residing in these zero-intensity points. A final
widefield illumination excites fluorescence from the remaining on-state fluorophores. Scale bar:
1 μm
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determined by the geometry of the off-switching pattern. To achieve sharply con-
fined on-state points in a short time, it is beneficial to use an off-switching pattern
with a steep intensity gradient surrounding the intensity zeroes. The shorter the
periodicity of the pattern, the lower the intensity at its peaks is needed to achieve the
same confinement [75, 80]. As an additional benefit, the contraction of the period-
icity translates into an increased speed of recording, although it comes with the
drawback of cross-talk between neighboring emitting spots, whose PSFs will start to
overlap in the detected image. Overlapping PSFs on a parallelized detector can be
separated using computational unmixing or deconvolution algorithms [76, 77],
although the presence of noise will quickly deteriorate the image quality. In practice,
this limits the accessibility of the technique to bright and flat samples, while axially
extended samples where out-of-focus emission has a larger contribution or signal-to-
noise is low are difficult to image. Balancing all these aspects, wf-RESOLFT has
been implemented using off-switching patterns with a periodicity, P, of 320–360 nm
[46, 76, 77], and with a massive improvement in throughput covering a FOV of
100 μm in diameter. Overall, the time of the RESOLFT pulse scheme multiplied by
ns (now defined as (P/ds)

2 instead of (lfov/ds)
2 as in point scanning) leads to a frame

time of around 3 s for a lfov = 100 × 100 μm2. The low illumination powers required
for RESOLFT imaging makes wf-RESOLFT a suitable method for acquiring
timelapse recordings of large and flat samples.

5.2.2 MoNaLISA or Multifoci Parallelized RESOLFT

To extend the parallelized approach to thicker 3D samples, the influence of out-of-
focus emitting regions and the cross-talk between in-focus emitters needs to be
minimized or eliminated. This has been achieved by independently modulating the
periodicity of the on-switching and read-out illumination, named Pon and Pro, from
the one of the off-switching illumination, Poff, in the RESOLFT pulse scheme
(Fig. 7). In practice, this can be done by creating an array of intensity maxima in
the focal plane with the use of microlenses and relay optics. Spatially modulated
on-switching light switches on primarily the fluorophores residing at these points
(Fig. 7). The co-alignment of the intensity maxima of the on-switching multifoci
with every minimum of the off-switching array generates sharply confined nanosized
regions of fluorophores (Fig. 7). The additional multifoci read-out pattern co-aligned
with the on-switching pattern is used to excite fluorescence from these spatially
confined on-state molecules. The multifoci pattern in the on-switching and read-out
step not only allows for better signal detection from in-focus emitters but also gives
the system improved optical sectioning. Indeed, the non-overlapping PSFs of the
emitting points allow for digital pinholing to discard most of the out-of-focus signal.
Additionally, the combination of illumination patterns creates emission primarily
from the focal plane of the system (Fig. 8a), both due to the two-step process of
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on-switching and read-out but also since much of the out of focus on-switched
molecules will be switched off by the off-switching pattern.

Having decoupled periodicities (Pon = Pro ≠ Poff) allows shrinking Poff down to
the diffraction limit ~250 nm, without affecting the cross-talk of the emitting spots,
which is defined by Pon. The MoNaLISA (Molecular Nanoscale Live Imaging with
Sectioning Ability [78]) system delivers fast high-resolution imaging of living cells
by balancing the trade-off between imaging speed and image quality and by pro-
viding optical sectioning through axially confined emission and digital pinholing.
Fields of view of 50 × 50 μm2 are recorded at around 1 Hz inside the three-
dimensional structures of the cell. The enhanced contrast gained by the full integra-
tion of the emitting volume enables the use of fast and resistant RSFPs that due to
lower brightness are generally difficult to image in other parallelized systems
(Fig. 8b). Dim signal, like the endogenous level of expression of vimentin tagged
with rsEGFP2 protein, can be visualized thanks to the improved contrast of
MoNaLISA. In Fig. 8c, the contrast and resolution of MoNaLISA images are
compared with widefield and enhanced confocal (using multifoci arrays without
the off-switching pattern) images of the same structures.

5.2.3 3D Parallelized RESOLFT

Although the multifoci arrays used in the MoNaLISA microscope provide optical
sectioning abilities, the axial resolution is still diffraction limited. The off-switching
pattern used in these implementations does not provide any additional confinement

MoNaLISA

On/Read out

Emission

Detection

Pem = P  = 250 nm

P  = 250 nm

Imaging

Pem = Pon/ro = 750 nm

P  = 250 nm

Imaging

Pem = P  = 750 nm 

P  = 750 nm

Imaging

Pon/ro = 750 nm

Fig. 7 wf-RESOLFT and MoNaLISA. The wf-RESOLFT configuration forces a trade-off between
the ability of the off-switching pattern to confine the emission and the distance between adjacent
emitting points. An off-switching pattern with high modulation will create sharply confined
emitting spots, but at such a short distance from each other that they will be hard to distinguish in
the diffraction-limited detection. Relaxing the modulation of the off-switching pattern will bring the
emitting points further apart but will also compromise the confinement of the emitting spots. The
MoNaLISA scheme alleviates this problem by decoupling the modulation of the off-switching
pattern from the distance between adjacent emitting spots
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along the axial direction. Three-dimensional super-resolution has however been
demonstrated using a more complex off-switching pattern that exhibits three-
dimensionally confined zero-intensity points [79]. An example of a 3D-confining
pattern is shown in Fig. 9a. This pattern, in combination with the multifoci array
used for on-switching and read-out, creates emitting volumes that are confined in all
three spatial dimensions. Probing the spatial distribution of fluorophores in 3D
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Fig. 8 MoNaLISA patterns and data. (a) In the MoNaLISA scheme, additional patterns are added
into the pulse scheme causing the on-switching and read-out light to be confined to a sparser subset
of zero-points in the off-switching pattern and also inducing an axially confined emission. (b)
Comparison of a traditional widefield image with MoNaLISA image of U2OS cell endogenously
expressing Vimentin-rsEGFP2. Scale bar: 5 μm. (c) Zoom-ins of ROI I and II showing a compar-
ison of the resolution and contrast achieved with widefield imaging, enhanced confocal (using
multifoci arrays without the off-switching pattern), and the full MoNaLISA scheme. Scale bars:
500 nm. Image adapted from Masullo et al. [78]
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requires the sample to be raster scanned along the x-, y- and z-dimension with a
scanning step satisfying the Nyquist-Shannon sampling criterion.

Examples of improved axial resolution on a point-scanning architecture have
been proved by utilizing interference between two opposite objectives (isoSTED
[81, 82], 4Pi-RESOLFT [83]) or using axial depletion patterns in a single objective
configuration (3DSTED [9, 84]), shrinking the PSF down to 30–50 nm. This 3D
parallelized RESOLFT (3D pRESOLFT) implementation has been shown to achieve
a spatial resolution below 80 nm in all three dimensions. As such, it is a powerful
tool for measuring the lateral and axial spatial distribution of proteins in micrometer
thick sections of axially extended samples as shown in volumetric images of
mitochondria of U2OS cells presented by Bodén et al. [79] and shown in
Fig. 9b. Parallelization on a volumetric recording translates into a 200-fold improve-
ment in the speed of recording, comparing the same RESOLFT dwell time (from
4.4 h for point-scanning RESOLFT to 78 s in 3D pRESOLFT, Fig. 9c).
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Fig. 9 3D pRESOLFT pattern and data. (a) Extension to 3D super-resolution can be achieved by
creating an off-switching pattern that exhibits zero-volumes confined in all three dimensions,
creating a 2D lattice structure in both the x–y, x–z and y–z planes. (b) Full volumetric recording
of a mitochondrial network, together with an x–z slice of a single mitochondria compared with an
enhanced confocal recording of the same structure showing the drastically improved resolution in
all dimensions. Cells are U2OS expressing rsEGFP2-Omp25. Star (*) denotes deconvolved data.
Scale bars: 2 μm (top) and 500 nm (bottom). (c) Graphs showing approximate imaging time taken
for volumetric imaging using psRESOLFT, psSTED, and 3D pRESOLFT. The top graph assumes a
fixed axial size of 1.6 μm with increasing lateral FOV. The bottom graph assumes a fixed
40 × 40 μm2 lateral FOV with increasing axial size. Calculations assume standard pixel dwell
times of the different techniques (psSTED: 30 μs, psRESOLFT: 400 μs, 3D pRESOLFT: 6 ms) and
a scan step size of 50 nm
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5.3 Digital Pinholing of Camera Data

When multiple emitting points are imaged onto a camera, a consecutive step is
needed to quantify the emissions from the emitting points and assign them to the
correct pixels in the final image. The most straightforward approach is the use of a
binary mask on the camera frame, aligned to the a priori knowledge of the geometry
of the emitting points. If the emitting points are sufficiently far apart compared to the
diffraction limit, this approach is the digital analogy to the use of a physical pinhole
in a point-scanning system. This approach has been used in wf-RESOLFT systems
with a Gaussian pinhole function instead of a binary mask [76]. If the images of the
emitting points are too close to each other so that their respective PSFs overlap, very
small pinholes need to be used in order to minimize cross-talk (around one-fifth of
the Airy disc). Alternatively, the cross-talk can be unmixed by defining the problem
as a system of linear equations to be solved through least-squares minimization or
maximum likelihood estimations [75, 77]. High cross-talk between emitting regions
reduces the total signal extractable from each spot. Alternatively, when the emitting
points are non-overlapping, as in MoNaLISA and 3D pRESOLFT systems, they can
be considered independent from each other. Therefore, each camera region can then
be processed individually and the signal can be fully extracted and separated from
the background contribution.

6 STED and RESOLFT for Live-Cell Imaging

STED and RESOLFT microscopy are versatile imaging tools that can be used for a
plethora of different imaging applications in material and biological sciences includ-
ing plants, bacterial, and mammalian systems. Their contribution to these disciplines
is extensively covered in many recent reviews [85–87]. Here we limited our attention
to the new strategies introduced in coordinate-targeted nanoscopy to push their
ability toward live-cell imaging at the nanoscale. Within this goal, three aspects
assume a central role: temporal resolution, phototoxicity, and cell accessibility. We
summarized the techniques described in the previous paragraphs according to these
metrics to give a comparative view of them (Table 1).

Since biological processes take place on many time scales, from milliseconds to
hours, following sub-second dynamics without sacrificing spatial resolution or the
overall cellular context represents an important challenge in biological imaging.
STED microscopy, providing instantaneous nanoscale confinement, reaches
extremely short pixel dwell times (<100 μs). Though parallelized approaches have
been demonstrated, the most common implementation of STED still uses a single
scanning point due to the requirements on power density and limitations imposed by
current camera technology. This intrinsically links the temporal resolution of the
technique to the size of the FOV recorded. For smaller fields of view, STED systems
can reach tens of milliseconds temporal resolution enabling the study of fast

222 A. Bodén et al.
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processes in small localized regions. RESOLFT on the contrary has intrinsically
slower dwell time (>100 μs) but offers more modularity in recording strategy. The
ability to work with lower intensities allows moving from single-point scanning to
extended parallelized recordings.

The nanoscale resolution for both techniques also increases the need for sensi-
tivity. Higher resolution ultimately means a decrease in the emitting volume and the
number of fluorophores contributing to the signal. The universal nature of stimulated
emission provides a great variety of fluorophores to choose from. Especially useful
are the bright and photostable dyes that can push the resolving ability toward
20–30 nm. For RESOLFT, instead, the primary type of labels to date are the
RSFPs that often offer a limited photon budget highly dependent on the illumination
condition being used. When the system under study is dynamic, it is not only crucial
to achieve high resolution on a snapshot of the sample, but also to describe its time
evolution. The need for stable fluorophores to meet this demand is a common
requirement among super-resolution techniques, as that photostability ultimately
limits the sampling and the time window available.

Considerations on light damage in live-cell experiments are of great importance
and a complex topic where many factors come into play. High irradiance on cells
generally increases the risk of phototoxicity but how the light is distributed in space
and time on the sample is also crucial to the effect. Slow scanning (i.e., long dwell
time) induces more pronounced stress on the cells compared to fast scanning (i.e.,
short dwell time, compensated by line or frame averaging to reach a similar contrast
[88]). The level of resolution achievable in the deterministic approach is tuned by the
intensity of the off switching beam, which allows tuning of the power used according
to the desired resolution. The smart scanning approaches push this concept of
adaptability to the sample further by actively investigating the space and introducing
a decision in the recording. In each step, a decision is taken whether to use the STED
beam or not, or whether to stay or to move. Another parameter that can influence the
level of phototoxicity in the sample is the wavelength of light in use, with red-shifted
light being less toxic to the cells. Moving the STED beam toward the red has been
crucial to increasing its live-cell compatibility. For RESOLFT almost all reported
switching mechanisms involve the use of UV–violet light at different doses
depending on the specific photophysics in use. The complex photophysics of some
red RSFPs allows moving away from this requirement and completing the whole
switching cycle with light above 500 nm. Active research into new switching
mechanisms can further help to move away from this requirement. Especially for
negatively switching RSFPs, the UV light dose is minimal and does not preclude
imaging at different scales, from adherent cells to full organisms like Drosophila
[89] or C. Elegans [13]. In general, RESOLFT microscopy with its significantly
lower illumination intensities is a technique aimed primarily at live-cell imaging,
allowing prolonged recordings of living cells and tissues. However, the performance
of the technique is highly dependent on the use of a few select fluorescent markers. A
broader adaptation to a wider range of biological questions is dependent on the
continued development of new probes and illumination schemes.
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7 Challenges and Outlooks

Coordinate-targeted switching approaches to super-resolution microscopy have in
the last 20 years moved from being a niche technique, available only to highly
specialized labs and for selected biological applications to being a technique widely
used in life science institutes around the world. The psSTED microscope, for
example, is today a workhorse in many imaging facilities. This is largely due to
the versatility of the technique, easily extendable to multicolor and able to achieve
high resolution in fixed, thin and thick samples. It also benefits from the possibility to
use conventional dyes and to be added as an extra module onto a standard confocal
microscope. However, for applications requiring long-term and minimally invasive
monitoring of living cells, point-scanning systems often fall short due to the time
taken to scan the image with a single point and the energy applied by focused light.
Novel smart and adaptive scanning systems partially overcome this issue by opti-
mizing the scanning trajectory and illumination sequence. Development in this
direction is already available in some commercial microscopes and open-source
initiative. RESOLFT microscopes are also commercialized, to some extent also with
the parallelized recording (i.e., wfRESOLFT), even if these are less present in
imaging facilities. The lack of commercial RESOLFT systems is likely due to the
need for specific probes and that the technique is mainly targeted at live-cell
imaging. Multicolor RESOLFT, though feasible, is also more challenging due to
the need for multiple laser wavelengths for each RSFP requiring multiple lasers for
multicolor imaging. Finally, the use of RESOLFT for live-cell imaging is still fairly
recent, with the first successful results emerging only about 10 years ago.

Going from a single-point-scanning microscope to a parallelized system adds
significant optical complexity to the setup but can provide orders of magnitude
improvements in imaging speed and decrease of illumination dose. The added
optical complexity of parallelized schemes arises particularly when different pat-
terned illuminations are used in multiple steps of the illumination scheme to accom-
modate the need of specialized photoswitchable probes. In MoNaLISA and 3D
pRESOLFT systems, three different illumination patterns need to be crafted and
co-aligned to each other in order to generate high-quality images. Additionally, as in
single-point-scanning approaches, the quality of the zeros in the off-pattern needs to
be close to perfect in order to achieve sharp on-state confinement. Refractive index
variations or other optical imperfections in the sample may cause aberrations to the
illuminating beams distorting the geometry or degrading the quality of the zero-
intensity points. The issues become more severe when imaging deeper into the
sample. Imaging tens of micrometers inside tissue is thus challenging even with
the improved optical sectioning provided by these systems. Future implementation
of adaptive optics may provide solutions to restore the quality of the wave front
inside the sample enabling high-resolution imaging further inside tissues. Creating
patterns with controllable shape and maintained quality throughout thicker samples
may also allow for even faster volumetric imaging with parallelization also along the
axial dimensions.
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Highly parallelized imaging schemes often rely on cameras for detection.
Although they provide the properties that make this type of imaging possible, they
also limit the systems in some aspects. One such limitation comes from the relatively
long time required to read out the data from a camera frame. Even state-of-the-art
sCMOS cameras require several milliseconds to read out a full camera frame
(~4 MP). Since every scan step in a parallelized scanning sequence requires a
frame to be read out, the camera read-out time is often a major bottleneck in the
data acquisition scheme. In parallelized RESOLFT schemes, the camera read-out
time usually accounts for about 20–50% of the pixel dwell time [55, 78, 79]. In
parallelized STED systems, this relative time may be significantly higher due to the
fast timescale of stimulated emission allowing for microsecond integration times.
Cameras also introduce other challenges stemming from their noise properties. Not
only do they exhibit non-zero amounts of read-out noise (not present in APDs), but
the use of cameras can also introduce additional pixel-dependent noise. Consider-
ations need to be taken to handles all these aspects and future camera and detector
development will likely contribute greatly to further push these techniques in terms
of image quality and speed.

Another challenge likely to be undertaken is to extend these super-resolution
techniques to multi-channel or multicolor imaging. STED microscopy is commonly
implemented in multicolor imaging of up to four colors [92]. RESOLFT, however, is
still limited to the library of existing RSFPs. Finding multiple spectrally separated
RSFPs with switching kinetics that allow for fast imaging remains a challenge.
Additionally, if the different RSFPs are switched by different wavelengths, the
illumination patterns need to be created and aligned in multiple beam paths adding
again to the complexity of the optical system. Other ways to generate multicolor
RESOLFT images have been proposed as being preferable, for example, by sepa-
rating different RSFP labels by their switching kinetics [93, 94]. This has the benefit
of requiring only one spectral illumination and detection channel. However, it still
requires RSFPs that differ not in spectral but in photoswitching behavior, more
specifically fast and slow off-switching kinetics. As a consequence, the imaging
speed is limited by the switching speed of the slower switcher. Utilizing both
spectral and dynamic parameters to separate channels may allow future
implementations with three or more separable channels. More in general, the devel-
opment of new switchable proteins in different regions of the spectra, with different
photophysical behavior and with an added sensing module (e.g., calcium [95, 96] or
pH [97]) will likely pave the way for new technical innovations and applications.

In this chapter, we covered the strategies used in deterministic super-resolution
techniques to reach higher compatibility toward fast live-cell imaging. The deter-
ministic coordinate-targeted switching approaches compose a subset of super-
resolution fluorescence microscopy techniques. The distinction between
coordinate-targeted approaches and stochastic localization techniques has however
narrowed as techniques are emerging combining stochastic switching with scanning
systems and illumination patterns. The concept was first introduced with the
MINFLUX technique [98–100] and has been further adapted in other forms and to
other applications [101–104]. The successful utilization of well-designed
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illumination strategies together with accurate knowledge of photophysical behavior
will likely be the key to further refinement of optical systems for the interrogation of
biological structures and dynamics. The continued improvement of such systems is
essential for the advancement of biological research in the life sciences.
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Abstract Fluorescence Correlation Spectroscopy (FCS) is a widely used technique
to determine molecular dynamics and interactions. It uses observation volumes on
the order of a femtolitre in size to distinguish the signal from single molecules
against the background. As it is difficult to illuminate and specifically detect signals
from such a small observation volume, FCS was originally conceived as a
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single-spot measurement that measures mainly temporal information. Multiplexing
was then achieved by sequential scanning and detecting different spots in a sample
and thus also providing spatial information. With advances in technology, the
introduction of different illumination and detection methods, and the emergence of
super-resolution and light-sheet microscopy, new opportunities opened up to collect
thousands of contiguous spots in a sample and thus provide high-resolution spatio-
temporal information over a whole cross-section of a sample. This chapter describes
the different 2D FCS modalities, their advantages and disadvantages, and some of
their applications.

Keyword Fluorescence correlation spectroscopy · Image correlation spectroscopy ·
Imaging FCS · Scanning FCS

1 Introduction

Fluorescence Correlation Spectroscopy (FCS) combines various principles and
concepts to provide a powerful technique to gain insights into molecular processes
[1, 2]. First, as the name indicates, FCS is based on fluorescence, a technique that
provides multiple advantages. A fluorophore excited in a particular wavelength
range, determined by its excitation spectrum, will generally emit at a longer wave-
length, defined by its emission spectrum. This shift in wavelength, the so-called
Stokes shift, allows easy distinction of the fluorescence from the excitation wave-
length. It is this property, in combination with its high absorption cross-section and
quantum yield, that results in a signal-to-noise ratio in fluorescence measurements
that allows detection of a single molecule against the scattering background of other
processes. Furthermore, fluorescence is linear over a very wide concentration range,
up to mM, covering most physiological relevant concentrations of biomolecules,
making quantification simple. And by using fluorescent labels to tag molecules of
interest, it is specific and selective in its observations.

The second concept is the concept of fluctuations, i.e. the deviation of the signal
from its mean value. Fluctuations of system-characteristic molecular processes in an
equilibrium system are driven by thermal energy. These molecular processes, in turn,
can be analysed in detail by the properties of the fluctuations. The importance of this
concept is sometimes reflected in the overarching name of Fluorescence Fluctuation
Spectroscopy (FFS), which denotes all fluorescence modalities that are based on the
measurement and analysis of fluorescence fluctuations, including FCS and many
derived modalities.

Lastly, correlations are a statistical analysis tool that is used to extract information
from the measured fluorescence fluctuations. Suppose one has an understanding of
the fluctuation-creating process and its parameters. In that case, this can be combined
with the mode of fluorescence excitation and detection to create theoretical models
for the expected correlation functions. These theoretical models can be fitted to
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experimental data to extract values for the characteristic parameters. Although any
process that can influence the fluctuations can be investigated by FCS, including
chemical reactions, photophysical processes, rotation, and more, it mainly measures
translational diffusion. Translational diffusion creates fluctuations by particles mov-
ing in and out of an observation volume. The correlation analysis can extract the
diffusion coefficient and the average number of particles in the observation volume.

FCS was originally conceived as a single-point time trace measurement but was
soon afterwards extended to spatial and spatiotemporal correlations. This extension
was pursued along three interrelated paths. First, the concept of FCS, which mea-
sures temporal correlations at a single point, was transferred to spatial correlations
within fluorescence images in Imaging Correlation Spectroscopy (ICS) [3]. ICS has
no intrinsic time resolution and reports on spatial patterns that allow counting
particles and determining particle cluster’s sizes. Time resolution in ICS can be
added by acquiring multiple images, with the time resolution being limited by the
available image acquisition time. This was first achieved in temporal ICS, or TICS
[4]. TICS is a compelling approach and was the first to be extended to spatiotemporal
correlations for whole images in the form of Spatiotemporal ICS (STICS) [5] and
other related techniques, as will be discussed in later sections.

The second approach was based on laser scanning. Flow influences the correla-
tion function as it changes the way and the duration of particles moving through the
observation volume [6]. As flow is in principle indistinguishable from a steady laser
movement, the same correlation function applied to scanning FCS in which the laser
beam is scanned through the sample at a constant speed [3, 7–10].

In scanning approaches, the confocal volume was moved at a particular speed and
path through the sample. Although this required the use of more complex correlation
functions, it provided several advantages. First, FCS is inherently only able to
measure a process if fluctuations are created. In the classical approach, slowly
moving or immobile particles cannot be observed when diffusion is measured,
leaving crucial molecules in a sample inaccessible. By scanning the confocal
volume, even stationary particles will contribute to the correlation function when
the confocal volume is scanned over them, leading to characteristic fluctuations
related to the scan speed instead of the diffusion coefficient [6]. Mobile particles still
contribute to the correlation function with their processes now dependent on diffu-
sion coefficient and scan speed. Second, scanning breaks the symmetry of the
correlation function as the scanning process defines a direction within the sample.
This is useful in the case that the process under study itself has a privileged direction.
The classic example, in this case, is flow or active transport of particles.

In the case of flow, the autocorrelation function (ACF) derived from a stationary
confocal volume will show the changing dynamics but cannot determine the flow
direction. In contrast, scanning FCS will lead to different correlation functions
depending on whether one scans along, against, or at an angle to the flow direction
[11, 12]. It can thus determine flow velocities and profiles. Finally, the inherent time
resolution in scanning, specified by the time the confocal detection dwells on a single
pixel, is much higher than can be reached in the acquisition of whole images, as done
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in other spatiotemporal correlation techniques and thus can detect even very fast
events.

To access the spatial information, one needs to know the position of the laser
beam at each time point, i.e. the scan path needs to be known precisely. Scanning
allows calculating correlations for each point of the laser trajectory. Koppel et al.
used a confocal microscope to determine molecular mobility in solution and bilayers
in so-called Scanning Concentration Correlation Spectroscopy (SCCS) [13]. In
Position-Sensitive Scanning FCS (PSFCS), a circular trajectory was used to deter-
mine flow directions [14]. Using the inherent time structure in confocal images,
Raster Image Correlation Spectroscopy (RICS) finally allowed to access molecular
mobility in a whole image [15].

The third path was based on FCS multiplexing by collecting multiple temporal
correlation functions simultaneously. Brinkmeier et al. used two-beam cross-corre-
lation analysis to measure flow in microstructures [16, 17], which was subsequently
extended to two-photon excitation [18]. A similar idea was implemented by
detecting different parts of one single confocal volume, either using two pinholes
[19] or using one pinhole but shifting the detectors with respect to the pinhole instead
[20]. This was further optimized with modern instruments that use multi-element or
multipoint detectors [21, 22].

Here also the advantage of combining temporal and spatial correlation functions
was immediately recognized. A single-point measurement was able to determine
flow speeds but could not determine the direction of flow, necessary for the deter-
mination of flow velocities and flow profiles. In the case of two points, however, the
forward and backward correlation functions provide a means to determine flow
directions and thus to measure flow profiles. Another advantage of multipoint FCS
was that the distance between the points could be precisely controlled and thus was
known. Since cross-correlations between the points provided information on how
long particles needed to move from one point to the other and the distance between
the points was known, the measurements required no calibration.

The measurements could be made so precise that even sub-nanometre differences
in hydrodynamic radius could be measured by the so-called dual-focus FCS [23–
25]. The extension to more points was first achieved only with a small number of
points by either using multiple single-point detectors [26, 27] or using small multi-
pixel devices that could be read out sufficiently fast to measure molecular dynamics
in biological samples [26, 28].

This situation changed when it was shown that electron-multiplying charged-
coupled device (EMCCD) and scientific complementary metal-oxide semiconduc-
tor (sCMOS) cameras could be read out sufficiently fast, at least for regions of
interest on the order of 100–1,000 pixels [29–33]. Since then, the so-called Imaging
FCS approaches have allowed the temporal correlation function for each pixel or the
spatiotemporal correlation functions between any pixels or group of pixels to be
calculated. Imaging FCS has been developed and applied to a wide range of samples,
from solution measurements to cells and organisms [34, 35].
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The three approaches thus resulted in methods to measure molecular spatiotem-
poral dynamics over whole images with different advantages and disadvantages as
will be discussed in this chapter.

2 Image-Based Correlation Spectroscopy

Image Correlation Spectroscopy (ICS) is the spatial analogue to FCS. While FCS
analyses patterns in time, which are interpreted as the dynamics of molecular
processes, ICS analyses patterns in space in images or series of images (Fig. 1a) to

Fig. 1 Image-based correlation spectroscopy. (a) A single image or a time stack of images is
recorded. (b) Single images can provide spatial resolution in ICS, providing data on the number of
particles and cluster sizes. (c) If the image was scanned and contained inherent time resolution, it
could be used in RICS to extract the number of particles at each ROI and spatiotemporal
information, including diffusion coefficients, flow parameters, and binding interactions. (d) In a
stack of frames, the temporal information can be extracted for each ROI in an image. (e) And in
STICS the spatial and temporal information of the image stack is recovered. (f) Examples of
processes in STICS: diffusion broadens the central peak of the correlation function; flow moves
the peak with time; diffusion and flow of a single component shows a combination of correlation
peak movement and broadening; and if there are two components, one diffusing and the other
undergoing flow, then two correlation peaks will develop a broadening central peak and a second
peak that broadens and moves away from the origin
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yield information on numbers and sizes of structures. The combination of time and
spatial correlation analysis leads to the general equation for the correlation function.

Gab ξ, ψ , τð Þ=
δIa x, y, tð ÞδIb xþ ξ, yþ ψ , t þ τð Þh ixy

t

Iah it Ibh itþτ
ð1Þ

Here δIa(x, y, t) is the intensity fluctuation in wavelength channel a at a particular
position (x, y) at time t. δIb(x + ξ, y + ψ , t + τ) is the intensity fluctuation in
wavelength channel b at a particular position and time shifted by (ξ,ψ , τ) compared
to δIa(x, y, t). The values (ξ,ψ , τ) are often called the spatial and temporal lags of the
correlation. The angular brackets h. . .ip indicate averaging with respect to the
parameter p. The indices a and b stand for different wavelength channels when
performing dual colour-cross-correlation spectroscopy, for auto correlation analysis
they can be omitted. This equation will be adapted in multiple ways, leading to
various 2D FCS methods that emphasize the correlations’ spatial, temporal, or
spatiotemporal aspects. In principle, any imaging technique can provide data for
these methods, including confocal scanning laser microscopy (CLSM), spinning
disk confocal microscopy (SDCM), total internal reflection fluorescence microscopy
(TIRFM), or light-sheet microscopy (LSM).

All these microscopy techniques contain, in principle, spatial and temporal
information as images can either be collected as a time series, or in the case of
CLSM, have an inherent time structure as pixels in the image are collected sequen-
tially. However, the exploitation of the temporal information is only possible if the
acquisition times are faster than the molecular processes to be observed. This section
reviews different versions of ICS and how it expanded over time to arrive at
spatiotemporal ICS (STICS), which fully analyses spatiotemporal information.

2.1 Image Correlation Spectroscopy: ICS

In the following, we write the correlation function again in the most general form
with the indices a and b presenting images taken of the same sample in two different
wavelength ranges. For a= b, we have an autocorrelation for ICS proper (Fig. 1b). If
a ≠ b, we speak of Image Cross-Correlation Spectroscopy (ICCS). ICS/ICCS takes
input images and analyses them only in the spatial domain. Thus, the general
function has no time component and takes the form

Gab ξ, ψ , 0ð Þ= δIa x, y, tð ÞδIb xþ ξ, yþ ψ , tð Þh i
Ia tð Þh i Ib tð Þh i ð2Þ

In this case, the correlation function can be calculated over the 2D Fourier
Transforms (FT) of the image(s)
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Gab ξ, ψ , 0ð Þ=FT - 1 FT Imagea½ �×FT Imageb½ �f g ð3Þ

In contrast to FCS, its imaging analogue ICS relies on the fluctuation of the
intensity across an image, i.e. it is defined by the difference between pixel intensities
at any point in space to the average intensity of an image. As in FCS, ICS functions
are calculated for all possible pixel shifts (ξ,ψ) to provide a full spatial correlation
function. However, it should be noted that in FCS, one calculates typically over
many thousands if not millions of time points, while in ICS, the size of the sample
ultimately limits its statistics.

The correlation in fluctuations arises from the non-random structures that are
found in the image. As in microscopy, the smallest size of a structure in an image is
given by the system’s point spread function (PSF), whose radius is given by ω0. It
means that even a point source gives rise to spatial correlations of the size of the PSF.
Therefore, pixels should be smaller than the PSF so that the correlations between
pixels can be measured. In ICS the correlation function is, thus, fitted with a 2D
Gaussian as an approximation for the PSF.

Gab ξ, ψ , 0ð Þ=Gab 0, 0, 0ð Þ exp -
ξ2 þ ψ2

ω2
0

þ Gab1 ð4Þ

Here Gab(0, 0, 0) is the amplitude of the spatial correlation function (SCF), which
is inversely proportional to the number of particles in the observation area. Gab1 is
the convergence value for long distances. This is kept as a fit parameter to take
account of possible incomplete decay of the SCF. The width of the SCF will be
larger than the PSF if particles move during the acquisition of a single frame,
something that is better treated in temporal measurements as discussed in later
sections, and if there are non-random structures in the image of a size comparable
or larger than the PSF.

ICS measures several important parameters. First, ICS determines the size of the
PSF if one uses immobile particles that are much smaller than the size of the PSF
itself [3]. Second, one can measure the number of particles in the observation area
over the amplitude Gab(0, 0, 0). With the knowledge of the size of the observation
area and the size of the image, one can count the number of particles [3, 36]. Note
that the laser focus needs to be of comparable to the size of the fluorescent entity to
capture the cluster density accurately [37].

In principle, several ICS measurements can be taken, and the temporal evolution
of the system can be determined. However, the dynamic information is limited
because long exposure times are used, or several images averaged to increase the
signal-to-noise ratio. It has been shown that for reliable characterization, the tempo-
ral resolution must be at least 10 times shorter than the dynamics of interest.
Therefore, the reverse is true; any diffusive processes with a time scale longer than
the time resolution appear to be static and can be quantified by spatial ICS. In other
words, immobile populations contribute to the SCF while fast diffusing populations
add to the noise of the SCF. Like confocal FCS, ICS has a concentration limit above
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and below data fitting becomes difficult because of a decreasing signal-to-noise ratio.
As a rule of thumb, densities of up to 100 particles per μm2 in a 2D system can be
quantified, and this holds for other related techniques [38, 39]. Further, spatial ICS is
not a parametric free technique. The experimenter is required to adjust frame-time
and the total number of images to compensate for photobleaching and signal-to-
noise ratio. The counting capability of ICS combined with gradual photobleaching of
fluorophores leads to the so-called pbICS [40] for determining the aggregate distri-
bution of immobilized cluster as demonstrated in CHO cell transfected with green
fluorescent protein (GFP)-tagged epidermal growth factor (EGF) receptor. In case of
non-optimal acquisition settings, the experimenter can optimize for frame-time and
signal-to-noise ratio during the data treatment stage.

A two-colour variant of spatial ICS, spatial image cross-correlation spectroscopy
(spatial ICCS), has been introduced to measure colocalization of two different
labelled species [41]. Two-colour variation has been employed to study the extent
of interactions between two slow-moving species where different macromolecules
labelled with two fluorophores of distinct emission wavelength are imaged simulta-
neously or alternatingly. In fact, ICS is employed behind the scenes in many
algorithms. In camera-based microscopy (TIRFM and LSM), the principle of
two-colour spatial ICCS doubles up as an alignment tool for the simultaneous
two-colour experiment [42]. As it is a purely static method, it limits biology
application to immobile and flat samples. An offline analysis tool is available with
the JaCoP ImageJ Plugin [43]. Cerutti et al. have shown that ICS can be used to
provide quality metrics from a single super-resolution image for evaluation. This
method, called QuICS [44], quantitates image quality and can give useful hints on
optimizing the imaging conditions.

Recently, the combination of super-resolution and ICCS has been explored.
Oneto et al. combined ICCS with STED (STED-ICCS) [45] to estimate the nano-
scale distance of nuclear sites with a spatial resolution down to ~50 nm by leveraging
the shape of the cross-correlation function shift from the origin. This has been
extended to Structured Illumination Microscopy and Image Cross-Correlation Spec-
troscopy (SIM-ICCS) [46]. Compared to single-molecule localization, the applica-
tion of super-resolution and ICCS does not provide a complete statistical analysis of
distances. Instead, the super-resolution implementation is helpful to analyse average
distances between correlated particles in the region.

Up to now, we have discussed ICS mainly as it is performed in a confocal
microscope. Nevertheless, it can also be performed in TIRFM with a camera as a
detector and improved temporal resolution.

2.2 Temporal Image Correlation Spectroscopy: TICS

The temporal variant of image correlation spectroscopy (TICS) takes the same
fluorescence microscopy image series as an input (Fig. 1d). Of all variations, it has
the closest working principle to FCS. Unlike spatial ICS, TICS does not average
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several images. Instead, intensity fluctuations are recorded from frame to frame,
correlated in time, and averaged over multiple pixels. This increases time resolution
while keeping the signal-to-noise level high. The decay of the temporal correlation
function (TCF) reflects the average time that particles require to move in and out of
the observation volumes sampled across selected portions of an image; hence, the
underlying molecular transport parameters (diffusion coefficient and flow speed) can
be extracted [4, 47].

TICS captures the heterogeneity of molecular transport parameters and numbers
across raster-scanned regions instead of single points in confocal FCS. However, the
ability to sample temporal fluctuations in a larger space comes at the cost of reduced
temporal resolution because of the limited confocal scanning speed, therefore
imposing an upper limit on diffusion coefficients accessible to TICS. In other
words, the fluorophore needs to be within the same beam focal area when the raster
scan returns to the same position following the typical ~1 Hz frame rate.

The general correlation function for TICS is given by

Gab 0, 0, τð Þ=
δIa x, y, tð ÞδIb x, y, t þ τð Þh ixy

t

Iah it Ibh itþτ
ð5Þ

TICS can also be performed as cross-correlation analysis [48, 49] if one records
images in different wavelength channels a and b. For autocorrelation analysis in
TICS we obtain the following function for diffusion [50].

Gdiff
ab 0, 0, τð Þ=Gab 0, 0, 0ð Þ 1þ 4Dτ

ω2
0

- 1

þ Gab1 ð6Þ

where the parameters have the same definitions as discussed in the previous sections.
For flow we obtain

Gflow
ab 0, 0, τð Þ=Gab 0, 0, 0ð Þ exp -

vτð Þ2
ω2
0

þ Gab1 ð7Þ

where v represents the flow speed. For the case that a species of particles undergoes
simultaneously flow and diffusion, we obtain a combination of the two previous
equations.

Gdiff,flow
ab 0, 0, τð Þ=Gab 0, 0, 0ð Þ 1þ 4Dτ

ω2
0

- 1

exp -
vτð Þ2

4Dτ þ ω2
0

þ Gab1 ð8Þ

The inclusion of temporal analysis in a stack of frames extends the information
available from ICS and allows the measurements of diffusion at least of slow clusters
[51]. Using two-photon temporal ICS, diffusion coefficient of as large as 1 μm/s in
cell can be measured along with flow [47]. Interesting applications of TICS include
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the measurement of nanocarrier motion in live cells [49] or the determination of the
mechanosensitive responses of integrin under different conditions over whole cells
[52]. Moreover, as two-colour cross-correlation (TICCS) it characterized the recruit-
ment of the proteins deleted in colorectal cancer (DCC) and UNC5B to the plasma
membrane after netrin-1 activation [48]. The increased information content provided
by TICS came at the cost of temporal and spatial resolution as the time resolution
was limited by available acquisition times, and correlation functions were averaged
over a user-defined region to improve the signal-to-noise ratio.

2.3 Spatiotemporal Image Correlation Spectroscopy: STICS

ICS captures effectively static information from the SCF of an image (Fig. 1b). In
contrast, similar to FCS, TICS analyses the fluctuations of particles diffusing
through an observation volume (Fig. 1d). As observation volumes are typically
rotationally symmetric, no information on the direction of the movement of the
particles is captured [53]. Measuring flow directions is possible by cross-correlating
pixels intensity in space [51], and thus one needs to capture both spatial and temporal
information. In addition, the characterization of flow in a sample requires the
determination of multiple parameters. Flow in the sample might not be homoge-
neous, and a spatially resolved flow profile needs to be measured, comprising
information about magnitude and direction, ideally at each point in the acquired
image. Spatiotemporal ICS, or STICS, is the first 2D FCS method that captures both
spatial and temporal correlations in a temporal series of images as indicated in Eq. 1
and thus can provide complete information of flow profiles [5, 54].

In principle, the spatiotemporal correlation function (STCF) is a function of three
(two spatial and one temporal) if not four (three spatial and one temporal) variables.
However, as this is difficult to picture, we restrict ourselves to two spatial and one
temporal variable and describe the development of the two-dimensional spatial
STCF as a function of the temporal variable. In the following discussion of the
STCF, we will differentiate several cases. The first will be a static sample without
any movement (Fig. 1e). The second will be a sample where particles undergo only
diffusion (Fig. 1f(left)). The third sample will have particles under active transport
(Fig. 1f (2nd from left)). Here we will assume that these particles are exclusively
transported but do not diffuse. Lastly, we will look at particles undergoing flow,
assuming that these particles are transported and diffuse (Fig. 1f (3rd from left)). The
general equation for STICS is given by

Gab ξ, ψ , τð Þ=Gab 0, 0, 0ð Þ 1þ 4Dτ
ω2
0

- 1

exp
ξ- vxτð Þ2 þ ψ - vyτ

2

4Dτ þ ω2
0

þ Gab1 ð9Þ
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which is the extension of the equation of TICS (Eq. 8) to include the spatial lags ξ
and ψ for the x- and y-directions.

In the case of a static sample, STICS reduces to ICS with a time-invariant STCF
that peaks at the origin of the spatial variables with the width of the PSF if the
particles are much smaller than the PSF. If particles or structures imaged are on the
same scale or larger than the PSF, width widens. In the presence of a diffusing
particle population, the amplitude of the STCF will remain centred at the origin but
with a wider peak representing the movement of the particles during the lag time. In
this case, the STCF will increase in width with the increase in lag time, and the rate
of the increase in width depends on the mean square displacement of the diffusing
particles. In the case of actively transported particles, the STCF will not change
shape but move with longer lag times further away from the origin as determined by
the transport velocity. If flow is present, the STCF will displace from the origin with
time as determined by the flow velocity, but it will also extend in width due to
diffusion. Lastly, if multiple populations exhibit different dynamics, then multiple
peaks will develop, with each peak representing the characteristics of the movement
of one of the populations (Fig. 1f (right)). In practice, the resolution of these multiple
populations is not always easy and removing the immobile fraction by Fourier or
moving average filtering in the time domain is often necessary to reveal the dynamic
population [50].

STICS has been used to analyse flow in microfluidic channels [55], transport of
proteins in cells [56–58], kinetics of protein networks [59], and fast and confined
diffusion in bacteria [60]. It has also been implemented with two-photon microscopy
[61] to measure protein flow in developing C. elegans embryos. Furthermore,
Pandzic et al. showed that STICS can be used with photo-activation to measure
the diffusion of various membrane proteins and that it provides very similar data
compared to single-particle tracking (SPT) in photo-activation localization
microscopy [62].

As with other correlation methods, STICS can be conducted in a cross-correlation
modality between different wavelength channels, leading to spatiotemporal image
cross-correlation spectroscopy (STICCS) [63]. STICCS can determine protein inter-
actions, and potentially even transient interactions [63].

In addition to STICS, spatiotemporal dynamics has also been addressed in some
related techniques. ICS has been combined with single-particle tracking (SPT) in the
so-called particle ICS (PICS), which circumvents the limitations of both SPT and
ICS [64]. It can measure at high particle densities, unlike SPT, but has a high spatial
resolution, unlike ICS. In another combination of SPT and correlation analysis, the
so-called Tracking Image Correlation or TrIC, Dupont et al. analysed 3D tracking
data with correlation analysis providing a tool for dynamic colocalization analysis in
3D [65]. Ashdown et al. demonstrated TIRF-SIM imaging can be combined with
STICS to quantify molecular flow on subresolution length scales [66]. The high
spatiotemporal resolution of these techniques makes them excellent members of the
2D and even 3D FCS toolset.
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2.4 k-Space Image Correlation Spectroscopy: kICS

The image in a fluorescence microscope is the convolution of the microscope PSF
and the actual distribution of the fluorescent-tagged molecules in the sample. We
saw this in the fact that the PSF always limits the STCF in STICS. A common
approach to disentangle deconvolutions is transforming the data into Fourier space
where the convolution operation is simplified to a product making data treatment
much simpler. It is used in k-space ICS (kICS), ICS in the spatial frequency domain,
to separate various contributions to the correlation function. By performing the
correlation in k-space, Kolin et al. have shown that they can determine the PSF
and the diffusion coefficient independently [67].

The second problem in 2D FCS techniques is photobleaching as a whole cross-
section of a sample is illuminated with elevated laser intensities – compared to
simple imaging – to reach a sufficient signal-to-noise ratio when reading out data at
high frame rates. Photobleaching causes a steady decrease in average fluorescence
intensity with time. Bleaching can have multiple effects. If bleaching of a molecule
is much slower than the time a particle requires to traverse a pixel observation
volume, then there is only a general decrease in the overall intensity, which will lead
to artefacts in the correlation functions with a time scale determined by the bleaching
time. However, if bleaching is so high that fluorescent molecules have a
non-negligible probability of being bleached during the transition of a pixel obser-
vation area, then the average transit time of molecules will be underestimated, and
the diffusion coefficient will be overestimated. The latter form of bleaching is
sometimes called cryptic photobleaching.

Over the years, there have been various ways to correct for photobleaching as
none of the methods allows analysing uncorrected datasets without imposing bias
and artefacts. One way to combat the observational bleaching effects is detrending
by normalizing to the first recorded intensity value. Kolin et al. recover accurate
diffusion parameters via TICS if the bleaching process is well-characterized as a
function of time by a fit function [67]. It is important to note that detrending intensity
trace is not the solution to correct cryptic bleaching. In principle, an optimum laser
power exists which varies as a function of the diffusion coefficient and observation
area. A quick and easy laser power calibration protocol would be a step towards
automated fluorescence microscopy [68].

In the presence of photobleaching, kICS has a significant advantage. Under the
spatiotemporal image correlation domain, STICS and kICS are similar in their
working principle, with some key differences. In k-space, image correlation does
not directly correlate fluctuations of image pixel intensities, and instead, it calculates
the time-correlation function from a spatially Fourier transformed image. By doing
so, kICS overcomes STICS limitations due to photobleaching and photophysics and
can separate photophysics and photobleaching from dynamics [69]. Although ini-
tially developed for CLSM, kICS can also be applied to TIRFM. Furthermore, kICS
can also work with scattering signals, as was shown in the characterization of the
intracellular dynamics of gold nanoparticles [70].
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Brandao et al. have shown that, in principle, kICS can extract ligand–receptor
binding kinetics when certain conditions are met [71]. First, the photophysics,
including bleaching and blinking, should be independent of binding and be measur-
able before the actual experiment. This is fulfilled for many fluorophores but needs
to be verified. Second, only receptor-bound ligand should be visible. This second
condition can be fulfilled when, for instance, measuring ligand binding to membrane
receptors on a TIRFM with relatively slow acquisition rates. The diffusion coeffi-
cient for ligands in solution compared to the diffusion coefficient of membrane
receptors differs by a factor of about 100. Thus, the fast-moving ligands will
contribute a uniform background signal compared to the much slower-moving
receptors. Under these conditions, when the photophysics is known, the primary
source of unknown fluctuations are the binding and unbinding events of the ligand to
the receptor, which can be determined with kICS. Receptor–to-receptor binding and
interaction of membrane proteins with membrane domains can also be determined
this way [72–74]. This, together with the fact that kICS can measure at a wide range
of fluorophore densities, in contrast to other techniques like SPT, that can work only
at low concentrations, makes kICS a very versatile technique to measure membrane
events.

Originally, ICS variants were conducted at limited spatial and temporal resolu-
tion. Acquisition times at video rates allow only measurement of slow diffusing
particles, e.g. membrane proteins. But they were also performed at limited spatial
resolution as a minimum dimension is necessary to calculate spatial correlations.
Nevertheless, this is not a fundamental limit as modern cameras allow fast read-out
with time resolutions less than 100 μs per region of interest, containing hundreds to
thousands of pixels. The pixels and frames can then be binned to optimize the data
for different evaluation techniques, including 2D FCS modalities. With the new
technology and advances in computation, these techniques will be able to also
measure cytosolic or extracellular protein diffusion in cells and organisms and can
be extended to 3D.

2.5 Image Mean Squared Displacement: iMSD

Biological systems are generally inhomogeneous, leading to anisotropy in transport
and diffusion, as particles encounter different environments in different directions or
are hindered by obstacles. In that case, directional analysis of particle mobility is
required. This can be provided in scanning and imaging approaches, in which, e.g.,
flow profiles were measured, as discussed in the next section. But this can also be
addressed in image-based approaches by analysing the spatial cross-correlations
between different points in an image. For this purpose, a technique called image
Mean Squared Displacement (iMSD) was introduced [75–77].

iMSD is a STICS modality in which the spatial correlations in all directions are
analysed in time with respect to a particular point. This can be achieved in scanning
systems as well as in multi-pixel detection systems. The calculations are performed
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on a polar grid, and values are calculated over a limited number of angles. This
allows averaging more pixels the larger the distance from the central pixel, improv-
ing the signal-to-noise ratio. This kind of analysis allows to determine a direction-
dependent measurement of transport and diffusion and provides a connectivity map
of a sample, identifying obstacles to diffusion and transport [78].

In another application, iMSD was used to evaluate the spatial analogue of the
FCS diffusion laws [79, 80] to analyse the diffusive modes of molecules in the
cytoplasm [76]. If diffusion is length scale-dependent, e.g., when obstacles and
trapping sites are present, then an analysis of the diffusion coefficient with length
scale can identify diffusion mode. In analogy, different diffusive modes measured
over the same length scale but at different time scales will show a similar depen-
dency, which can be used in iMSD at different scan speeds to identify diffusive
modes. In work combining most of the ICS techniques, including iMSD and RICS
(see next section) discussed here, Hendrix et al. analysed the HIV-1 Gag polyprotein
assembly in live cells using a customized confocal system [81]. This work shows the
differences in applications of the various ICS techniques but also demonstrates that
many of them can be applied to the same data.

Finally, iMSD was recently also implemented on a confocal microscope with an
Airyscan [21], or multi-element single-photon avalanche diode [22] detector,
allowing much faster acquisitions and widening the possibilities to measure dynam-
ics with iMSD.

2.6 Pair Correlation Function: pCF

Pair correlation function (pCF) analysis is a special case of spatiotemporal correla-
tions, in which two points in space are correlated in time. If the two points are
sufficiently far apart so that their observation volumes do not overlap, the resulting
pCF will possess a peak at the time it takes fluorescent probes to move from one
location to the other [82]. In principle, this approach can be applied to any data that
has some inherent spatial and temporal information, including line scanning, multi-
focus, and imaging approaches. The probability that a particle that originated at (x0,
y0, z0) at time t is found at location (x1, y1, z1) at a time t + τ is given by the diffusion
propagator

P r, τð Þ= 1

4πDτð Þ3=2
exp -

x1 - x0ð Þ2 þ y1 - y0ð Þ2 þ z1 - z0ð Þ2
4Dτ

ð10Þ

At a particular distance r= x1 - x0ð Þ2 þ y1 - y0ð Þ2 þ z1 - z0ð Þ2 between two

points (x0, y0, z0) and (x1, y1, z1), this function will peak for a time τ that depends on
the diffusion coefficient D and which can be calculated from the mean squared
displacement, hr2i = 6Dt. The corresponding pair correlation is
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G τð Þ= δI x0, y0, z0, tð ÞδI x1, y1, z1, t þ τð Þh it
I x0, y0, z0, tð Þh it I x1, y1, z1, tð Þh itþτ

ð11Þ

where the strength of the correlation depends on how many particles have diffused
from the first to the second point at time τ as described by the diffusion propagator.

If there are obstacles between the two locations, the peak will occur later
depending on how long a probe will need to bypass the obstacle. In the extreme
case that a barrier exists that prevents probes from translocating from one point to the
other, the pCF will be zero. This principle was used to measure molecular transport
across nuclear pore complexes [83], and in the cellular nucleus at different chromatin
densities, during different cell cycle stages, and during DNA repair [84–86]. This
work nicely demonstrated the advantage of spatiotemporal correlations as single-
point FCS only measures local mobility but not long-distance transport. The use of
pCF allows the determination of intracellular as well as membrane organization
[87, 88] and was used in plants to measure the movement of transcription factors
[89]. The method was extended to 2D to measure anisotropic movement [78]. It
should be noted that instead of calculating the temporal pCF for two positions, one
can also calculate the spatial pCF at a particular time, describing the variation of
molecular densities in space [90].

3 Scanning FCS

FCS was originally conceived as a single-point measurement, but it was early on
realized how sample flow or laser scanning can provide extra information [6]. In the
most simple case, flow or scanning increases sample throughput [91, 92]. But of
interest in this chapter is the inclusion of spatial information into the originally
temporal FCS measurements. We will therefore progress from simple scanning FCS
approaches that provide 1D spatiotemporal information, to more complex scanning
patterns that provide 2D spatiotemporal information, to finally RICS (Fig. 1c) that
uses the inherent time structure in confocal images to obtain the same information
but from readily commercially available instrumentation [15]. RICS thus made
spatiotemporal correlations widely available. The different approaches have their
own advantages and disadvantages and show different ways of monitoring fluctua-
tions depending on the data collection method.

3.1 Scanning FCS in the Presence of Immobile Particles

FCS is insensitive to immobile or very slowly moving particles as these do not cause
fluctuations and thus cannot be detected in the correlation functions. However, a
fluctuating signal even from immobile particles can be obtained when one either
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moves the sample, e.g. by stage scanning or by driving some movement in the
sample, or by scanning the beam. Weissman et al. developed a similar concept to
measure molecular weights of macromolecule [93] although it differed in experi-
mental configuration.

In 1986, the first implementation of Scanning Fluorescence Correlation Spectros-
copy (SFCS) arose by translating samples linearly and horizontally by a translation
stage while fixing the illumination beam (Fig. 2a). Petersen et al. successfully
employed this configuration to extract aggregation/cluster size and the density of
clusters from a line segment of a cell [7], aggregation of virus glycoproteins [8],
ligand binding [9], and EGFR distribution on the cell plasma membranes with an
average of 130 receptors per cluster and 7–8 clusters per μm2 [10].

FCS statistical accuracy [94] depends on the signal-to-noise ratio and thus on the
number of photons detected per detection interval and the square root of data points.

For SFCS, one can scan slowly and thus increase the counts per second. How-
ever, the scan range is limited by the physical dimension of the sample (~20 μm in
the case of mammalian cells), while the characteristic fluctuation width is defined by
the dimension of the focused laser beam, yielding at best some tens of fluctuations
per scan. Therefore, multiple independent scans need to be averaged to improve the
accuracy of immobile particle analysis.

To understand how this is done, let us take a look at the relevant correlation
functions. The basic correlation function for confocal microscopes describing diffu-
sion in 2D is

Fig. 2 Principles of scanning FCS for immobile particles. (a) An illumination spot with calibrated
beam radius (w0) is scanned across a sample either by confocal or stage scanning at a known speed.
(b) The start of the line scan t0 is synchronized with the data acquisition. The TCF decay shows the
characteristic scan speed, while the amplitude is related to the particle density

248 D. Y. K. Aik and T. Wohland



G2D diffusion τð Þ= 1
N

1þ 4Dτ
ω2
0

- 1

þ G1 ð12Þ

where D is the diffusion coefficient and w0 is the e
-2 radius of the laser focus. In the

case of sample flow or when the laser focus is scanned at a constant speed in the focal
plane, and the absence of diffusion the equation changes to [6].

G2D flow τð Þ= 1
N

exp -
v2x þ v2y τ2

ω2
0

þ G1 ð13Þ

where vx and vx describe the flow/scan speed in the x and y direction. The only
unknown in this equation is the number of particles N, which measures the number
of particles per observation volume observed on average and which can be obtained
by fitting the experimental curve (Fig. 2b). If one has an estimate of the total number
of monomers in the sample, then the aggregate size can be determined. However,
one has to assume that the fluorescence is not altered in the aggregates compared to
the monomeric state, that all molecules are fluorescent, and that photobleaching is
negligible, as otherwise, the estimates will be biased to lower numbers.

Scanning FCS for the characterization of immobile particles provided estimates
of the mean number of virus glycoprotein aggregates from Sindbis virus and
vesicular stomatitis virus [8] and was later extended to measure cell surface receptor
aggregation [9, 10]. The method was applied to 2D CLSM images [39] and extended
to other microscopy technique which does not necessarily require scanning. For
instance, Number and Brightness analysis [95] revealed the presence of a large
bright immobile aggregate within a heterogeneous region of a sample.

3.2 Scanning FCS in the Presence of Flow

If flow is present in a sample in which the particles themselves also diffuse, then we
obtain a correlation function which is a combination of the ones derived for flow and
for diffusion:

G2D diff, flow τð Þ= 1
N

1þ 4Dτ
ω2
0

- 1

exp -
v2τ2

4Dτ þ ω2
0

þ G1 ð14Þ

However, as the confocal volume is rotationally symmetric, Eq. 14 does not allow
us to determine the flow velocity v

→
flow and direction of flow (θ), as the correlation

function is independent of the flow direction. The flow direction and thus the
velocity can nevertheless be determined if one measures the correlation function
with a stationary beam to determine the flow speed (Fig. 3a) and then in a second
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measurement (Fig. 3b) determines the correlation function in the presence of a
known scan speed [11]. In that case, the correlation function changes to

G2D diff,flow,scan τð Þ= 1
N

1þ 4Dτ
ω2
0

- 1

exp -
v
→

flow þ v
→

scan

2
τ2

4Dτ þ ω2
0

þ G1 ð15Þ

and one can determine the velocity according to the following equation:

v
→ 2

nett = v
→

flow þ v
→

scan

2
= v

→ 2
flow þ v

→ 2
scan þ 2 v

→
flow v

→
scan cos θ ð16Þ

The sequential strategy to determine flow and its directionality can be extended to
3D with three measurements, a stationary measurement to determine the flow speed
and one in plane and on axial scan [12].

As a rule of thumb, the separation of diffusion and flow (Fig. 3c) is possible if the
average time it takes a particle to traverse the focal volume by diffusion and by flow
is within a factor 10 of each other. Otherwise, the faster process dominates to the
extent that the slower one cannot be determined anymore. Line-scan FCS was used
to characterize flow profiles in microfluidic channels and blood flow direction in
living zebrafish with an accuracy down ±10° [11].

Cross-correlation has proven to be a valuable tool to elucidate vectorial flow
information and, in the case of diffusion, yields absolute values without knowledge
of the PSF of the system. The technique has been applied to a flow system with two
spatially separated volumes using scattering of two wavelengths [96] or fluorescence
with a single wavelength [17]. Since the maximum cross-correlation is proportional

Fig. 3 Flow measurement. (a) Using a stationary beam, the flow speed can be determined as
particles are driven through the focus and thus influence the shape and width of the autocorrelation
function. (b) Scanning the beam in the sample leads to a characteristic change in the ACF as the
flow (vflow) and scan (vscan) add up to a new effective speed (vnett) from which the angle between
scan and flow can be determined
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to the average time a molecule takes to move from a specific location to another, one
can tune the time resolution of the technique by changing the distance between the
two foci. As in line-scan FCS, directional information can be extracted by changing
the direction of the placement of the point in the sample.

As line-scan FCS determines flow characteristics only in one direction, circular-
scan FCS was developed. In circular-scan FCS, one can cross-correlate opposite
points on the scan path to obtain directional information. Circular-scan FCS thus
produces a map of molecular flows indicating if barriers are present [97, 98]. Since
the laser beam is scanned repeatedly over the different locations, information is
limited to the scan orbit with a resolution given by the size of the laser focus. The
equation for circular-scan FCS is given by

G2D diff,circular scan τð Þ= 1
N

1þ 4Dτ
ω2
0

- 1

exp -
4ρ2 sin ωt

2
2
τ2

4Dτ þ ω2
0

þ G1 ð17Þ

In circular-scan FCS, the experimenter can choose radius (ρ) and angular scan
frequency (ω) of the scan and produce intensity traces for each position on the scan
and has the option to evaluate the data as auto- or cross-correlations as required.
There are at least two ways to perform data analysis to study sample dynamics
quantitatively.

Ruan et al., for instance, leveraged temporal and spatial information along the
circular path independently [99]. With this approach, the confocal volume is scanned
circularly at speed much faster than the particle needs to diffuse through a single
location, resulting in a set of correlation functions from all points along the scanned
path. This method recovers diffusion coefficients in giant unilamellar vesicle (GUV)
membranes up to 20 μm2/s with the same precision as conventional FCS measure-
ment. On the other hand, Petrasek et al. used the inherent spatiotemporal information
in circular scanning to address the need for calibration of the focal volume and the
problem of focusing on membranes. They suggested spatially cross-correlating
points on the circular-scan path with a known diameter 2 ρ and a size smaller than
1 μm. This was successfully applied to determine diffusion coefficients ranging from
dyes in solution [100] to slower diffusion in model membranes [101]. This approach
to measuring diffusion is independent of the size of the focal volume and is not
sensitive to the position of the membrane with respect to the focal plane but comes at
the cost of more limited spatial information (Eq. 17).

While both scanning paths can be applied, circular scanning has some essential
advantages. First, the statistics are no longer limited to the scanned path. Second, a
broader range of dynamics can be observed [101] compared to earlier work
[11]. Third, the autocorrelation can be easily computed with the existing algorithm
without synchronizing data acquisition with the line scan.
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3.3 Scanning FCS as a Tool for Multiplexing and Avoidance
of Artefacts

Scanning FCS with line or circular patterns (Fig. 4a) can also provide FCS mea-
surements at multiple points, i.e. along the scan path. The spatial realization first
came by continuously scanning the laser beam across a sample in a line (Fig. 4c) or
circle (Fig. 4d) while the emitted light from each spatial location was recorded in
sequence, providing an intensity carpet. The intensity time-trace at each spatial
location is then correlated in time with the temporal resolution given by the scanning
frequency. At each location, one thus obtains information about diffusion.

Fig. 4 (a) Laser scanning can be performed in various patterns, here shown as linear or circular
scan. (b) A linear scan can be analysed continuously in time without explicitly using spatial
information. In this case, a single autocorrelation function is calculated for all scan repeats. While
this is experimentally simple, it provides only information on diffusion and flow speed. (c) Spatial
information can be used by arranging multiple scans in an intensity carpet ordered according to the
position in the sample along with the scan and different times they were recorded in the repeat scans.
Auto- and spatial cross-correlation functions provide information about diffusion, flow, and con-
nectivity in the sample. (d) In circular scanning, the same information can be obtained. Calculating
the time autocorrelation function shows characteristic repeating peaks when the laser beam returns
to the same point (green line). Two extremes envelop this function, first the autocorrelation function
for a beam with the radius of the scan circle (black line), and second the spatial cross-correlation
function between two points on opposite ends of the circle (red line). The two enveloping
correlation functions are obtained by setting the sin function in Eq. 17 to either 0 or 1
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This approach allows FCS multiplexing, but at the expense of temporal resolution
since the observation volume returns to the same spot only once per scan. When
10–100 points are scanned, diffusion coefficients of about 0.05–1 μm2/s can be
determined, enough to cover lipid membrane measurements and slow-moving
complexes in solution. Software to process local ACFs from confocal scanning
data is available as FoCuS-scan [102]. An alternative approach is represented by
scanning the beam slowly across the sample. In this case, one can calculate the
correlations within short time segments. The segmented FCS data can be combined
to extract average diffusion values in specific compartments.

Di Bona et al. have used this approach to detect the small variations of diffusion
of GFP in heterochromatin vs euchromatin [103]. Overall, SFCS is particularly
useful for slower dynamics and is insensitive to photobleaching as the illumination
beam spends very little time per observation volume.

Besides reducing sensitivity to photobleaching, scanning FCS can also be
employed to remove movement artefacts. If the sample to be measured moves within
a limited range, then scanning the laser beam over this range can ensure that the
sample is captured at least once per scan (Fig. 5a). Cellular plasma membranes, for
instance, have a tendency to undulate or move perpendicular to the membrane
surface. In a point measurement, this will lead to large fluctuations in the signal
due to the membrane movement, and thus artefacts in the correlation function
[104]. By scanning the confocal volume perpendicular to the membrane, one can

Fig. 5 Line scanning to reduce artefacts of sample movement. (a) The observation volume can be
scanned laterally or axially across a fluctuating membrane. (b) Once per scan, the observation
volume is on the membrane. These points are selected, aligned in time and then correlated to
provide a correlation function. The time resolution, in this case, is limited to the time for one scan.
However, the correlation function does not suffer from sample movement artefacts as only points on
the membrane are correlated
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locate the position of the membrane in each scan. By aligning the data collected
when the beam is on the membrane, their temporal correlation yields information
about processes slower than the scan rate. In this modality, line-scan FCS sacrifices
the multiplexing aspect to produce a single correlation function that is free from
movement artefact (Fig. 4b).

Recent application of scanning a line in the z-direction, i.e. the optical axis of the
microscope, has also been used to overcome sample movement and photobleaching
artefacts [105] and was used to determine equilibrium dissociation constants (Kd)
of ligand–receptor interactions in the Wnt signalling pathway at near-native
amounts [106].

Scanning with two foci of different wavelengths, either in continuous-wave
excitation or with pulsed interleaved excitation, can determine membrane dynamics
and binding interactions with the advantage of reduced artefacts as discussed before
[104]. This was used in combination with atomic force microscopy (AFM) to study
rafts in model membranes [107]. Moreover, in live zebrafish embryos, in vivo
binding affinities of Fgf8 to its receptors, Fgfr1 and Fgfr4 were measured [108]. In
combination with STED, called axial ls-STED-FCS, time resolution on the μs-scale
and spatial resolution of ~50 nm were achieved using tunable acoustic gradient index
of refraction lenses [109]. Dual-colour dual-focus line scanning was applied in Wnt
signalling pathway study to quantify ligand–receptor concentration, and diffusion
coefficient without the need for a separate observation volume calibration [110].

3.4 Raster Image Correlation Spectroscopy: RICS

Scanning FCS utilizes the temporal and spatial information in a scan. In these
applications, typically, the scan speed was uniform along a line or circular path.
Nevertheless, even a confocal image contains an inherent time structure, with
different time constants and the two perpendicular scan directions, that can calculate
correlation functions. The fast scan direction is similar to the line-scan FCS with
small delays τp between the acquisition of neighbouring pixels. However, when
moving to the next line, the delay between the pixels of neighbouring lines, τl is
much longer, depending on the time to scan one line. RICS uses this inherent time
structure to calculate spatiotemporal correlation functions over small regions of
interest (Fig. 6a).

To see how this works, let us look at the time structure of a confocal image. The
time delay between any two pixels depends on their distance on the image grid. If we
call the spatial lag, measured in number of pixels, in the fast scan direction ξ and the
spatial lag in the slow scan direction (i.e. the lag in number of lines) ψ , then the time
delay between these two pixels will be given by τp. ξ + τl. ψ , the RICS correlation
function can thus be expressed as a correlation function of the spatial lags, which
inherently defines the time dependence.
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GRICS ξ, ψð Þ= δI x, yð ÞδI xþ ξ, yþ ψð Þh i
Ih i2 ð18Þ

The RICS correlation function (Fig. 6b (right)) contains now at least two contri-
butions. First is the decay of the correlation function for diffusion (Fig. 6b (left)) due
to the time delay between two pixels. Second, the broadening of the PSF (Fig. 6b
(middle)) due to particle movement as we have seen before in the section on ICS.

In confocal FCS the correlation function for diffusion in 3D is given by (Magde
1974):

GFCS τð Þ= δI tð ÞδI t þ τð Þh i
Ih i2 =

1
N

1þ 4Dτ
ω2
0

- 1

1þ 4Dτ
ω2
z

- 1
2

þ G1 ð19Þ

Fig. 6 Schematic illustration of a RICS experiment. (a) Rastered scanned image(s) can be analysed
over multiple regions of interest (ROI) to create parameter maps. (b) The first two graphs show the
different RICS correlation function components for diffusion and the PSF. The third graph shows
the combination of the two. The red and green lines show the characteristic correlation function over
the slow and fast regions. (c) RICS simulation and analysis for slow and fast-moving particles
performed with simFCS3 [111]. The graph on the right shows the resulting 2D spatiotemporal
correlation functions. (d) RICS allows binding to be discriminated against diffusion, provided
binding/unbinding is much slower than diffusion. RICS cross-sections along and perpendicular to
the scanned direction are plotted in orange and pink. The dotted curves stand for the PSF profile
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Here G1 is the value of the correlation function at long times, which is ideally
0 but is typically used as fitting parameter as the ideal value is only reached for
infinitely long times. In RICS, due to its particular time structure, this component is

Gdiff ξ, ψð Þ= 1
N

1þ 4D τpjξj þ τljψ j
ω2
0

- 1

1þ 4D τpjξj þ τljψ j
ω2
z

- 1
2

ð20Þ

The second component describing the broadening of the PSF due to particle
diffusion is given by

GPSF ξ, ψð Þ= exp -
a2 ξ2 þ ψ2

4D τpjξj þ τljψ j þ w2
0

ð21Þ

where we denote the size of a pixel by a, note that if there is no diffusion, this
equation will describe the PSF (Eq. 4). Putting this together, we obtain the correla-
tion function for RICS

GRICS ξ, ψð Þ

=
1
N

1þ 4D τpjξj þ τljψ j
ω2
0

- 1

1þ 4D τpjξj þ τljψ j
ω2
z

- 1
2

× exp -
a2 ξ2 þ ψ2

4D τpjξj þ τljψ j þ w2
0

þ G1 ð22Þ

Other processes, e.g. blinking or binding, can be included in the correlation
function as well [112]. This correlation function is very similar to the correlation
functions for STICS (Eq. 9) and scanning FCS (Eq. 15). However, in RICS, we have
explicitly taken the third axial dimension into account, as RICS can acquire suffi-
ciently fast to measure diffusion in solution (Fig. 6c). An interesting point about
RICS is that it covers different temporal ranges as the temporal delays in different
image directions are different by 1–2 orders of magnitude. Moreover, these time
ranges can be tuned by the scanning speed to acquire the data in a suitable range for
the probe under investigation. Note that for RICS the pixel size is set smaller than the
PSF, and multiple frames are averaged, especially in the case of small regions of
interest. Other measures such as filtering immobile structures to detect better-
diffusing particles were performed in the time domain by averaging images and
subtracting the average image from each frame [15].

A two-colour variant called cc-RICS has been used to quantitatively evaluate the
fraction of intact DNAs with both green and red fluorescence in living cells [81, 113,
114]. Compared to FCS/FCCS, such image-based RICS/cc-RICS has the advantage
to allow monitoring of diffusion dynamics, reaction kinetics, and molecular inter-
action at multiple ROIs [115–117].
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As RICS is implemented on a confocal microscope, it can be easily integrated
with stimulated emission depletion (STED) microscopy providing simultaneous
super-resolution and dynamics measurements [118, 119]. It is by now also possible
to scan random areas [115]. For more details on its implementation and evaluation of
RICS characteristics, we refer the interested reader to the literature [111, 120].

The fact that RICS can be used with commercially available confocal micro-
scopes without any customization is a major advantage, and it consequently has been
widely used. Among others, RICS has been used to detect binding (Fig. 6d) to
adhesions and scaffolds [112, 121] and to measure lipid dynamics in cell membranes
[122–125].

4 Multipoint and Imaging FCS

The idea to record multiple points for FCS simultaneously is an obvious extension of
single-point confocal FCS, although not easily implemented as mentioned earlier.
The availability of array detectors with a large number of detection elements and
sufficiently fast read-out changed that situation. By using a spinning disk confocal
microscope with a resting spinning disk to create multiple confocal areas, this was
extended to ~1,000 detection elements [126]. This approach has recently culminated
in the so-called massively parallel FCS (Fig. 7a), where a diffractive element creates
a grid of confocal points and the signal is detected by recently developed single-
photon avalanche diode (SPAD) arrays, where each pixel functions as its own
pinhole and detector [127, 128]. This approach has the advantage of having large
numbers of detection elements and having excellent time resolution sufficient even
to measure fluorescence lifetimes, which other array detectors, especially cameras,
cannot reach. Oasa et al. combined FLIM with massively parallel FCS (mpFCS) to
characterize the diffusion across a cell of oligodendrocyte transcription factor
2 [129].

However, all these approaches use confocal illumination schemes. As the laser
beams in confocal schemes are highly focused and traverse the whole sample as they
converge before and diverge after the focal point, they create significant cross-talk
for neighbouring pixels (Fig. 7a), a problem long known for spinning disk confocal
microscopes [130]. For FCS this sets various lower limits on the minimum spacing
between pixels required to avoid cross-talk between neighbouring pixels [29]. If
pixels, and thus laser beams, are too close, the signal detected in one pinhole will
stem from multiple laser beams, increasing the cross-talk and the effective observa-
tion volume, making the measurement of fluctuations necessary for FCS impossible.
But even if ACFs can be recorded for each pinhole, the pixels need to be far enough
apart to avoid an influence of the sample observed by one pixel to influence the shape
of the ACF of the neighbouring pixel. One needs at least two photons from a particle
for a correlation. Therefore, as long as a pinhole can detect two photons from a
molecule in a neighbouring laser beam, it will lead to extra correlations in the ACF.
However, more stringently, to avoid an influence of the cross-talk on the amplitude
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(not the width or shape) of the ACFs, the pixels need to be even further apart.
Although single photons are not enough for a correlation, uncorrelated single
photons will contribute to the background and thus lower the ACF amplitude.
These restrictions limit the number of pixels that can be used in confocal approaches.

A partial solution to the problem was found with new detection schemes that
illuminate only a cross-section of limited thickness in a specimen. This can come in
the form of TIRF (Fig. 7c (top)) with only ~100 nm above the cover slide illuminated
[32, 131], or in light-sheet microscopy (Fig. 7b (top)) with light-sheet thicknesses of
~1 μm [132]. This minimizes cross-talk between pixels as only single sections of the
sample are illuminated, and no signal from the bulk or other parts of the sample is
excited and detected. This then allows the use of cameras with contiguous pixels as
detectors [29, 30]. It should be noted that neighbouring pixels will still be correlated
to some extent due to the finite size of the PSF, and the image of one molecule can

Fig. 7 Illumination scheme of various FCS multiplexing methods. (a) Simultaneous excitation and
detection of fluorescent molecules in multiple confocal spots (mpFCS). The observation volumes
have to be placed at a certain distance to avoid cross-talk. On the right, three observation volumes
are placed contiguously in the sample. As indicated by the colours, some parts of the sample are
illuminated and detected by all three observation volumes (red), some by two (yellow), and some by
only one green. Note that because the laser beam in a confocal setup propagates through the whole
sample, and thus the amount of cross-talk depends on the sample thickness, which is typically on the
μm scale. (b) The use of light-sheet illumination and array detectors in SPIM-FCS. As the
illuminating light sheet is only ~1 μm thick, cross-talk is limited, as indicated again by the
colour-coded observation volumes, and contiguous pixels can be used. Nevertheless, the cross-
talk will change the correlation function and needs to be accounted for. Cross-talk between pixels is
indicated at the bottom of the graph. (c) In Imaging Total Internal Reflection FCS (ITIR-FCS),
optical sectioning is based on the confinement of the evanescent wave generated at the glass/water
interface. In ITIR-FCS the cross-talk is limited by both, the sample which is typically a membrane
with ~5 nm thickness, or if measuring in solution by the exponentially decaying evanescent wave of
~100 nm thickness. Cross-talk between pixels is indicated at the bottom of the graph
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always span at least neighbouring pixels (Fig. 7b, c (bottom)), and imaging FCS
takes account of these effects in their data evaluation. But this effect is limited and is
similar to the effect of the PSF in imaging. However, camera-based FCS, although
allowing for the recording of contiguous pixels in a sample and thus creating full
spatial maps (Fig. 8b, c), can do so only at a much lower time resolution. Most
experiments in Imaging FCS have been performed at ~ms time resolution, although
a resolution down to 0.02 ms has been reached [33, 133].

Imaging FCS was calibrated against a range of other techniques to ensure
consistency of its results with the main techniques used to measure diffusion and
diffusion modes [134–137] and was applied in a variety of contexts [35]. Cooper
et al. measured the diffusion at liquid–solid interfaces and determined molecular
interaction kinetics with surfaces [138]. Xu et al. measured diffusion within
nanotubes and determined the influence of charge on molecular transport [139],
Erstling et al. determined the photophysics of nanoparticles [140], and several
applications for the characterization of lipid bilayers were reported [134, 141]. In

Fig. 8 Study of sample organization by Imaging FCS. (a) TIRFM image of PMT-mEGFP showing
two CHO-K1 cells at different expression levels (TIRFM image displayed as average intensity
z-projection for clarity). Each pixel was temporally correlated and fitted, and quantitative param-
eters are rendered as heat maps for (b) the number of particles N and (c) the diffusion coefficient D.
(d) Imaging FCS allows pinhole size selection during data treatment by pixel binning. The
autocorrelation function amplitude decreases (left top) to (middle bottom). Furthermore, its width
increases (bottom right) with the increase of the effective observation area. (e) Diffusion and its
length-scale dependency to identify diffusive modes
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the life sciences the interaction of peptides with lipid bilayers [142] and cell
membranes [143] and the characterization of membrane receptor diffusion are
typical applications of Imaging FCS [144–146]. By pooling several Imaging FCS
measurements, Bag et al. obtained very precise diffusion coefficient measurements
of lipids and membrane proteins in live cells [147, 148]. Imaging FCS was also used
in developing small organisms to determine cytoplasmic and membrane diffusion
[133, 149–151], and in biofilms to characterize diffusion in dependence of size and
charge of diffusants [152]. In the form of Imaging FCCS (Fig. 9) it measured
interactions of proteins in live cells [149, 153, 154].

This brings us to the question of what advantages or extra information these FCS
modalities provide. The obvious answer is multiplexing. The approaches described
in this section provide thousands of points routinely simultaneously, and even more
than one million points in a single measurement have been achieved (Wohland
unpublished data). The measurements can also be performed with two colours
allowing to perform FCCS with a single array detector with excitation either in a
continuous [149, 153–155] or interleaved manner (Wohland unpublished data).

A further advantage is that – similar to what was earlier mentioned in confo-
cal microscopy with multipoint detectors for a single detection element – the data on
array detectors can detect different parts of a sample and determine whether there is
existing flow or transport [29] or characterize anisotropic diffusion [156]. Further-
more, the pixels on a camera can be binned to provide observation areas and volumes
of different sizes [29]. The FCS diffusion law (Fig. 8e) can be used to determine the
length-scale dependence of diffusion and thus determine the particular diffusion
mode the particle is undergoing [79, 157, 158]. In 2D FCS and especially Imaging
FCS this can be easily achieved as only one set of data is needed, and various
binning sizes (Fig. 8d) can be applied to the existing data to create different
observation areas [134, 141, 145, 159–161]. Thus, FCS diffusion law analysis can

Fig. 9 DC-ITIR-FCCS modality [136]. (a) Schematic of TIRFM instrumentation coupled with an
image splitter device to capture images of PMT-mEGFP-mApple into wavelength channels at
500 fps. (b) Image of double-labelled plasma membrane targeting PMT-mEGFP-mCherry
displayed on two halves of the camera chip. (c) The double-labelled protein yields a positive
cross-correlation in HEK cells; the auto- (green and red) and cross-correlation (blue) functions
displayed are the spatial average across a selected ROI (in yellow)
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be derived from a single measurement and can be even performed on multiple areas
of a cell [145]. Nevertheless, these approaches based on array detectors have wider
applicability. By recording the maximal possible amounts of photons with as high
spatial and temporal resolution as possible, one is not restricted to perform exclu-
sively FCS but can evaluate the data in each or between any pixels or group of pixels
with whatever analytical tools available. So it was already shown that FCS can be
combined with super-resolution microscopy [162, 163] and simultaneously with
other fluctuation or single-molecule fluorescence techniques [135, 162, 163].

Another approach that provides binding kinetics and that is at the origin of many
of the techniques discussed here is the combination of TIRFM with FCS with
single-point detection [164–167]. Although not strictly 2D, several studies have
demonstrated the application of TIRF-FCS to measure biomolecular diffusion in
membranes and ligand–receptor binding kinetics [164, 165, 168]. Extension to an
imaging version could extend binding kinetics analyses to whole surfaces. A modal-
ity that integrates over a whole image to characterize reversible binding has already
been established [169].

Finally, we need to discuss the differences between these schemes and how the
data is evaluated. The 2D FCS modalities based on confocal schemes can use the
already developed formulas for confocal FCS. This includes not only the parts for
diffusion but as well for photophysical and other processes. Here, spatial information
can be exploited by calculating spatial cross-correlations. In the case of two obser-
vation volumes with negligible cross-talk, the spatial cross-correlation function is
given by [170]:

G τ, dð Þ= 1
N

1þ 4Dτ
w2
0

- 1

1þ 4Dτ
z20

- 1
2

exp -
d2x þ d2y
4Dτ þ w2

0

-
d2z

4Dτ þ z20

ð23Þ

Here, dx, dy, and dz are the distances between the two observation volumes in x, y,
and z directions, and the other parameters are as previously defined.

As typical in confocal FCS, the observation volume is approximated here by a 3D
Gaussian. However, in the case of 2fFCS, this approximation is not sufficient
anymore, and a more sophisticated model needs to be used that requires numerical
integration [23, 25]. 2fFCS is more robust against typical FCS artefacts, including
optical aberrations, e.g., introduced by cover glass thickness variations or mismatch
of refractive indices between mounting and immersion medium, and saturation
effects stemming from the use of high laser powers for excitation [23, 171]. In the
case of TIRF and SPIM-based illuminations with cameras as detectors, the excitation
and detection change significantly compared to the confocal case. First, in the
confocal case, the excitation profile is a Gaussian function and thus falls off as one
moves away from the centre of the focus. In the TIRF and SPIM cases, the excitation
intensity is constant in the focal plane and varies only in the axial direction. In
addition, while in confocal FCS typically round pinholes are used, pixels on cameras
are typically quadratic, which changes and simplifies the derivation of the FCS fit
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models [172]. Solutions for single-spot TIRF-FCS correlation functions taking into
account the full 3D geometry and also binding interactions are available [166]. In the
case of camera-based FCS, assuming measurements in a membrane, i.e., a strictly
2D layer in the focal plane, the correlation function has an analytic solution
[173–175]. We provide here the basic correlation function for two square pixels
assuming only diffusion and refer the reader to literature for special cases [156]. If
we define the function p as

p τ, dð Þ= 4Dτ þ w2
0

π
exp

d2

4Dτ þ w2
0

þ d × erf
d

4Dτ þ w2
0

ð24Þ

where d is the distance between two pixels in x- or y-direction, then we can write the
function describing the shape of the correlations function separately for the x- and y-
directions as

gx τð Þ= p τ, aþ rxð Þ þ p τ, a- rxð Þ- 2p τ, rxð Þð Þ ð25Þ
gy τð Þ= p τ, aþ ry þ p τ, a- ry - 2p τ, ry ð26Þ

The function for the 2D case is then just the product of the correlations for the x-
and y-directions

g τð Þ= gx τð Þgy τð Þ ð27Þ

The ACF is obtained by setting the distances rx and ry to zero. Finally, we
normalize the correlation function with the effective observation volume

G τð Þ= 1
N

g τð Þ
g 0ð Þ þ G1 ð28Þ

Normalization ensures that the ACF amplitude is inversely proportional to the
number of particles. For the CCF, the peak amplitude is proportional to the particles
moving from one pixel to the other. A comparison with the ACFs of the two spatially
correlated areas is necessary to deduce the number of cross-correlated particles,
similar to dual-colour FCCS. If the two areas to be cross-correlated are not single
pixels, then the spatial cross-correlations between two arbitrary binned pixel areas
are just the sum of all possible CCFs between all pixels in the two areas
[156]. Models for 3D measurements in SPIM-FCS [33, 149, 155] have also been
derived, although they neglected cross-talk between pixels. Taking into account
cross-talk between pixels, as can be necessary in 3D measurements, requires numer-
ical integration as analytical solutions are no longer obtainable (in preparation).

If the characteristic length scale over which diffusion is measured is precisely
known, the methods become essentially calibration-free. In confocal FCS, the
precise dimensions of the confocal volume are typically unknown and are alignment
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dependent on which FCS is very sensitive. Thus, they need to be calibrated each
measurement day. However, Imaging FCS modalities are much less alignment
dependent as the illumination intensity is constant, the pixel size and their distance
are exactly known, and the microscope PSF of an optical setup, which is an essential
determinant of the observation volume of a pixel, typically does not change over
time. Thus, Imaging FCS can directly determine the diffusion coefficient (Fig. 8c)
without extra calibrations, and D is a fitting parameter in the model. In contrast, in
confocal FCS the characteristic time a molecule needs to traverse the confocal
observation volume is fitted and later recalculated into diffusion coefficients using
a calibration measurement.

However, camera-based methods have also disadvantages. First, they are typi-
cally much slower with time resolutions in the millisecond range. This has been
addressed by using the newly available SPAD arrays, which can measure faster
[21, 22] and can even determine fluorescence lifetimes [129]. In addition, the
observation volume in light-sheet microscopy for 3D measurements is generally
larger than in the confocal case, limiting the concentration range and the signal-to-
noise ratio accessible in SPIM-FCS. This results from the lower numerical aperture
of the illumination objectives used in SPIM-FCS, mainly for practical reasons due to
space constraints, making it impossible to align two high NA objectives. The lower
limit in concentration has been addressed by using two objectives with equal but
somewhat lower numerical aperture [176] and by SPIM using a single objective
(soSPIM) for illumination, and detection [177]. Finally, the amount of data acquired
in any of the 2D FCS methods is typically large as thousands of pixels are recorded
over thousands of frames, and thus more storage and faster data evaluation are
required. In the last years, several groups have therefore developed GPU based
algorithms that speed up data evaluation by 1–2 orders of magnitude [128, 163, 178]
and analyse data in real time [179].

5 Concluding Remarks

Correlation-based approaches are compelling tools to extract information from
signals by analysing signal fluctuations around their mean value. By using fluores-
cence as the signal, the measurements become specific and provide single-molecule
sensitivity. The resulting Fluorescence Correlation Spectroscopy measurements
yield information on molecular transport, actions, and interactions. As FCS was a
single-point measurement, it was multiplexed to measure multiple FCS curves
simultaneously and was extended to include spatial correlations to obtain more
information from a single measurement. We grouped these measurements here
under the name of two-dimensional FCS, as they measure some or all points in a
2D sample cross-section and exploit spatial, temporal, or spatiotemporal
correlations.

With new developments in microscope, detector, and computational technology
and advances in data evaluation strategies, many of these techniques can be now
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performed on standard commercially available microscopes without extra modifica-
tions. Moreover, the publication of more open-source software tools [179] and
reviews around the topic [34, 180] makes two-dimensional FCS easily accessible
to a broad spectrum of users (for a list of software, see [175]). Finally, these methods
are ideal to be combined with various microscopy and super-resolution techniques
[66, 118, 122, 162, 163, 181–184] presenting the possibility to record the structure
and dynamics of the system under investigation simultaneously and thus creating a
much more complete picture of molecular events in live cells and organisms.
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Abstract Oligomerization of biomolecules on the plasma membrane drives vital
cellular functions. Despite the importance of detecting and characterizing these
molecular interactions, there is an apparent lack of proper techniques capable of
unraveling the exact composition of multimolecular complexes directly on the (live)
cell membrane, particularly when present at high surface densities. In this chapter,
commonly applied single-molecule fluorescence microscopy approaches are
reviewed in terms of their suitability for detecting molecular aggregates down to
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the smallest biologically relevant unit: a molecular dimer. Amongst these tech-
niques, Thinning Out Clusters while Conserving Stoichiometry of Labeling
(TOCCSL) – a modality based on single-molecule brightness and co-localization
analysis – is discussed in detail. The chapter lists basic principles of TOCCSL, its
implementation on single-molecule fluorescence microscopes, analysis of brightness
and co-localization-based microscopy data, and guidelines on how to choose param-
eters and labels to determine the number of labeled subunits within a multimolecular
assembly. At the end, a tabular list of TOCCSL applications conducted so far is
provided.

Keywords Brightness analysis · Co-localization analysis · Multimolecular
complexes · Plasma membrane structure · Single-molecule microscopy · Thinning
out clusters while conserving stoichiometry of labeling (TOCCSL)

1 Biomolecular Interactions on the Plasma Membrane

Life is all about interactions: from a simple handshake or a meaningful eye contact
between humans, down to complex interactions between single cells and organelles,
further down to the interactions of individual (bio)molecules, and even further down
to nucleonic interactions between the smallest building blocks of life. On the
intermediate length scale, molecular interactions drive the specific assembly of
biomolecules into multimolecular structures. One of the major matrices for hosting
these biomolecular interactions is the plasma membrane, as it represents the interface
of a biological cell and the extracellular environment. Interactions occur between
molecules of the same kind (homo-interactions), or between different species
(hetero-interactions) and result in different aggregation states, ranging from the
simplest form – a homo-dimer – to large multimolecular structures hosting a diverse
set of biomolecules (see Fig. 1 for examples of biomolecular interactions on the
plasma membrane of mammalian cells).

Some interactions between molecules are extremely stable and occur already
before molecules reach the plasma membrane, as it is required for the correct
function of various protein complexes. For example, only the complete assembly
of the octameric T cell receptor CD3 complex (TCR/CD3) results in its sorting to the
plasma membrane and facilitates highly sensitive and specific antigen-recognition
during immune cell signaling [1].
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In this chapter, TCR/CD3 will serve as a model system representing a
multimolecular complex. The α-β hetero-dimer, which is responsible for
antigen binding, the δ-ε and γ-ε hetero-dimer, as well as the ζ-ζ homo-dimer
containing intracellular domains transmitting the signal of antigen recognition
(see Fig. 2) represent the eight subunits. Different techniques will be discussed
in terms of their capability to detect the number of ε- and β-subunits directly at
their place of action: the plasma membrane of a living T cell.

Stable homo- or hetero-association of four subunits represents the functional state
of many ion channels, for example, the voltage-gated potassium channels [3, 4], with
the composition being critical for correct function.

Interactions might also occur directly on the plasma membrane leading – in the
simplest form – to a transient homo-dimer. For guanine nucleotide-binding (G-)

T-cell receptor
complex

hetero-octamer

EGFR
homo-dimer

ion channel
homo-tetramer

GPI-anchored protein
homo-dimer

Tetraspanin-enriched
microdomain

lipid
microdomain

P

P
P

P

P
P

GPCR
homo-dimer

(a) (b) (c) (d) (e) (f)

Fig. 1 Examples of biomolecular interactions and assemblies. From left to right: (a) The TCR/CD3
complex consists of three hetero-dimers with extracellular domains (αβ, δε, and γε subunits) and the
ζ-chain homo-dimer with intracellular immunoreceptor tyrosine-based activation motifs (ITAMs).
The αβ hetero-dimer is responsible for binding the antigen presented via MHC class I or II proteins
on antigen-presenting cells (APC). (b) A class of proteins anchored via a GPI moiety is targeted to
the extracellular side of the plasma membrane and the homo-association of such proteins is ascribed
important cellular signaling functions. The lipid anchor is also responsible for allocating these
proteins to lipid microdomains. (c) The minimal functional form of GPCR is represented by a
homo- or hetero-dimer. (d) Another type of microdomain is reported to be enriched in proteins
containing four transmembrane domains – so-called tetraspanins. Via homo-associations, these
tetraspanins can form large networks on the cell membrane. (e) Most ion channels are homo- or
hetero-tetramers and responsible for the controlled conductance of various ions through the plasma
membrane. (f) The epidermal growth factor receptor (EGFR) is a transmembrane protein and
described to form homo-dimers responsible for signaling. The receptor plays an important role in
many cancer types, where mutations influence EGFR expression or activity. Created with
BioRender.com
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protein-coupled receptors (GPCRs) – a major target for pharmaceutical drugs – such
a dimer was found to be the minimal functional structure, however, with consider-
able variations as the existence of hetero-dimers and the formation of larger com-
plexes was also described to be required for signaling [5]. Another family of
proteins, receptor tyrosine kinases, was described to form homo- and hetero-dimeric
structures, as well as much larger complexes, which in turn activate the intracellular
kinase domains to initiate signaling [6].

Much more transient interactions on the plasma membrane with lifetimes below
200 ms have been described for glycosyl-phosphatidylinositol (GPI) anchored pro-
teins, including CD59, Thy1 and DAF [7, 8] and have been ascribed essential
cellular functions. Larger biomolecular assemblies like tetraspanin-enriched
microdomains [9] or lipid microdomains (“rafts”) [10] were found to contain
hundreds of different constituents and play important roles for the function of
adhesion receptors and the compartmentalization of enzymatic activities, and are
discussed as platforms for signaling, exocytosis, and endocytosis, respectively.

While the importance of these biomolecular assemblies for cellular functions is
indisputable, there is an apparent lack of proper technologies capable of unraveling
the exact composition of multimolecular complexes directly on the (live) cell
membrane. Why is it so much harder to look at the interaction of two molecules
than to take a picture of two close-by humans shaking hands? The main reason is,

αβ

ε εγ

ζ-ζ

(a) (b)

Fig. 2 Structure of the αβTCR/CD3 complex. (a) Sketch of the subunit assembly showing the α-β,
δ-e, and γ-ε hetero-dimer, as well as the intracellular ζ-ζ homo-dimer. (b) Extracellular domains and
transmembrane helices of the human TCR/CD3 complex as determined by cryo-electron micros-
copy [2]. Color coding same as in (a). PDB ID 6JXR. Created with BioRender.com
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that human interactions happen on the same length (and time) scale for both, the
observer and the observed, while the scales differ up to 9 orders of magnitude
between single molecules and a human observer. One commonly used approach to
tackle this discrepancy is to modify molecules of interest by binding a fluorescent
molecule of similar size and use ultrasensitive fluorescence microscopy to directly
visualize single molecules and multimolecular complexes.

2 Detecting Biomolecular Assemblies Directly
on the Plasma Membrane

Equipped with powerful light sources and a sensitive detection camera, fluorescence
microscopes are nowadays routinely used to observe single fluorescent molecules
and should in principle be capable of detecting the smallest unit of a biomolecular
assembly – a molecular dimer.

For the example of the TCR/CD3 complex, which contains two ε-subunits (the
two outer subunits shown in Fig. 2), ideally all ε-subunits on the surface of a T cell
can be fluorescently labeled. With an average expression level of 104 TCRs per cell
and a T cell diameter of ~5 μm, the TCR density yields around 130 TCR complexes
located within 1 μm2 of the cell membrane. The average distance between TCRs is
1= 130 μm�2 ¼ 90 nm, which is far below the optical resolution limit of a light
microscope defined by the width of the point spread function (PSF) of the optical
system. The typical size of the PSF, given by 0:61 λ

NA, with λ being the emission
wavelength and NA the numerical aperture of the used objective, yields ~200 nm for
visible light and the use of a high NA-objective. Avoiding overlapping PSFs hence
limits molecule densities to values below one molecule per μm2 for the unambiguous
detection of individual fluorophores. Thus, the density of the TCR is about 1,000-
fold too high for the direct imaging of ε-subunit dimers. The experimenter would
observe a homogeneous fluorescence signal throughout the plasma membrane of
non-stimulated T cells. Which strategies applicable in single-molecule fluorescence
microscopy would now allow for the detection of these TCR ε-dimers at high surface
densities?

2.1 How About Decreasing the Label Density?

Decreasing the label density on the cell membrane by a factor of ~1,000 for the
observation of individual diffraction-limited signals can be realized by
photobleaching [11], for example, by increasing the laser power and illumination
time, by reducing the label concentration [12], or by photoactivating a subset of
molecules [13]. Importantly, the label density will be reduced stochastically using
these approaches, i.e., most TCR ε-dimers will become invisible due to the loss or

Determination of Biomolecular Oligomerization in the Live Cell. . . 281



lack of detectable labels or become apparent monomers with only one fluorescent
label per ε-dimer visible. Only a minor fraction of detectable ε-dimers will remain
with both ε-subunits carrying fluorescent labels. Hence, the likelihood for observing
an ε-dimer will decrease substantially. Assuming 100% ( pcoloc ¼ 1) ε-dimers and a
reduction of the surface density by a factor of 1,000 ( plabel ¼ 10�3), an experiment
would yield a probability for co-localization of the two ε-subunits of

p ¼ plabelpcoloc
1þ pcoloc 1� plabelð Þ �

plabel
2

¼ 5� 10�4:

In words, only 5 out of 10,000 visible ε-subunits would be paired with another
visible ε-subunit within the same TCR/CD3 complex. This small fraction cannot be
straightforward detected with standard single-molecule fluorescence microscopy
techniques. Detection of such low fractions demands for highly quantitative micros-
copy tools and enormous amounts of data to gain sufficient statistics for a reliable
proof of the existence of a few ε-dimers.

2.2 Would One of the Single-Molecule Localization
Microscopy (SMLM) Modalities Work for Detecting
Molecular Dimers?

Photoactivated localization microscopy (PALM) [14, 15] and (direct) stochastic
optical reconstruction microscopy ((d) STORM) [16, 17] are based on the fact,
that a single, separated molecule can be localized with a much higher precision –

even down to the sub-nanometer level [18] – than the diffraction limit of the optical
system. These so-called SMLM or superresolution microscopy approaches (for a
recent review see [19]) are nowadays routinely used to resolve cellular structures
well below the diffraction limit (see Chap. 10 “Quantitative Photoactivated Local-
ization Microscopy of Membrane Receptor Oligomers” for details on SMLM tech-
niques). In contrast to the aforementioned strategies for decreasing the label density
per image, in SMLM all molecules of interest are fluorescently labeled but are not
visible at the same time in the detection channel. Only a few of these fluorescent
molecules are stochastically activated by switching them into a bright or red-shifted
fluorescent state and can be detected as diffraction-limited signals. Detected mole-
cules are deactivated by either switching them back to a dark or blue-shifted state, or
by terminal photobleaching. Tens of thousands of these activation-detection-deacti-
vation cycles increase the probability of detecting a high fraction of – for the TCR as
an example – ε-subunits. Localizing each individual signal in all recorded frames
finally yields a reconstructed image with a theoretical resolution in the order of the
localization precision. Optimizing photon yield and background noise could result in
a superresolution image with a resolution one order of magnitude lower than the
90 nm average distance of TCR molecules. An ideal quantitative superresolution
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experiment would hence allow to detect individual ε-dimers. What was neglected
so far?

1. Diffusional motion of the TCR/CD3 complex on the cell membrane heavily
influences the reconstructed image. Due to the stochastic activation process, the
individual ε-subunits of one TCR complex are imaged at different experimental
time points – and hence different positions on the cell membrane – and the
assignment of both subunits to the same complex is impossible. With a diffusion
coefficient of ~0.04 μm2/s [20], the total recording time of the superresolution
image would need to be shorter than 0.6 ms to virtually freeze the motion of the
structure at the resolution of 10 nm and to observe ε-dimers. However, the photon
budget needed for 10 nm resolution as well as technical limitations result in
typical recording times of several seconds.

2. Chemical fixation is often performed to “freeze” the movement and to record a
snapshot of the oligomerization state of certain proteins. This is also possible for
the TCR/CD3 complex, and superresolution images can be analyzed in terms of
clustering and oligomerization [21]. However, the repeated detection and subse-
quent localization of one and the same molecule within the localization precision
limit, as well as the presence of a dark fraction of fluorophores renders quantita-
tive superresolution imaging down to small nanoclusters or even individual
dimers extremely challenging (see [22] for a review on the difficulties in detecting
nanocluster). While there are several algorithms available to account for very
well-defined blinking patterns of fluorescent molecules, the presence of only a
few outliers can change the interpretation of results completely [21, 23]. Even
with perfectly behaving fluorophores, i.e., clearly defined blinking patterns or no
blinking at all, residual motion of proteins despite fixation needs to be considered
[24]. One possible solution to overcome residual motion and potential chemical
fixation artifacts is to conduct superresolution microscopy experiments at cryo-
genic temperatures [25–27]. Current technical developments and first applica-
tions look promising for using cryoSMLM for the routine detection and
characterization of biomolecular assemblies at the plasma membrane in the near
future.

2.3 How about Using Stimulated Emission Depletion (STED)
Imaging?

STED microscopy [28, 29] (for reviews see, e.g., [30–32] has proved to be a
meaningful approach to significantly improve the resolution of fluorescence images
without the necessity of utilizing the stochastic blinking of fluorophores. Instead,
fluorescence in the periphery of a focused excitation beam is efficiently quenched by
a depletion laser (see Chap. 7 “STED and RESOLFT Fluorescent Nanoscopy” for
more details on STED microscopy). Nowadays, a spatial resolution of ~60 nm can
be routinely achieved in STED microscopy which, keeping the TCR as an example,
enables the direct detection of individual TCR/CD3 complexes labeled via their
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ε-subunits on chemically fixed T cells [21]. Despite STED being a scanning tech-
nique, in which the excitation and depletion lasers are concomitantly moved over the
sample, joining scan lines are recorded fast enough for neglecting residual motion of
molecules on fixed cells. Frame rates achieved nowadays even allow STED imaging
on live cells and the detection of biomolecular clustering on length scales larger than
the resolution limit of STED microscopy. Determination of the composition of
protein oligomers using STED by directly visualizing all labeled constituents is in
most cases prevented by the limited resolution. However, unambiguously counting
the exact number of dye molecules per molecular complex is possible via analysis of
coinciding photon arrival times (photon antibunching, PA) [33–35] and enables the
direct detection of ε-dimers within the TCR/CD3 complex in fluorescence correla-
tion spectroscopy (FCS) experiments [20]. Combining STED imaging with PA
seems ideal for the stoichiometric analysis of protein complexes at high surface
densities, but requires costly and specialized equipment [36]. A recently introduced
STED-related approach based on minimal photon fluxes (MINFLUX) might be an
alternative method for the direct observation of molecular complexes at nanometer
resolution [37, 38].

2.4 Thinning Out Clusters While Conserving Stoichiometry
of Labeling (TOCCSL)

In contrast to the above-mentioned strategies i–iii, an easy-to-implement single-
molecule fluorescence modality termed TOCCSL [39, 40] allows to determine the
number of labeled subunits within a multimolecular assembly – also at high surface
densities on the membrane of live cells. The approach is based on a FRAP (fluores-
cence recovery after photobleaching [41, 42]) protocol, with the main difference,
that individual oligomers are detected at the onset of the very recovery process when
the density of molecules is low enough to resolve single entities. In the following, the
TOCCSL principle, experimental strategies, and considerations, as well as on
overview of TOCCSL applications are discussed.

3 The TOCCSL Concept

3.1 Principle

In the plasma membrane, the physiological surface density of biomolecules is
usually too high to resolve individual fluorescently labeled protein clusters, as
their size and the average distance between two adjacent molecular aggregates are
smaller than the resolution limit of light microscopy. The single-molecule fluores-
cence microscopy method TOCCSL [40, 43] is used to study the stoichiometry of
cell surface proteins (or lipids) in life cells and model systems at physiologically
high densities. The principle of TOCCSL is shown in Fig. 3.
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One can consider the TCR/CD3 protein complex labeled via the two ε-subunits as
an example (see Fig. 3. Note, that a more general example of a molecule existing as
monomer and homo-dimer is sketched). Using TOCCSL, the surface density of
active fluorophores in a small region of the cellular plasma membrane is transiently
depleted by applying a high-intensity laser pulse (several kW/cm2) to a defined area
of the cell surface using an aperture. By doing so, all fluorophores within the
illuminated region are irreversibly photobleached, while the stoichiometric compo-
sition of TCR/CD3 complexes remains unaltered: both labels of ε-subunits are either
photobleached or are intact because they were not exposed to laser light. Due to
Brownian motion, fluorescently labeled TCR/CD3 molecules from outside the
aperture-defined area of the biomembrane can diffuse into the photobleached region
during a short recovery time (several hundred ms up to several seconds). Using
ultrasensitive fluorescence microscopy, single protein clusters can be imaged as
diffraction-limited spots at the onset of this recovery process.

3.2 Imaging Protocol

Figure 3 illustrates a typical TOCCSL experiment with the timing protocol for
sample illumination shown on the top. First, an image at low laser intensity with

t
bleaching pulsepre-bleach

image
recovery time

ROI is photobleached
after-bleach

image

5ms 500ms 1000ms 5ms

4μm

(1)

(2)

(3)

(b)(a) (c) (d) (f)(e)

Fig. 3 A typical TOCCSL imaging protocol. (1) Illumination timing scheme. (2) Schematic
illustration: (a) A control image (pre-bleach image) is taken at low laser intensity, which is used
to determine the molecule density on the cell surface. (b) A short high-intensity laser pulse is
applied which causes the region of interest (ROI), defined by an aperture, to be irreversibly
photobleached. (c) A few milliseconds after the bleaching pulse, another control image can be
taken to ensure that all molecules within the field of view are completely photobleached. (d) At the
onset of the recovery process fluorescent molecules from the shielded area diffuse into the
photobleached region and can be imaged as diffraction-limited spots (e). (f) Zoomed region from
(e). (3) Example of a TOCCSL experiment. CHO cells expressing GPI-anchored SNAP were
labeled with Alexa Fluor 488. Note that the contrast is identical for pre-bleach image, control
image, and after-bleach image
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illumination time till is taken in total internal reflection (TIR) configuration to report
the initial situation of high surface density. A high-intensity laser pulse is then
applied in TIR or non-TIR configuration for a bleaching time tbleach. During a
short recovery time trec, molecules from the shielded area diffuse into the
photobleached region, where they are imaged directly after trec in TIR configuration.
Both laser intensity and tbleach are chosen such, that all active fluorophores within the
aperture-defined area are fully photobleached as fast as possible, to avoid incom-
pletely or partially bleached protein clusters, where one or more protein subunits
remain fluorescent. For the TCR/CD3 complex partial bleaching of ε-dimers would
yield a wrong composition of some TCR/CD3 complexes containing only one
apparent-fluorescent ε-subunit. trec is chosen in a way that the surface density of
single fluorescently labeled protein clusters in the inner region of the photobleached
area remains low enough, such that single molecules can be resolved. The choice of
trec and till depends on the diffusion coefficient of the observed biomolecule and for
trec it also depends on the surface density as well as the chosen aperture-size (for
more details, see Sect. 5).

3.3 Brightness Analysis

Generally, the image of a point-like source of light is represented by its PSF, which
exhibits an Airy disc in the center and decreasing intensities towards the radial
direction. For this reason, a two-dimensional Gaussian function represents a good
approximation for the PSF of a single point-like emitter, e.g., a single dye molecule
or a fluorescent protein. The location of a fluorescent molecule can be determined,
e.g., by identifying the center of the Gaussian fit. While the exact position and its
precision are important parameters for SMLM, the integral of the Gaussian is used
for the analysis of TOCCSL images and yields the overall number of emitted
photons during till, i.e., the brightness of the molecular complex. It is also possible
to calculate the brightness directly from raw images via the sum of individual pixel
values at the position of diffraction-limited signals corrected by the local back-
ground. Besides providing a more realistic photon estimation, this is particularly
useful for long illumination times, where diffusion of molecular complexes yields
asymmetric PSFs [44]. Note that often pixel values are not displayed in units of
photons but rather counts and hence need to be corrected by considering the
(electron multiplication) gain and electrons-per-count conversion factor.

In TOCCSL, the statistical distribution of fluorescently labeled subunits per
protein cluster is determined via brightness analysis of the diffraction-limited sin-
gle-molecule signals, which are imaged according to their PSF [40]. The photon
emission of a single fluorescent molecule is stochastic. Thus, the number of photons
F detected from a single fluorescent emitter cannot be determined precisely but is
characterized by the probability density function (pdf) ρ1(F). ρ1(F)dF is the proba-
bility that the number of detected photons determined by a brightness measurement
of a single-molecule signal lies within the interval [F, F + dF]. To determine the pdf
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of a single emitter, ρ1, the fluorescence brightness values of individual fluorophores
can be acquired experimentally by stepwise decreasing the emitted fluorescence of
protein clusters through photobleaching of the sample, until most fluorophores are
irreversibly photobleached and a few single-molecule signals exhibit their lowest
brightness value (monomeric signal). Single molecules can also be tracked through-
out the photobleaching process to ensure that the lowest brightness level within one
photobleaching trace is used to determine ρ1. If possible, under-labeling of molec-
ular subunits might also yield the brightness distribution of single-molecule signals.
In the case of the TCR/CD3 complex, decreasing the label density by a factor of
~1,000 will yield a good approximation of the ε-subunit monomer distribution with a
neglectable fraction of ε-dimers contributing to this distribution (see Sect. 2.1).

Assuming higher order oligomers of order N, the brightness distribution of N co-
localized independent emitters, ρN(F), can be determined recursively from the
single-dye brightness pdf ρ1 as a series of convolution integrals
ρN(F) ¼ ρ1(F

0)ρN � 1(F � F0)dF0 (see Fig. 4a).
When recording the fluorescence of a mixed monomer and higher order N-mer

population, the resulting brightness distribution, ρ(F), is based on a linear combi-
nation of the previously determined individual pdfs of each N-mer population,
ρN(F), weighted with the fraction of the respective oligomer of degree N, αN:

ρ Fð Þ ¼ N max

N¼1
αN � ρN Fð Þ ð1Þ
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Fig. 4 Brightness-based analysis of a TOCCSL experiment. (a) By measuring the brightness
distribution of single molecules, ρ1, the corresponding distributions of 2, 3, or 4 molecules can be
calculated via convolution integrals assuming independent emitters. Note that all distributions are
normalized to 1. (b) The normalized pdf of measured fluorescence signals of protein clusters, ρ(F),
is fitted by a linear combination of various N-mer contributions, ρfit. Since all distributions are
normalized, the area under contributing pdfs directly yields the fraction of N-mers. For the example
shown, ρ(F) is decomposed into a fraction of 25%monomers (α1) and 75% dimers (α2). Shown data
is based on a simulation of 500 and 1,000 log-normal distributed brightness values [45] for ρ1 and
ρ(F), respectively
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with

N max

N¼1
αN ¼ 1 ð2Þ

The pdf of the fluorescence signal of protein clusters, ρ(F), is determined from a
TOCCSL experiment. By non-linear least squares fitting of ρ(F) with Eq. (1) the
relative N-mer fractions αN can be calculated (see Fig. 4b for an example).

For determining the stoichiometry of the TCR/CD3 complex, the β-subunit was
fluorescently labeled and ρN was determined in a TOCCSL experiment [20]. ρ1 was
obtained from the same experiment after prolonged and repeated photobleaching or,
alternatively, from recording T cells with 150-fold substoichiometric TCR labeling.
Analysis yielded a small fraction (3% � 4%) of potential dimeric TCRβ dimers. The
aforementioned labeling of the ε-subunits served as a positive-control: using
TOCCSL, 74% � 4% of TCR/CD3 complexes returning to the photobleached
area contained two ε-subunits. Taken together, the stoichiometry of the TCR/CD3
complex with one β and two ε-subunits could be confirmed, however, with a small
uncertainty regarding the potential presence of β-subunit dimers.

In a general TOCCSL assay, accidental coincidence of protein clusters can lead to
the false-positive detection of higher order oligomers and thus, to an overestimation
of protein clusters with higher subunit count, a phenomenon that is more pronounced
at high protein surface densities. Additionally, diffraction of the laser at the aperture
edges can result in incompletely photobleached protein clusters. Thus, when ana-
lyzing TOCCSL after-bleach images, only the innermost area of the photobleached
region is selected, and only the signals within that area are used for further analysis.
Recovered single molecules can additionally be tracked over consecutive frames to
determine their diffusion coefficient as well as for distinguishing true-positive and
false-positive higher order oligomers (see more details in Sect. 5).

3.4 Two-Color TOCCSL

The TOCCSL protocol can also be applied in two colors [46] using two spectrally
different fluorophores and two lasers of different wavelength that match the excita-
tion maxima of the two fluorophores. In comparison to the one-color implementation
of TOCCSL, where oligomerization is determined by brightness analysis of recov-
ered single-molecule signals, the two-color TOCCSL implementation allows for
direct counting of protein subunits via co-localization and is used to quantify relative
fractions of monomer and dimer populations. Due to the different emission wave-
lengths of the two spectrally distinct fluorophores, their signal can be separated by an
image splitter into two detection channels on the same camera chip (see Fig. 5 for the
principle and an example of two-color TOCCSL). After irreversibly photobleaching
all fluorescent molecules within an aperture-defined region, fluorescently labeled
protein clusters diffuse back into the field of view during a recovery time. The
recovered molecules are then imaged in both color channels.
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3.5 Co-localization Analysis

The two-color TOCCSL after-bleach images are used for co-localization analysis
(see Fig. 6 for an example). To register both emission channels, a calibration is
performed before each experiment. Multi-color beads, immobilized on a glass slide,
are localized in the two spectrally separated detection channels. A correction matrix
is determined, which specifies the necessary shift, stretch, and rotation of the second
emission channel in respect to the first emission channel in order to register the
position of the same bead imaged in both emission colors with accuracies of
<20 nm.

For the co-localization analysis of two-color TOCCSL recordings, recovered
single-molecule signals are localized in both detection channels and their positions
are corrected using an affine transformation with the parameters determined by using
the fluorescent beads. Signals found in both color channels are counted as
co-localizations if their mutual distance is smaller than a predefined search-radius
R. The algorithm can be tested by co-localizing single multi-color beads. The right
choice of R depends on the inter-molecular distances of the observed protein

t
bleaching pulsepre-bleach

image
recovery time

ROI is photobleached
after-bleach

image

5ms 500ms 1000ms 5ms

4μm

(b)(a) (c) (d)

4μm

(1)

(2)

(3)

(4)

(f)(e)

Fig. 5 A typical two-color TOCCSL imaging protocol. (1) Illumination timing Scheme. (2) Sche-
matic illustration: (a) Control images are taken simultaneously in both color channels. (b), (c) The
identical region of interest, defined by an aperture, is irreversibly photobleached in both color
channels. (d) At the onset of the recovery process, fluorescent clusters carrying both spectrally
distinct fluorescent molecules diffuse into the photobleached region. (e) The two spectrally different
emission signals are imaged separately on the same camera chip. (f) Zoomed region from (e).
(3) Example of a two-color TOCCSL experiment. CHO cells expressing GPI-anchored SNAP were
labeled with Alexa Fluor 488 and Alexa Fluor 647 (green emission channel, i.e., Alexa Fluor
488 signals). (4) Two-color TOCCSL recordings of CHO SNAP-GPI cells labeled with Alexa Fluor
488 and Alexa Fluor 647 (red emission channel, i.e., Alexa Fluor 647 signals)
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complex, the emission wavelength of the fluorophore, the resolution of the micros-
copy setup, and the quality of fitting the positions. If R is chosen too small, protein
dimers are not detected during co-localization analysis. In particular, if both color
channels are not recorded simultaneously but rather temporally separated, diffusion
of molecular complexes requires a larger search-radius. In contrast, if R is chosen too
large, randomly encountered monomers co-localize and are detected as dimers,
termed false-positive dimers (for more details, see Sect. 5).

To correct for false-positive dimers, coordinates of one color channel are mirrored
alongside the x and y axis through the center of mass of all signals and the search
algorithm for co-localizations is applied again, yielding the number of false-positive
dimers. Dimer fractions are calculated considering all co-localized signals,
subtracting all false-positive co-localized signals, and correcting for non-equimolar
labeling as well as for unlabeled protein subunits. This correction is described in
detail in [47]. Note, that in two-color TOCCSL experiments, only a fraction of true
co-localized molecules can be detected directly, as depicted in Fig. 7.

The two-color implementation of TOCCSL was applied to exclude the presence
of a minor fraction of TCRβ dimers. To this end, the β-subunit was labeled with a 1:1
mix of green and red fluorophores, and TCR oligomerization was quantified by
co-localization analysis. For TCRβ, 0.4% of detected single-molecule events were
visible in both color channels, i.e., were classified as true co-localized. In contrast,

after-bleach image

finding co-localizations
  within search radius

after-bleach image

fitting of single
molecule signals 

(localization)

(a)

(b)

(c)

Fig. 6 After-bleach images are used for analysis: Recovered signals within selected analysis
regions are localized, and the coordinates of both emission channels are corrected using multi-
color fluorescent beads. (a) Pairs of two spectrally different fluorescence signals are counted as
co-localizations if they are found within a predefined search-radius (dashed lines denote the borders
of the search-region). (b) If the search-radius is chosen too small, dimer subunits do not co-localize
and are falsely counted as monomers. (c) If the search-radius if chosen too large, true monomers
co-localize and are counted as dimers (false-positive dimers). The rate of detected false-positive
co-localizations strongly depends on the molecules density after recovery and increases towards the
aperture edges. With the right choice of analysis region and recovery time, the number of false-
positive dimers stays significantly below the number of true-positive dimers
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labeling of both of the ε-subunits or β-subunits via two different epitopes resulted in
co-localization fractions two orders of magnitude higher [20].

The two-color TOCCSL assay can be combined with single-molecule FRET
analysis for a more detailed characterization of molecular assemblies, e.g., by
determination of their lateral extensions or inter-molecular distances. A combination
with Single-Particle Tracking (SPT)/co-tracking of molecules in both emission
channels achieves superior detection efficiencies, with the detection of only one
co-localized trajectory out of hundred observations being statistically sufficient to
rule out a false-positive observation [46].

4 Microscopy Setup

An exemplified microscopy system applicable for TOCCSL experiments is
presented in Fig. 8.

The shown TOCCSL setup is based on a single-molecule fluorescence micro-
scope with objective-based TIRF illumination. For precise and fast execution of the
applied illumination timing protocol, directly modulated laser diodes are used in
combination with a fast I/O module. Alternatively, the lasers can be modulated by
acousto-optical modulators and mechanical shutters.

Fig. 7 Not all dimers are detected during co-localization analysis: Dimers carrying two spectrally
identical fluorescent molecules as well as partially labeled dimers (labeling efficiency <1) are
falsely counted as monomers as they appear only in one emission channel. Taking into account the
number of detected co-localizations and the number of detected red and green emission signals, the
dimer fraction determined from co-localization analysis can be corrected for non-equimolar label-
ing, for unlabeled protein subunits as well as for protein dimers carrying two identical fluorescent
labels [47]
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To obtain homogeneous illumination at the sample plane, the laser beam is
focused into the back focal plane of the objective by a two-lens system. To ensure
that the laser is entering the two-lens system parallel to the optical axis of the first
lens, it is first guided via three adjustment-mirrors. The focal distance of the two-lens
system must be calculated taking into account simple geometric optics (see Fig. 9).

Starting with the thin lens equations 1
f 1
¼ 1

xo1
þ 1

xi1
and 1

f 2
¼ 1

xo2
þ 1

xi2
for both lenses,

they can be rewritten as xi1 ¼ xo1�f 1
xo1�f 1

and xi2 ¼ xo2�f 2
xo2�f 2

.

With d ¼ xi1 + xo2 ) xo2 ¼ d � xi1 and xi1 inserted from above the front focal
length of the two-lens system is given by

(EM)CCD camera

emission
filter

tube lens

dichroic mirror

large lens small lens iris aperture

3rd mirror

2nd mirror1st mirror

optical fiber

TIRF mirror on
ultrasonic piezo

stage

oil-immersion
objective

sample

laser combiner

adjustable slit/
square aperture

(front focal plane of
large lens)

objective's back
focal plane

image splitter
with emission filters

Fig. 8 Schematic illustration of a typical TOCCSL setup. Inside a multi-color laser combiner laser
beams of differing wavelengths are overlaid with dichroic mirrors and coupled into an optical
output fiber. The laser beams pass three mirrors and an iris aperture which is used to center the back-
reflections originating from all following optical elements and to overlay them with the initial
incoming beam. The beam is expanded and focused into the back focal plane of a high-NA oil
immersion objective by using a two-lens system after being coupled into the microscope via a
periscope. An adjustable slit/square aperture is placed at the front focal plane of the second lens
(large lens), to confine the illuminated area at the sample plane. A mirror mounted to a piezo table at
the bottom of the periscope allows for fast switching between Non-TIR and TIR modes. Excitation
and emission light pass the same high-NA objective, which enables TIR excitation. A dichroic
mirror separates the excitation beam from the emitted light. The emission light is further filtered by
an emission band-pass filter suited to the used fluorophore and featuring an optical density of>6 to
block totally reflected laser light. The emission signal is focused onto an (EM)CCD or sCMOS
camera via a tube lens. For multi-color imaging, light is separated into two detection channels by an
image splitter that is equipped with an additional dichroic mirror and optionally, two more emission
filters
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xi2 ¼
d � xo1�f 1

xo1�f 1
� f 2

d � xo1�f 1
xo1�f 1

� f 2
ð3Þ

Due to the collimated laser emitting a parallel beam, the object yo can be
considered to be infinitely far away and thus

f :f :l: ¼ lim
xo1!1xi2 ¼

f 2 � d � f 1ð Þ
d � f 1 þ f 2ð Þ ð4Þ

The two lenses have to be chosen such, that the front focal length of the two-lens
system is at the exact position of the objective’s back focal plane. The laser is
coupled into the microscope body via a periscope. Emission and excitation light both
pass the same objective. To separate the excitation light from the Stokes-shifted
emission light it, a dichroic mirror is used that reflects the excitation beam but
transmits the spectrum of the emitted light. The emitted light is filtered from reflected
excitation light and background by distinct emission filters.

For the implementation of TIRF, a mirror is used to shift the beam parallel to the
optical axis. For this purpose, the mirror is mounted to a high-speed piezo table
positioned behind the two-lens system, which allows for fast switching between TIR
and non-TIR configuration (below 30 ms). Bleaching in non-TIR configuration and
switching to TIR configuration when recording the recovery of single fluorescent
molecules improves the signal-to-noise ratio, especially for cellular systems with
high background signal due to intracellular fluorescence.

lens 1
f.f.p. l1 b.f.p. l1 f.f.p. l2     b.f.p. l2

xo1 x i1 x i2xo2

d

lens 2

yo

y i'

y i

f1 f1 f2 f2

Fig. 9 Schematic illustration of a two-lens system. f.f.p. l1/2 and b.f.p. l1/2 denote the front focal
plane and the back focal plane, respectively, and f1/f2 the focal length of the respective lens. The
collimated (parallel) rays are focused at a distance xo1 + xi1 from the laser source, where an
intermediate image of height yi’ is formed. Subsequently, the beam is focused once more at a
distance xo2 + xi2 from the intermediate image, creating the final image of height yi. xo1 and xo2
denote the distances from the object to the respective lens, xi1 and xi2 the distances from the
respective lens to the image, and yo the object height. The right choice of lenses and their respective
distance d from each other ensures that the beam is focused into the back focal plane of the objective
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To restrict the excitation/illumination during imaging and photobleaching to a
well-defined area of the cellular plasma membrane, a field stop, i.e., an adjustable
slit/square aperture, is placed into the laser beam path at a sample-conjugated plane.
Photobleaching of arbitrary shapes can be implemented by using a xy-laser scanning
unit [48]. Images are recorded with an electron-multiplying charge-coupled device
(EMCCD) or a scientific complementary metal-oxide-semiconductor (sCMOS)
camera, that exhibit high read-out speed at low noise. For the two-color implemen-
tation of TOCCSL an image splitter is used to record the emitted fluorescence of the
two spectrally different fluorophores on separate positions of the same camera chip.

5 Choice of Parameters

5.1 Choice of Recovery Time, Search-Radius and Analysis
Region

The choice of trec depends on the mobility of the observed protein complexes, as well
as its surface density and the size of the aperture. It should be chosen such, that
multiple single-molecule signals per analysis region can be analyzed to obtain
sufficient statistics [39]. However, the higher trec, the more molecules diffuse back
into the field of view, which ultimately leads to an increase in surface density and
thus to a higher fraction of false-positive co-localizations that contribute to the
overestimation of higher order oligomers.

The fraction of false-positives scales with the co-localization search-radius as
well as the protein surface density ρ. For a TOCCSL assay, assuming all protein
clusters are randomly distributed over the surface, the probability for one of them to
be located within a threshold distance R around another protein cluster is given
by [46].

fp ¼ 1� exp �R2 � π � ρ ð5Þ

As the recovery proceeds from the aperture edges, the surface density after
recovery increases in radial direction within the photobleached area. As fp depends
on the surface density, it increases towards the aperture edges. Thus, molecules close
to the aperture edges are excluded from the analysis. The higher trec, the more signals
fill the photobleached spot, yielding an increase in fp. To keep fp at an approximately
constant and low value, the area of the analysis region should be chosen smaller with
increasing trec. The right choice of trec and an appropriate selection of the analysis
area ensures that fp remains significantly below the number of detected true-positive
dimers. For small fractions of true-positive dimers, this means that an extreme
dilution of detected molecules and thus, the selection of a small analysis region is
needed to ensure even smaller false-positive rates. This results in a reduced number
of detectable events. Consequently, a high number of experiments is required.
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Figure 10a illustrated the right choice for the analysis region with <20% false-
positive detections.

To further reduce fp, single-molecules can be tracked over consecutive images.
Signals, that co-localize by coincidence move randomly and will separate over time,
whereas true-positive oligomers exhibit a correlated movement and will remain
associated (see also Sect. 3.5).

The surface density of protein clusters can be determined from the pre-bleach
images of the TOCCSL sequence, by dividing the mean intensity per μm2 by the
corresponding single-molecule brightness obtained from the Gaussian fit. The pro-
tein surface densities in the after-bleach images can be determined by counting the
number of analyzed diffraction-limited spots and dividing it by the area of the
analysis region.

5.2 Choice of Photobleaching Time

Photobleaching is a stochastic process and depends on the illumination intensity at
the sample plane as well as tbleach. Due to diffraction at the aperture edges, the
photobleaching probability is also a function of the molecules’ coordinates within
the photobleached area. The aperture-limited laser intensity profile, used in a
TOCCSL experiment, typically exhibits an oscillating plateau bordered by an
exponentially decreasing edge region, in which the photobleaching probability of
fluorophores is reduced.

An appropriate choice of tbleach and laser intensity is required, so that all fluores-
cently labeled molecules within the photobleached area of the sample are irreversibly
switched off. The laser intensity and time needed for photobleaching strongly

Fig. 10 Simulated after-bleach images for an initial protein surface density of ρ¼ 100 dimers/μm2,
a diffusion coefficient of D ¼ 0.5 μm2/s, a photobleaching intensity of I ¼ 5.32 kW/cm2 and each
protein subunit carrying one GFP molecule (labeling efficiency ¼ 1). (a) Simulation for a popula-
tion of 100% dimers, tbleach ¼ 400 ms and trec ¼ 1 s. The ideal choice of analysis region ensures that
<20% false-positive dimers are detected. (b) If the chosen bleaching time is too short (e.g.,
tbleach ¼ 100 ms) partially bleached molecules remain within the photobleached region at trec ¼ 0 s.
(c) The edge zone of the aperture-defined region exhibits a high concentration of partially bleached
dimers at trec ¼ 0 s for a typical experimental bleaching time of 400 ms. Parts of this figure were
taken from [49]

Determination of Biomolecular Oligomerization in the Live Cell. . . 295



depend on the imaged fluorophore and its photobleaching probability and must be
determined experimentally. For this purpose, a control image is recorded immedi-
ately after photobleaching. If the control image exhibits detectable single-molecule
signals or high fluorescent background, the photobleaching intensity and tbleach have
to be increased (see Fig. 10b for an example of tbleach being too short and how it
affects the detection of molecular dimers).

However, protein clusters diffuse in and out of the aperture-defined region during
photobleaching. Additionally, they experience an overall reduced laser intensity and
consequently, a decreased bleaching probability at the aperture edges. Thus, increas-
ing the photobleaching intensity is advantageous over increasing tbleach, as the
extended illumination at the aperture edges increases the number of incompletely
photobleached protein clusters, with one or more protein subunits remaining fluo-
rescently labeled (see Fig. 10c for an example of partial bleaching at the edges of the
aperture). On the other hand, the laser intensity during imaging should be kept low to
further avoid partial photobleaching of protein clusters. The ideal laser intensity
during imaging depends on the observed fluorophore as well as the signal-to-noise
ratio after photobleaching. To further reduce fluorescent background, especially in
live cell experiments, photobleaching in non-TIR configuration can be performed.
The contrast of recovered single-molecule signals at the bottom of the cell membrane
is always increased in TIR configuration.

5.3 Fluorescent Labels

As for all fluorescence microscopy experiments, the fluorescent label and the
conjugation method need to be chosen with care. In the following, a few consider-
ations are listed on how to find the optimum labeling strategy for TOCCSL
experiments:

5.3.1 No Unspecific Binding/Detection of Fluorophores

Unspecific but stable binding of labels to the cover-glass does not affect the outcome
of a TOCCSL experiment because of the photobleaching step during the execution
of the TOCCSL protocol. Only the initial apparent surface density is increased by
these immobile events. More important is to avoid unspecific interactions of organic
dyes with the bilayer or glycocalyx of the plasma membrane. Here, fluorophores can
diffuse back into the analyzed region and alter the result. As long as the fluorophores
are highly hydrophilic, i.e., soluble in the medium used in the experiment, these
membrane interactions can be neglected. Examples of organic dyes showing strong
or nearly no preferences to interact with synthetic membranes can be found in [50].

Using fluorescent proteins (FPs) often causes unspecific detection events and an
increased background due to a potential high abundance in the cytosol and inner
membranes of the ER and the Golgi apparatus. Photobleaching in non-TIR
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configuration efficiently decreases this background but cannot avoid the false-
positive detection of FPs located in membrane-proximal vesicles. Single-particle
tracking of recovered events allows to distinguish free diffusing molecules of interest
from directed motion of vesicles via mean-square-displacement versus time-lag
analysis [51].

5.3.2 Fast and Efficient Photobleaching While Keeping a Good
Signal-to-Noise Ratio

The ideal fluorescent label for TOCCSL bleaches instantly upon high-power laser
irradiation while concomitantly yielding a high number of photons in the after-
bleach images recorded at low-power excitation. Practically, bleaching-stable dyes
as well as fluorophores prone to blinking should be avoided. Most FPs compatible
with single-molecule imaging, and non-blinking/non-bleaching-stable organic dyes
are suited for one- or two-color TOCCSL applications. Rather than the countless
number of different dyes nowadays offered, the availability of appropriate high-
power and directly modulated laser sources is limited, rendering 488 nm or 640 nm
laser diodes with ~200 mW output power optimal TOCCSL light sources.

5.3.3 Minimal-Invasive Conjugation to Biomolecule of Interest Possible

The type of fluorescent label determines the method used for conjugation to the
biomolecule of interest. While FPs can be conjugated on a genetic level directly to
proteins, organic dyes need to be conjugated via other molecules to label the target.
In both cases, the conjugation must not affect the function of the biomolecule, e.g.,
the correct binding of ligands, enzymatic activity, or function of kinases. Another
important aspect is the size of the fluorescent label, which should be as small as
possible to avoid steric hindrance or size exclusion effects. While an antibody is
about 180 kD in size, an antibody fragment (Fab) is only ~60 kD, and a single chain
variable fragment (scFv) just about 28 kD (see Fig. 11 for a comparison of labels).
The latter two are preferred, because they are monovalent binders. In contrast, an
antibody is divalent and can lead to cross-linking of target molecules. Typical sizes
of FPs or other genetic labels such as SNAP, CLIP, or Halo-tags (for a comparison of
structure and kinetics, see [52]) are in the range of 20–30 kD. For the latter class,
organic dyes with ~1 kD are enzymatically linked via the functional protein tags.
Another category of small binders involves fluorescently labeled single domain
nanobodies with a size of only ~15 kD. These binders are directed against FPs, as
for the GFP-nanobody [53], or against peptides, as for the ALFA [54]- Spy [55]- or
spot [56]-tag nanobody.

The close proximity of organic dyes to amphiphilic biomolecules also strongly
influences their behavior; the influence can be minimized by, e.g., using neutral
crosslinkers such as polyethylene glycol (PEG) [57].
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In addition, also the conjugation of organic dyes to binder molecules like Fabs
needs to be minimal invasive: if Fabs carry more than two organic dyes linked via
NHS-labeling, the binding kinetics are strongly affected and in most cases only Fabs
with no or just one dye are able to bind the protein of interest with high affinity [58].

5.3.4 Labeling Stoichiometry

Ideally, every molecule of interest carries exactly one fluorophore to allow straight-
forward brightness-based analysis of one-color TOCCSL experiments. This is less
important for co-localization-based two-color TOCCSL experiments if the bright-
ness in individual color channels is not considered. Genetically attaching a
(monomeric)FP or protein/peptide tag to the biomolecule of interest causes in
most cases a 1:1 labeling stoichiometry of biomolecule:FP/organic dye. However,
for all protein tags, the maturation efficiency needs to be considered. Slow folding of
proteins would deprive them from detection. In addition, labeling efficiency plays an
important role for tags, where functionalized dyes need to be enzymatically linked.

1:1 labeling stoichiometries are also achieved by using nanobodies or scFvs. Via
free cysteines, maleimide-functionalized dyes can be site-specifically attached. In
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Fig. 11 Examples for labeling the TCR/CD3 complex. (a) Primary, NHS-labeled IgG antibody
with a molecular weight (MW) of ~150 kD, which features two epitope binding sites. (b) Via
enzymatic digestion, Fabs with MW ~ 50 kD can be generated and randomly labeled with
NHS-functionalized organic dyes. (c) Genetically fused fluorescent proteins or tags (in the shown
example GFP with a MW ~ 28 kD) yield a 1:1 labeling stoichiometry, but can influence function-
ality, expression, and targeting of the protein complex. (d) Engineered and site-specifically labeled
scFv represents a small (MW ~ 27 kD), stoichiometric binder. (e) Nanobodies, only half the size of
an scFv (MW ~ 15 kD), are one of the smallest probes, which can be functionalized with exactly one
fluorophore. For TOCCSL, small, monomeric, and site-specifically labeled probes (c–e) are pre-
ferred. Created with BioRender.com
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principle, also Fabs labeled non-specifically at primary amines via
succinimidylester-functionalized dyes can be used for brightness analysis. However,
care must be taken when recording the monomer-brightness distribution. The dis-
tribution will include single- and double-labeled Fabs and will differ significantly
from a distribution of a single dye. Using secondary antibody labeling or fluorescent
primary antibodies should be avoided due to their multi- and divalent binding
affinity, respectively. In addition, quenching is observed for many dyes, if more
than two dyes are present per antibody.

For determining the stoichiometry of the TCR/CD3 complex, the organic dye
molecules Alexa Fluor 488 and Alexa Fluor 647 conjugated to an scFv against
the ε- or β-subunit were chosen as the best fitting label for the following
reasons:

1. Both organic dyes are hydrophilic and show a very low preference for
interacting with membranes [50].

2. Alexa Fluor 488/647 is bright and easy to bleach due to its high/medium
quantum yield and medium/high extinction coefficient.

3. The combination of dyes allows for efficient detection of (single-molecule)
FRET (Förster radius R0 ¼ 5.6 nm).

4. scFv can be site-specifically and efficiently conjugated with exactly one
fluorophore (protein-to-dye ratio ranged between 0.95 and 1.0 [20]).

5. The chosen scFvs bind efficient and strong (half-life time is 44 min [20])
and are only 1/6 of the size of a regular antibody.

6 TOCCSL Applications

One- and two-color TOCCSL applications have been used to address the stoichi-
ometry of various plasma membrane proteins. In the following, a tabular and
chronologically overview of TOCCSL applications is provided, which should
serve as a guide to select certain parameters and labeling strategies and represent a
source for finding further literature on TOCCSL (Tables 1 and 2).
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Table 1 One-color TOCCSL applications

Protein/system Labeling Study/finding Source

Anti-DNP antibody
anchored to a supported lipid
bilayer via DNP-DPPE

FITC via
NHS-labeling, on
average 4.5 FITC/
antibody

TOCCSL proof-of-principle;
labeling stoichiometry is con-
served in TOCCSL

[40]

Lck-CFP-YFP on T24 cells Yellow fluorescent
protein (YFP)

Lck moves as small associates
(monomer, dimers, and higher
order multimers) in the
membrane

[59]

GPI-anchored GFP (mGFP-
GPI) on CHO cells
Bodipy(FL)-GM1 on Jurkat
T cells

Monomeric
enhanced green fluo-
rescent protein
(mGFP), BodipyFL

mGFP-GPI forms cholesterol-
dependent homo-dimers,
Bodipy-GM1 clusters are pre-
sent on Jurkat T cells

[43]

Bodipy-GM1 in a supported
lipid bilayer and clustered by
cholera toxinB (CTX-B)

BodipyFL On average 1.4 Bodipy-GM1
molecules are bound per
CTX-B

[46]

pMHC II (IEk/MCC(C))-
Cy5 anchored to a supported
lipid bilayer

Cy5 via maleimide
chemistry

pMHC class II is monomeric at
densities up to 500 molecules
per μm2

[60]

Orai1-mGFP mGFP Orai1 diffuses as homo-
tetramer in the plasma mem-
brane of T24 cells

[44]

Human serotonin transporter
(hSERT)-mGFP on the
plasma membrane of CHO
cells

mGFP and fluores-
cent inhibitor JHC
1–64

Surface density independent
and stable oligomerization of
hSERT

[61]

mGFP-GPI on the plasma
membrane of CHO cells

mGFP-GPI mGFP-GPI homo-association
is released by addition of oxi-
dized phospholipids

[62]

Human serotonin transporter
(hSERT)-mGFP in the ER &
plasma membrane of CHO
cells

mGFP SERT oligomerization at the
plasma membrane depends on
PIP2 levels; SERT subunits
rearrange in the ER

[63]

CD3ε and CD3β on murine
primary T cells adhered to
supported lipid bilayers

scFv-Alexa Fluor
647 coupled via
maleimide chemistry

The TCR/CD3 complex con-
sists of one CD3β and two
CD3ε subunits; there exists no
higher TCR oligomers on the
membrane of resting T cells

[20]

Human dopamine transporter
(hDAT) in the plasma mem-
brane of CHO cells

mGFP Monomers and dimers of
hDAT coexist, no higher olig-
omers; dimers are stable over
several minutes

[64]

mGFP-GPI on the plasma
membrane of CHO cells

mGFP Antimicrobial peptides influ-
ence the homo-association of
mGFP-GPI

[65]
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Abstract Optical super-resolution microscopy allows the visualization of cellular
structures with a spatial resolution of a few tens of nanometers and has revolution-
ized our understanding in cell biology. However, the spatial resolution achieved with
to-date super-resolution microscopy methods in cells is not sufficient to optically
resolve proteins within densely packed protein clusters, which themselves represent
relevant functional assemblies in cells. Single-molecule localization microscopy
(SMLM) offers an opportunity to retrieve this information by analyzing the kinetics
of on-off-switching (“blinking”) observed in the fluorescence emission signatures of
single fluorophores. We report the theoretical background of kinetics-based molec-
ular quantification of SMLM data, discuss fluorescent probes and methods for
protein labeling, and showcase applications in biology.
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Abbreviations

DNA-PAINT DNA-based point accumulation for imaging in nanoscale
topography

dSTORM Direct stochastic optical reconstruction microscopy
FCS Fluorescence correlation spectroscopy
FPALM Fluorescence photoactivated localization microscopy
FRET Förster resonance energy transfer
HGF Hepatocyte growth factor
InlB Internalin B
N&B Number and brightness analysis
paFP Photoactivatable fluorescent protein
PAINT Point accumulation for imaging in nanoscale topography
PALM Photoactivated localization microscopy
pcFP Photoconvertible fluorescent protein
PC-PALM Pair-correlation photoactivated localization microscopy
PLAD Preligand assembly domain
PSF Point spread function
QAFKA Quantitative algorithm for fluorescence kinetics analysis
qPAINT Quantitative point accumulation for imaging in nanoscale

topography
qPALM Quantitative photoactivated localization microscopy
qSMLM Quantitative single-molecule localization microscopy
RTK Receptor tyrosine kinase
SMLM Single-molecule localization microscopy
STORM Stochastic optical reconstruction microscopy
TIRF Total internal reflection fluorescence
TLR4 Toll-like receptor 4
TNFR1 Tumor necrosis factor receptor 1
TNFα Tumor necrosis factor alpha

1 Introduction

Single-molecule localization microscopy (SMLM) is a super-resolution technology
that generates images by mapping the positions of single fluorophores [1, 2]. While
diffraction-limited microscopy reads out the total fluorescence signal of a sample in
one take, SMLM sequentially detects the fluorescence emission of single
fluorophores. This requires thinning out the fluorescence signal of a sample by
spatially and temporally isolating the emission light of fluorophores in a sample.
This can be achieved by using photoswitchable fluorophores and stochastic activa-
tion of only a small subset of fluorophores or by using fluorophore labels that
transiently bind to a target and that are supplied at sufficiently low concentration
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in an imaging buffer. In order to determine the position of single fluorophores, the
center of mass can be calculated by fitting a Gaussian function to the point spread
function (PSF) of a single emitter (“localization”). A statistically sufficient number
of single-molecule emission events provides a set of coordinates that, plotted in a 2D
histogram, yields a reconstructed super-resolved image of the underlying structure
(Fig. 1).

Various methods that build on this principle were developed in the last nearly two
decades, often distinguished by the underlying experimental realization of separating
fluorescence signal in time and space, e.g. (direct) stochastic optical reconstruction
microscopy ((d )STORM) [3, 4], (fluorescence) photoactivated localization micros-
copy ((F)PALM) [5, 6], point accumulation for imaging in nanoscale topography
(PAINT) [7], DNA-based PAINT (DNA-PAINT) [8], and others [9]. The spatial
resolution of SMLM is, on the one hand, related to the precision of determining the
center of mass, which scales inversely with the square root of the number of photons
[10]. On the other hand, the structural resolution is determined by the labeling
density; applying the Shannon-Nyquist theorem demands for a label density of at
least twice as high as the highest spatial frequency that can be resolved in an image
(the spatial frequency is the inverse of the spatial resolution) [11]. Practically,
SMLM achieves a spatial resolution of a few tens of nanometers in cells.

SMLM has had a significant impact on cell biology research by enabling the
visualization of cellular structures with nanoscale spatial resolution (we refer to
recent reviews [2, 9, 12]). A limitation of SMLM is that the spatial resolution
achieved in cells is not yet sufficient to visualize the spatial organization of proteins
within dense assemblies. Such protein assemblies often constitute central functional
hubs in a cell and it is desirable to understand their formation, function, and

A widefield

time

position of
fluorophore

approximation of PSF
with Gaussian fit

localization
precision

C determination of the positions of all
molecules

B single-molecule movie D super-resolved image

Fig. 1 Principle of single-molecule localization microscopy. (a) Diffraction-limited wide-field
image of a cell labeled for a membrane receptor. (b) To circumvent the diffraction limit of light,
a single-molecule movie is recorded by separating spatially close single-molecule emission events
in time. (c) From the single-molecule movie, the positions of single fluorophores are determined.
The point spread function (PSF) of each single emission event is approximated by a
two-dimensional Gaussian function. The maximum of the Gaussian distribution reports the position
of the fluorophore with a precision mainly depending on the inverse photon number. The localiza-
tions of all fluorophores of a single-molecule movie are collected and (d) enable the generation of a
super-resolved image. Scale bars 5 μm, zoom-in scale bars 1 μm
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degradation. Examples are membrane-associated signaling platforms or molecular
machines, which are composed of several proteins densely packed into homo- or
often heteromeric nano-clusters. In order to assess the protein composition within
such assemblies, SMLM can be extended towards quantitative SMLM (qSMLM)
[13]. One experimental realization is the analysis of the kinetics of fluorescence
emission of fluorophores, which is described by equations from chemical kinetics
and is thus directly related to molecule numbers. This article reports the quantitative
analysis of emission events recorded for photoactivatable fluorescent proteins (quan-
titative PALM, qPALM) and the extraction of molecular numbers for membrane
protein complexes.

2 Theoretical Background of qPALM

2.1 Photophysics

A fundamental requirement of quantitative PALM is the mathematical description of
fluorescence blinking kinetics. The fluorescence blinking kinetics of
photoactivatable fluorescent proteins were among the first investigated in the context
of SMLM [14–20]. One flavor of quantitative PALM builds on the approximation of
the number of fluorescent blinking events with kinetic equations [17–20]. A blinking
event is defined as a recurrent fluorescence emission event following
photoactivation. Thus, for a photoactivatable or photoconvertible fluorescent pro-
tein, the number of blinking events is calculated from the total number of emission
events of a single molecule minus one event (for a treatment of photoswitchable
organic fluorophores, see Discussion). The photophysical behavior of fluorescent
proteins can be summarized in a simple four-state model (Fig. 2a). Here, the number
of blinking events corresponds to the number of transitions between a fluorescent
and a dark state that can be reversibly populated several times before a molecule
photobleaches irreversibly.

2.2 Kinetic Models

A histogram of blinking events N is generated by collecting single emission events
that are extracted from a large number of clusters (Fig. 2b, c). Here, a cluster refers to
“localization clouds” that are constituted by either one fluorophore-labeled protein
(monomer), or multiple fluorophore-labeled proteins (oligomer), and yields a char-
acteristic distribution (Fig. 2d). For clusters that are homogeneously constituted of
one fluorophore-labeled proteins (i.e., a monomeric protein), this histogram is
described by the geometric distribution, a probability distribution which has a single
parameter p reporting the probability that the fluorophore does not photobleach
(Eq. 1):
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P0 Nð Þ= p 1- pð ÞN ð1Þ

The histogram of single-molecule emission events is constructed by collecting the
number of emission events from a significantly large number of single fluorophores,
typically a few hundreds. The parameter p is determined from approximating this
histogram with Eq. 1. It was determined for several fluorescent proteins and,
depending on the photophysical characteristics, yielded values between 0.1 and
0.8 [18, 21, 22] (see also Table 1).

The above model (Eq. 1) approximates the blinking histogram of a population of
single fluorophores (which we will refer to as monomers). Extending this approach
towards oligomers requires consideration of incomplete detection of multiple
fluorophores in the same cluster. For this purpose, the kinetic model that describes
the blinking histogram was extended by a binomial term with a second parameter q,
with (1-q) reporting the detectability of the fluorophore [18]. The detectability is the
probability that a fluorophore is not detected, e.g. due to an immature chromophore
inside a fluorescent protein, premature photobleaching, or incomplete labeling of the
target protein. If we consider a true dimer, a detection efficiency of 50% for a given
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Fig. 2 Quantitative photoactivated localization microscopy. (a) Four-state model of a
photoactivatable (paFP) or photoconvertible fluorescent protein (pcFP). At the beginning of a
PALM experiment, the fluorescent protein is either in a non-activated state (paFP) or in a
fluorescent state that is not detected (pcFP). Using violet light the fluorescent protein is transferred
into a second fluorescent state which is detected during the measurement. Most fluorescent proteins
can reversibly switch into a transient dark state introducing blinking into the time trace of a single
fluorescent protein. Finally, the fluorescent protein irreversibly photobleaches. The presented
crystal structure is mEOS4b (PDB 6YLS). (b) After recording a single-molecule movie, a super-
resolved image is reconstructed from which localization clusters are selected and evaluated with
regard to their localizations. Scale bar 1 μm. (c) Intensity-time traces allow counting the blinking
events per single localization clusters. (d, e) Distribution of the number of blinking events generated
from all localization clusters and fitted with a kinetic model function (see Sect. 2.2). Kinetic model
functions are characteristic for a particular oligomeric state (e). The relative frequency (or empirical
probability) is the absolute frequency (blinking events per localization cluster) normalized by the
total number of events
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fluorophore would yield a detection of 25% of clusters with two intact fluorophores,
and the degree of dimerization would be underestimated without incorporating q into
the kinetic model. This extension allows writing down a kinetic model for (m + 1)-
mers (Eq. 2, Fig. 2e):

Pm Nð Þ= min m, Nð Þ
k= 0

m
k

N
k

qm- k 1- qð Þkpkþ1 1- pð ÞN - k ð2Þ

The photobleaching probability p and the detectability q are determined experi-
mentally by measuring reference samples as calibration standards. Suitable cellular
reference samples are (membrane) proteins of known stoichiometry, such as mono-
meric CD86 and dimeric CTLA-4 fused to the respective fluorescent protein and
expressed in the cell line of interest [17, 18]. Other options are synthetic or genetic
dimers in which two fluorescent proteins are bridged by a DNA or peptide linker,
respectively [21]. A third option is to make a reasonable estimate on the detectability
of a fluorescent protein, e.g., by referring to published values reported for similar
experiments; this might be useful if relative changes in the oligomeric state are
sufficiently helpful in an experiment, rather than absolute numbers.

Table 1 Blinking properties of different photoconvertible and photoactivatable fluorescent pro-
teins determined with qPALM

Fluorescent protein p q Reference

mEos2 0.30 ± 0.01 [17]

CD86-mEos2 (HeLa) 0.28 ± 0.01 [17]

CTLA4-mEos2 (HeLa) 0.28 0.30 ± 0.04 [18]

CD86-mEos2 (HEK293) 0.32 [22]

CTLA4-mEos2 (HEK293) 0.32 0.29 [22]

CD86-mEos2 (Cos-7) 0.29 ± 0.002 [23]

CTLA4-mEos2 (Cos-7) 0.29 0.26 ± 0.009 [23]

mEos3.2 0.30 ± 0.01, 0.32 ± 0.01 [21]

mEos3.2 + 100 mM MEA 0.17 ± 0.01 [21]

synthetic mEos3.2 dimer 0.32 0.36 ± 0.03 [21]

CD86-mEos3.2 (HeLa) 0.27 ± 0.01 [21]

CTLA4-mEos3.2 (HeLa) 0.27 0.39 ± 0.01 [21]

mEos4b 0.34 ± 0.01 [24]

CD86-mEos4b (HEK293T) 0.27 ± 0.01 [24]

CTLA4-mEos4b (HEK293T) 0.27 0.35 [24]

mMaple3 0.28 ± 0.01 [21]

mMaple3 + 100 mM MEA 0.56 ± 0.01 [21]

Dendra2 0.54 ± 0.01 [21]

PAmCherry2 0.77 ± 0.01 [21]

The p and q values for different fluorescent proteins determined in cell lines (brackets) or on single-
molecule surfaces are listed (q values were determined using the p values of monomeric fluorescent
proteins with values given). Errors are given as standard errors of the mean
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3 qPALM Experiment

3.1 Labeling

The design of a qPALM experiment begins with a suitable strategy to label a target
protein with a photoactivatable or photoconvertible fluorescent protein. This can be
achieved with transient transfection of a plasmid coding for the target protein fused
to the fluorescent protein [17, 22]. As this might lead to heterogeneous expression
levels and overexpression, an alternative route is to generate a cell line where the
target protein coupled to the fluorescent protein is stably transfected and expressed at
low concentration [25, 26] or where the protein of interest is directly labeled at the
chromosomal locus, e.g., via CRISPR/Cas9 [27] or CRISPR/Cas12a [24]. Genomic
labeling ensures an endogenous expression level of the target protein, yet is more
time consuming.

Fluorescent proteins suitable for qPALM are largely compatible with those used
for PALM imaging, including the fluorescent protein families of mEos [28–31],
Dendra [32, 33], and mMaple [34, 35]. The blinking parameters p of some of these
fluorescent proteins were previously characterized [21] and are summarized in
Table 1.

3.2 Data Acquisition and Evaluation

The data acquisition in qPALM experiments is similar to conventional SMLM
experiments. Single-molecule sensitive widefield microscopes with total internal
reflection fluorescence (TIRF) illumination are the first choice. In qPALM, it is
important to ideally detect all emission events of each fluorescent protein, which can
be best realized by turning on laser excitation after starting the data acquisition and
using a sufficiently long recording time. Adjusting the correct imaging plane is
conducted in brightfield illumination or in a sample region that is not imaged
afterwards. The intensity of the photoactivation laser (often 405 nm) is kept low
enough so that the point spread functions of single emitters do not overlap. In the
case of oligomers, the measurement is continued until no further emission events
occur and all fluorescent proteins are bona fide detected.

In order to extract the oligomeric state of protein clusters, a multi-step analysis is
conducted. First, single-molecule emission events are localized and a super-resolved
image is reconstructed. Fluorescence emission signals recorded around the same
position and in successive images likely belong to the same single emission event
and are linked to a single localization (spatio-temporal linking, applying spatial
filters for localization uncertainty). From the super-resolved image, localization
clusters are selected by applying filters for size, roundness, and sufficient spatial
distance to other clusters. The number of emission events detected in these locali-
zation clusters is extracted and histogrammed. The resulting distribution is next fitted
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with the general expression of the kinetic model (Eq. 2) (for a detailed protocol, we
refer to Krüger et al. [36] and the supplementary material of Baldering et al. [21]).
An automated qPALM analysis using a “quantitative algorithm for fluorescence
kinetic analysis” (QAFKA) was recently introduced [37].

This procedure also allows the analysis of mixtures of different oligomers by
linear combinations of the respective kinetic equations. For example, a mixture of
monomers and dimers is described by Eq. 3 where f is the fraction of monomers.

P0,1 Nð Þ= fp 1- pð ÞN þ 1- fð Þp 1- pð ÞN- 1 Np 1- qð Þ þ 1- pð Þqð Þ ð3Þ

As a result, qPALM reports relative fractions of oligomers (obtained from a given
data set) and cannot attribute a particular oligomeric state to an individual cluster.

We note that the proposed model for qPALM analysis assumes the detection of at
least one fluorescent protein within a nano-cluster [18]. This approach neglects the
existence of nano-clusters in which none of the fluorescent proteins is detected; a full
statistical analysis including all scenarios of non-emitting fluorophores was devel-
oped to account for this [38] and increases the accuracy of the analysis, especially for
higher oligomers.

The quantitative analysis can also be applied to dSTORM data, in which organic
fluorophores are operated as photoswitches and cycle between an “on” and an “off”
state until photobleaching. A revised model for describing these blinking data was
developed [39].

3.3 Reference Structures for Calibration

For the accurate determination of oligomeric states, the blinking parameters of the
fluorescent proteins have to be determined in the relevant cell line. This includes the
bleaching probability p and the detection efficiency q. These parameters can be
determined from calibration standards, i.e., reference structures with known oligo-
meric state, e.g., monomeric and dimeric proteins (Fig. 3).

A simple method for determining the p value of a fluorescent protein is to
measure single-molecule emission events on a surface (Fig. 3a). For this purpose,
the fluorescent protein is applied at low concentration to a surface coated with poly-
L-lysine. This straightforward procedure quickly reports on the photobleaching
probability parameter p; values of several photoactivatable/-convertible fluorescent
proteins are listed in Table 1.

The detection efficiency q is determined from a dimeric reference. For in vitro
measurements, these dimers can be generated either synthetically or genetically
(Fig. 3a) [21]. Synthetic dimers of two fluorescent proteins can be generated by
introducing a linker, e.g., an oligonucleotide or a peptide, carrying two affinity tags
(e.g., a trisNTA tag) that binds the fluorescent protein carrying a complementary tag
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(e.g., a His tag). Another possibility is to genetically design a fusion protein
consisting of two fluorescent proteins connected by a short peptide linker.

We note that the blinking parameters of fluorescent proteins depend on their
chemical environment. Reducing agents, such as β-mercaptoethylamine used in
dSTORM experiments, influence the photobleaching probability p of fluorescent
proteins [21, 40]. This represents a method to tune the blinking of fluorescent
proteins towards, e.g., a higher number of blinking events, which may be beneficial
in a specific experiment.

p and q values obtained from single-molecule surfaces are a good estimate for cell
measurements and are usually sufficient for quantification when relative changes of
the oligomeric state of a target protein are needed. However, if more accurate
numbers are desired, these parameters may be determined directly in cellulo from
calibration measurements of membrane proteins with known stoichiometry, typi-
cally monomeric or dimeric proteins (Fig. 3b). The selected dimeric protein ideally
shows no endogenous expression in the target cell system, in order to avoid
heterodimers of labeled and unlabeled proteins that would affect the detection
efficiency parameter q. Two proteins that were shown to be applicable to many
widely used cell lines are monomeric CD86 and dimeric CTLA4. To determine the
blinking parameters of the selected fluorescent protein, it is genetically fused to
CD86 or CTLA4. The plasmid is then transiently transfected such that a low
expression level is obtained in the target cell line. q values determined in previous
studies are summarized in Table 1.

4 Quantification of Membrane Protein Oligomers
with qPALM

qPALM is particularly suited to determine the oligomeric state of a protein in the
plasma membrane and was applied to membrane receptors such as the toll-like
receptor 4 (TLR4) [22], tumor necrosis factor receptor 1 (TNFR1) [25, 26], MET
receptor [24], and the anion channel SLAH3 [23]. To highlight the capabilities of
qPALM, we discuss how the oligomeric state of the two membrane receptors
TNFR1 and MET is linked to their function.

One of the first biological targets addressed with qPALM was the membrane
receptor TNFR1, which is involved in essential processes such as cell proliferation,
inflammation, and cell death [41]. Its oligomeric state in the presence and absence of
TNFα ligand is being discussed in the literature [42]. Using qPALM, the oligomeric
state of TNFR1 was studied in its physiological environment in the plasma mem-
brane of eukaryotic cells [25]. For this purpose, a stable cell line expressing TNFR1-
mEos2 was generated. The receptor oligomerization was analyzed in unstimulated
and ligand-stimulated cells (Fig. 4a). qPALM analysis reported monomeric and
dimeric TNFR1 in untreated cells, supporting the model of an equilibrium between
monomers and dimers [42]. Upon TNFα binding, most TNFR1 were found as
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trimers and higher order oligomers (Fig. 4b). Additional qPALM experiments
investigated the role of two mutants of TNFR1: first, a mutation in the preligand
assembly domain (PLAD) which drives weak dimerization between two TNFR1
yielded exclusively monomeric TNFR1. Second, a mutation in the ligand-binding
site resulted in monomeric and dimeric TNFR1, of similar frequency than in
unstimulated cells, while no trimers or higher order oligomers were found in
ligand-treated cells (Fig. 4b). This study supported the model that in the absence
of ligand, TNFR1 interacts via the PLAD promoting the formation of receptor

TN F- 647

MET-mEos4b
+ HGF

MET-mEos4b
C

MET-mEos4b

95% 5%

29% 71% 37% 63%

+HGF +InlB

D

A
TNFR1-mEos2

TNFR1-mEos2

TNFR1-mEos2

66% 34%

+TNF K32A

13% 64% 23%

N66F

56% 44%54% 46%

TNF

100%

TNF

100%

B

Fig. 4 qPALM analysis of the membrane receptors TNFR1 and MET. (a) PALM images of
TNFR1-mEos2 in TNFR1/2 double knockout mouse embryonic fibroblasts in the resting state
(top) and after TNFα-Alexa Fluor 647 treatment (bottom). In the zoom-in of the ligand-stimulated
cell, colocalization of the ligand TNFα (orange) and TNFR1 (white) are highlighted by green arrow
heads. (b) Mechanistic scheme of TNFR1 oligomerization in the resting state and upon ligand
stimulation (TNFα). Mutation of the ligand-binding domain (N66F) and in the PLAD (K32A)
strongly affect the oligomerization of TNFR1 and prevent ligand activation. (c) PALM images of
MET-mEos4b in a CRISPR/Cas12a-generated HEK293T cell line either in the resting state (top) or
in the HGF-stimulated state (bottom). (d) Mechanistic scheme of MET receptor oligomerization.
Upon treatment with the ligands HGF and InlB, the dimer fraction of MET increases. Scale bars
2 μm, zoom-in scale bars 1 μm

Quantitative Photoactivated Localization Microscopy of Membrane. . . 315



dimers. The signaling-active species that form upon TNFα binding are supposedly
trimers and higher order oligomers. Next to revealing a molecular model on TNFR1
signaling complexes, the effect of the competitive inhibitor zafirlukast was studied
[26]. qPALM revealed that zafirlukast inhibits TNFR1 dimerization as well as
formation of higher receptor oligomers upon TNFα stimulation, which provides
information on the mode of action of this drug.

Receptor tyrosine kinases (RTKs) are another important class of membrane
receptors responsible for essential cellular functions such as growth, proliferation,
and differentiation [43]. Dimerization of RTKs upon ligand binding is the assumed
model of activation for most RTKs [43]. However, also predimerization of RTKs in
the absence of activating ligands was reported [44, 45]. The hepatocyte growth
factor receptor MET is an RTK with important functions in vertebrate development
as well as tissue regeneration and wound healing [46]. qPALM experiments under
various conditions revealed the changes of receptor oligomerization upon stimula-
tion. The MET receptor was stoichiometrically labeled with mEos4b using CRISPR/
Cas12a [24, 47]. This fusion protein allowed the quantitative analysis of the endog-
enous oligomeric organization of MET (Fig. 4c). qPALM revealed that in
unstimulated cells, MET largely is monomeric, while stimulation with the physio-
logical ligand hepatocyte growth factor (HGF) or with the bacterial ligand internalin
B (InlB) significantly increases the dimer population to a similar extent (Fig. 4d).
This observation suggests that the bacterial protein InlB activates MET in a similar
way like the native ligand HGF.

5 Discussion

qPALM builds on the analysis of blinking parameters of photoactivatable or
photoconvertible fluorescent proteins. However, we note that fluorescent proteins
may exhibit a more complex photophysical behavior than the here assumed four-
state model, which is an active area of research (see, e.g., [15]). For the fluorescent
protein mEos4b, a long-lived dark state in the photoconverted state was identified,
and at the same time, a strategy to revert this dark state to the fluorescent state was
reported [16]. An accurate inclusion of these phenomena may increase the accuracy
of qPALM in future work. At the same time, it may also be interesting to explore
alternative photoactivation pathways or site-specific mutations of fluorescent pro-
teins [48], and in general the manipulation of blinking parameters by chemical
reagents [40] and light [16].

qPALM analysis is relatively time-consuming, since the localization clusters are
selected by several sequential filtering and selection steps that are performed man-
ually. Therefore, automated analysis of qPALM data is desirable. Recently, a fully
automated quantitative algorithm for fluorescence kinetics analysis (QAFKA) was
developed that determines the positions of PSFs in a single-molecule movie, extracts
characteristic features, and delivers the stoichiometry [37]. This automated analysis
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pipeline is a promising step in the direction of a time-efficient and more unbiased
analysis.

The concept of the here presented approach of qSMLM can be extended to
photoswitchable organic fluorophores. This requires accounting for the fact that
organic fluorophores are typically in a bright state in the beginning of an experiment
[39]. In addition, organic fluorophores are not shielded from the nanoenvironment
like the fluorophores that are embedded within the barrel-like cage of fluorescent
proteins. This renders the photophysical properties more susceptible to changes of
the chemical environment in the vicinity of the fluorophore. Alternating blinking
properties of organic dyes in the direct neighborhood of some amino acids such as
tryptophan [49] or varying nucleobase environments in DNA origami [39] were
reported. A possible solution are protein tags that bind and to some extent “embed”
organic fluorophores inside the protein tag, such that a more homogenous
nanoenvironment is generated. It was shown that the SNAP tag [50] is a promising
approach to achieve this “shielding,” demonstrated in qSMLM experiments that
measured the oligomeric state of the μ-opioid G protein-coupled receptor [51].

The presented approach of qSMLM builds on the analysis of blinking parameters
using a mathematical model to approximate the number of blinking events recorded
for single protein clusters. Other variants of qSMLM were reported in the literature
that use similar or slightly varied analysis procedures to extract molecule numbers
from single-molecule blinking analysis of photoswitchable fluorophores [52], or
alternatively from analyzing the binding kinetics of transiently binding fluorophore
labels (quantitative PAINT, qPAINT) [53, 54]. qPAINT provides a higher number of
emission events per single target through repetitive binding events of fluorophore
labels to a target. This enables the extraction of molecular numbers from even a
single cluster, which is not possible with most photoswitchable fluorescent proteins
or organic fluorophores due to the few emission events. In addition, qPAINT can
cover a larger dynamic range by tuning fluorophore-label concentrations in the
buffer. On the other hand, qPAINT requires an additional labeling step, e.g., a
DNA-labeled antibody targeting a protein, and a fluorophore-labeled, sequence
complementary single-stranded DNA targeting the antibody. This may lead to
unspecific detection events and/or non-stoichiometric labeling, which is largely
avoided when using fluorescent proteins. A combination of both, direct genetic
and stoichiometric labeling of a target and single cluster readout, would be desirable.

A variety of other fluorescence microscopy and spectroscopy methods is avail-
able to study protein oligomerization in cells. Similar to qPALM, pair-correlation
analysis can be performed on super-resolved PALM data (PC-PALM) and yields
information on cluster size, density, and protein numbers [55]. Unlike qPALM and
qPAINT, which derive molecule numbers from the analysis of photophysical or
binding kinetics, PC-PALM does not require well-separated localization clusters and
therefore works well at high protein densities. In number and brightness (N&B)
analysis, the average brightness per particle as well as the average number of
particles per pixel in a fluorescence image is determined from the measurement of
fluorescence fluctuations [56]. The oligomeric state can be determined from the
brightness of a particle and its comparison with the brightness of a monomer. Similar
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to qPALM, the probability that a particle will not fluoresce is needed in the analysis.
N&B analysis has been used in different studies to determine molecule numbers as
well as protein oligomerization in live cells (reviewed in [57]). A similar quantitative
analysis can be performed with fluorescence correlation spectroscopy (FCS). FCS
reports on the concentration of fluorophores, as well as on the fluorescence intensity
per molecule, so that the formation of larger oligomers can be tracked. This
technique was also applied to living cells [58, 59] and can be combined with imaging
[60]. Imaging FCS was recently extended into a multi-modal imaging tool combin-
ing quantitative analysis and super-resolution imaging [61]. When comparing
FCS-based methods with qPALM, it is worth noting that qPALM is most useful
for observing small oligomers (e.g., dimers), while FCS is well suited for detecting
higher order clusters. Lastly, protein oligomerization is also accessible by measuring
short-range spectroscopic interactions, such as in Förster resonance energy transfer
(FRET). In order to assess homo-oligomers, FRET between identical fluorophores
(homoFRET) can be applied, which builds on the measurement of fluorescence
anisotropy and has been used to track receptor oligomerization [62].
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Abstract The cellular plasma membrane, a seemingly chaotic structure composed
of thousands of lipids and proteins, empowers cellular life and represents a versatile
hub for signalling. Transient interactions of membrane components integrate to
large-scale membrane properties such as packing, tension, curvature, or viscosity
and reorganise the membrane in response to physiological needs. How do nanoscale
interactions and heterogeneities determine cellular plasma membrane properties?
This question is not trivial to address with technologies limited by the diffraction of
light. Here, we discuss Stimulated Emission Depletion (STED) nanoscopy and its
combination with fluorescence correlation spectroscopy (FCS, STED-FCS) as a
technique to shed light onto the relevant molecular scales. While imaging with
STED allows for tremendous insights into the spatial domain of organisation, the
combination of STED with FCS provides increased temporal resolution and yields
insights into the nature of the molecular motion on the relevant scales, allowing us to
study nanoscale diffusion modes. We provide a comprehensive overview of the
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field, introduction to the technique and discuss common pitfalls with its implemen-
tation as well as alternative methodologies to measure the diffusion modes on the
nanoscale.

Keywords Diffusion modes · Hindered diffusion · Membrane heterogeneity ·
Nanoscale diffusion · STED-FCS

1 Introduction

Every mammalian cell is enclosed by a plasma membrane (PM) which serves as a
semi-permeable boundary to the surrounding medium and as a reaction platform
composed of thousands of different types of lipids and proteins [1, 2]. The PM is
known to be heterogeneously organised over a wide range of temporal and spatial
scales ranging from nanometres to micrometres and nanoseconds to tens of seconds,
respectively [3–5]. Fascinatingly, short-lived, nanoscale interactions and the hetero-
geneous membrane organisation contribute to its functions, to the point that the
membrane should be pictured as much more than a disorganised fluid
[6]. Deciphering the details of membrane organisation allows us to better understand
signalling mechanisms, biophysical principles of cellular life, dysregulations of
physiological processes and ultimately a variety of diseases. However, the dynamic
nature of membrane organisation is challenging to access directly. Imaging meth-
odologies can only provide snapshots or time-averaged insights into the principles of
organisation [7]. Short-lived interactions integrating to the overall collective behav-
iour escape standard imaging technologies. Thus, in membrane research, the use of
dynamic techniques such as fluorescence recovery after photobleaching (FRAP),
single particle tracking (SPT), or fluorescence correlation spectroscopy (FCS) is very
common [4]. While these methodologies provide insights into the behaviour of
molecular motion and interactions, they struggle to probe interactions on the relevant
scales: standard confocal, total internal reflection (TIR) or wide field setups cannot
resolve two objects when they are closer than ~200 nm to each other [8]. Yet, lipids,
proteins, and even protein clusters are<10 nm in size and their interactions may only
last several milliseconds. [3] Even considering larger scales, for example, the
formation of functional signalling platforms, lipid domains, or lipid rafts are well
beyond what a standard microscope can elucidate. Consequently, the biology dic-
tates that we need to employ technologies that allow us to probe interactions below
the diffraction limit of light – on the nanoscale.
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2 A Brief Introduction to Super-Resolution Microscopy

Several super-resolution methodologies have emerged over the past two decades and
the development of photoactivated localisation microscopy (PALM), stochastic
optical reconstruction microscopy (STORM) and stimulated emission depletion
(STED) microscopy has been awarded with the Nobel Prize in Chemistry in 2014
[9, 10]. While it’s often referred to as “breaking the diffraction limit”, these tech-
niques rather use smart tricks to circumvent it [8]. In single molecule localisation
microscopy (SMLM) methods (such as PALM and STORM) the exact position of a
fixed, isolated molecule in space can be approximated with sub-diffraction accuracy
by fitting the emission profile of a single fluorophore to a model (for example, to a
Gaussian in 2D). Of course, standard labelled samples contain more than thousands
of single molecules very close to each other (closer than the diffraction limit and the
microscope’s resolution). Thus, the key is to switch them on and off to only allow
isolated emitters at a time (i.e., per camera frame) which can be achieved chemically
by tuning buffer conditions or photo-physically with a switching laser. A similar
concept was later employed in the so-called points accumulation for imaging in
nanoscale topography (PAINT) technologies, where emitters are only fluorescent
when inserted into the membrane or in DNA-PAINT only transiently bound to a
probe with a complimentary DNA-oligo [11, 12]. This acquisition strategies come
with the necessity for long acquisition times and many frames (with sparse emitters)
to reconstruct the position of all molecules within the sample which makes it
challenging to combine with live-cell imaging and especially for studying PM
dynamics. STED nanoscopy also employs the trick of switching molecules on and
off but uses a spatial pattern (central zero) of a depletion beam to achieve this
(Fig. 1a) [13, 14]. Like in confocal imaging this beam is then scanned to construct
an image with resolution dictated by the depletion beam efficiency and laser power
(Fig. 1b). By itself, also STEDmicroscopy suffers from rather slow acquisition times
per frame as it is based on laser scanning acquisitions (Fig. 1c). However, it can be
straightforwardly combined with fluorescence correlation spectroscopy in a point
measurement fashion which makes it an instant super-resolution technique with very
high temporal resolution [15].

FCS only requires intensity data over time to report on the diffusion dynamics in
the observation volume or in membranes in the observation spot (Fig. 2a). By
parking the beam in the membrane and recording and analysing the intensity
fluctuations, the underlying dynamics can be revealed. The STED beam constrains
the observable fluorescence and the effective observation spot/volume to a
sub-diffraction size (Figs. 1 and 2a). Consequently, the resulting intensity fluctua-
tions used for the FCS analysis report directly on the nanoscale diffusion
dynamics [16].
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3 STED-FCS as a Window to Nanoscale Dynamics

STED-FCS allows for directly measuring the diffusion dynamics with a given
resolution tuneable by the STED beam laser power which enables to measure
diffusion dynamics on different length scales [7, 16]. This concept has been
exploited before in spot-variation FCS (svFCS) where the back aperture of the
objective is underfilled and the observation area enlarged [17, 18]. Thus, in svFCS
the dynamics from confocal to longer length-scales (up to μm) can be revealed with

Fig. 1 STED microscopy. (a) Principle of STED microscopy. The excitation beam (blue) is
superimposed with a doughnut-shaped STED beam (magenta). Fluorescence is depleted, cancelled,
by the STED beam in the periphery of the excitation spot but the central zero of the STED beam
allows to observe emission from the centre. The resulting, effective, emission or observation spot
(green) is smaller than the diffraction limited excitation spot (blue). (b) The effective observation
spot size, i.e., the resolution of the STED acquisition can be tuned by increasing the STED laser
power. (c) Simplified implementation of a STED microscope (left) and mechanism of action (right).
The excitation beam (blue) is combined with the doughnut-shaped STED beam (magenta) and
scanned across the sample. Fluorescence is recorded by a point detector. Fluorescence excitation
acts on the ground state S0 which causes red-shifted emission after vibrational relaxations. The
STED beam acts on the excited state S1 and forces the molecule back to the ground state S0
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high temporal resolution. Plotting the diffusion time or diffusion coefficient against
observation length-scale introduces the so-called diffusion law plot [18, 19]. The
diffusion law gives insights how diffusion scales with space. It is very powerful in
discriminating free diffusion from constrained diffusion or trapped diffusion and can
help estimating sizes of domains or constraint length-scales. With this, the diffusion
law plot is also similar to plotting the mean-squared-displacement (MSD) against
time in SPT, which can also reveal hindrances in molecular diffusion [20].

STED-FCS takes the principles of the diffusion law to the nanoscale. By increas-
ing the STED laser power, the observation spot sizes shrinks and the molecular
transit time deceases (FCS diffusion time, τD, through the focus is shorter as the
volume is smaller, Fig. 2a) [15, 16]. By calibration of the resolution, we can calculate
the apparent diffusion coefficient D, D ¼ d2

8� ln 2ð Þ�τD , and plot it against observation

spot diameter d (defined as the full width at half max of the point spread function)
[21]. Molecules undergoing free, Brownian, diffusion will show no change in
diffusion coefficient with observation spot diameter d. However, any sort of

Fig. 2 Fluorescence correlation spectroscopy combined with STED offers to measure nanoscale
diffusion modes. (a) Principle of FCS and STED-FCS. Fluorophores (grey stars) can be excited by
the confocal excitation beam (blue, emitting molecules are depicted as green stars). When the
confocal excitation beam is overlaid with a STED beam, the resulting observation spot is smaller.
The recorded intensity profiles in confocal (green) and STED (magenta) illustrate lower counts for
STED illumination as less molecules are excited than in the confocal case. Autocorrelation of the
intensity traces results in the correlation curves which reveal the underlying dynamics. The transit
time τD which is the average time a molecule needs to cross the observation spot is larger for the big
confocal observation spot and shorter for the smaller STED observation spot (scaling with STED
laser power). (b) STED-FCS diffusion modes. Molecules can undergo a variety of diffusion
behaviours: They can simply diffuse freely (left), undergo trapped diffusion with transient halts
in their diffusion path (binding to an interaction partner, middle), or their diffusion can be confined
by a meshwork structure such as the cortical actin cytoskeleton (hop diffusion right). The diffusion
law plot reveals this diffusion modes by plotting the apparent diffusion coefficient D against the
observation spot diameter d (full width at half max of the observation spot). The size of the
observation area can be tuned by the STED laser power
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hindrances will result in a deviation from this behaviour: Trapped diffusion, mean-
ing nanoscale interactions with short halts in the diffusion path, will result in a
reduction of apparent diffusion coefficient D with decreasing observation spot
diameter as the trapping events become more pronounced in smaller observation
areas (Fig. 2b). In contrast, hop diffusion, also termed compartmentalised diffusion,
where molecules are constrained within a semi-permeable mesh, will cause an
increase in D with smaller observation spot diameter as its length-scale approaches
mesh size and starts probing free diffusion within compartments [22]. The presence
of nanoscale domains appears as a decrease in apparent diffusion coefficient as the
observation diameter decreases (similar to trapping) but stays constant or increases at
very short length-scales [7] (Fig. 2b).

STED-FCS has extensively been used in the membrane field to investigate
presence, distribution and impact of nanoscale hindrances, the influence of the
actin cytoskeleton on membrane organisation, and ultimately cellular processes
such as signalling [16, 23, 24]. The first experimental verification of the presence
of nanoscale hindrances with STED-FCS were the measurements from Eggeling
et al. in 2009 [16]. By comparing the diffusion mode of a fluorescently tagged
(Atto647N) sphingomyelin (SM) and phospholipid (PE) completely different behav-
iours were observed and attributed to SM’s ability to bind to other molecules in the
PM [16]. The origin of this trapping behaviour was linked to the cortical actin
cytoskeleton and cholesterol [16, 21, 23]. As a matter of fact, cortical actin cyto-
skeleton generally plays a crucial role in trapping and hopping of molecules;
however, not every anomalous diffusion mode is dependent on it. For instance,
ganglioside GM1 exhibits domain-like diffusion in cells, and this diffusion mode is
preserved in cytoskeleton-free cell-derived vesicles (Fig. 3) [23]. Trapped diffusion
has also been observed for Ras-kinases in tumour cells or for molecules in the
context of HIV infection [24, 25]. To elucidate the origin of hindered diffusion,
extensive studies on model membrane systems have been performed to, for instance,
investigate the influence of phase separation, phase preference or presence of pore-
forming proteins on the diffusion law [26–28].

In addition to obtaining the diffusion law in the membrane, STED-FCS can be
used to reveal the diffusion in small entities (i.e., smaller than the diffraction limit),
such as viruses, or virus budding sites [25, 29, 30]. Besides on 2D systems such as
membranes, STED-FCS in solution is a rapidly developing field. With the use of
new depletion patterns and adaptive optical elements such as spatial light modulators
the diffusion law can also be measured in the three dimensional space with applica-
tions in measuring cytosolic trapping or interactions in liquid–liquid phase separated
systems [31–34].
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4 Practical Considerations and Implementations
of STED-FCS

Performing STED-FCS experiments relies in the first instance only on having a
STED microscope which is basically an extended laser scanning confocal micro-
scope (Fig. 1b). However, many practical considerations have to be taken into
account and we will briefly address the most important ones here and refer the
reader for more details to [7].

1. Fluctuation data acquisition
Fluctuation data can be acquired and processed in many different ways. The

data can be acquired as simple point measurement over time (t-scan) and then
post-processed [35]. Alternatively, the detector can be connected to a hardware
correlator which outputs the auto-correlation curves ready to be fitted. While this
is convenient, it does not allow for any photon filtering or post processing. It is
also important to consider the data type saved and exported. Photon counting data
allow for additional flexibility like lifetime gating in post-processing but also
increase the size of the files as well the time to correlate and obtain the raw

Fig. 3 Nanoscale diffusion modes of lipids in cells and cell-derived vesicles devoid of the cortical
actin cytoskeleton. (a) PtK2 cells labelled with Cell Mask as PM stain and Lifeact-GFP (top) show
cortical actin cytoskeleton underneath the PM while giant plasma membrane vesicles (GPMVs)
derived from these cells (bottom) do not show the organized actin cytoskeleton. Diffusion mode of
(b) Atto647N-labelled DPPE, (c) Atto647N-labelled DOPE, (d) Atto647N-labelled SM and (e)
Atto647N-labelled GM1. Atto647N-DOPE shows both hop (pool 1, P1) and free diffusion (pool
2, P2) in live PtK2 cells, but only free diffusion in GPMVs. Atto647N-DPPE shows free diffusion
both in cells and GPMVs. Atto647N-SM shows confined diffusion in cells and free diffusion in
GPMVs. Atto647N-GM1 shows domain-like diffusion both in cells and in GPMVs. The diffusion
behaviour can quickly be assessed by plotting the diffusion coefficient in STED (DSTED) divided by
the diffusion coefficient in confocal (DConf). Scale bars 10 μm. Indicated STED laser powers in
b were measured at the back focal plane. Figure adapted from ref. [23]
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correlation curves [7, 36, 37]. It is useful to have a robust display of the
correlation curves while acquiring the data.

2. Calibration
For accurate and interpretable diffusion law measurements it is crucial to

calibrate the observation spot size in confocal and at different STED laser powers.
This can be achieved by imaging sub-diffraction fluorescent beads or by using a
lipid bilayer as a freely diffusing system. Calibration should be performed daily
and should not vary. Changes in apparent spot-sizes indicate drifts or
misalignment of the optical system.

3. Experimental requirements for STED-FCS
Most important requirement for a successful STED-FCS experiment is a good

fluorescent label. The dye should have high molecular brightness and should be
easily “depletable” (i.e., work well with STED). The molecular brightness is
important as it determines the signal to noise ratio (SNR) in FCS [38, 39]. The
brighter the dye, the better the signal, which is especially important when
considering the short transit times under high STED laser beam intensity when
only a few photons can be collected [39]. Ideally, the resolution should be
calibrated using the same dye as in the experiment (see above for Calibration).
In general, high-quality optics corrected for optical aberrations are required in
STED microscopy to achieve low background levels. In STED-FCS higher
background levels cause uncorrelated signal which dampens the autocorrelation
function’s amplitude complicating data analysis. Choice of depletion wavelength
can have a great influence on the achievable resolution. Usually a wavelength far
red-shifted from the emission maximum is chosen (Fig. 1c). The optimal wave-
length is also a property of the fluorescent dye and needs to be determined
empirically.

4. Data analysis and processing
As mentioned above, the raw data type depends on the acquisition mode. If the

data are acquired as photon streams they need to be correlated, if the data are
acquired using a hardware correlator, they are ready to be analysed. The auto-
correlation curves are fitted to theoretical models derived for various physical
situations such as 2D or 3D diffusion, blinking, binding, etc. Fitting the data
needs to be performed with care and requires some training and expertise. As a
general rule: Always fit the data to the simplest model (fewest fitting parameters)
possible. From the fits the transit time τD as well as the average number of
molecules N and the molecular brightness can be extracted. The transit time as
average time of molecules to transverse the focus relates inversely to the apparent
diffusion coefficientD (Fig. 2b). The average number of molecules can be used to
measure concentration of molecules, for example, as particle per μm2 in mem-
branes, yet, this is not reliable at higher STED powers since noise can dominate
the amplitude. The molecular brightness can be used to determine degree of
oligomerisation of the investigated fluorescent particle.

To see examples of good and bad curves as well as good and bad fitting, please
see ref. [7]
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5 Variations of STED-FCS

As the basis of STED-FCS is a STED laser scanning microscope, many other
fluorescence fluctuation techniques can be combined with STED to shed light on
the nanoscale which is a unique feature of the technology.

As already mentioned before, the fluctuation data can be acquired not only from a
single point but also from multiple points in space: by scanning the confocal
(or STED) focus quickly along one line or circle, fluctuation data for multiple points
in space (pixels) are obtained. This approach is termed scanning STED-FCS and has
helped to elucidate the spatial heterogeneity in nanoscale diffusion hindrances [40–
42]. It allows mapping diffusion times or coefficient over space. By interleaving
confocal and STED excitation, line-interleaved excitation scanning STED-FCS
(LIESS-FCS) maps the diffusion modes across space [43]. Instead of only acquiring
a line over time, a series of frames can be acquired and analysed by raster image
correlation spectroscopy (RICS) in conjunction with STED [44, 45]. As a bigger
area is integrated, the nanoscale dynamics are a result of the robust average. The
combination with pair-correlation analysis allows the identification nanoscale obsta-
cles in the diffusion path and reveals interconnectivity [46].

With the increased availability of commercial STED microscopes, we anticipate
that the combination with various fluctuation analyses will become of more wide-
spread use [7, 39]. In addition, the increased availability of functional probes,
reporting on biophysical properties such as viscosity or lipid order has become
more common and offers complementary insights using STED imaging as well as
spectroscopy [37, 47–49].

6 Alternative Ways to Investigate Nanoscale

The investigation of nanoscale dynamics by STED microscopy and STED-FCS has
proven as a powerful tool to elucidate membrane heterogeneities. While ease of use
and ease of implementation as well as the extension of the fluctuation techniques are
convenient, employing the high-power STED beam for long-term measurements can
have negative effects on sensitive samples [50]. Additionally, STED microscopy
relies on dyes that have the right photo-physical properties and requires specialised
equipment for STED beam shaping [7].

The gold standard for nanoscale diffusion dynamics (first elucidated by STED-
FCS) has been the free diffusion of phosphatidylethanolamine (PE) and the trapped
diffusion of sphingomyelin (SM) in the PM of PtK2 cells [16, 21, 23, 43]. This very
different nanoscale behaviour is not apparent by imaging (homogeneous PM stain in
both cases) [7]. This PE/SM system has now been extensively used to demonstrate
the power of alternative techniques to investigate nanoscale diffusion and
hindrances.
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To trick the diffraction limit, fluorescence in the periphery of the observation area
needs to be rejected. In STED, this is achieved photo-physically by fluorescence
depletion. In another clever attempt to do this physically, nano-apertures have been
combined with FCS. In near-field scanning optical microscopy (NSOM) FCS
(NSOM-FCS), the fluorescence is excited through a nanometric aperture [51]. By
using different sizes of the aperture, FCS data on different scales can be obtained.
Consistently, with the results from STED-FCS, very different behaviours were
observed for PE and SM in the PM.

Building on the NSOM approach, nanoantennas have been employed to observe
diffusion dynamics in sub-diffraction areas [52, 53]. By fabricating arrays of
nanoantennas to confine illumination as well as to enhance fluorescence in the
electromagnetic near-field, intensity fluctuations over time can be observed and the
nanoscale diffusion dynamics probed [54]. Changing the size or distance of the
antennas allows to probe dynamics at different length-scales. This method was
applied to measure the diffusion of PE and SM in the PM and the results are in
agreement with the previous measurements from NSOM-FCS and STED-FCS.

The above techniques are reporting on true nanoscale interactions by (photo-)
physically restricting the area of collected light. NSOM-FCS and the nanoantenna
based approaches, however, are near-field approaches necessitating the direct con-
tact of sample and optics. As an alternative to STED-FCS and the near-field optics,
confocal-based sFCS in combination with statistical analysis can be used to probe
hindrances in diffusion [55]. Large sets of measurements can pick up on small
fractions of different sub-diffusive behaviours and can be used to differentiate
Brownian from trapped diffusion which has been experimentally shown using the
PE/SM system. An additional alternative approach could be the image mean-
squared-displacement (iMSD) methodology which accordingly takes the fluctua-
tions from a larger area of pixels (and their statistics) into account [56, 57]. However,
to the best of our knowledge, this has not been used systematically to study the
PE/SM system in Ptk2 cells.

SPT methods could of course be used to study the nanoscale diffusion dynamics
[20]. However, to obtain sufficient SNR and localisation precision, large structures
such as fluorescent beads, quantum dots or gold particles need to be employed
potentially disturbing the system under study [58]. Very fast frame-rates are neces-
sary and great care needs to be taken during data analysis in terms of model selection
and correction for camera blur [20, 59–61]. Yet, especially the combination of SPT
with scattering techniques such as interferometric scattering (iSCAT) microscopy is
attractive as the sample does not bleach and bleaching is arguably one of the biggest
causes for artefacts in fluorescence and fluorescence fluctuation analysis [62].
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7 Future Developments

The wealth of technology to study nanoscale dynamics is astonishing and develop-
ing further every day. The mapping of diffusion modes in LIESS-FCS (STED-FCS
based) opened the door to spatially resolved diffusion maps [43, 63]. Pushing the
spatial component further to image correlation methods will undoubtedly allow to
resolve diffusion maps across entire cells at the nanoscale. Yet, one crucial compo-
nent missing is the direct identification of interactions in a two-colour fashion. Due
to the high spectral cross-talk and technical requirements for gating and pulse-
interleaving schemes for excitation and depletion, STED fluorescence cross corre-
lation spectroscopy (STED-FCCS) has not been realised yet. Though, we anticipate
that such a tool will be invaluable and enable us to directly proof and characterise
nanoscale interactions and heterogeneities.

Another very promising tool to study the nanoscale is MINFLUX which can be
seen as a particle tracking approach with very high temporal and spatial resolution
[64]. It avoids or minimises the typical issues of SPT such as photobleaching or the
need for large labels and can easily achieve high frame-rates and large track length
[65, 66]. Yet, many particles need to be sampled and the stability of the biological
sample assured. We anticipate MINFLUX to evolve as a new gold standard for
super-resolved tracking methodologies.

We are living in the exciting times of super-resolution microscopy enabling us to
look beyond the curtain of diffraction. The discussed methods and their applications
to nanoscale diffusion phenomena represent an extremely exciting field of study.
However, all these technologies have been mostly applied on model membrane
systems and immortalised cell lines. Future work will need to be undertaken to
bring nanoscale diffusion measurements into tissues and whole organisms. Labelling
the molecules in living cells and tissues still remains a bottleneck for STED and
STED-FCS. STED-capable fluorescent proteins that can easily be implemented in
living tissues will without doubt increase the applicability of STED and STED-FCS
in the future. In addition, the combination of omics technologies with the biophysical
characterisation of PM properties will bring us in a new age of research.
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Abstract Mitochondria are essential organelles of eukaryotic cells with key func-
tions in metabolism, apoptosis, and signaling. As a result, impaired mitochondrial
function has been associated with numerous diseases. In order to understand mito-
chondrial processes, it is fundamental to gain knowledge about their structure and
microcompartmentalization, including the function, organization, and dynamics of
their protein, nucleic acid, and lipid components. A number of recent groundbreak-
ing advances in fluorescence microscopy enable the study of mitochondrial biology
with unprecedented detail. Among them, newmethods based on single-molecule and
super-resolution microscopy allow us to study mitochondrial structures, protein
organizations, and dynamics. Here, we discuss the advantages and disadvantages
of different single-molecule microscopy methods to study individual proteins in
fixed and living cells in the background of mitochondrial processes, in situ.

Keywords Bax · DNA-PAINT · MINFLUX · Mitochondria · SIM · Single-
molecule microscopy · Single-particle tracking · STORM · Super-resolution
microscopy
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1 Introduction

Mitochondria are key organelles in eukaryotic cells that carry out essential functions
in cellular metabolism, signaling, and the execution of cell death. The central role of
mitochondrial function is demonstrated by the multiple disorders associated with
dysfunction of this organelle. Mitochondria present a complex structure, composed
by a double membrane system: the mitochondrial outer membrane (MOM) and the
mitochondrial inner membrane (MIM), separated by the intermembrane space and
with the MIM enclosing the mitochondrial matrix. This sophisticated organization
allows for compartmentalization of the different mitochondrial functions. Further-
more, mitochondria adopt a tubular structure that organizes into a dynamic network
in the cytosol, due to continuous fission and fusion of the organelle, as well as
transport along the microtubule cytoskeleton. Importantly, mitochondrial structure,
dynamics, and intracellular localization are important for the organelle function and
their alteration has also been linked with disease.

During the last decades, fluorescence light microscopy has contributed to advance
our understanding of the relationship between mitochondrial dynamic organization
and function. More recently, the developments of single-molecule fluorescence
methods have pushed even further the experimental approaches available to inves-
tigate mitochondrial biology by making accessible the analysis of the structural
organization and dynamic behavior of mitochondrial components with unparalleled
temporal and spatial resolution. Here we discuss the principles and applications of
single-molecule microscopy to mitochondrial research.

In order to study mitochondrial processes at the single-molecule level using
fluorescence microscopy, fluorescently labeled mitochondrial proteins have to be
first localized. This implies the use of a microscopy technique that reveals the
localization of individual proteins below the diffraction limit, given by Abbe’s law:

d ¼ λ
2NA

¼ λ
2 n� sin αð Þ

here λ is the wavelength of light (monochromatic excitation of the fluorophore), n is
the refractive index of the imaging medium and NA is the numerical aperture of the
used objective.

One such technique is total internal reflection fluorescence (TIRF) microscopy,
which is based on the principle of total internal reflection (TIR). TIR only works
when the illumination laser encounters a boundary to a medium in the sample with a
lower refractive index. Here, the refractive behavior of the excitation laser beam is
described by Snell’s Law:

n1 sin θ1 ¼ n2 sin θ2

Where, n1 is the higher refractive index and n2 the lower refractive index and θ is
the angle of the excitation laser in medium 1 or 2. The angle θ of the excitation laser
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beam must be larger than the critical angle to be totally internal reflected. Total
internal reflection of the excitation laser, in an inverted microscope produces an
evanescent field/wave, exciting the fluorochromes in close proximity to the cover-
slip. The intensity I(z) of the evanescent field in the sample decays exponentially
along the x-axis by the following equation:

I zð Þ ¼ I 0ð Þe�z=d

Here, d is the distance of the fluorochrome to the coverslip. Furthermore, the
penetration depth dp of the evanescent field can be calculated as following:

dp ¼ λ
4π

n21 sin
2θ � n22

�1=2
,

where λ is the wavelength of the excitation laser, the angle θ of the illumination and
the refractive index of the coverslip/glass n1 and the cultivation medium of the
sample n2. Thus, TIRF microscopy limits the excitation of fluorescent molecules to
about 200 nm along the axial axis of the sample, above the coverslip and into the
sample. This lowers the background fluorescence resulting from out of focus,
because the excitation only takes place in the evanescent field. Thus, the signal-to-
background ratio (SBR) is increased compared to e.g. the Epi-fluorescence, resulting
in a better identification of individual fluorophores as long as the single fluorescent
signals fulfill the Rayleigh criterion. If the illumination angle is equal or larger than
the critical angle, the microscope setup is used in the highly inclined optical (HILO)
sheet mode [1] and if the illumination light follows the axial axis of the objective,
epi-fluorescence is used. It is important to note that most of the mitochondrial
network in a cell is above the evanescent field. Thus, the HILO illumination (also
called pseudo-TIRF) is the illumination of choice to provide optimal SBR for single-
molecule studies of mitochondrial processes resulting in a bright fluorescent signal
with a low background level.

Today, most TIRF microscopes are inverted microscopes, and the excitation laser
beam must be focused to the back focal plane of the TIRF objective. Once the
fluorophores in the sample are excited, they emit photons. The fluorescent light is
collected by the TIRF objective and passes optical filters and is guided to a highly
sensitive EMCCD or sCMOS camera installed in the emission light path of the
objective. Important to note is that the pixel size of a camera used for single-
molecule localization fulfills the Nyquist-Shannon theorem [2, 3]. If single fluores-
cent molecules are excited in the sample and if their fluorescence is bright enough to
be distinguishable from the noise of the camera and the background of the sample,
the light of the fluorescent molecules can be recorded as single signals by the camera.

Therefore, bright fluorochromes are the fluorophore of choice in single-molecule
microscopy. The brightness of a fluorochrome can be calculated as follows:
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brightness ¼ ε�Φ,

where ε is the extinction coefficient of the fluorochrome and Ф is its quantum yield.
Today many fluorescent molecules can be used in order to perform single-molecule
microscopy at mitochondria. Nevertheless, fluorescent dyes are in most cases
brighter than fluorescent proteins. Thus, choosing the best fluorescent label possible
is fundamental for single-molecule localization microscopy (SMLM). In order to
record single fluorescent signals of individual molecules, several different tech-
niques can be used, here we will discuss the most common once: (1) fluorescent
photoactivation localization microscopy fPALM/PALM [4–6], (2) stochastic opti-
cal reconstruction microscopy (STORM) [7–9], (3) DNA-Based Point Accumula-
tion for Imaging in Nanoscale Topography (DNA-PAINT) microscopy [10] and
(4) if SMLM is done in living cells, also single-particle tracking (SPT) [11, 12] can
be performed. fPALM/PLAM uses photoactivatable or photoconvertable fluores-
cent proteins. STORM exploits the blinking of fluorescent dyes, which can be bound
to the protein of interest (POI) via a tag or an anti-/nanobody. In contrast,
DNA-PAINT uses the on- and off-state of binding and unbinding of a fluorescently
labeled single-stranded DNA, often called the imager strand, to another single-
stranded DNA, the handler strand, coupled to the POI. The handler strand in a
DNA-PAINT experiment can also be coupled to the POI via a tag or an anti-/
nanobody. Here, a very interesting approach is to use the ALFA-tag [13] or tags
like SnapTag and HaloTag [14, 15]. Single-molecule localization microscopy is also
the basis for SPT, and in this case highly photostable fluorescent tags with minimal
dark states are preferred for the tracking of the signal. Important for all these
techniques is that, in each frame of a movie, distinguishable individual signals
have to be recorded, as already mentioned above. The minimal distance between
two single fluorescent signals to be localized as two different singals is described by
the Rayleigh criterion dr:

dr ¼ 1:22λ
2NA

¼ 0:61λ
n� sin α

¼ 0:61λ
NA

Additionally, a low uncertainty in the localization of single fluorescent signals is
improving the result in all mentioned techniques above. This uncertainty σ can be
calculated as following,

σ ¼ s2

N
þ a2=12

N
þ 4 πs3b2

p

aN2

where N is the number of gathered photons of the single fluorophore, s is the
standard deviation of a Gaussian function for fitting the point spread function
(PSF) of the fluorophore, a is the pixel size of the camera used, and b is the
background of the image.
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2 Single-Molecule Localization Microscopy

Single-molecule localization microscopy is the term used to encompass a number of
microscopy methods, including e.g. STORM, PALM, and DNA-PAINT. The basic
principle for these stochastic functional techniques is the imaging of scattered groups
containing single molecules with the distance between them higher than the Ray-
leigh criterion. Given that biological samples are densely labeled with fluorescent
proteins or dyes, precise localization of all the fluorophores in the sample is not
directly accessible with standard illumination strategies due to the signal overlay and
an ensemble readout. Single-molecule localization microscopy can help to solve
this issue by controlling rate of fluorophors emitting a fluorescent signal or in
DNA-PAINT the ON/OFF-state of the fluorophore. Currently, the minimum dis-
tance between two fluorophores that is possible to distinguish in the range of
5–10 nm. However, the highest resolution can be obtained only if fluorophores
are separated in time and space. Thus, using the correct concentration of the
fluorophores and the ON/OFF-switching of the fluorescent signals in the sample and
the correct exposure time enables to reveal the biological structure with highest
resolution possible.

2.1 PALM and STORM of Mitochondrial Proteins

Super-resolution imaging techniques like PALM and STORM are based on detec-
tion and time-resolved localization of randomly excited singe fluorophores [4–6,
9]. During a measurement, fluorophores can be photoswitched between a dark state
and a fluorescent state [16]. Under certain laser illumination conditions, a subset of
the fluorophores can be activated and their emission is recorded (and later used for
localization), over many cycles of excitation/emission so that optimally all
fluorophores of a biological structure are detected. The subsequent reconstruction
of a super-resolution image is obtained in a similar manner with PALM, STORM
and DNA-PAINT, by localizing the emitted signal with a 2D-Gaussion fit and
reconstruction of the biological structure by combining the localizations of the
individual fluorophores (Fig. 1).

To ensure that only a small subset of fluorophores is switched into the fluorescent
state, both the fluorophore photophysical properties and the illumination protocol
need to be optimized. Super-resolution microscopy with the accurate localization of
single molecules is based on the separation of the signal of individual fluorescent
molecules. The light intensity for illumination during the experiment is adjusted in a
way that the sparsely activated fluorophores are not closer than the Rayleigh
criterion, so that the position of each fluorophore can be determined with an accuracy
of up to 1 nm. PALM is based on the use of e.g. photoactivatable GFP, which is
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normally stable in a dark state, and a fraction of the fluorophores can be switched
into the fluorescent conformation by UV light. In STORM, fluorophores with strong
blinking properties are used, like Atto647, so that they can be brought into a dark
state from which only a small subset of them will be excited in a controlled manner
and emit photons.

STORM has been used to reveal the organization of the proapoptotic protein Bax
and its assembly into line, arc and ring structures during mitochondrial apoptosis, in
situ [17] (Fig. 2). Furthermore, STORM can be upgraded to all three dimensions to
perform 3D STORM, by installing a cylindrical lens into the emission light path of a
TIRF microscope. 3D STORM of mitochondrial proteins allows the reconstruction
of entire mitochondrial networks with the additional information of single mito-
chondrial proteins and their organization in all three dimensions [8].

Fig. 1 Scheme of the STORM approach. (a) left – The illumination protocol excites only a subset
of individual fluorophores in the population while others stay in the dark state and the fluorescence
is collected in each frame. In the next cycle, another subset of fluorophores turn to the excited state
for N number of frames collected. For image analysis, the individual fluorophores in each frame are
localized with high accuracy and combined to build the super-resolution image on the right. (b)
Representative reconstructed super-resolution image of GFP-Bax in HeLa cells stained with
AF647-anti-GFP nanobodies. The image was acquired on fixed cells 3 h after induction of apopto-
sis. Scale bar, 5 μm. (Figure adapted from: [17])
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2.2 DNA-Based Point Accumulation for Imaging
in Nanoscale Topography (DNA-PAINT)

A different approach for switching the fluorophores between an ON- or OFF-state on
the observed target is DNA-PAINT. As with PALM and STORM, DNA-PAINT
microscopy is also based on the fact that the centroid of the PSF of a fluorescent
signal can be precisely determined. The methods above based on the fluorophore
localization use the photophysical switching molecules between excited and relaxed
states, negotiated by the chemical reactions or by the photon’s excitation. The
DNA-PAINT approach is different. The target in this case is labeled with a single-
stranded DNA (ssDNA). The complementary ssDNA labeled with the fluorophore
can then quickly hybridize to the docking DNA from the target, thereby leading to
efficient labelling of the POI (Fig. 3).

Fig. 2 STORM image revealing non-random structures of Bax in apoptotic mitochondria. (a)
STORM image of Bax in a HeLa cell (dotted line) 3 h after apoptosis, induced by staurosporine. (b)
Representative Bax structures on mitochondria during apoptosis, revealing supramolecular assem-
blies classified into dots, aggregates, lines, double lines, arcs and ring structures. Scale bars: (a)
5 μm, (b) 100 nm. (Figure adapted from: [17])
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The lengths of the imager strands and the sequence are selected to have a short
lifetime in the bound state with the docking strands – a single-stranded DNA
extension from the sample. During the binding event – hybridization of docking
and imager strands – the fluorophore on the imager strand is exited during ON-time
τb (bright) while the signal is recorded by a camera. The association rate kon is
calculated from the lifetime τd (dark) via 1=τd ¼ konc , where c is the concentration of
imager strand. The dissociation rate koff ¼ 1=τb depends on the duplex length.
Adjusting the temperature, sequence, length and concentration/ratio of a DNA
duplex allows optimization of the ON- and OFF-states of the fluorophores, so that
they can be excited for a short enough time to avoid bleaching but long enough to
record a signal with a high SBR. Since the fluorescent single-molecule signal can be

Fig. 3 Scheme of the DNA-PAINT approach. (a) left: The OFF-state, a signal is not detected,
unbound imager strands carrying a fluorophore are defused away; right: ON state, the imager strand
hybridized to the docking side, and the signal is detected. (b) comparison of different labelling
probes: antibody, HaloTag, GFP Nanobody and SNAPTag. (c) DNA-PAINT overview image of
NUP96-SNAP in U2OS cells. Scale bar: 5 μm. (Figure adapted from: Schlichthaerle et al. 2019)
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detected and localized only when the fluorophore is located in the focal plane, the
effect of blinking fluorescence similar to STORM is created. The unstable duplex
allows multiple hybridisation events. Thus, one advantage of DNA-PAINT over
STORM and PALM is that bleached fluorophores are exchanged within the sample
by non-bleached imager strands, thereby extending the possible measurement time
as well as the achieved spatial resolution. Furthermore, multicolour imaging of
different proteins of interest can be achieved with dyes of the same wavelength by
simply exchanging the imager strand, which are then measured in a sequential
manner. Thus the same dye can be used for different proteins by using different
DNA duplex constructs.

Anti- or nanobodies can be attached to ssDNA by modifying antibodies through
the usage of click chemistry [18, 19]. This modification opens the possibility to use
the DNA-PAINT approach for a variety of targets in the cell, similar to anti-
or nanobodies in STORM but with the already mentioned advantages. With the
given advantages mentioned above this opens the field for highly multiplexed
imaging in biological samples with nanoscale resolution [20]. Important to note is
that, immunolabeling for SMLM done with IgG antibodies cause large linkage errors
(~10 nm, or ~20 nm for indirect immunolabeling) [21]. These errors are less when
using nanobodies.

Recently, DNA-PAINT has been combined with SPT, which allows monitoring
of single molecules for extended durations [22]. However, the use for mitochondrial
processes has not yet been shown and will be a challenge for the future.

3 Single-Particle Tracking (SPT)

SPT is based on the single-molecule localization of individual fluorescent signals
and in their reidentification in the following frames of a recorded movie, in order to
track a fluorescent signal over time (Fig. 4a–c) [23–29]. In contrast to fPALM/
PALM, STORM and DNA-PAINT, SPT works best with high frame rates, in order
to gain a high time resolution, which allows accurate tracking of the POI and
thereby reveals the accurate spatio-temporal behavior of the POI (Fig. 4d–f).
Using a high frame rate results in less photons per frame of the individual signals,
which is counterproductive to the localization of the fluorescent signal. Thus,
especially in SPT, bright fluorophores with a high photostability are advantageous.
Thereby photostable fluorophores result in long trajectories. This allows to study the
spatiotemporal organization of an induvidual POI in different microcompartments.
In order to gain single fluorescent signals, the POI can be genetically fused to
a photoactivatable protein resulting in sptPALM [26, 30]. Thus, a subset of
fluorophores can be activated and their fluorescent signal can be recorded. Another
approach is to fuse the mitochondrial POI to a HaloTag or SNAPtag and label only a
subset of the tagged proteins in order to gain single signals [23]. An important factor
for this method is a posttranslational, substoichiometric labeling of the mitochondrial
proteins of interest via a HaloTag or SnapTag with membrane-permeable dyes.
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Single-molecule tracking allows the study of mitochondrial proteins in isolated
yeast mitochondria [31]. Furthermore, SPT of mitochondrial proteins can also be
performed in situ, [23, 32] in correlation with the metabolic activity of mitochondria
[33]. Additionally, 3D SPT is possible by engineering a double-helix point spread
function (DH-PSF) [34, 35]. Multicolor SPT of different mitochondrial proteins at
the same time is also possible [36, 37].

SPT of mitochondrial proteins via this method is done by using the HILO
illumination method, which allows illumination of fluorophores above the evanes-
cent field. Nevertheless, SPT of mitochondrial proteins performs best in the cell
periphery. Together with the use of bright dyes, a high SBR can be achieved and
results in a high localization precision. Thereby SPT allows the study of protein
organization and micro-compartmentalization in the different mitochondrial loca-
tions [23, 38] (Fig. 5). Mitochondrial proteins of the MOM show a random move-
ment along the MOM, while proteins of the oxidative phosphorylation system
(OXPHOS) follow the MIM shape revealing the orientation of cristae. Furthermore,
proteins that are part of the mitochondrial inner membrane organization system/
mitochondrial contact site complex (MINOS/MICOS), such as Mic60, show a
confined diffusion. The same is true for the translocase of inner membrane subunit
23 (Tim23). Especially in the case of proteins of the MIM, SPT of mitochondrial
proteins reveals functional micro-compartments of continuous mitochondrial mem-
branes [32, 39].

Besides single-molecule studies of mitochondrial proteins in living cells, SPT can
also be done in supported lipid bilayers (SLBs), in vitro. This provides the advantage
of studying individual protein–protein interactions directly in model membrane
systems. Here, the assembly and regulation of proteins and their interaction partners
can be studied [40]. This allows the analysis of the stoichiometry of Bax oligomers
and the activation of Bax by cBid and the dissociation of Bax oligomers by Bcl-XL
[40]. Furthermore, single lipid organization can be studied in a SLB [41].

Fig. 4 Scheme of single-particle tracking. (a) The fluorescent signals are localized by determining
the center of their PSF. (b) Reidentification of localizations of the same POI at different time points
results in (c). Chronological series of single particles results in their trajectories (red and blue). (d)
A Higher frame rate result in more localizations of a POI. (e/f) High frame rates improve the
tracking result of the POI by providing more steps and thus a better resolved spatiotemporal
information (purple versus orange)
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Fig. 5 Single-particle tracking of mitochondrial proteins. (a) Trajectories of the outer mitochon-
drial membrane proteins human fission factor 1 (hFis1) and translocase of outer membrane subunit
20 (Tom20). (b) Trajectory maps of proteins of the OXPHOS complex: the cytochrome c oxidase
subunit CoxVIIIa (CIV) and F1FO ATP synthase subunit-γ (CV). (c) Trajectories of the MIM
proteins, translocase of inner membrane subunit 23 (Tim23) and MINOS/MICOS complex protein
60 (Mic60). (Figure adapted from: [38])
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4 Summary

Investigations of the mitochondrial proteins and their function to understand mito-
chondrial processes are a central aspect of cell biology. Recent technological
advances in fluorescence microscopy approaches have opened a new range of
methods for mitochondrial research. Nevertheless, visualization of protein behavior
by single-molecule microscopy remains challenging. Here, a variety of super-
resolution microscopy methods enable the protein localization with a precision of
~1 nm [21]. DNA-PAINT, STORM, and fPALM/PALM rely on the accurate
localization and the detection of single fluorophores. The localization precision
depends on the number of gathered photons, which responsively depends on the
brightness of fluorophores and the SBR, as well as on the exposure time used [6, 10,
42]. This implies the use of bright fluorescent labels and long exposure times and a
low background, but also an accurate determination of the PSF center. Interestingly,
tagging the POIs to a SNAPtag or HaloTag as well as labeling via a nanobody allows
the use of organic fluorescent dyes with best performance in STORM, DNA-PAINT,
SPT, or even MINFLUX [43, 44]. Furthermore, in STORM andMINFLUX blinking
behavior of the used dye can be adjusted and optimized. Comparably, in
DNA-PAINT the ON and OFF rate of the imager strand can be changed by using
different DNA-sequences. In addition, DNA-PAINT depends on the binding and
unbinding of the imager strand and therefore allows long-term imaging of a sample,
regardless of bleaching of single imager strands. Beside its possibility to perform
highly multiplexed imaging, this is one of the main advantages of DNA-PAINT
experiments as it results in a high resolution of a biological structure.

However, revealing the protein organization via STORM and DNA-PAINT is
limited to fixed cells. In contrast, SPT is a powerful tool to visualize the spatio-
temporal dynamics of mitochondrial processes and the involved proteins in living
cells. SPT allows the study of the dynamics of individual proteins over time, while
techniques like fluorescent recovery after photobleaching (FRAP) and fluorescent
correlation spectroscopy (FCS) can only provide average information about the
observed area of the cell and millisecond temporal resolution [45]. Nevertheless, a
key aspect is that SPT has to be correlated with cellular processes such as apoptosis,
metabolism, membrane dynamics, or signaling pathways, in order to answer bio-
logical questions of mitochondrial processes and proteins or lipids involved in it. An
interesting option here is to use Dual-Color SPT in order to reveal co-diffusion of
proteins as it was done with interferon receptors in the plasma membrane [46]. Thus,
the interaction of mitochondrial proteins and their interplay with mitochondrial
processes could possibly reveal in living cells.

The combination of different techniques, like STED-PAINT, opens new possi-
bilities to increase the image resolution of fixed cells [47]. Another imaging
approach combining two super-resolution techniques is called MINFLUX. This
method provides three-dimensional resolution at the size of the fluorescent molecule.
The “torus” or “doughnut” shaped excitation beam can be used in fixed or living
cells. It creates a movable excitation beam featuring an intensity minimum. The
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fluorophores are then switched individually like in STORM or fPALM. It was
demonstrated that fast three-dimension imaging and simultaneous two-color regis-
tration is possible, which is interesting for live cell applications [48].

Taken together, when planning the study of proteins involved in mitochondrial
processes, it is important to determine what the specific imaging requirements are
before choosing which microscopy method to use. To study protein organization
with super-resolution at the single-molecule level, STORM and DNA-PAINT are
still the methods of choice, since both techniques reveal protein complexes with high
resolution. It is best to compare the performance of both methods in a protein
complex of the nucleus – the nuclear pore complex (NPC) [49] consisting of around
30 different proteins called the nucleoporins (NUPs) [50]. Here, DNA-PAINT and
STORM have successfully revealed the octameric structure of the single NUPs
[14, 15, 51]. DNA-PAINT can reach tens of thousands of photons per blinking
event, which is hard to achieve using STORM [14, 15]. In contrast, STORM is so far
the only method that revealed the 3D architecture of the NPC [49, 51, 52]. Theoret-
ically, this should also be possible with DNA-PAINT.

Interestingly, MINFLUX microscopy is also capable of revealing this octameric
organization of NUPs [44]. MINFLUX imaging achieved a lateral localization
precision below 3 nm and an axial localization precision below 2 nm. Thus,
MINFLUX allows the highest localization precision in all three dimensions com-
pared to other SMLM techniques; DNA-PAINT, STORM, and SPT. However,
MINFLUX is still at its infancy and further work will be needed to bring this method
to the cell biologist. Recently, it has been shown that dual-color 3D MINFLUX
nanoscopy allows to reveal organellar substructures with a 3D localization precision
of �5 nm in mitochondria, and indicates that multiple Mic60 molecules arrange in a
ring-like structure with a diameter of 40–50 nm, suggesting that Mic60 surrounds
individual crista junctions [53]. Here, it was demonstrated to what extent MINFLUX
will permit a closer look in the field of mitochondrial processes in respect of
mitochondrial protein organization. MINFLUX allows to improve the temporal
resolution of imaging and the 3D resolution. Thus, it is the most suitable technique
to study protein assemblies and to reveal their formation due to cellular processes in
all three dimensions via its nanometer-scale isotropic localization precision. Addi-
tionally, SPT with MINFLUX is possible [54, 55]. Here, MINFLUX allowed the
study of the diffusion of the DPPE-ATTO 647 N lipid at RT in an SLB with a
temporal acquisition with a mean of 117 μs per localization. This demonstrated what
is technically possible with SPT by MINFLUX. One of the next challenges is to
investigate the spatio-temporal dynamics of mitochondrial proteins or lipids by
MINFLUX, in order to make use of the big advance in fluorescent microscopy
provided by MINFLUX, namely, both the high localization precision and high
temporal resolution of MINFLUX and thus to provide knowledge about e.g. the
assembly of proteins into multiprotein complexes. Here, it will be of great interest to
track multiple signals over time simultaneously.

In contrast to the mentioned techniques, another not yet mentioned technique
here is structured illumination microscopy (SIM). SIM was used to reveal cristae
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dynamics in long-term experiments by using Hessian SIM [56]. Here, even the
fusion events of two individual cristae into one was revealed. Hessian SIM
allows to use less laser power compared to the conventional SIM resulting in less
bleaching of the fluorescent label with high frame rates enabling to use a high spatio-
temporal resolution of 88 nm and 188 Hz [56]. Thus, Hessian SIM is a promising
microscopy method to investigate the organization of proteins and mitochondrial
sub-compartments over time. This can allow to reveal mitochondrial processes with
a higher temporal resolution even in longer time windows. The possibility to record
mitochondrial processes in long time ranges with high temporal resolutions is
important in biological processes in order to understand the full mechanism in living
cells.

Finally, one of the next challenges in the coming future will be to determine the
formation and dynamic of mitochondrial protein organizations of large macromo-
lecular complexes like the MINOS/MICOS complex, the apoptotic pore, OXPHOS
protein complexes and supercomplexes, or the TOM-TIM machinery. Here, the use
of STORM, DNA-PAINT, MINFLUX, and SIM in fixed and living cells, in 2D and
3D, hold strong promises to shed new light on the nanoscale organization of
mitochondrial proteins in relation to the mitochondrial processes in which they
participate, in order to answer new biological relevant questions. Today the compe-
tition between the described methods results from their individual advantages in the
triangle of spatial resolution, temporal resolution and sensitivity/phototoxicity to
answer key questions in cell biology of high biological relevance. Thus, today a
combination of different techniques enables to consider mitochondrial processes
from all sides is still the best to fully understand the behavior of mitochondrial
proteins and structures. Therefore, correlative light-electron microscopy is a very
interesting method to reveal mitochondrial membrane structures and the localization
of mitochondrial proteins within as well as their influence on mitochondrial sub-
structures with nanometric resolution. Here, the next step can be to combine super-
resolution microscopy and electron microscopy to enable a more detailed view on
mitochondrial structures and mitochondrial sub-molecular protein organizations.
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Information Source of Fluorophore Dark
State Transitions in Biomolecular
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Abstract Dark state transitions of fluorophores are central for all forms of
fluorescence-based, single-molecule and super-resolution microscopy and spectros-
copy. While these transitions typically are a limiting factor in single-molecule
studies, they are a prerequisite for all super-resolution imaging techniques. In this
chapter, an additional aspect of reversible dark state transitions is highlighted,
namely that they can be used to sense a manifold of biomolecular environments,
dynamics, and interactions. By Fluorescence Correlation Spectroscopy such transi-
tions can be analyzed in a straightforward manner, but high time-resolution and
single-molecule detection (SMD) conditions are required. To overcome these limi-
tations and make monitoring of dark state transitions widely applicable for studies on
biological samples, we have developed a technique called transient state (TRAST)
imaging. In TRAST, fluorophore dark state transitions are monitored via the time-
averaged fluorescence intensity, and how it varies with the modulation of the
excitation light. Here, the concept of TRAST is described, and how it can be
experimentally realized within different microscope modalities. Lastly, examples
of biological applications are given, demonstrating how biologically relevant
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environmental and molecular interaction parameters can be monitored in solutions
and in live cells, which are difficult, if possible at all, to follow via regular fluores-
cence readout parameters.

Keywords Biomolecular environments · Fluorescence · Fluorophore ·
Photophysics · Spectroscopy

1 Introduction

Fluorescence maintains the position as a dominating readout for cellular and bio-
molecular studies. This has been further strengthened by the remarkable develop-
ment of fluorescence imaging and spectroscopy methods, offering single-molecule
detection (SMD) sensitivity and super-resolution microscopy (SRM) with
nanometer-scale imaging resolution (Nobel prize 2014 [1]). Fluorescence-based
SRM, SMD, and SMD-based Fluorescence correlation spectroscopy (FCS) methods
offer a unique combination of sensitivity, specificity and resolution in time and
space, allowing intricate molecular interaction and localization patterns in cells to be
resolved [2, 3]. Yet, the development of new fluorescence methods is not exhausted,
but still very active (see, e.g., [4–8] for reviews). Interestingly, many of the major
bottlenecks, and thereby also the basis for many of the advances, are to be found in
the photophysical aspects, rather than on the optics/hardware side [4, 7].

What sensitivity, readout speed and resolution that can be reached in
fluorescence-based spectroscopy and microscopy ultimately depend on the ability
to detect a high number of fluorescence photons per molecule, in total and per time
unit. This makes parameters such as fluorescence quantum yield, qF, and
photobleaching quantum yields, qB, critical. Moreover, fluorophore blinking, caused
by population dynamics of long-lived, non-fluorescent, triplet (T1), photo-oxidized
( _R+), photo-reduced ( _R�) or photo-isomerized states, is also of central importance to
all forms of fluorescence-based SMD and SRM. In SMD studies blinking is an
important factor, which can influence the performance in several ways. Transitions
to dark, non-fluorescent states can significantly reduce the molecular brightness and
signal-to-background conditions and several of these dark states have also been
found to be precursor states of permanent photobleaching. In addition, fluorophore
dark state transitions can also obscure observations of single-molecule dynamic
events of interest, if occurring on similar timescales. While the brightness of
fluorescence molecular emitters is an important figure of merit in most SRM
techniques, blinking, or the switching of fluorescence emitters on and off, is at the
same time also an absolute prerequisite for all forms of SRM [4–7]. Thus, for several
reasons, photophysical aspects is and will likely remain a central issue in SMD and
SRM research. Also the spectacular, next-generation SRM techniques now entering
the stage [9] critically rely on photophysics and properly controlled fluorophore
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blinking, and also here play an equally important role as the optics/instrumentation
itself [4, 7].

Beyond their relevance for SMD and SRM, an additional, intriguing aspect of
fluorophore blinking events is the longer lifetimes of the underlying dark states,
~10�6

–10�3 s compared to ~10�9 s for fluorescence lifetimes. With 103 to 106 times
longer lifetimes and a correspondingly longer time to interact with the immediate
environment, these dark states are often highly environment sensitive. Transitions to
and from dark long-lived states are thus capable to reflect microenvironments as well
as biomolecular dynamics and interactions in a sensitive way. Interestingly, while
multi-parameter detection is an attractive strategy, used in a broad range of fluores-
cence applications in the biomedical field, multi-parameter readouts, including
fluorescence blinking, and the whole set of readout parameters coupled to the
underlying dark state transitions, have until recently only been considered to a
very limited extent. Transitions into more long-lived dark states take place in several
different categories of fluorescence emitters, including organic fluorophores, fluo-
rescent proteins, and various kinds of nanoparticles. In this review, we will focus on
transitions in organic fluorophore molecules (summarized in Fig. 1), describe how
such transitions can be monitored in a broadly applicable manner, and how such
monitoring can provide microenvironmental and molecular interaction parameters
which are difficult, if at all possible, to retrieve from traditional fluorescence
parameters (intensity, lifetime, emission wavelength and polarization/anisotropy).

2 Transient State Monitoring by FCS and Other Methods

Transient absorption spectroscopy (or flash photolysis, FP), invented more than
70 years ago [10], has for many years allowed detailed studies of photo-induced,
transient states of fluorophores. Another alternative, restricted to studies of triplet
state population dynamics, is to use the triplet state phosphorescence (room temper-
ature phosphorescence, RTP) [11]. A third alternative is FCS. These three categories
of methods to analyze transient state dynamics all have their strengths and weak-
nesses. In transient absorption spectroscopy (FP) the population kinetics of various
states are monitored via their absorption by a separate probing beam, following an
excitation pulse [12]. However, the absorption spectra of these transient states can
often overlap with those of other photo-induced states, making it difficult to separate
them from each other [13]. The technique is also relatively technically complicated,
is mainly restricted to cuvette experiments, and lacks the sensitivity for measure-
ments at low (<μM) concentrations. Its use for biomolecular studies is thus limited.
The emission originating either directly (phosphorescence) or indirectly (delayed
fluorescence) from the first excited triplet state offers some attractive features for
biomolecular studies [11]. The long decay times make room temperature phospho-
rescence (RTP) well suited for monitoring of slow rotational motions, e.g., of
membrane proteins by luminescence anisotropy [14], and to probe subtle changes
in environmental conditions (viscosities, accessibilities of quenchers, polarities,
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etc.), revealing structural and dynamic information of biological macromolecules
[15]. However, the RTP signal is weak, and specific RTP probes are scarce and
cannot easily be loaded into cells [16]. Coupled to the long-lived RTP emission is
also its susceptibility to dynamic quenching by oxygen and trace impurities. There-
fore, RTP is largely restricted to deoxygenized, carefully prepared samples, limiting
its applications for biomolecular monitoring.

Fig. 1 Common reversible dark state transitions within organic fluorophore molecules. (a)
Fluorophore blinking follows upon transitions to and from the dark states. (b) Representative
scheme of underlying states and transitions, where S0 and S1 denote singlet ground and first excited
states, T1 the lowest triplet state, and _R+ and _R� photo-oxidized and photo-reduced radical states,
respectively. Rates: k01 and k10 are the excitation and de-excitation rates between S0 and S1, kISC
denotes the intersystem crossing rate from S1 to T1, and kT the triplet decay rate back to S0. Typical
timescales of the transitions refer to a typical organic fluorophore in an air-saturated aqueous
environment and are indicated in blue. Oxidants [OX], reductants [RED], and molecular oxygen
[O2], as indicated in green, can strongly influence the lifetimes of _R�, T1, and _R+. They can also
promote the photo-oxidation and photo-reduction rates (kox and kred), when present at mM concen-
trations and higher. With oxidants and reductants present in lower (μM) concentrations, the
transitions to and from _R+ and _R� are typically much slower than the transitions between S0, S1,
and T1 (within the black box), which then often can be considered as time-averaged on the timescale
of the radical state transitions. Fluorescence emission only occurs via excited singlet state decay
from S1 to S0 (marked red). (c) Schematic time trace of the fluorescence from a fluorophore exposed
to constant excitation. Short (μs) interruptions are due to transient population of T1, long ones
(ms) to reversible radical state ( _R + and _R�) formation. (d) Reversible, photo-induced isomerization
between a fluorescent, trans form and a non-fluorescent, cis form of a cyanine dye. The isomeri-
zation rates are highly viscosity dependent
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By fluorescence fluctuation analysis with FCS, several of the limitations with FP
and RTP readouts can be overcome. In FCS, fluorescence fluctuations are recorded
from a sparse number of molecules at a time, passing through a small detection
volume, typically comprising a focused laser excitation beam in a confocal arrange-
ment [17] (Fig. 2a). From the recorded fluctuations, as individual fluorescent mol-
ecules diffuse into and out of the detection volume, translational diffusion
coefficients and absolute concentrations of the fluorescent molecules can be
extracted (with knowledge of the dimensions of the FCS detection volume). Simi-
larly, transitions to and from dark states of the fluorescent molecules inside the FCS
detection volume can also be determined, from the additional fluorescence fluctua-
tions they generate (Fig. 2b). Taking a simple, standard FCS experiment as an
example (Fig. 2a), performed on fluorescent molecules in a solution, which are
excited by a focused laser and detected in a confocal arrangement, the total detected
fluorescence from the sample volume can be expressed as:

Fig. 2 Measurement of fluorophore dark state transitions by FCS. (a) Typical experimental setup
for FCS. The beam of a continuous wave (CW) laser is fed into a confocal detection unit. The laser
beam is deflected by a dichroic mirror (DM) and then focussed by the microscope objective down to
the diffraction limit. The dimensions of the laser beam, together with the collection efficiency
function of the microscope define the detection volume (lower left) from which fluorescence is
collected. The fluorescence is transmitted through a dichroic mirror (DM), is spectrally and spatially
filtered by an emission filter (EM) and a pinhole (PH), located in the image plane. A beam splitter
divides the fluorescence into two paths, and fluorescence photons are eventually detected by single-
photon counting photodiodes (SPDs). The photocurrents of the SPDs are fed into a PC-based
correlator. (b) Schematic view of fluctuations in the fluorescence intensity time trace, F(t), as
detected by the setup in A from a fluorophore solution, and with the fluorophores freely diffusing
into and out of the open confocal detection volume, and undergoing singlet-triplet state transitions
on a time scale much faster than the diffusion passage times through the detection volume. (c)
Calculated FCS curve, given by Eq. (2), showing the time-dependent part of the ACF (G(τ)-1) from
a fluorophore undergoing three-dimensional diffusion through an observation volume (Fig. 2a) as
well as transitions to and from a non-fluorescent triplet state (Fig. 2b). τAB and τT denote the anti-
bunching and the triplet state relaxation times. τD refers to the average diffusion time of the
fluorophores through the detection volume. The dotted line shows the diffusion-generated part of
the FCS curve, denoted GD(τ) in Eq. (2)
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F tð Þ ¼ qD CEF rð ÞcF r, tð ÞdV ð1Þ

Here, qD is the detection quantum yield of the instrument, and CEF rð Þ is the
collection efficiency function [18]. c is the concentration of fluorescent molecules.
Dark state population kinetics of the fluorophores can then be extracted from the
fluorescence intensity fluctuations and analyzed in terms of a normalized auto-
covariance function, G(τ), typically referred to as the autocorrelation function
(ACF). For fluorophore molecules undergoing diffusion, and in addition also tran-
sitions between their ground and first excited singlet states (S0, S1) and a dark triplet
state (T1) (Fig. 2b) [19]:

G τð Þ ¼ < F tð ÞF t þ τð Þ >
< F tð Þ>2

¼ 1
N 1� T

GD τð Þ 1� T þ T exp �τ=τTð Þ � exp �τ=τABð Þ þ 1 ð2Þ

Here, square brackets denote time average, N is the average number of fluorescent
molecules in the detection volume, GD(τ) represents the diffusion-dependent part of
G(τ), and T is the average steady-state probability for the fluorescent molecules
within the detection volume to be in their triplet states. τAB and τT denote the anti-
bunching and the triplet state relaxation times, respectively.

Transient state monitoring by FCS offers a favorable combination of a high signal
level (given by the readout of fluorescence photons) and an outstanding environ-
mental sensitivity (given by the long lifetimes of the transient states). It can be
realized with a comparatively simple setup, is applicable to a relatively wide range of
samples, and can monitor a broad range of fluorescence blinking phenomena,
including triplet [19], photo-ionized [20], and photo-isomerized [21, 22] states of
fluorophores (Fig. 1). These transient state parameters can provide additional,
sensitive information about local oxygen concentrations, redox environments,
micro-viscosities, and molecular interactions, which are only very weakly, if at all,
reflected in traditional fluorescence parameters (intensity, lifetime, polarization, and
wavelength). However, FCS measurements rely on detection of spontaneous fluo-
rescence fluctuations from individual molecules, i.e., SMD conditions are required.
This puts high demands on the detection sensitivity and noise suppression. Since the
fluctuations of the transient states typically take place in the μs time range, a high
time resolution of the detection is also required. Moreover, since low fluorescent
signals can typically not be compensated by higher concentrations of fluorescent
molecules, FCS measurements rely on a high fluorescence brightness of the inves-
tigated molecules [23]. Taken together, FCS measurements put high demands on the
detection sensitivity, time resolution, and noise suppression, which limits the appli-
cability of FCS for transient state analyses in biological samples.
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3 Transient State (TRAST) Spectroscopy/Imaging: Basic
Concept

To overcome the limitations, as encountered in FP, RTP as well as in FCS measure-
ments, our research group has devised a method – transient state (TRAST) moni-
toring, making transient state measurements more broadly applicable under
biologically relevant conditions [24, 25]. The principle of TRAST is illustrated in
Fig. 3: The time-averaged fluorescence intensity, <F>, from a sample subject to
time-modulated excitation is recorded. By systematically varying the excitation
modulation, and from how <F> varies with the excitation modulation characteris-
tics, kinetic information about photo-induced, non-fluorescent transient states can be
obtained. Like FCS, TRAST combines the detection sensitivity of fluorescence with
the environmental sensitivity of long-lived, non-fluorescent states. However, unlike
FCS, TRAST is not dependent on the detection of stochastic fluorescence fluctua-
tions from individual molecules. Therefore, TRAST measurements can move away
from SMD requirements, and are not limited to the use of fluorophores with high
photostability and brightness, nor to samples offering high signal-to-background
conditions. The detection quantum yield, qD, of the instrument is also not critical.
Since TRAST also moves the time-resolution requirements from the detection to the
excitation side, multi-pixel registration of time-averaged fluorescence can be
performed with regular sCMOS and CCD cameras in a parallelized, spatially
resolved manner.

Fig. 3 (a) Simplified experimental setup and concept for TRAST. (b) Red line: Population
probability of the S1 state, following onset of excitation at time t ¼ 0, for a fluorophore undergoing
singlet-triplet transitions, as depicted in Fig. 2b. (c) Principal drawing of the fluorescence intensity
measured in a TRAST experiment for different rectangular excitation pulse durations, w. See main
text for further descriptions
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For a transient state to be detectable with TRAST, it must be photo-induced and
have a different luminescence brightness than the excited singlet state, S1, within a
selected spectral range. Such states are found in most fluorophores, and essentially
all long-lived transient states can be considered non-luminescent. Also, the phos-
phorescence from triplet states is typically negligible, compared to the fluorescence
from the S1 state. Moreover, triplet state phosphorescence is easily quenched and is
emitted in a different (longer) wavelength range than the fluorescence. Thus, in most
cases, only fluorescence generated upon decay from S1 to the ground singlet state, S0
(as depicted in the electronic state model in Fig. 1) needs to be considered. The
emitted fluorescence intensity, F(t), will then be proportional to the S1 population
probability, S1(t):

F tð Þ ¼ k10qf S1 tð Þ ð3Þ

Here, k10 denotes the decay rate from S1 to S0, and qf the fluorescence quantum
yield. For a fluorophore subject to constant excitation starting at t ¼ 0, S1(t) can in a
general form be described by:

S1 tð Þ ¼ k01
k01 þ k10

1� e�λabt � p

i¼1
Ai � Aie

�λi t ð4Þ

Here, k01 is the excitation rate from S0 to S1, given by k01 = σΦexc = σIexc/hυ,
with σ denoting the excitation cross-section, Φexc the excitation photon flux, Iexc the
excitation intensity and hν the excitation photon energy. p denotes the number of
different photo-induced non-fluorescent states involved (states other than S0 and S1).
λab and λi are the eigenvalues, i.e., the rates of the relaxation modes of S1(t) upon
onset of constant excitation, and Ai the related amplitudes, reflecting the population
buildup of the different photo-induced non-fluorescent states. With a suitable initial
condition, λi and Ai can be described analytically, as functions of the rate parameters
in the electronic state model applicable to the fluorophores studied [24]. Assuming
that the population of all photo-induced states is zero at t = 0, the initial condition
becomes S0(t = 0) = 1, i.e., S1(t = 0) = 0. Alternatively, if several states are
populated before excitation, the sum of their populations must be 1 at t ¼ 0. For
most fluorescent molecules, equilibration between S0 and S1 after onset of excitation
takes place within the time range of the fluorescence lifetime (ns), while the dark
state relaxations (1/λi) typically occur on a μs-ms time scale. The S0-S1 equilibration
time, referred to as the anti-bunching time [26–28] τab = 1/λab, is typically given by
[29]:

τab ¼ 1
k01 þ k10

ð5Þ

In TRAST experiments, the modulation of the excitation intensity can in principle
be systematically varied in several ways. Typically, square-wave excitation pulse
trains are applied, with low duty cycles (1:100 or lower) to avoid dark state
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population pile-up effects, and with the time-averaged fluorescence monitored as a
function of the duration, w, of the excitation pulses (Fig. 3a). The evolution of S1(t),
or F(t), after onset of a square-wave excitation pulse at t¼ 0 is exemplified in Fig. 3b
(red curve), for a fluorophore having three electronic states (S0, S1 and T1), and
described by the same state model as in Fig. 2b. Essentially, for a free fluorophore
solution subject to a constant Iexc in time and space, this curve corresponds to the
initial, time-dependent part of the ACF in Fig. 2c, to the part which is not generated
by fluorophore diffusion. For a square-wave excitation in a TRAST experiment, and
for the ACF recorded in a corresponding FCS measurement with the same constant
Iexc, the same initial condition applies; Since the ACF reflects the probability to
detect a second fluorescence photon from a fluorescent molecule in the sample,
given that a first fluorescence photon is detected from it at τ ¼ 0, means that the
fluorophore must be in S0 at τ ¼ 0 (unless there are several independent emitters on
the fluorescent molecule). Likewise, before onset of a square-wave excitation pulse
in a TRAST experiment, the fluorophore can generally be considered to be in the S0
state.

In a TRAST experiment, for a sample of fluorescent molecules studied in a
confocal setup, subject to a square-wave excitation pulse train with n pulses of
duration w and period T, the detected time-averaged fluorescence, hF(w)i, can then
be expressed as [24, 25, 30, 31]:

F wð Þh i ¼ 1
n � T cqDqfCEF rð Þk10 n

i¼1

w

0
S1,i r, tð Þdt dV ð6Þ

Here n�T is the total duration of the excitation pulse train, c the concentration of
the fluorescent species, qD the overall detection quantum yield of the instrument, and
CEF the collection efficiency function of the confocal setup. The term S1,i r, tð Þ
denotes the probability that a fluorescent molecule, located at r in the confocal
detection volume, is in its excited singlet state at time t after onset of the i:th
excitation pulse, and its time dependence can be described by Eq. (4). Dividing
hF(w)i with the pulse train duty cycle (η ¼ w/T ) yields the average fluorescence
intensity within an excitation pulse:

Fexc wð Þh i ¼ F wð Þh i=η ð7Þ

hFexc(w)i normalized to 1 for pulse durations |λab|
�1 < < w < < |λi|

�1, denoted
hFexc(w)inorm, represents the averaged population of S0 and S1, within the pulse
duration, and over the detection volume:

Fexc wð Þh inorm ¼ S0 wð Þ þ S1 wð Þh i

¼
CEF rð Þ k01 rð Þ þ k10

k01 rð Þ
1
w

w

0
S1,i r, tð Þdt dV

CEF rð ÞdV
ð8Þ
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From Eq. (8), and with knowledge of Iexc rð Þ ¼ hυΦexc rð Þ yielding k01 rð Þ ¼
σΦexc rð Þ, CEF rð Þ, and the electronic state model, the transient state rate parameters
can then be determined from the pulse duration dependence of hFexc(w)inorm, making
up a so-called TRAST-curve [24, 25, 30, 31] (Fig. 3a). Approximating the average
excitation rate in the detection volume by:

k01 ¼
k01 rð ÞS1 rð ÞCEF rð ÞdV

S1 rð ÞCEF rð ÞdV
, ð9Þ

where S1 rð Þ ¼ k01 rð Þ= k10 þ k01 rð Þð Þ, i.e., the S1 population at onset of excitation,
after equilibration between the singlet states, but before dark state buildup. A
simplified expression for hFexc(w)i can be obtained, given by

Fexc wð Þh inorm ¼ 1
w

k10 þ k01
k01

w

0
S1 tð Þdt, ð10Þ

with S1(t) given by Eq. (4), and according to the electronic state model applicable for
the particular fluorophores studied.

4 TRAST: Some Experimental Realizations
and Applications

Above, we have taken as an example the implementation of TRAST in a confocal
setup, where the fluorescence of a sample is induced by a time-modulated stationary
laser excitation beam, and the time-averaged fluorescence intensity is detected in a
likewise stationary confocal detection volume. As discussed above, the experimental
requirements for TRAST are much more relaxed than in FCS. Therefore, the TRAST
approach can be made compatible with a range of other modalities for excitation
time-modulation, combined with average fluorescence intensity detection. Such
modalities include time-modulated wide-field excitation, moving arrays of laser
foci or laser excitation fringe patterns, as well as various spatial confinement
strategies of the excitation and/or the detection [24, 25, 31]. Apart from realizing
TRAST in a stationary confocal microscope arrangement [24, 30, 32], as outlined
above, and TRAST implemented with wide-field microscopy (Fig. 4a) [33–35],
other experimental setups demonstrated for TRAST include total-internal-reflection
microscopy with evanescent-field excitation [36], light-sheet excitation microscopy
[37, 38], and two-photon-excitation microscopy [39]. Evidently, the time-modulated
excitation experienced by a stationary sample can also be generated by translation of
the sample with respect to the excitation, or vice versa. In this way, the excitation
need not be idle, and in particular for low duty cycle excitation, a larger sample
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volume can be interrogated within the same period of time. Based on this concept,
TRAST imaging can also be well implemented in a confocal laser scanning micro-
scope (CLSM) (Fig. 4b) [31].

Relaxed requirements on noise suppression in the samples, on the fluorescence
brightness of the molecules studied, as well as on the detection quantum yield and
time-resolution of the instrument, makes TRAST broadly applicable, and it has been
demonstrated for studies in solution [24, 31, 36], live cells [33–35, 37] and in
bacterial biofilms [38]. Moreover, since high fluorescence brightness is not required,
also less bright, auto-fluorescent molecules can be studied [32, 39]. Figures 5 and 6
illustrate different applications of TRAST imaging of live cells, which allow addi-
tional microenvironmental information within the cells to be imaged, which are
difficult, if possible at all to image via regular fluorescence parameters (intensity,
emission wavelength, anisotropy/polarization, fluorescence lifetime). Figure 5a
shows wide-field TRAST microscopy images of MCF7 (breast cancer) cells,
displaying the triplet decay rates of Eosin fluorophores loaded into the cells
[33]. Eosin and most other organic fluorophores undergo intersystem crossing into
long-lived, dark triplet states. Triplet states are readily quenched by oxygen, and
their lifetimes depend strongly on the local oxygen concentration (~μs in an
air-saturated aqueous solutions, ~ms in the absence of oxygen). Triplet state life-
times of fluorophores thus reflect local oxygen concentrations in a very sensitive
manner. By wide-field TRAST imaging of singlet-triplet population kinetics of
fluorophores in live cells, it is thus possible to image local oxygen concentrations,
and oxygen metabolism, on a sub-cellular level. Figure 5a shows regular fluores-
cence (middle row) and triplet decay TRAST images (lower row) of MCF7 cells. In

Fig. 4 TRAST imaging implemented with wide-field microscopy (a) and confocal laser scanning
microscopy (CLSM) (b). Blue lines: Excitation laser beam paths, with different scanning speeds
applied for CLSM (v1, v2, . . .) as a means to vary the excitation pulse duration in the different
locations in the sample. In the wide-field setup, the excitation light is stationary and modulated in
time by an acousto-optical modulator (AOM). Green lines: Paths for the generated fluorescence
light
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Fig. 5 TRAST imaging of metabolic, redox and microenvironmental conditions in live cells.
Triplet state (a), photo-isomerization (b) and redox-state kinetics (c) of added fluorophores (a and
b) or auto-fluorescent NADH (c) measured in live cells. (a) Regular fluorescence (middle row) and
triplet decay TRAST images (lower row) of MCF7 cells, loaded with a high triplet yield fluorophore
(Eosin). The triplet decay rate (kT) of the fluorophore depends almost exclusively, and linearly, on
the local oxygen concentration (as depicted in top row). Cells producing ATP primarily by
glycolysis (left column), as is often the case for cancer cells, consume less oxygen. Thus, the
local oxygen concentration can remain higher, and also the local kT rates are higher. Cells with
normal ATP production via oxidative phosphorylation (right column) consume more oxygen, local
oxygen concentrations are lowered, with lower kT rates as a result. See main text and [33] for further
details. (b) Left: Excitation-driven isomerization (kISO) and back-isomerization (kBISO) of a cyanine
fluorophore (MC540), leading to transitions between a fluorescent, trans, conformation (N) and a
non-fluorescent, cis, conformation (P). Right: Fluorescence (top) and TRAST (bottom) image of a
live cell (MCF7), to which lipophilic MC540 was added and accumulated in the plasma membrane.
The TRAST image shows the isomerization rate of MC540 on the cell, which reflects the local
fluidity of the plasma membrane. See main text and [34] for further details. (c) Label-free TRAST
imaging of mouse myoblast cells, using two-photon excitation of the auto-fluorescent co-enzyme
NAD(P)H in the cells. In the imaging the excitation pulse duration was varied by the scanning speed
of the excitation laser beam over the sample (as in Fig. 4b). Left: Schematic view of photo-induced

transitions into transient radical states ( _R
þ
and _R

�
) of a fluorescent molecule. For NAD(P)H, mainly

transitions into _R
þ
need to be considered. Right: Fluorescence (top row) and TRAST (lower row)
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the experiments different growth media were used, so that oxidative phosphorylation
(Oxphos) was either ongoing in the cells, or was instead funneled into glycolysis.
This metabolic switch away from Oxphos is characteristic for cancer cells (the
Warburg effect) and leads to a lower oxygen consumption [41–45]. While no
distinction between the two categories of cells was possible to do from the fluores-
cence images, a higher triplet decay rate (reflecting a higher local oxygen concen-
tration and a lower oxygen consumption) could be seen in the TRAST images taken
from cells focused on glycolysis, i.e., TRAST triplet state imaging allows cells with
a cancer-specific metabolism to be distinguished from cells undergoing regular
metabolism. Figure 5b illustrates how excitation-driven trans-cis photo-
isomerization of cyanine dyes can be imaged by wide-field TRAST, using the
same procedure as in Fig. 5a and as described above (Fig. 4a). Trans-cis photo-
isomerization can be well characterized by FCS (if SMD conditions are at hand)
[21, 22] and the isomerization rates are sensitive to several environmental factors,
including local viscosity and steric constraints experienced by the fluorophores.
More recently, this environmental sensitivity attributed to isomerization of cyanine
dyes has been exploited to monitor biomolecular conformations and interactions,
where so-called protein-induced, or nucleic acid-induced fluorescence enhancement
(PIFE/NAIFE) is detected via FCS, or indirectly via fluorescence intensity and
lifetime measurements [46, 47]. Wide-field TRAST imaging allows the isomeriza-
tion of cyanine dyes to be directly monitored in live cells, on a sub-cellular level.
Figure 5b shows TRAST images of the isomerization rates of the lipophilic dye
Merocyanine 540 (MC540), reflecting the local viscosity of the cellular membranes
[34]. Figure 5c illustrates how TRAST imaging also can monitor photo-induced
redox reactions (photo-oxidation or photo-reduction) of fluorescence emitters
[39]. These reactions often take place on a somewhat slower timescale than
singlet-triplet transitions ([48, 49], see also Fig. 1) and can provide information on
the local redox environments of the emitters. The TRAST images in Fig. 5c were
recorded by laser scanning microscopy (by the approach shown in Fig. 4b), where
the fluorescence of the auto-fluorescent co-enzyme NAD(P)H was recorded upon
two-photon excitation and at different scanning speeds of the excitation laser
[39]. These images illustrate that TRAST can also be applied on less bright emitters,
including auto-fluorescent compounds, and that label-free, live cell TRAST imaging
is possible.

As a general remark to the examples in Fig. 5a, c, it can be noted that altered
cellular metabolism and redox control are central features underlying development
and progression of many diseases, including diabetes, infections, autoimmune
diseases and cancer [41–44]. In cellular oncology, reprogramming of energy metab-
olism is considered a “hallmark of cancer” [50]. Yet, many details remain

⁄�

Fig. 5 (continued) images, where the color scale of the TRAST images is proportional to the

buildup of the _R
þ
state of NAD(P)H in the cells. The buildup is increased in cells exposed to the

mitochondrial blocker cyanide (right column). See main text and [39] for additional details
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un-resolved, and the mechanisms are far from understood. In this context, fluores-
cence blinking parameters, highly sensitive to local cellular oxygen concentrations
and redox conditions, can add important information regarding the metabolic and
redox status of cells, and can thereby possibly contribute to new diagnostics of
different forms of cancer, and other diseases where cellular metabolism and redox
control are central.

As a final example, Fig. 6 (right) shows how TRAST imaging can be applied to
characterize low-frequency, intermittent interactions between molecules in cellular
membranes, by monitoring the quenching of dark transient states of a membrane
fluorophore by spin labels in the same membranes. Traditionally, dynamic
quenching of fluorescence emission is a widely used approach for biomolecular
interaction and conformation studies [51]. In such quenching studies, the fluores-
cence signal can typically be detected with excellent sensitivity. However, most
fluorophores have excited state lifetimes in the range of nanoseconds, whereas
bimolecular diffusion-mediated processes in biological membranes typically take
place on three to six orders of magnitude longer time scales. For studies of intermit-
tent, collisional interactions between biomolecules, particularly in membranes, the
fluorescence lifetimes are thus often too short to allow diffusion-controlled

Fig. 6 TRAST imaging of low-frequency molecular encounters in membranes. Top right: Colli-
sional encounters between fluorophore-labeled and spin-labeled molecules in a membrane can
occur at time scales (μs to ms) which are much slower than the fluorescence lifetimes of most
fluorophores (∼ns). However, reversible singlet-triplet state transitions within the fluorophores
(Fig. 1) can be readily affected. Left and middle: TRAST images of the triplet decay rate of NBD
in the plasma membranes of 293T cells. The plasma membranes also contained spin marker
(TEMPO) labeled GPCRs (NK1R). Upon binding of a ligand (SP), the GPCRs are internalized,
and the spin labels are removed from the plasma membrane, which leads to a lower NBD triplet
state decay rate, kT, in the membrane. Bottom right: Cumulative histograms of kT rates, as imaged by
TRAST, with and without ligand added to the cells. See main text, and [40] for further details
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collisional encounters with quenchers to significantly affect the fluorophore emis-
sion. Fluorescent probes with longer fluorescence lifetimes are rare, in particular if
they both need to have a high fluorescence brightness and to be efficiently quenched
by contact [52]. As a way to overcome these drawbacks, quenching of long-lived
triplet states of fluorophores can be monitored via fluorescence, combining the
sensitivity of fluorescence detection with the environmental sensitivity of the long-
lived triplet and other dark transient states (Fig. 1). Based on this principle, we have
shown in previous work how FCS measurements, monitoring fluorescence intensity
fluctuations resulting from transitions between singlet and triplet states in
membrane-bound fluorophores (Fig. 2), can be used to quantify quenching of the
fluorophore triplet states by spin labels in the membranes [53]. Thereby, molecular
encounters between the fluorophores and spin labels in the membranes can be
monitored at ms�1 to μs�1 frequencies, at which practically no quenching of the
fluorescence intensity occurs. More recently, based on the same principle, we
introduced TRAST to follow the interaction between a spin-labeled G-protein
coupled receptor (GPCR) (the neurokinin 1 receptor, NK1R) and lipids in the plasma
membranes of live cells, labeled with the fluorophore NBD (7-nitrobenz-2-oxa-1,3-
diazole-4-yl). NK1R is involved in several physiological and pathophysiological
functions and is an important therapeutic target [54]. In its resting state, NK1R has
been found to form clusters in the plasma membrane of 293T cells [55]. After
activation with its natural ligand, substance P (SP), the receptor localization then
changes significantly [56]. This reorganization is principally the result of the fast
internalization of activated receptors. We found that the transient state kinetics of
NBD labels in the plasma membranes differed significantly upon NK1R activation
by its agonist SP. This reflects differences in the transient interactions between the
GPCR and the labeled lipids, which could be attributed to modifications in the
membrane environment upon activation. The observed changes could be monitored
via the quenching rates, both on a whole-cell level, but also in a spatially resolved
manner with sub-cellular resolution (Fig. 6, upper left and middle images).

From a more general perspective, GPCRs have a central role in transducing
extracellular signals into intracellular responses and represent a majority of all
drug targets. Lately, studies of GPCRs by, e.g., X-ray crystallography and cryo-
EM have dramatically advanced the knowledge of structure-function relationships,
but a complete understanding of GPCR function is impossible to attain without
added information about GPCRs dynamics [2]. Here, GPCR–lipid interactions play
an important role, but are often transient in character, and occur too intermittently to
be readily observable by available technologies. By TRAST however, such protein–
lipid interactions can be followed and imaged [40].
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5 Concluding Remarks

Fluorophore dark state transitions are both a concern and a prerequisite for
fluorescence-based SMD and SRM techniques, and considerable effort has been
spent on investigating these phenomena. Yet, an additional aspect of fluorophore
blinking has been largely overlooked, namely the strong environmental sensitivity
and that fluorophore blinking properties thereby can provide additional fluorescence-
based readout parameters. In this review, the principles of the TRAST technique are
presented, and examples are given on how this technique can be applied to monitor
and image different dark state transitions, reflecting microenvironmental conditions
and molecular interactions not detectable via other fluorescence parameters. Alter-
ations in such local cellular conditions, including local oxygen concentrations, redox
conditions, and local fluidities, mobilities and molecular interactions, have been
found to be both manifestations and driving forces behind several disease conditions,
and thus of large biomedical relevance. It is therefore important to have adequate,
widely applicable means to monitor such conditions, and here the TRAST approach
can play an important role.
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Abstract Many lipids and membrane proteins spontaneously co-cluster and
oligomerize in cellular plasma membranes into larger (functional) units, whose
detailed characterization requires high spatial resolution. In this contribution, we
introduce a powerful spectroscopy/microscopy approach called MC-FRET
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developed for the analysis of in-membrane nanoscopic aggregation of lipids and
proteins in biological membranes. The approach is based on Förster resonance
energy transfer (FRET) occurring in membranes between fluorescently labelled
lipids/proteins and subsequent analysis of data by Monte-Carlo simulations. The
following applications of MC-FRET are presented here: (1) determination of lipid
nanodomain sizes and their surface density; (2) characterization of inter-leaflet
organization of lipid nanodomains and (3) the analysis of dimerization of
in-membrane proteins.

Keywords Dimers · FRET · Gangliosides · GPMVs · Kappa squared · MC-FRET ·
Membrane protein–protein interactions · Nanodomains · Oligomerization

Abbreviations

A Acceptor
ACF Autocorrelation function
B.-F. Bauman-Fayer model
bSM Brain sphingomyelin
C Surface concentration
CF-PEG-DSPE Carboxyfluorescein-2-distearoyl-sn-glycero-3-

phosphoethanolamine-N-[amino (Polyethylene glycol) 2000]
CTxB Cholera toxin β
D Donor
d The distance between two bilayer leaflets
DGS-NTA(Ni) 1,2-Dioleoyl-sn-glycero-3-[(N-(5-amino-1-carboxypentyl)

iminodiacetic acid)succinyl]
DHE Dehydroergosterol
DHPE FITC Fluorescein dihexadecanoylphosphatidylethanolamine
DHPE TR Texas red dihexadecanoylphosphatidylethanolamine
DiI 1,1'-Dioctadecyl-3,3,3',3'-tetramethylindocarbocyanine

perchlorate
DiOC18 Dioctadecyloxacarbocyanine perchlorate
DLPC Dilauroylphosphatidylcholine
DOPC 1,2-Dioleoyl-sn-glycero-3-phosphocholine
DOPG 1,2-Dioleoyl-sn-glycero-3-phospho-glycerol
DPhPC Diphytanoylphosphatidylcholine
DSPC 1,2-Distearoyl-sn-glycero-3-phos-phocholine
DSPC Distearoylphosphatidylcholine
FCCS Fluorescence cross-correlation spectroscopy
FP Fused proteins
FRET Förster resonance energy transfer
GCPII Glutamate carboxypeptidase II
g-GM1 Ganglioside GM1 labelled in the headgroup with FL-BODIPY
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Gi(t) Survival probability function
GPMVs Giant plasma membrane vesicles
GUVs Giant unilamellar vesicles
GWALP23 Acetyl-GGALW5LAL8ALALALAL16ALW19LAGA-amide
iSCAT Interferometric scattering microscopy
κ2 Kappa squared
Kd Dissociation constant
KD Distribution constant
L0 The closest protein–protein distance
MC-FRET FRET analysed by Monte-Carlo simulations
MSD Mean square displacement
NA Numerical aperture
NBD-DLPE N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)-

dilauroylphosphatidylethanolamine
PALM Photo-activated localization microscopy
PGPC 1-Palmitoyl-2-glutaryl-sn-glycero-3-phosphocholine
PIP2 Phosphatidylinositol 2
POPC Palmitoyl-oleoyl-phosphocholine
POVPC 1-Palmitoyl-2-(50-oxo-valeroyl)-sn-glycero-3-phosphocholine
PSM Palmitoyl-sphingomyelin
QDA/QD Quantum yield in the presence/absence of acceptors
R0 Förster radius
r-GM1 Ganglioside GM1 labelled in the headgroup with

564/570-BODIPY
Rh-PEG-DSPE Rhodamine101–2-distearoyl-sn-glycero-3-

phosphoethanolamine-N-[amino (Polyethyleneglycol) 2000]
SM Sphingomyelin
STED Stimulated emission depletion microscopy
TCSPC Time-correlated single photon counting
TOE Tryptophan oleoyl ester
TRF Time-resolved fluorescence
η FRET efficiency

1 Introduction

Biophysical experiments performed in the last decades have shown that nanoscale
distribution of lipids and proteins in cellular membranes is rather complicated and far
from being completely homogeneous (see, for instance, the following reviews)
[1, 2]. On the contrary, many lipids and membrane proteins spontaneously
co-cluster and oligomerize into larger functional units, which may be essential for
proper functioning of biological membranes [2]. To give a few examples for all,
gangliosides self-assemble in plasma membranes into several tens of nanometre
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large lipid nanodomains, forming a platform for ligand to receptor interactions
[3, 4]. Similarly, phosphatidylinositol-bisphosphates (PIP2), involved in cellular
signalling, also co-cluster and form nanoscopic domains [5, 6]. Or, interestingly,
trans-membrane proteins engaged in the respiratory chain cycle oligomerize into
huge super-molecular complexes, which seem important for the proper function of
the respiratory chain cycle [7].

These findings were achieved by the rapid development of advanced biophysical
approaches that can detect and characterize nanoscopic objects in the membrane by
offering high spatial and temporal resolution. These high-resolution approaches
undoubtedly include fluorescence techniques such as Förster Resonance Energy
Transfer (FRET) [8], Photo-Activated Localization Microscopy (PALM) [9], Sto-
chastic Optical Reconstruction Microscopy [10] or Stimulated Emission Depletion
Microscopy (STED) [11], but also label-free techniques such as Interferometric
SCATtering microscopy (iSCAT) [12, 13], X-ray, neutron scattering, electron or
atomic force microscopy and others [14, 15]. Whereas most of the above-mentioned
fluorescence techniques are reviewed in other chapters of this book, this chapter
focuses on the applications of FRET in the analysis of lipid nanodomain formation
and in-membrane oligomerization of proteins.

The approach is based on the use of lipids and proteins that are labelled by either
fluorescence donors or acceptors and the fact that their self-assembly will change the
originally homogeneous donor and acceptor distributions into heterogeneous ones,
bringing the donors closer to the acceptors, or taking them apart (Fig. 1). As a result,
the efficiency of FRET will either increase or decrease, which can be quantified by
either measuring the fluorescence intensity of the donors, or more precisely, their
corresponding time-resolved fluorescence (TRF) decays. The analysis of TRF data
by a novel analytical approach called MC-FRET [16, 17] (FRET analysed byMonte-
Carlo simulations) enables then to measure lipid nanodomain sizes with nanometre
precision, or, in case of protein oligomerization, to characterize the oligomeric state.

The structure of this chapter is as follows: we first review the classical analytical
model that is used to analyse FRET between donors and acceptors that are homo-
geneously distributed in lipid bilayers (Sect. 2), introduce the MC-FRET approach
developed for the analysis of FRET between heterogeneously distributed probes
where analytical approaches fail (Sect. 3.1) and then describe the following appli-
cations of MC-FRET: (1) estimation of lipid nanodomain sizes and their surface
density (Sect. 3.2), (2) discrimination between inter-leaflet coupled and inter-leaflet
independent or anti-registered nanodomains (Sect. 3.3) and (3) quantification of
protein dimerization in the native membrane (Sect. 3.4). Overall, a careful analysis
of this approach reveals that MC-FRET can detect nanodomains as small as a few
nanometres and determine whether the nanodomains are inter-leaflet coupled or
independent [18]. Moreover, FRET allows for quantitative description of protein–
protein interactions in planar lipid bilayers. The conclusions drawn in the following
quantitative studies [19–21] specify in detail the facts that have to be considered
when studying protein dimerization in non-planar membranes, such as Golgi, for
example.
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2 FRET Between Homogeneously Distributed Donors
and Acceptors

A cellular plasma membrane approximated by a lipid bilayer consists of two parallel
sheets. Under the assumption that each leaflet contains homogeneously distributed
donors and acceptors, FRET will occur both within one leaflet and between the two
leaflets at the same time (Fig. 1). Whereas the first process is referred to as intra-
FRET and depends only on the surface concentration of acceptors, the latter one is
known as inter-FRET and depends in addition on the distance between the two
bilayer leaflets d. In the absence of FRET, the donor fluorescence intensity FD(t) can
be expressed as:

Fig. 1 (a–d) Possible arrangements of donors and acceptors in respect of the nanodomains and (e)
corresponding time-resolved fluorescence decays of donors in the presence of acceptors. (a) A
nanoscopically homogeneous bilayer with randomly distributed donors and acceptors; (b–d) A
nanoscopically heterogeneous bilayer with (b) both donors and acceptors exhibiting increased
affinity to the nanodomains; (c) donors localized in the nanodomains and acceptors excluded
from them and (d) both donors and acceptors excluded from the nanodomains
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FD tð Þ ¼
i

αi exp � t
τi

: ð1Þ

Here, αi denotes the preexponential factors and τi the corresponding fluorescence
lifetimes. To express mathematically the kinetics of fluorescence deexcitation of the
donors in the presence of acceptors, it is convenient to introduce a so-called survival
probability function G(t) describing the probability that a donor is still found in the
excited state at the time t after the excitation. When several independent deexcitation
processes occur at the same time, the total probability function GTOT(t) equals the
product of Gi(t) functions for individual deexcitation processes:

GTOT tð Þ ¼ Gi tð Þ: ð2Þ

By assuming dynamic limit conditions, where movements of dipoles are much
faster than an energy transfer event, Bauman and Fayer showed that G(t) for intra-
FRET, Gintra [22], equals

lnGintra tð Þ ¼ �C2Γ
2
3

t
τDh i

1=3

: ð3Þ

Here, Γ denotes the gamma function, hτDi the intensity averaged fluorescence
lifetime of donors in the absence of acceptors and C2 the reduced surface concen-
tration of acceptors in one leaflet. This concentration represents the average number
of acceptors within the area of πR2

0 and is related to the acceptor surface concentra-
tion C(A) by: C2 ¼ πR2

0C Að Þ. In the same work, the authors derived G(t) for inter-
FRET, Ginter(t) [22].

lnGinter tð Þ ¼ �C2

3
d
R0

2
2μ
3

1=3 2=3μ

0
1� e�sð Þs�4=3ds, ð4Þ

where θr is the angle between the bilayer normal and the vector connecting the
locations of the donor and acceptor dipoles, μ ¼ 3t R0

d
6 1
2 τh i and s ¼ 2μ cos 6 θr

3 . As a

result, the kinetics of fluorescence deexcitation of the donors in the presence of
acceptors, FDA(t), can be expressed for the classical case where both donors and
acceptors are localized in the lipid bilayer at the same distance from the lipid–water
interface as

FDA tð Þ ¼ Gintra tð ÞGinter tð ÞFD tð Þ: ð5Þ

Fitting time-resolved fluorescence data by this equation enables to transversely
localize fluorescent probes with subnanometre resolution and to accurately deter-
mine the surface concentration of acceptors [23].
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3 FRET Between Heterogeneously Distributed Donors
and Acceptors

3.1 Heterogeneous Probe Distributions Induced by Lipid
Nanodomain Formation or Protein Oligomerization

Heterogeneous probe distribution can arise in lipid bilayers in two different ways:
(1) either due to formation of membrane lipid nanodomains to which donors and/or
acceptors have different affinity in comparison with the surrounding nondomain
phase (Sects. 3.2 and 3.3) [16] or (2) because of co-clustering of the donors with the
acceptors (Sect. 3.4). Both cases result in each donor having a different radial
distribution of acceptors around itself, which makes it difficult to derive precise
mathematical formulas describing FRET in such a heterogeneous probe environ-
ment. As will be shown below, this limitation can be effectively circumvented by
analysing FRET using MC simulations, giving rise to a new analytical approach
called MC-FRET. In this approach, MC simulations are used to mimic FRET in the
heterogeneous probe environment and to generate in-silico TRF decay curves that
are compared to the experimental ones in an iterative fashion (Sect. 3.2.1), enabling
to study formation of membrane nanodomains [8, 24] (Sects. 3.2 and 3.3), or
in-membrane oligomerization of proteins (Sect. 3.4).

3.2 The Estimation of Lipid Nanodomain Sizes by MC-FRET

To characterize membrane lipid nanodomains by MC-FRET, the used donor and
acceptor probes need to exhibit a distinct affinity to the nanodomains and the region
outside of them. In such case, the shape of TRF decays of the donors in the presence
of acceptors will be influenced by the size, surface density and inter-leaflet organi-
zation of the nanodomains. All of these parameters can be estimated by
MC-FRET [17].

To characterize the probe affinity towards nanodomains it is convenient to
introduce a distribution constant for donors, KD(D), or acceptors, KD(A), as
KD(D/A) ¼ C(D/A inside of a domain)/C(D/A outside of a domain) between the
nanodomains and the region outside of them with the help of donor/acceptor surface
concentrations inside (C(D/A inside)) or outside (C(D/A inside)) of the
nanodomains, respectively. The following situations may arise: Case 0): KD(D) ¼ 1
and KD(A) ¼ 1. Consequently, the probes are distributed homogenously across the
entire lipid bilayer regardless of the presence of nanodomains (Fig. 1a). Such a
situation does not allow for the detection of nanodomains using MC-FRET. Case I)
KD(D) > 1 and KD(A) > 1, implying that both donors and acceptors accumulate
inside of the nanodomains (Fig. 1b). Such a spatial accumulation of the probes
decreases the average distance between the probes and leads to enhanced FRET
efficiency and faster relaxation of donors into the ground state (Fig. 1e) as compared
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to the homogeneous probe distribution (Case 0, Fig. 1a). Case II) KD(D) > 1 and
KD(A) < 1 or KD(D) < 1 and KD(A) > 1, which results in the accumulation of
donors and acceptors in distinct bilayer regions, and consequently spatial separation
of donors from acceptors (Fig. 1c). Such a probe distribution yields a lower FRET
efficiency and slower relaxation kinetics in comparison with Case 0 (Fig. 1e). And
finally, Case III) KD(D) < 1 and KD(A) < 1. Since both donors and acceptors are
excluded from nanodomains in this case, the efficiency of FRET will be increased,
and the relaxation kinetics accelerated in comparison with homogenous probe
distribution.

3.2.1 Workflow of MC-FRET for the Nanoscopic Characterization
of Nanodomains

The MC-FRET analysis is based on fitting experimental TRF decays by the decays
generated by MC simulations and follows the basic scheme depicted in Fig. 2. The
entire procedure starts by generation of a defined number of nanodomains on the
bilayer surface. The nanodomains are assumed to be circular in shape, uniform in
size, perfectly registered across the two bilayer leaflets and are characterized by the
nanodomain radius, hRi, and their surface density, hAi. In the next step, donors and
acceptors are distributed between the nanodomains and the remaining bilayer part
according to their KD(D) and KD(A). The total number of acceptors that enters the
simulation is estimated on the same sample prior to nanodomain formation by FRET
(see the Baumann-Fayer model (B.-F.) presented in Sect. 2). Then, a donor is
randomly excited, and the time Δti at which energy transfer takes place calculated
according to Δti¼ � ln γ/Ωi, where γ is a randomly generated number between 0–1
and Ωi is the overall energy transfer rate.

In the case of a randomly excited donor in the presence of multiple acceptors, Ωi

can be expressed as the sum of the rates between the donor and each of the acceptors:

Ωi ¼ 1
τDh i

j

R0

Rj

6

: ð6Þ

Here, j goes through all acceptors in the system and R0 stands for the Förster
radius. For the sake of simplicity, the distance Rj between the i-th selected donor and
the acceptors is evaluated only for the acceptors that are closer than the cut-off
distance Rc (10R0); the acceptors behind that cut-off are treated as a continuum:

Ωi ¼ 1
τDh i

j

R0

Rj

6

þ 0:5� C2 � R0

Rc

4

, for j, where Ri � Rj

� 10R0: ð7Þ
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The outcome of each simulation step is the time interval Δti between the excita-
tion and energy transfer event. By constructing a histogram of Δti intervals, the total
survival probability function GTOT(t) is obtained, and the simulated decay of the
donors quenched by the acceptors FDA(t) calculated FDA(t) ¼ GTOT(t)FD(t). The
simulated decay is fitted to the experimental one by varying the input simulation
parameters, i.e., the domain radius hRi, the area fraction occupied by the domains
hAi, and KD(D/A).

Fig. 2 A workflow of an MC-FRET simulation yielding the optimized nanodomain radius, the
total area occupied by the nanodomains and optionally the distribution constants KD(D), KD(A)
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3.2.2 What Nanodomain Sizes Can Be Resolved by MC-FRET? [18]

Nanodomains can be detected by MC-FRET only if their formation influences the
shape of TRF decays of the donors quenched by acceptors. Thus, to characterize the
resolution of MC-FRET it is convenient to introduce a parameter RES, defined as

RES ¼ 1
n

n

i¼1

abs FDA,homo tið Þ � FDA,hetero tið Þð Þ
FDA,homo tið Þ 100: ð8Þ

This parameter quantifies the difference between the TRF decay recorded in the
absence of nanodomains, FDA, homo(ti), where probes are distributed homoge-
neously, and the decay recorded in the presence of nanodomains, FDA, hetero(ti),
where, in contrast, the probes are distributed heterogeneously. With the help of this
parameter, the resolution of MC-FRET can be characterized as follows:
(1) RES � 10% (red colour on the colormap bar of Fig. 3), yielding very similar
TRF decays for the homogeneous and heterogeneous probe distributions. At the
same time, this parameter value corresponds to the change in the steady-state
intensity of donors, hFDA, heteroi/hFDA, homoi, and the average fluorescence lifetime,
hτDA, heteroi/hτDA, homoi, of less than 10%. Such conditions are unfavourable for the
characterization of nanodomains by MC-FRET. (2) RES 2 (10; 20i% (yellow colour
on the colormap bar of Fig. 3), enabling the detection of nanodomains by MC-FRET.
This parameter value is accompanied by the change in hFDA, heteroi/hFDA, homoi by
more than 10% and the change in hτDA, heteroi/hτDA, homoi that does not exceed 10%.
(3) RES 2 (20; 30i% (green colour on the colormap bar of Fig. 3), yielding clearly
distinct TRF decays. This parameter value results in the change of hFDA, heteroi/hFDA,

homoi of up to 20% and the change in hτDA, heteroi/hτDA, homoi that is above 10%.
(4) RES 2 (30; 60i% (cyan colour on the colourmap bar of Fig. 3), leading to the
change in hFDA, heteroi/hFDA, homoi of up to 40% and the change in hτDA, heteroi/hτDA,
homoi of more 10%. (5) Finally, if RES > 60% (blue colour on the colormap bar of
Fig. 3), hFDA, heteroi/hFDA, homoi > 30% and hτDA, heteroi/hτDA, homoi > 20%.

To calculate the parameter RES by Eq. (8), we generated the TRF decays for the
homogeneous, FDA, homo(ti), and heterogeneous, FDA, hetero(ti), probe distributions
assuming various hRi, hAi, KD(D) and KD(A). The parameter RES is plotted for
Cases I, II and III as a function of hRi and hAi in Fig. 3. A careful inspection of the
figure reveals that in case of an extremely high probe affinity to either the
nanodomains or the region outside of them (characterized by KD(D/A) ¼ 1000 or
KD(D/A) ¼ 1/1000) the resolution of MC-FRET is excellent for most combinations
of hRi and hAi. An exception represents a relatively narrow region defined by
hRi 2 h5; 20i nm and hAi 2 h1; 15i % for KD(D/A) ¼ 0.001. To identify the Case
that provides the best resolution, we generated the diagrams for KD(D/A) ¼ 10 or
KD(D/A)¼ 1/10, respectively (Fig. 3). Based on this comparison, Case II (KD(D)> 1
and KD(A) < 1) performs the best, followed by Case I (KD(D) > 1 and KD(A) > 1),
whereas Case II (KD(D) < 1 and KD(A) < 1) performs the worst. Most important of
all, even such low and physically realistic KD(D/A) values provide sufficient
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Fig. 3 The resolution of MC-FRET in the detection of membrane nanodomains as a function of the
nanodomain radius and the fractional area occupied by the nanodomains shown for various
KDs. The resolution is characterized by the parameter RES defined in the text. (a) KD(D) ¼ KD(A),
(b) KD(D)� 1 and KD(A)� 1. (c, d) Time-resolved fluorescence decays for a homogeneous bilayer
and the bilayer containing registered nanodomains characterized by RES ¼ 19.5% (c) and
RES ¼ 83.8% (d). The decays were extracted from the positions in the resolution diagram depicted
by solid red squares
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resolution for all cases. Although by approaching the KD(D/A) values even closer to
one (KD(D/A) ¼ 2 or KD(D/A) ¼ 1/2) the resolution of MC-FRET continues to
decline significantly (Fig. 3), Case III still offers a satisfactory resolution as opposed
to Cases I and II.

Overall, the results presented so far show that choosing the right donor–acceptor
pair is essential to achieve the best possible resolution. Therefore, we compiled a
table that summarizes such donor–acceptor pairs, which, to the best of our knowl-
edge, have so far been used in the detection and characterization of both micro- and
nanodomains of different features (Table 1). It follows from the table that although
there exist enough fluorescent probes that spontaneously localize both inside and
outside the domains, fluorescent probes having a considerable affinity for the
domains (KD � 10) are essentially non-existent. According to our knowledge, the
highest affinity exhibits headgroup-labelled gangliosides (KD � 20) frequently used
in our laboratory [8, 17, 25] or tryptophan labelled peptide GWALP23 (KD ¼ 13)
[26]. On the contrary, plenty of probes excluded from the domains are available
(Table 1). Most importantly, probes that have a modest affinity for the domains
(KD � 10) or the region outside them (KD � 0.1) are sufficient for MC-FRET, and a
satisfactory number of such probes have been characterized so far (Table 1).

3.3 Resolving Inter-Leaflet Coupled from Inter-Leaflet
Independent Nanodomains by MC-FRET

Thanks to energy transfer that occurs not only within one bilayer leaflet but also from
one leaflet to the other one, the measured FRET efficiency will also depend on the
mutual organization of the nanodomains in the lower and upper leaflets [36]. Thus,
MC-FRET, in contrast to other fluorescence approaches, offers excellent axial
resolution and can be used to study inter-leaflet organization of nanodomains
[17]. In principle, the following scenarios may arise (Fig. 4): (1) Nanodomains are
perfectly registered across the bilayer leaflets (Fig. 4a), (2) the nanodomains in the
upper and lower leaflets are independent from each other (Fig. 4b) and
(3) nanodomains are anti-registered (Fig. 4c). In this case, the nanodomains in the
two leaflets avoid each other, and thus, the nanodomains in the upper leaflet cannot
occupy the lateral positions that have already been taken by the nanodomains in the
lower leaflet, and vice versa. To identify the most likely scenario, the experimental
TRF decays are fitted by the decays generated for the scenarios 1–3. As the most
probable is classified the scenario that provides the best fit and the lowest value of the
chi2 parameter. Since the resolution of MC-FRET depends significantly on the
extent to which the decays for scenarios 1–3 differ, it can again be characterized
by means of the parameter RES. The parameter, however, is now defined as
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RES ¼ 1
n

n

i¼1

abs FDA,REG tið Þ � FDA,ANTI=INDEP tið Þ
FDA,REG tið Þ 100 ð9Þ

Thus, RES expresses the difference between the TRF decay for the registered,
FDA, REG(t), and either the anti-registered, FDA, ANTI(t), or independent, FDA,

INDEP(t), nanodomains.
In analogy to the cases discussed above, the MC-FRET resolution improves,

i.e. the RES values increase, as the probe affinity to one of the phases increases
(Fig. 5). Case II (KD(D)> 1 and KD(A)< 1) appears again to be the most robust one,
exhibiting reasonable resolution for a wide range of KD(D/A) values. If
KD(D) ¼ KD(A) (Cases I and III), a higher probe affinity is generally required to

Fig. 4 Schematic planar projection of the simulated lipid bilayer containing: (a) perfectly regis-
tered; (b) independent and (c) anti-registered nanodomains. KD(D), KD(A) ¼ 1,000. The blue line
indicates the boundaries of the basic simulation box
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achieve a similar resolution as for Case II. Both Case I and III achieve the worst
resolution for the nanodomains with hRi � 7 nm and hAi � 10%, which is
compensated by a reasonable resolution for the remaining hRi and hAi if KD(D,
A) � 10 or KD(D, A) � 1/10. Overall, the performed analysis identifies Case I as the
worst one, yielding at relatively high KD(D/A) ¼ 10 a relatively low RES � 20
followed by Case III and Case II. Nevertheless, even the least favourable Case I can
be used successfully. In Vinklárek et al. [17] we used headgroup-labelled ganglio-
sides GM1 (KD(D, A) � 20) to provide the first experimental evidence that lipid
nanodomains of the sizes between 10 and 160 nm formed at various lipid ratios of
1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), cholesterol, sphingomyelin
(SM) and oxidized lipids (1-palmitoyl-2-(50-oxo-valeroyl)-sn-glycero-3-
phosphocholine (POVPC) and 1-palmitoyl-2-glutaryl-sn-glycero-3-phosphocholine
(PGPC)) are inter-leaflet coupled. Recently, we used the same fluorescent probes to
show that GM1, GM2 and GM3 ganglioside nanodomains (hRi 2 h7; 120i nm and
hAi 2 h38; 61i %), with the actual hRi and hAi parameters depending on the

Fig. 5 The potential of MC-FRET to resolve anti-registered/independent from registered
nanodomains as a function of the nanodomain radius and the area occupied by the nanodomains.
(a) KD(D) ¼ KD(A), (b) KD(D) � 1 and KD(A) � 1
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membrane lipid composition, are also inter-leaflet coupled [25]. Despite these few
pieces of evidence, it remains largely unclear to what extent the registration of
nanodomains is universal.

3.4 Quantifying Protein Dimerization by MC-FRET

Despite numerous advances in fluorescence lifetime microscopy, characterization of
protein interactions in the membranes of living cells by FRET remains challenging.
Consequently, affinity parameters such as dissociation constants for membrane
protein dimerization are usually obtained only for purified recombinant proteins.
They are usually in the form of detergent micelles or at best reconstituted to a simple
model membranes. Both the systems are far from the native environment that may
also participate in the dimerization.

The ability of FRET to deliver quantitative information is restricted to the bilayers
that are perfectly planar, allowing for lateral protein surface concentration to be
determined accurately. One of such systems are Giant Plasma Membrane Vesicles
(GPMVs). Intrinsically, GPMVs represent a planar membrane system containing
varying concentrations of various membrane proteins at the conditions closest to live
cells. Quantitative FRET has been used on GPMVs for the first time by Chen and
Sarabipour [37, 38]. Below, we are going to show how MC-FRET can be used to
quantify protein dimerization in the membranes of GMPVs.

3.4.1 Workflow of MC-FRET for the Quantification of Protein
Dimerization

The workflow of an MC-FRET simulation addressing protein–protein interactions is
similar to that one previously described for nanodomains (see Sect. 3.2.2). In brief,
the protocol requires the information about the concentrations of donor and acceptor
labelled proteins, which, as shown later in Sect. 3.4.2, can be obtained directly from
an MC-FRET experiment by an initial calibration. In the next step, the initial number
of protein monomers and dimers in the simulation box (with the size of
100R0 � 100R0) is calculated. This is achieved by assuming a starting value of the
dissociation constant Kd (Kd ¼ C2

monomer=Cdimer ), where C stands for surface con-
centrations and the closest protein–protein distance L0. Afterwards, monomers and
dimers are generated on the bilayer surface, and by following the previously
described working scheme (see Fig. 2 and Sect. 3.2.2), the simulated decay is
computed. Kd and L0 are optimized until the global minimum in the difference
between the measured and simulated TRF decay has been reached. Alternatively,
instead of the TRF decays, FRET efficiencies η can be used to optimize Kd and L0. In
this case, η depends on the quantum yields of donors in the presence, QDA, and
absence QD of acceptors:
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η ¼ 1� QDA

QD
, ð10Þ

And thus in combination with Eqs. (6) and (7), we get:

QDA

QD
¼ 1

M
lim

M!1
1þ

j

R0

Rj

6 �1

, ð11Þ

And

QDA

QD
¼ 1

M
lim

M!1
1þ

j

R0

Rj

6

þ 0:5� C2 � R0

Rc

4 �1

, for j, where Ri � Rj

� 10R0:

ð12Þ

where M runs over all random excitations and over all configurations of the given
number of monomers and dimers.

In the case of the TRF decay analysis, measurement on a single GPMV provides
us with enough data for the comparison with the simulation. When using efficien-
cies, number of GPMVs needs to be examined to obtain enough data to be simulated.
(How many depends on the precision of the FRET efficiency determination.)

3.4.2 Determination of Donor and Acceptor Surface Concentrations

The success of MC-FRET analysis relies fundamentally on precise determination of
the surface concentration of proteins C. More specifically, the analysis requires the
following parameters to be determined accurately: (1) the number of membrane
proteins in the defined area and (2) the size of that area (to calculate C ¼ number of
membrane proteins in the area/the size of that area). In the native cellular mem-
branes, it is almost impossible to determine the latter parameter accurately by
fluorescence microscopy, as the membrane forms many inter-membrane contacts,
lamellae, etc., which are far beyond optical resolution. Therefore, the work on
GPMVs, composition-wise, the closest model system of a native biological mem-
brane that are flat on the micrometre scale, appears inevitable [38]. Yet, it still
represents a challenge. In our laboratory, we use fluorescence correlation spectros-
copy (FCS) in the way depicted in Fig. 6.

1. Determination of the number of proteins in the confocal spot
FCS allows for very precise determination of the number of molecules in the

area illuminated by a tightly focussed laser beam [39]. This can be achieved by
measuring temporal autocorrelation functions (ACFs) of the fluctuations in fluo-
rescence intensity, which contain information about the number of fluorescent
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particles (either FP-fused proteins or labelled lipids) and their dynamics in the
confocal spot. As shown in Fig. 6a, the amplitudes of ACFs are inversely
proportional to the number of diffusing fluorescent particles.

2. Determination of the size of the confocal spot
The profile of the laser light projected on a planar membrane has a 2D

Gaussian shape. To estimate the effective size of the beam which FCS counts
fluorescent molecules from, one can make use of FRET and Baumann-Fayer
model (introduced earlier in Sect. 2) applied to the FRET data acquired in the
identical membrane as FCS (ideally the FCS and FRET analysis can be done on
the identical dataset). The B.-F. model provides information about the surface
concentration of homogeneously distributed, non-interacting acceptors. This
concentration can be converted into the FCS-relevant beam size by using infor-
mation about the number of acceptors in that spot (see step i)). The B.-F. model
can be used only for the homogeneously distributed donors and acceptors that in

Fig. 6 Determination of the
protein surface
concentration. (a)
Determination of the
number of fluorescently
labelled lipids within the
confocal spot by FCS. (b)
Determination of the surface
concentration of
homogeneously distributed
lipids by FRET. (c) Relating
mean equatorial
fluorescence intensity of
fluorescently labelled
proteins to their surface
concentration
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addition fulfil the requirements on dynamics and isotropy. As this is not the case
of FPs, in our laboratory, we determined the effective beam size using a pair of
non-interacting headgroup-labelled lipids (ATTO488-DOPE and ATTO647N-
DOPE) in a fully artificial system of giant unilamellar vesicles (GUVs) [21]. Over-
all, this calibration yields the effective diameter of the illuminated area: d ¼
0:61 � λ

NA
, where λ stays for the wavelength of the excitation light and NA is the

numerical aperture of the objective (Fig. 6b), and represents a powerful approach
that provides geometrical characteristics being fully independent of the used
fluorescence moiety.

3. Determination of protein surface concentrations from equatorial intensity
MC-FRET experiments are often performed at high loads of acceptor labelled

proteins where FCS cannot be applied. Therefore, as shown on Fig. 6c, it is
beneficial to construct a calibration curve for the dependence of the mean
equatorial fluorescence intensity on the protein surface concentration. By linear
extrapolation of this dependence to higher surface concentrations, one can easily
calculate (just by measuring the equatorial intensity without the need to employ
FCS for each individual GUV) the protein surface concentration of an examined
GPMV. Such a calibration dependence can be acquired either directly on GPMVs
by varying the amount of plasmid DNA that encodes the protein of interest used
for the transfection of cells, or, alternatively, isolated FPs (without the protein of
interest) can be attached to the surface of GUVs doped with DGS-NTA(Ni) lipids
via His-tag in large range of surface concentrations.

3.4.3 Dealing with Kappa Squared (κ2)

The dynamic limit conditions considered so far are based on the assumption that
donor and acceptor molecules rotate fast as compared to the donor fluorescence
lifetime and their respective transition dipoles can sample the entire rotational space.
It is, however, unclear to which extent this stringent assumption holds for barrel-
shaped fluorescence proteins attached to the membrane of GPMVs (Fig. 7a, b). The
theory of FRET accounting for slow and hindered dipole reorientations is funda-
mentally different as the distribution of distinct dipole orientations have to be taken
into account [22, 40]. Recently, we have shown that, even in this case, the formalism
introduced for the dynamic and isotropic regime can be used successfully [21].

Under the dynamic limit conditions, the value of κ2 equals 2/3. In our work, we
optimized the value of κ2 by correcting the value of experimentally determined R0

for the used donor–acceptor pair. R0 depends on κ2 according to R0 	 κ
1
3. Thus, the

similarity between the experimentally determined and corrected value (R0,corr) of R0

reports on to what extent our assumptions about dynamic and isotropic chromophore
reorientations hold.

More specifically, we prepared GUVs consisting of POPC and 5 mol% of
DGS-NTA(Ni) and attached to them fluorescently labelled fusion proteins
containing a His-tag (Fig. 7a, b). We systematically varied the concentration of
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acceptor proteins while keeping the concentration of donor proteins constant, and we
recorded both the TRF decays and the fluorescence intensity in the equatorial plain
of GUVs in both fluorescence channels. In this way, we could estimate the surface
concentration of donor and acceptor proteins and the efficiency of FRET for each
GUV. The efficiency of FRET is estimated by fitting the TFR decays by a sum of
exponentials and using the following relationship

η ¼ 1�
i
ADAiτDAi= i

ADiτDi: ð13Þ

Here, (ADi and τDi) or (ADAi and τDai) are the preexponential factors and individ-
ual lifetime components in the absence or presence of acceptors [41].

As shown in Fig. 7c, d, we employed MC-FRET to generate both the FRET
efficiencies η and the corresponding donor fluorescence decays FDA for a set of
different R0 and compared those with the experimental data by minimizing the mean
square displacement MSD. Whereas in the case of η generation MSD ¼
1=Nð Þ N

i¼1 ηi measured � ηi simulatedð Þ2 , and i runs over all GUVs that have been

Fig. 7 Determination of the corrected Förster radius, R0,corr. (a) Membranes of GUVs with
reconstituted GFP (green) and mCherry (red) fluorescent proteins. (b) The non-interacting fluores-
cent proteins are attached to the membrane surface by the bond between DGS-NTA(Ni) (tag in the
membrane) and His-tag (tag in the protein). (c, d) Determination of R0,corr by measuring (c) the
efficiency of FRET or (d) TRF decays (grey line), respectively, for various concentrations of
acceptors. The MC-FRET simulations were carried out for a set of distinct R0 values and the
resulting dependences were compared with the experimental data (in black) by minimizing the
mean square displacement (MSD) values (inset)
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measured, in case of FDA generation MSD ¼
1=Nð Þ N

i¼1 FDA,i measured � FDA,i simulatedð Þ2 and i runs over all TCSPC channels.
The best match between the simulated and experimental data was found for R0,corr

in the range 50–58 Å. Of note, it was not necessary to optimize the closest distance
between the two fluorophores (set to 30 Å) because the range of physically accept-
able values was narrow and its impact on the results was insignificant [21].

Interestingly, we performed the experiment for different lengths of the linker
between the fusion protein and the His-tag and found that there was no significant
dependence of the FRET efficiency on the linker length [21]. The comparison of R0,

corr with R0 ¼ 52 Å determined for dynamic isotropic conditions shows that the
behaviour of the used donor/acceptor pair is well described by the formalism used.
Of course, this does not mean that the chromophores of the investigated proteins
behave as fast isotopically rotating dipoles. Instead, it suggests that the herein
presented analysis is accurate enough for solving the dimerization issues that are
geometrically resembling the system used here. This is of particular importance
when protein–protein interactions in the membrane are studied (see the following
Sect. 3.4.4).

3.4.4 Dimerizing and Non-dimerizing Membrane Proteins

Figure 8 shows a demonstrative example using two distinct membrane localized
proteins: RHBDL2, a human rhomboid protease, which stays in its monomeric form
[21, 42] (Fig. 8a), and the human glutamyl carboxypeptidase II (GCPII) that strongly
dimerizes in the membrane via its extracellular interface [21, 43] (Fig. 8b). In both
the cases, we have co-transfected HeLa cells with eGFP and mCherry fusions to the
investigated proteins and formed GPMVs from these cells as described elsewhere
[44, 45]. In line with what has been already described in the above paragraphs, we
recorded TRF decays and fluorescence intensity in the equatorial plane, estimated
the surface concentration of the green and red labelled proteins and performed the
MC-FRET analysis.

In this analysis (see also Sect. 3.4.1), either the experimentally determined FRET
efficiency measured on an ensemble of GPMVs is fitted to the simulated FRET
efficiency (Fig. 8c, e), or, alternatively, an experimental TRF decay is fitted to those
generated by MC-FRET (Fig. 8d, f). In both cases, L0 – the closest protein–protein
distance, related to the excluded surface, and Kd – the dissociation constant – were
optimized and, importantly, both approaches provided similar results (Fig. 8g, j).
While for RHBDL2, we did not see any sign of protein dimerization at the concen-
trations achievable by overexpression from transfected plasmids, for GCPII, dimers
were detected even at the lowest protein surface concentrations used.

Altogether, efforts to characterize membrane proteins by thermodynamic param-
eters directly in native membranes have been made by us and others. The quantifi-
cation, however, depends crucially on the determination of lateral protein
concentrations. This can be sufficiently done only in limited number of cases as
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even the plasma membrane turns out to be too ruffled for area determination.
Eventually, the experiments had to be carried out in GPMVs, model membranes
that are compositionally closest to the native ones. These attempts however revealed
important considerations that have to be made when membrane protein oligomeri-
zation is addressed even if the quantification is not the main goal. Firstly, as the
FRET read-out is almost always present in the 2D systems, a negative control of a
similar acceptor expression is essential for drawing conclusions. Secondly, the
membrane attached FPs behave as if they were in the isotropic, dynamic regime.
Moreover, we do not see any linker length dependence. Therefore, in planning the
FRET experiment, there is no need to be overwhelmingly cautious about these
aspects.

Fig. 8 Quantification of protein dimerization by MC-FRET. (a, b) A schematic drawing of (a) a
non-dimerizing protein RHBDL2 and (b) a dimerizing protein GCPII. (c, e) Experimentally
determined FRET efficiencies measured on individual GPMVs (black squares) versus FRET
efficiencies computed by MC-FRET (orange squares) using as the input simulation parameters
the optimal Kd and L0 values plotted as a function of the acceptor concentration for (c) RHBDL2
and (e) GCPII. Red line is only intended to guide reader’s eyes. (d, f) An experimental TRF decay
(black line) versus a TRF decay generated for the optimal Kd and L0 parameters (orange line) at
given donor/acceptor concentration shown for a selected GPMV containing (d) RHBDL2 or (f)
GCPIIGCPII, respectively. (g–j) MSD maps (i.e. 2D plots of MSD as a function Kd and L0
parameters) generated by MC-FRET for the GPMVs containing (g, h) RHBDL2 or (i, j)
GCPIIGCPII, respectively. MSD was calculated both by means of the FRET efficiencies (panels
g and i) and TRF decays (panels h and j; see also the text for more details)
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4 Conclusions

In summary, recent advances in fluorescence microscopy and spectroscopy have
enabled to characterize organization of lipids and proteins in plasma membranes and
their models with great spatiotemporal resolution. One of these techniques is the
recently developed MC-FRET method, which can, by using standard fluorescence
lifetime microscopy equipment and analysis tools based on Monte-Carlo simula-
tions, (1) detect nanoscopic heterogeneities formed in lipid bilayers, (2) determine
their sizes with the sensitivity down to only a few nanometres in radius, (3) quantify
their membrane surface coverage and (4) characterize their mutual inter-leaflet
organization. Moreover, it can also be used to study protein dimerization in the
membrane by quantifying the dissociation constant for dimerization. Overall, the
method reaches a nanometre resolution in all three directions, and thus offers an
effective tool in the field of membrane biophysics.
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Abstract The past two decades have seen a substantial leap forward in our under-
standing of intrinsically disordered proteins, in terms of both thermodynamics and
dynamics, but also in terms of structural ensembles. From understanding the prin-
ciples and biological importance of their solvent pliability up to characterizing their
dynamics including an identification of the molecular origins of internal friction,
single-molecule FRET experiments have been an important driver of this progress.
By now, the methods and analysis tools in single-molecule FRET have grown to an
extensive toolbox that allows a straightforward comparison of experiments with
analytical theories and results of molecular simulations. This chapter summarizes the
technologies behind single-molecule FRET experiments and molecular simulations
together with the key findings on intrinsically disordered proteins.
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Keywords Intrinsically disordered proteins · Molecular simulations · Protein
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1 Introduction

It often takes time for discoveries to settle in. After the first findings that proteins do
not necessarily fold for function, intrinsically disordered proteins (IDPs) and intrin-
sically disordered regions (IDRs) changed our structure-based view on how proteins
interact [1]. While initially being identified as “nasty” flexible extrusions of proteins
that notoriously escaped X-ray structure determinations, we now know that IDRs
and IDPs longer than 30 amino acids compose nearly 30–44% of the human
proteome [1, 2] with functions as diverse as those of classical proteins. As fascinat-
ing this discovery has been, our understanding of the “why” and “how” is only
slowly emerging. Why have IDPs evolved? How do they combine specificity and
affinity without forming structured complexes? What evolutionary advantage do
IDPs offer compared to folded proteins? In fact, prokaryotes that are nearly void of
IDPs also populated our planet successfully. Answers to these questions are pending
and it seems questionable whether they will ever be obtained in detail. IDPs (here
synonymously also for IDRs) form molecular complexes upon binding to other
proteins, DNA, RNA, or small molecules, but contrary to most folded proteins,
IDPs are often multi-functional, which enables them to form hubs in protein inter-
action networks [1, 3, 4]. Similar to folded proteins, they are often chemically
modified via post-translational modifications and their degradation rates in cells
are substantially increased compared to folded proteins [5]. While some of these
features, e.g., high turnover rates or efficient post-translational modifications, are
explained by the lack of stable structures, their ability to interact with a multitude of
different ligands [1, 3] is more difficult to understand. Although some IDPs indeed
fold upon binding to ligands, thus forming specific binding interfaces in folding-
coupled binding reactions, folding is not necessary for binding and specificity
[6]. For instance, an extremely flexible protein complex bare of structure is formed
between the two IDPs Prothymosin α and Histone H1 [7]. Other examples of high-
affinity complexes that retain a large degree of disorder include the RNA-chaperone
NCD and nucleic acids [8], Sic1 and Cdc4 [9], the Na+/H+ exchanger tail and ERK2
[10], nucleoporin tails and nuclear transport receptors [11], and the cytoplasmic tail
of E-cadherin and β-catenin [12].

Clearly, structure determinations based on X-ray or cryogenic electron micros-
copy (cryo-EM) do not provide detailed information about this enormous flexibility
such that mainly four methods have been used in the past to characterize the behavior
of IDPs: NMR (nuclear magnetic resonance), SAXS (small-angle X-ray scattering),
SANS (small-angle neutron scattering), and fluorescence-based methods, particu-
larly single-molecule Förster resonance energy transfer (smFRET). In fact, the past
two decades have seen an overwhelming number of studies in which smFRET
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approaches provided insights into the physical principles that dictate the behavior of
IDPs and unfolded proteins such as their environmental sensitivity [13–32] and their
dynamics [23, 33–37].

Here, we discuss some of the common smFRET methods used to characterize the
size and the dynamics of IDPs. Our particular goal is to discuss the principles behind
dynamic smFRET approaches and how they can be linked to analytical and numer-
ical models of IDPs and unfolded proteins. Given the excellent introduction into the
principles of FRET in Chapter “Laboratory instrumentation”, we will not repeat the
basic theory to avoid redundancy. We start by introducing technical aspects of
smFRET experiments in Sect. 2, followed by a discussion of findings, theories,
and simulation approaches to characterize IDPs using smFRET experiments (Sect.
3). In Sect. 4, we discuss smFRET methods and analytical theories used to study the
dynamics of IDPs.

2 Technical Aspects of smFRET Experiments

2.1 Confocal smFRET Experiments

Before we discuss how exactly smFRET experiments help to characterize IDPs, we
would like to remind the reader of a few technical aspects of single-molecule
spectroscopic techniques. Based on the instrumentation, single-molecule experi-
ments can roughly be divided into two categories: camera-based and confocal
experiments. Camera-based imaging experiments offer the advantage to observe
many surface-tethered molecules simultaneously. Yet, the time-resolution of such
experiments is in the order of 1–10 ms, depending on the camera used (sCMOS or
EM-CCD), which is insufficient to capture the very fast sub-microsecond dynamics
of disordered proteins. Hence, most insights into IDPs and their behavior were
obtained with confocal microscopes that offer a much higher time-resolution. With
the development of detectors with high detection efficiencies (SPADs –
single-photon avalanche detectors) and single-photon counting devices [38, 39],
the time-resolution of confocal smFRET experiments is only limited by the counting
precision of a few picoseconds. The design of a confocal microscope is rather simple
(Fig. 1a). An excitation laser is focused through an objective of high numerical
aperture (NA) to a diffraction limited spot whose diameter is given by d = λ/2NA.
Since typical numerical apertures are in the order of 1.35–1.45, the confocal spot size
is in the order of several hundreds of nanometers, i.e., small compared to many
cellular structures, but very large compared to the size of proteins (2–5 nm) (Fig. 1b).
The fluorescence of an emitter in the confocal spot is collected via the same
objective, imaged on a pinhole to remove out-of-focus fluorescence, before it is
directed onto a SPAD. Clearly, smFRET experiments with two colors (donor and
acceptor) require two detectors and often even four detectors are being used to obtain
information about the rotational degrees of freedom of protein-attached dyes in
fluorescence anisotropy single-molecule measurements.
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In the past, most smFRET experiments on IDPs and unfolded proteins were
performed with freely diffusing molecules. These types of experiments are relatively
easy to realize and typically capture timescales from hundreds of picoseconds (the
rotational motions of dyes attached to a protein) up to several milliseconds. The raw
data of these experiments are photon traces that contain the arrival times of photons
on the detectors (Fig. 1c). The construction of FRET histograms therefore requires
an identification of the photons that were emitted by a molecule while it was
diffusing through the confocal spot, thus resulting in a burst of photons. In addition,
these raw photon counts have to be corrected for a number of experimental imper-
fections. Importantly, state-of-the-art burst-search algorithms already take these
corrections into account [30, 41], which minimizes the risk of biasing the distribu-
tion of FRET efficiencies.

Fig. 1 The principle of confocal single-molecule FRET experiments. (a) Scheme of a confocal
microscope. Excitation light (blue) from a laser is focused via an objective into the sample solution.
Fluorescence photons from the sample are collected via the same objective, filtered, imaged on a
pinhole, and finally recorded with single-photon avalanche detectors (SPADs). (b) The confocal
volume created by the objective has a higher intensity in the center (blue) and lower intensity at the
periphery [40]. The diffusion time of molecules through this volume is in the order of a millisecond.
(c) Example of the raw data of a smFRET experiment. Molecules diffusing in and out of the
confocal volume cause bursts of donor and acceptor photons in the time trace, which is shown here
at a low resolution of 1 ms (upper panel). At higher time-resolution (0.1 μs), individual photons can
be distinguished in the time trace (lower panel). The identification of bursts is based on a threshold
of inter-photon times
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2.2 Correction Parameters in smFRET Experiments

In the following, we describe the correction of FRET values for two-color FRET
experiments. However, the correction methods are general and also applicable to
multi-color experiments. To determine correct FRET efficiencies (E) in a smFRET
experiment with the channels 1 (acceptor) and 2 (donor), the raw photon counts (n1
and n2) of an individual molecule have to be corrected by the differences in
brightness of the two dyes, cross-talk between the channels, background photons,
and direct excitation of the acceptor at the wavelength used to excite the donor. Two
main approaches are currently being used for these corrections: the determination of
correction factors in separate experiments [30, 42, 43] and the determination within
the same experiment [44].

Let us start with the separate-sample method. Here, the correction parameters are
determined from two separate samples of the donor and acceptor dyes in which their
concentrations are adjusted such that both samples have an absorbance of 0.1 at the
wavelength of the donor excitation laser [42]. The fluorescence signal of both
samples after donor excitation will then be measured in channel 1 and 2, and three
correction factors can be determined: γ which accounts for the different detection
probabilities of photons from the two dyes, β21 and β12, the leakage of donor photons
from channel 2 into the acceptor channel 1, and the leakage of acceptor photons
(channel 1) into the donor channel 2, respectively. In addition, the probability α to
directly excite the acceptor dye at the excitation wavelength specific for the donor
can be computed from the extinction coefficients of the dyes at the donor excitation
wavelength (see below). If n1 and n2 are the detected raw photon counts for a
molecule in channel 1 and 2, respectively, and b1 and b2 are the background rates
in both channels (in units of photon/s), the corrected photon counts for acceptor and
donor (n′D, n′A) of this molecule are given by

nA
n ′ D

= 1 - β21
- β12 γ

n1 - b1T
n2 - b2T

and n0A = nA - α n0D þ nA ð1Þ

Here, T is the duration of a burst, which typically is in the order of a millisecond.
As an example, for the frequently used FRET-pair Alexa Fluor 488 as donor and
Alexa Fluor 594 as acceptor, our lab obtained γ = 1.12 ± 0.09, β21 = 0.050 ± 0.003,
and β12 = 0.0021 ± 0.0004 over 5 years with 21 measurements of these correction
factors. As mentioned above, the probability of directly exciting the acceptor dye at
the donor excitation wavelength is given by α = EA/(EA + ED) where EA and ED are the
extinction coefficients of the dyes at the donor excitation wavelength. For the dye
pair mentioned above, one finds α= 0.049. Hence, the correct FRET efficiency of an
identified molecule is given by

Single-Molecule Fluorescence Spectroscopy of Intrinsically Disordered Proteins 407



E=
n0A

n0A þ n0D
: ð2Þ

Importantly, to prevent a bias in sampling molecules with different FRET effi-
ciency, the corrections (Eq. 1) have to be taken into account during the identification
of molecules (bursts) in the raw photon trace. Commonly, bursts are identified from
the measured photon traces following Eggeling et al. [41] and Hoffmann et al.
[30]. If Δti = ti - ti - 1 is the inter-photon time of the i-th photon (Fig. 1c), the
photon is retained if Δti ≤ γjΔtmax, in which Δtmax is an inter-photon time threshold
set by the researcher, typically ~100 μs, and γj is the correction factor of the ith

photon detected in channel j= [1, 2], i.e., γ1 = 1 and γ2 = 1.12 with the definition in
Eq. 1. The algorithm then proceeds to the next photon i + 1, stops after n photons
onceΔti + n> γjΔtmax, and provides the total length of the burst by T= tn - 1- ti - 1.
The photon number in the resulting photon string is now corrected via Eq. 1 using
estimated background rates b1 and b2. The initial guess of b1 and b2 is given by all
detected photons in channel 1 and 2, respectively, divided by the total measurement
time. A burst is finally identified if nA + nD > nT where again, nT is a photon
threshold that has to be set. Based on our experience, the photon threshold to identify
a burst (molecule) is in the order of 30–100 photons in most smFRET experiments.
In the next iteration, the photons belonging to each identified burst are removed from
the photon trace and a new guess for b1 and b2 is computed based on the remaining
photons. Subsequently, the burst search is performed again with updated back-
ground rates. This procedure converges after three iterations to the correct back-
ground rates and a constant number of identified bursts.

The disadvantage of the separate-sample method is that experiments with differ-
ent samples (proteins) might require different correction factors since the quantum
yield of the dyes and therefore γ also depend on the chemical environment. Simi-
larly, experiments at different solvent conditions might change the brightness of
donor and acceptor differently, thus leading to errors in the correct determination of
FRET efficiency if a single set of correction factors is being used. An alternative
method is based on ALEX (alternating laser excitation) [45] or PIE (pulsed-
interleaved excitation) [46] excitation schemes. Here, the donor and the acceptor
are excited in an alternating manner: a period of donor excitation is followed by a
period of acceptor excitation with a second laser (Fig. 2a). If switching between both
excitation sources is much faster than the diffusion of a molecule through the
confocal spot, important additional information can be obtained. For example, by
exciting the acceptor dye directly in a period, molecules that do not contain an active
acceptor due to photo-bleaching or imperfect labeling can be identified and removed
from the further analysis. To this end, a second parameter, the stoichiometry ratio,
defined via
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S=
n0DD þ n0DA

n0DD þ n0DA þ γPIEnAA
, ð3Þ

is computed for each molecule. Here, the first subscript indicates the excitation and
the second subscript indicates the emission, i.e., n′DA indicates the fully corrected
acceptor photons after donor excitation. The parameter γPIE is a correction factor to
account for the different excitation intensities for donor and acceptor. A
two-dimensional plot of S versus E for all identified molecules now provides
valuable information (Fig. 2b). For example, subpopulations of molecules with
different FRET efficiency should show the same stoichiometry ratio if properly
corrected. How is the correction performed? A detailed discussion of the method
can be found in Hellenkamp et al. [44], which summarizes the work by the labs of
Shimon Weiss [45, 47, 48] and Don Lamb [46]. In a first step, molecules are
identified without any correction. A two-dimensional E - S plot of the uncorrected
FRET efficiencies and stoichiometry ratios immediately reveals the acceptor direct

Fig. 2 Pulsed-interleaved single-molecule detection (PIE). (a) Excitation scheme of a PIE exper-
iment. Excitation lasers for donor (blue peaks) and acceptor (red peaks) alternate during the
experiment. Photons after donor excitation (DD or DA) are used to compute FRET efficiencies
whereas photons after acceptor excitation (AA) are used to compute stoichiometry ratios. (b)
Stoichiometry versus FRET maps for a sample containing four populations of molecules: donor-
only molecules (green area), acceptor-only molecules (red area), and two FRET populations (white
area). The maps are shown before (left) and after (right) correction of the photon counts, the FRET
population is at S = 0.5
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excitation probability and the cross-talk probability. For example, the population of
molecules without an acceptor dye, often called donor-only molecules, should show
a true mean FRET efficiency hEi = 0. Yet, due to spectral cross-talk, some donor
photons leak into the acceptor channel and the uncorrected mean FRET efficiency of
the donor-only populations hErawi (only corrected by background) will be located at
hErawi > 0 (Fig. 2b, left). The cross-talk probability is then given by

β=
Erawh i

1- Erawh i : ð4Þ

Similarly, the effect of direct excitation of the acceptor by the donor excitation
laser can be obtained. Acceptor-only molecules should have a mean stoichiometry
hSi = 0. Yet, due to a non-zero chance to directly excite the acceptor with the donor
excitation laser, the uncorrected stoichiometry of acceptor-only molecules is at
hSrawi > 0 (Fig. 2b, left). The acceptor direct excitation coefficient is then given by

d=
Srawh i

1- Srawh i : ð5Þ

Importantly, the quantity d is different from the quantity α used in the separate-
sample method in Eq. 1. However, the two are directly related via

d=
α

1- α
γPIE: ð6Þ

The correction for cross-talk and acceptor direct excitation then gives a partially
corrected acceptor photon number nDA via

nDA = nD1 - βnD2 - dnA1: ð7Þ

Again, the first subscript indicates the excitation source (D-excitation or
A-excitation) and the second subscript indicates the emission, i.e., channel 1 or
2 with channel 1 being the acceptor channel. With the definitions nDD = nD2 and
nAA = nA1, we can now compute stoichiometries and FRET efficiencies corrected for
background, cross-talk, and acceptor direct excitation for each molecule. These
partially corrected stoichiometries (Sp) and FRET efficiencies (Ep) depend on the
true FRET efficiency (E) and the correction factors γ and γPIE via

Ep =
nDA

nDA þ nDD
=

E
E þ 1-Eð Þ=γ and Sp =

nDA þ nDD
nDA þ nDD þ nAA

=
E γ þ 1-Eð Þ

E γ þ 1-Eð Þ þ γ=γPIE
: ð8Þ

From the resulting two-dimensional map (Ep, Sp), we obtain the two missing
parameters γ and γPIE by combining Eq. 8 as

410 H. Hofmann and W. Zheng



Sp =
1

1þ βPIE Ep þ γ- γ Ep
with βPIE =

1
γPIE

: ð9Þ

Here, the bracket h. . .i indicates an average over a subpopulation of molecules.
Eq. 9 defines a curve in the Ep - Sp map that intersects the mean position of a
subpopulation of molecules. Yet, Eq. 9 has two unknown parameters (γ and γPIE),
which means that their determination requires two positions (molecule populations)
in the (Ep, Sp) map. The correction method is therefore only applicable for multi-
modal FRET histograms, i.e., histograms with at least two subpopulations of differ-
ent FRET efficiencies (Fig. 2b). If this is not the case, a separate sample, e.g., a
mixture of double-stranded DNA, labeled with donor–acceptor at different positions
can be used as calibration sample to apply this procedure [44]. Once all correction
parameters have been obtained, the fully corrected photon counts for each molecule
can be obtained using Eq. 1.

3 Single-Molecule FRET: A Blurry Window into Molecular
Disorder

3.1 Compaction and Expansion of Unfolded and Disordered
Proteins Probed with smFRET

Ensemble fluorescence techniques, particularly when combined with fast mixing
such as in a stopped-flow apparatus, provided the first hint that unfolded proteins
compact after quickly diluting out chemical denaturants such as guanidinium chlo-
ride (GdmCl) or urea. Yet, at the time, it was unclear whether these so-called burst
phases in protein folding experiments resembled a non-cooperative compaction of
an unfolded protein or whether it was rather indicative of the fast formation of a
structured, i.e., partially folded intermediate. The first clear indication that the
dimension of an unfolded protein, measured in terms of the distance between
chemically attached FRET donor (D) and acceptor (A) fluorophores, came in 2000
by the group of Shimon Weiss [13]. Using a confocal microscope, the authors
monitored D-A labeled chymotrypsin inhibitor molecules while the molecules
were randomly diffusing through the confocal volume of their microscope. The
experiments revealed a clear bimodal distribution of FRET efficiencies P(E) that
included a peak resulting from folded molecules at high FRET and a peak from
unfolded molecules at lower FRET efficiency. With the FRET efficiency being a
proper molecular reaction coordinate (collective variable) in the sense that it is
related to the distance between donor and acceptor dyes according to
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E rð Þ= R6
0

R6
0 þ r6

: ð10Þ

where R0 is the Förster distance and r is the distance between D and A, the
experiment provided the distribution of folded and unfolded molecules directly,
without requiring fast mixing technologies. Importantly, a change in the concentra-
tion of GdmCl caused a change in the average FRET position of the unfolded peak,
which indicated that the dimension of unfolded polypeptide chains responds to
changing solvent conditions.

Given this result, one is tempted to equate the measured FRET histogram P(E)
with a Boltzmann distribution that reflects a potential of mean force V(E) via
V(E) = - ln P(E). Yet, nothing could be further from the truth. First, the average
time it takes for a nanometer-sized molecule in water to diffuse through the confocal
volume (burst time) is in the order of a millisecond. This means that conformational
rearrangements faster than 1 ms will be averaged such that the resulting FRET
efficiency E for a single molecule is in fact a time-averaged quantity. Second, the
numbers of D- and A-photons (n′D and n′A) are only in the order of ~100, which
causes a substantial uncertainty in the determination of FRET values of individual
molecules. Hence, the width of a FRET-peak is not necessarily related to the width
of the underlying distribution of DA distances. Instead, it is in large parts determined
by shot noise. The expected width of the FRET histogram that results from shot-
noise σnoise can be estimated [49] via

σ2noise = E2 - Eh i2 = Eh i 1- Eh ið Þ n ′ - 1
0 ≤ Eh i 1- Eh ið Þn- 1

T : ð11Þ

Here, n′0 = n′D + n′A is the total number of photons obtained for a molecule, the
bracket h. . .i indicates the average over a population of molecules, and nT is the
photon threshold to identify a molecule. For example, with a typical threshold of
50 photons and a FRET-peak centered at hEi= 0.5, one finds σnoise ≤ 0.07, which is
a substantial contribution to the width of a FRET histogram. In the extreme case in
which the interconversion of different conformations is much faster than the diffu-
sion time of a molecule through the confocal spot, such as for IDPs and unfolded
proteins, shot noise is often the dominating contributor to the width in the FRET
histogram (Fig. 3a).

Contrary to the width, the average position of the FRET distribution hEi contains
distance information, which has been used to quantify the extreme solvent-
sensitivity of unfolded proteins. The first well-studied example of this sensitivity
was given by the Eaton-lab, who demonstrated that the unfolded state of the cold
shock protein (CspTm) compacts dramatically with decreasing concentrations of
GdmCl [14, 50]. These experiments were confirmed with many other unfolded and
disordered proteins in the following years [15–18, 28], indicating that an expansion
or compaction of unfolded proteins with changing solvent conditions is a rather
generic polymer effect. A quantification of this change in dimension in terms of
average donor–acceptor distances is possible by expressing the mean FRET
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efficiency hEi as an average over the conformational distribution P(r) of a polypep-
tide chain according to

Eh i=
L

a
P rð ÞE rð Þdr: ð12Þ

The integration ranges from the closest possible donor–acceptor distance a to the
maximum distance, which for a disordered polypeptide chain is given by its contour
length L= Nb. Here, N is the number of peptide bonds and b is the distance between
two consecutive Cα-atoms (b = 0.38 nm). Clearly, the distribution P(r) cannot be
recovered solely from the mean FRET efficiency hEi such that suitable analytical
models for P(r) are required to extract distance information. A variety of models
have been used in the past [23], the simplest of it being the Gaussian chain model
given by

P rð Þ= 4
R

3
2π

1=2 r
R

2
exp -

r
R

2
: ð13Þ

Here, R= 2=3bKN
1=2
K = 2=3 r2

1=2
is the most likely donor–acceptor dis-

tance, a parameter that can be obtained from hEi by solving Eqs. 12 and 13
numerically. The parameters bK and NK are the length and number of virtual Kuhn
segments that are related to the real bond length b and amino acid number N via

Fig. 3 Identifying conformational heterogeneity in IDPs. (a) SmFRET histogram of the intrinsi-
cally disordered DNA-binding domain of c-Myc. The histogram shows a single population of
molecules (red) whose width is mainly determined by shot noise (dashed line). Molecules lacking
an active acceptor are shown in gray. (b) 2D-map of the relative donor fluorescence lifetime τDA/τD
and FRET efficiency for the data shown in (a). The dashed line is the prediction from Förster theory
for the case in which all molecules have the same donor–acceptor distance (Eq. 18). The solid line is
obtained for the case of a Gaussian distance distribution that is sampled at timescales much slower
than the fluorescence lifetime (Eq. 19). Although the FRET distribution of c-Myc molecules is very
narrow (a), conformational heterogeneity is identified in the lifetime-FRET map (b)
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bK = 2lp and NK =
b
bK

N, ð14Þ

with lp being the persistence length (stiffness) of the chain. Persistence lengths
determined from smFRET experiments using Eqs. 12, 13, and 14 are ~0.4 nm at
physiological condition [30], which roughly agrees with results from other methods,
e.g., see [20] and references therein. Importantly, more recent experiments and
simulations [22, 25, 51] found that the Gaussian chain model (Eq. 13) overestimates
chain dimensions from smFRET experiments when used in Eq. 12 and a more
realistic self-avoiding random walk (SAW) model

P rð Þ=A
4π
R

r
R

2þg
exp -B

r
R

δ
, ð15Þ

is better suited to extract mean donor–acceptor distances from smFRET experiments
on IDPs and unfolded proteins. In Eq. 15, the parameters A and B are obtained from
the conditions 1= 1

0 P rð Þdr and R2 = 1
0 r2P rð Þdr, and the exponents are given by

g ≈ 1/6ν and δ= 1
1- ν [51–53]. The quantity ν = (ln R - ln bK)/ ln NK is the length-

scaling exponent of the chain, a parameter that we will discuss in more detail in the
following section. Although Eq. 15 is strictly correct only for expanded homopol-
ymers (good solvent) [54], a direct comparison with molecular simulations indicated
that it is also a good approximation for more compact chains [51].

Although smFRET histograms do not contain direct information on the width of
the distribution P(r) of donor–acceptor distances r in a disordered chain, the fluo-
rescence lifetime of the donor contains this information. By combining confocal
single-molecule detection with time-correlated single-photon counting (TCSPC)
using pulsed excitation sources, fluorescence lifetimes of both donor and acceptor
can easily be obtained. For a distribution of distances P(r), the fluorescence lifetime
decay of the donor is given by

I tð Þ= I0
1

0
P rð Þ e- kDþkT rð Þ½ �tdr, ð16Þ

where τD = 1/kD is the fluorescence lifetime of the donor in the absence of an
acceptor, kT(r) = kD(R0/r)

6 is the rate of transferring energy to the acceptor. For the
hypothetical case in which all molecules have the same donor–acceptor distance R,
i.e., P(r) = δ(r - R) and E(R) = hEi,1 Eq. 16 gives

I tð Þ= I0 e
- kD 1þ R0=Rð Þ6½ �t ð17Þ

and the average donor fluorescence lifetime is given by

1Here, δ indicates the Dirac delta function.
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τDAh i=
1

0
t I tð Þdt=

1

0
I tð Þdt= k- 1

D 1þ R0=Rð Þ6
- 1

= τD 1- Eh ið Þ: ð18Þ

Hence, the donor fluorescence lifetime depends linearly on the FRET efficiency,
which is the classical prediction from Förster theory (Fig. 3b). Importantly, the same
result is obtained for more complicated distance distributions, as long as the dynam-
ics, i.e., the sampling of this distribution and therefore the fluctuations of the energy
transfer rate kT, are much faster than the intrinsic fluorescence lifetime of the donor
τD [55]. Yet, this is not the case for IDPs and unfolded proteins that typically
reconfigure at timescales of tens to hundreds of nanoseconds (Sect. 4), i.e., signif-
icantly slower than the fluorescence lifetimes of typical dyes (1–4 ns). In case of such
slow sampling, we can compute the static average over the distance distribution P(r)
and obtain

τDAh i=
1

0
t I tð Þdt=

1

0
I tð Þdt=

1

0
P rð Þ τDA rð Þ2dr=

1

0
P rð ÞτDA rð Þdr ð19Þ

with

τDA rð Þ= k- 1
D 1þ R0=rð Þ6

- 1
:

A plot of the average donor fluorescence lifetime hτDAi as a function of the mean
FRET efficiency hEi will not follow a simple linear scaling (Fig. 3b). In fact,
substituting τDA(r) = τD[1 - E(r)], we can express Eq. 19 in different form

τDAh i= τD 1- Eh ið Þ þ τD
σ2E

1- Eh i , ð20Þ

with σ2E = E2 - Eh i2 and hE2i= E(r)2P(r)dr, given that the distance distribution
is properly normalized such that P(r)dr = 1. Notably, the term σ2E should not be
confused with the width of the FRET histogram, which is largely affected by shot
noise as explained above. It rather is the width of the “true” FRET distribution,
which is typically inaccessible in smFRET experiments. Hence, a model for P(r) is
required to obtain information about the width of the distance distribution. Since the
second term in Eq. 20 is always positive, distance fluctuations quantified by P(r) will
increase the average donor fluorescence lifetime compared to the prediction given by
Förster theory (Eq. 18, Fig. 3b). Strong deviations from the classical Förster predic-
tion have indeed been observed for a multitude of disordered and unfolded proteins
[23, 30, 33] such that a comparison of experimental donor lifetimes with the Förster
prediction in Eq. 18 can generally be used to identify distance heterogeneity in
proteins [55, 56]. Importantly, these relationships only hold under the condition that
the orientation of donor and acceptor dye dipoles averages sufficiently at timescales
faster than the fluorescence lifetimes of the dyes. If this is not the case, the
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relationship between donor–acceptor distances and measured FRET efficiencies is
more complicated. For example, the FRET efficiency will now depend on both, the
distance and the orientation of the dyes via [57]

E r, κ2 = 1þ 2
3κ2

r
R0

6 - 1

with κ2 = cos θT - 3 cos θD cos θAð Þ2: ð21Þ

Here, θT is the angle between donor and acceptor dipole, whereas θD and θA are
the angles between these dipoles and the vector that connects both dipoles. While the
value of κ2 can range from 0 to 4, it will fluctuate in general such that several
averaging regimes have to be considered. Assuming an isotropic orientation of the
dye dipoles, the distribution of κ2 is given by [57, 58]

p κ2 =

1

2 3κ2
p ln 2þ 3

p
0≤ κ2 ≤ 1

1

2 3κ2
p ln

2þ 3
p

κ2
p

þ κ2 - 1
p 1< κ2 ≤ 4

: ð22Þ

In the most commonly used limit, the fluctuation of κ2 is much faster than the
fluorescence lifetime of the dyes and an average value for κ2 obtained from Eq. 22
via hκ2i = κ2p(κ2)dκ2 = 2/3 can be used. In this limit, the FRET efficiency
(Eq. 21) simplifies to Eq. 10. Yet, exceptions have been found for cases in which the
dyes interact with extended protein surfaces [59, 60], thus hampering the fast
averaging of dipole orientations of the dyes. Fluorescence anisotropy experiments,
ideally in a time-resolved manner, should be used to check the applicability of the
hκ2i = 2/3 limit. For intrinsically disordered and unfolded proteins, the fast averag-
ing limit is often fulfilled due to the absence of extended protein surfaces that would
facilitate dye–protein interactions.

In summary, the combination of mean FRET efficiencies and fluorescence life-
times does not only provide information on average chain dimensions, but it also
allows an estimate of the width of distance distributions. Yet, analytical models of
these distributions such as the SAW model (Eq. 15) are still required to retrieve this
information from smFRET experiments. Similarly, experiments alone are insuffi-
cient to understand another important property of IDPs, their extreme sensitivity
toward changes in external conditions such as denaturants [13–18, 28], temperature
[21, 32], crowding [31], or ionic strength [7, 18, 19, 26]. Clearly, a change in any of
these conditions will unambiguously affect the balance of attractive and repulsive
interactions within the chain, thus resulting in altered chain dimensions. To obtain a
more quantitative understanding of the interactions that drive such compactions or
expansions, we will extend the Gaussian chain model (Eq. 13) to generate a rather
general mean-field homopolymer model.
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3.2 Mean-Field Homopolymer Theory

The fact that polymers expand and contract in a solvent-dependent manner is not a
new observation. In fact, plenty of examples have been studied in the twentieth
century, the most well-known being poly-styrene in cyclohexane [61]. Although
chemically tremendously more complex than homopolymers, IDPs exhibit a similar
pliability to solution changes (Fig. 4a) and homopolymer theories have therefore
been used in the past to model them. Clearly, the results should be interpreted with
care. However, it is undeniable that homopolymer models have greatly advanced our
understanding of disordered and unfolded proteins not only by providing simplified
parameters to describe the molecular processes behind chain expansions or collapse
but also by spotting deviations from homopolymer properties.

To model the expansion and compaction of polymers, let us start with the
Gaussian chain model in Eq. 13. To simplify notation, we first express Eq. 13 in
terms of a reduced distance coordinate α2 = r

R
2
, where α is also known as the

expansion factor. Keep in mind that R is the most likely donor–acceptor distance of a
Gaussian chain, i.e., of an ideal mathematical chain without interactions and volume.
Neglecting constant prefactors, Eq. 13 can be re-written as

P αð Þ / α2 exp - α2 : ð23Þ

As any molecular property that underlies the statistical laws of thermodynamics,
the distance distribution is associated to a free energy profile (P(α) / e-F (α)), which
is given by F(α) = - ln P(α) / α2 - 2 ln α. Since our chain model at this point is
just a mathematical chain of points connected by vectors, i.e., it lacks volume or any

Fig. 4 Solvent-induced expansion of an IDP. (a) Average donor–acceptor distances (RDA) of the
disordered Max protein as function of the GdmCl concentration. The solid line is a fit with a
polyampholyte theory [26]. Inset: SmFRET histograms of Max at two concentrations of the
denaturant GdmCl (indicated). The FRET population shifts to lower FRET values, indicating an
expansion of the chain. (b) Coil-to-globule transition as predicted by the mean-field theory of de
Gennes (Eq. 25) for NK = 100 and three different values (indicated) of the three-body interaction
parameter (3k2W2)
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type of interactions, the free energy F(α) only describes the elastic entropy of the
chain that results from the multiplicity of random conformations of this ideal chain.
To introduce interactions of any type between monomers, repulsive or attractive, we
will use the mean-field approximation in which the number of interactions within a
chain is proportional to the density (volume fraction) ϕ= d3NK/α

3R3 of monomers in
the chain. Here, d is the size (radius) of a single monomer in the chain. Thus, a
reasonable extension of the free energy of an ideal chain by interactions would be
given by a virial expansion of the type

F αð Þ / α2 - 2 ln αþ NK W1ϕþW2ϕ
2 þ . . . , ð24Þ

with the virial coefficients W1 for two-body interactions and W2 for three-body
interactions. To simplify the expression, we will only consider the first two terms
of the expansion, which already provide a rather general model that has first been
proposed (in slightly different form)2 by de Gennes in 1975 [62]. Finding the free
energy minimum dF/dα = 0 gives

~α5 - ~α3 -
3k2W2

~α3
=

3
2
kW1 NK

p
with k= d=bKð Þ3: ð25Þ

Here, ~α indicates the expansion factor at the free energy minimum. Notably,
Eq. 25 can also be obtained using variational approaches [26, 63, 64]. A plot of ~α as
function of the two-body interaction energy clearly uncovers a substantial compac-
tion of the chain with decreasing (attractive) W1 and positive (repulsive) W2

(Fig. 4b). Contrary to folding/unfolding transitions, this compaction is
non-cooperative [62, 65] and rather resembles a higher-order phase transition com-
pared to the cooperative first-order like folding–unfolding transition of proteins.
However, as pointed out by de Gennes [62], Eq. 25 also predicts a first-order coil-to-
globule transition for homopolymers for sufficiently small values of W2, a finding
that has so far not been confirmed experimentally and that is likely an artifact of the
theory. It is instructive to analyze the individual energetic contributions to the two-
body interaction termW1, often called χ, which can be expressed as a Flory-Huggins
interaction parameter [66]

W1 / wsp - wss þ wpp =2, ð26Þ

2De Gennes derived his model for the radius of gyration (rG) of the polymer. Since the distribution
of radii of gyration for a Gaussian chain is not known in closed analytic form, he used the
approximation P(α) / α3 exp (-3α2/2) where α = rG/RG, ideal. Notably, compared to donor–
acceptor distances measured with smFRET, the radius of gyration is by far the better quantity to
construct a mean-field theory due to its direct link to the monomer-density of a chain. The long-
known fact has more recently gained renewed attention in the so-called FRET-SAXS controversy
[see Refs. 22 and 77].
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where the energy changes wpp, wss, and wsp are due to polymer–polymer (pp),
solvent–solvent (ss), and solvent–polymer contacts (sp), respectively. Notably,
Eq. 26 had been derived for lattice-polymer models and processes such as the
adsorption of denaturant molecules on the polypeptide chain might not be ade-
quately captured by it. Hence, an awareness of these pitfalls is required when
interpreting experimental results in terms of wpp, wss, and wsp. The exact molecular
effects of GdmCl and urea on polypeptide chains, which might affect multiple
interactions simultaneously, have been debated much in the past [67]. A combina-
tion of polar interactions, hydrogen bonding, and stacking to non-polar surfaces has
been suggested. Yet, it is unclear whether any of these contributions really dominate
the action of GdmCl and urea. Based on experimental transfer free energies (ΔgT) of
amino acids from water to solutions of these denaturants, it is clear that both
denaturants assist in the solvation of non-polar side chains [67, 68]. In fact, the
molecular transfer model developed by Thirumalai and co-workers [69, 70] explic-
itly describes the change in dimension of unfolded proteins and the thermodynamic
stability of folded proteins based on the experimentally determined transfer free
energies of amino acids. In addition, smFRET experiments on a broad variety of
IDPs and unfolded proteins suggest a clear relationship between ΔgT andW1 [20, 21,
71, 72]. Whereas the approximate values of W1 between high molar concentrations
of denaturants and water are known to be in the order of a few kBT [20, 26], absolute
values for the three-body interaction term W2 in Eq. 25 are more difficult to obtain.
Recent results suggest values in the order of 4–30 kBT for the term 3k2W2 [26]. Yet,
care has to be taken as these energies also depend on the precise numerical factors
used in Eq. 25 and mean-field theories alike. In fact, a more independent parameter
to quantify the compaction of disordered proteins (and polymers in general) is the
length-scaling exponent ν.

For sufficiently long chains, the dimension scales with its length according to
RDA / Nν

K, where RDA = ~α R is the equilibrium distance between donor and acceptor
that can be determined in smFRET experiments (see Eqs. 12, 13, 14, and 15). The
length-scaling exponent ν can be obtained from Eq. 25 for three limits: (1) swollen
chains in good solvent, i.e.,W1 is repulsive (W1> 0) and three-body interactions can
be neglected (W1 ≪ W2), (2) compact chains in poor solvents, i.e., W1 is strongly
attractive (W1< 0) andW2 is repulsive (W2> 0), and (3) conditions in whichW1≈ 0
and W2 > 0 such that the chain behaves like an ideal chain, a condition that is also
called Θ-condition (Fig. 4b). Let us start with an expanded chain in good solvent. At
such conditions, the effect of three-body interactions is substantially reduced and we
can safely assume W2 ≈ 0. Equation 25 then simplifies to the well-known Flory
result [73]

~α5 - ~α3 =
3
2
kW1 NK

p
: ð27Þ

In the extreme limit of expanded chains (~α5 ≫ ~α3) and with the definitions for ~α
and R, we obtain
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RDA =CebKN
3=5
K / N

3
5
K with Ce =

2
3

1
2 3kW1

2

1
5

: ð28Þ

Hence, polymers in good solvent should exhibit a length-scaling exponent of
ν = 3/5. In fact, the result is surprisingly close to the exact value from
renormalization-group field theory of ν = 0.588 ± 0.001 [74]. Notably, this success
of Flory theory is based on a fortuitous cancelation of errors: the term W1NKϕ in
Eq. 24 (first term in brackets) overestimates the monomer interaction energy because
correlations between monomers along the chain are neglected [75] and the term
α2 - 2 ln α (Eq. 24) of the Gaussian chain model overestimates the elastic energy of
the chain.

A number of experimental studies using a diverse set of methods from SAXS
[22, 27, 76, 77], smFRET [20, 22, 27], over NMR [78] to FCS (fluorescence
correlation spectroscopy) [20, 22], and molecular simulations [22, 27, 51] demon-
strated that IDPs and unfolded proteins at high concentration of denaturants (GdmCl
and urea) indeed exhibit a length-scaling exponent of ~3/5. Hence, sequences and
amino acid compositions are less relevant for chain dimensions under these condi-
tions. This is particularly the case for proteins in GdmCl, which is not only a
denaturant but also a salt, thus capable of effectively screening charge–charge
interactions in unfolded proteins and IDPs as shown with smFRET on a number of
systems [18, 19, 26].

The second limit that can be obtained from Eq. 25 is that of a strongly collapsed
chain in poor solvent. Under these conditions (~α5 << ~α3 >> 1, and W1 < 0), Eq. 25
simplifies to

~α3 =
2kW2

jW1j N
- 1=2
K , ð29Þ

which gives

RDA =CgbKN
1=3
K / N

1
3
K with Cg =

2
3

1
2 2kW2

jW1j
1
3

: ð30Þ

Hence, if the chain forms a highly collapsed globule due to strong polymer–
polymer contacts, the growth in dimension with chain length is tremendously
reduced compared to the excluded volume limit (Eq. 28). It should be mentioned
that although Eq. 30 follows naturally from Eq. 25, it is only valid for mean-field
theories constructed in terms of radii of gyration. For a distance such as that
measured with smFRET (RDA), the volume fraction of a chain ϕ is ill-defined in
the limit of compact chains and the chain volume cannot be reliably estimated from
the end-to-end distance. In fact, the de-coupling of distances RDA inferred from
smFRET and radii of gyrations RG for compact chains has been studied in detail [27]
and shows that chains with similar RG can obey largely different FRET efficiencies.
Hence, scaling exponents of extremely compact chains cannot be extracted from
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donor–acceptor distance measurements alone but require either the additional help of
molecular simulations or the direct determination of better quantities for chain
dimensions such as the radius of gyration [77, 79] or the hydrodynamic radius of a
chain [80, 81]. So far, only a few cases of disordered polypeptide chains with scaling
exponents close to 1/3 have been published, one being poly-glutamine peptides
[80]. Non-equilibrium SAXS experiments using fast continuous-flow mixing also
identified a scaling exponent close to 1/3 for early folding intermediates of seven
proteins [82]. It is unclear however to which extent the low scaling exponent is
affected by structure formation in those intermediates after being diluted from high
concentrations of denaturant.

Finally, we discuss the limit at which wpp, wss, and wsp balance such thatW1 = 0.
At this Θ-condition, the chain behaves like an ideal chain and only three-body
interactions (W2) and chain elasticity, i.e., configurational entropy, contribute to
the chain dimension. Importantly, since W2 > 0 at Θ-conditions, the absolute
donor–acceptor distance will not be identical to that of an ideal chain (~α≠ 1) but
rather be close to it (~α � 1). To see this, we start with Eq. 25 and set W1 = 0, which
gives

~α8 - ~α6 = 3k2W2: ð31Þ

To obtain an approximate solution, we expand the polynomial (LHS) around
~α= 1, which leads to the series 2 ~α- 1ð Þ þ 13 ~α- 1ð Þ2 þ 36 ~α- 1ð Þ3 þ . . . . Since
~α- 1< 1,we only keep the leading term, which admittedly is a brave assumption
given the significant pre-factor of the second term, resulting in

RDA =CΘbKN
1=2
K / N

1
2
K with CΘ =

3
2

1
2

1þ 3
2
k2W2 , ð32Þ

which exceeds the distance of the ideal chain that would be given by R=
2=3bKN

1=2
K . Indeed, a large number of smFRET and SAXS experiments have

demonstrated that the scaling exponents of IDPs and unfolded proteins under
physiological conditions (absence of denaturants) cluster around ν = 1/2 [20, 22,
29, 77]. These results indicated that polypeptide chains in water are surprisingly
close to Θ-conditions, i.e., conditions at which attractive and repulsive interactions
in the chain roughly balance. Given the rather small number of proteins tested so far,
it is unclear whether this finding is pure coincidence or indeed the result of evolution.
In fact, it has been speculated that the balance of attractive and repulsive interactions
at Θ-conditions could be advantageous for protein folding reactions, e.g., by
allowing a more efficient sampling of intra-chain contacts during folding
[20, 83]. Clearly this interpretation is difficult to draw for IDPs that do not neces-
sarily fold, yet, Θ-conditions might still be advantageous for liquid–liquid phase
separation processes. Although the scaling exponents for many polypeptide chains
are close to 1/2, differences in sequence composition, but even in the precise
sequence such as patterning of charges [84–86] or hydrophobic and aromatic
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residues [87] can cause significant variations in the size of polymers [88, 89]. For
example, a nearly balanced number of positively and negatively charged amino acids
can strongly compact IDPs [26]. On the opposite, high net-charges cause strong
electrostatic repulsions that lead to extremely expanded chains [19]. Naturally, such
charge-driven interactions are sensitively affected by ionic strengths, and even small
variation within the physiological regime (100–300 mM) can cause large changes in
chain dimensions and scaling exponents. Many studies over the past decades
explicitly incorporated the effect of charge interactions in mean-field theories [90–
93] and their application in interpreting salt-induced compaction of highly charged
IDPs and the expansion of nearly charge-balanced IDPs found with smFRET has
been enormously successful [19, 26]. Yet, a drawback of these theories is their
inability to account for specific charge patterns along the sequence. In fact, mean-
field polyelectrolyte and polyampholyte theories are only applicable for well-mixed
sequences in which it can be safely assumed that amino acid charges are essentially
smeared out across the chain. Although attempts have been made to develop
analytical heteropolymer theories for quenched sequences [94], modern approaches
to account for sequence specificity in the polymer behavior of IDPs and unfolded
proteins are mainly based on molecular simulations.

3.3 More Accurate Polymer Models: Combining smFRET
with Molecular Simulations

Mean-field theory is a convenient first option to understand smFRET data of IDPs.
However, local secondary structure preferences and long-range interactions caused
by either charged amino acids or hydrophobic patches in the sequence might have
significant populations and lifetimes. In such cases, homopolymer theories have
limited capabilities of faithfully interpreting FRET-based distance information.

To combine smFRET data with molecular simulations, one often relies on the
accuracy of the simulation model, which is described by a force field that accounts
for interactions between amino acids. Since force fields were often parameterized
using data from a variety of IDPs, i.e., not necessarily for the IDP studied in a
particular smFRET experiment, there is no guarantee that a simulation will repro-
duce a FRET signal out of the box, thus complicating an interpretation of physical
mechanisms with the model. To ease mechanistic interpretations of smFRET exper-
iments therefore requires a molecular ensemble that can reproduce the smFRET data.
One strategy has been to reweight conformations generated with an existing simu-
lation model such that the calculated observables (e.g., FRET efficiency) best match
the experimental values [22]. A tremendous advantage of ensemble reweighting is
its low computational cost compared to the strategy of adapting parameters using
iterative simulations to match experimental outcomes. However, reweighting also
has its limits. For instance, if the initial ensemble obtained from a simulation deviates
significantly from the experimental measurement, or in other words, if important
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conformations are not sampled in the simulation, reweighting will not provide a
realistic description of the IDP ensemble. Moreover, the outcome from ensemble
reweighting methods could be biased by the initial ensemble, which depends on the
quality of the force field [95]. In such cases one has to downgrade the expectation
from bottom-up simulation models with predictive power and instead either bias the
simulations using experimental data [96] or adapt the simulation parameters such
that the simulated trajectory can still interpret the experimental data [97]. Further
cross-validation using experimental inputs other than smFRET, such as solvation
free energy, SAXS, and NMR, is then necessary to verify the refined model. In the
following, we will therefore mostly focus on those molecular simulation methods
that can be easily integrated with smFRET experiments and do not discuss bottom-
up simulation methods.

Depending on the spatial resolution of the model, all-atom implicit/explicit-
solvent simulations [97, 98] and coarse-grained simulations [99] have been used in
the past to describe smFRET data. Clearly, all-atom explicit-solvent models have the
highest resolution but can be limited by force field accuracy and sampling efficiency.
Taking advantage of the increasing amount of experimental measurements on IDPs,
significant efforts have been undertaken in recent years to improve all-atom force
fields [97, 100, 101] such that modern force fields will provide meaningful IDP
ensembles. In terms of sampling, most software packages [102–105] have now taken
advantage of the rapidly improving GPU resources such that microseconds simula-
tions of an IDP with less than 100 amino acids can be achieved within few days in
standard high-performance computing clusters. In addition, the development of
specialized supercomputers for molecular dynamics such as “Anton” even enabled
IDP-simulations of 100 μs in length within few days [106], which even allows
investigations of IDP–ligand interactions [107].

Using all-atom simulations to interpret smFRET experiments requires modeling
of the dyes. In fact, commonly used dyes such as Alexa Fluor 488 and Alexa Fluor
594 have significant sizes of a few amino acids (Fig. 5a). The simulation has to either
model dyes explicitly or specific correction factors have to be included to calculate
FRET efficiencies from simulations without dyes. Using a carefully parameterized
force field of FRET dyes, Best et al. showed that the orientational factor hκ2i is
indeed close to 2/3, as estimated in many experiments [108] and FRET efficiency
calculations can be simplified using Eq. 10 (see Sect. 3.1). However, to improve the
sampling efficiency, dyes are not commonly included. In such cases, only distances
between the Cα-atoms of the labeled residues are accessible from the simulations.
These distances should then be rescaled by a factor of [(N + Nlinker)/N]

ν, where N is
the number of peptide bonds between the labeled amino acids and ν is the length-
scaling exponent which can be determined by the scaling of internal chain distances
with sequence separation in the simulation [109] or from experiments with multiple
labeling positions [20]. Importantly, Nlinker is a free parameter that represents the
effective length of both dye linkers in terms of an equivalent number of peptide
bonds. It has experimentally been estimated to be ~9 [29, 30], which agrees well
with estimates obtained from all-atom simulations with and without dyes [110]
(Fig. 5b).
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Importantly, the heterogeneous ensemble of IDP conformations is better charac-
terized by different experimental techniques rather than smFRET alone and all-atom
simulations have become essential in integrating them, not only to generate realistic
IDP ensembles but also to identify and reconcile discrepancies between findings
with different experimental methods. For instance, while smFRET experiments
showed that unfolded and disordered polypeptide chains expanded substantially
upon addition of denaturants, SAXS experiments suggested that expansions were
much less pronounced [111]. All-atom simulations were then used as benchmarks to
test empirical ways of using polymer models for analyzing the smFRET and SAXS
data (see Sect. 3.1) by comparing artificial experimental signals, e.g., FRET effi-
ciencies and SAXS scattering curves together with the correct “answers,” i.e.,

Fig. 5 Comparing smFRET experiments with molecular simulations. (a) One representative
conformation of a simulation with the IDP ACTR, including the dyes Alexa Fluor 488 and Alexa
Fluor 594, is shown. Two different ways of calculating donor–acceptor distances for comparison
with smFRET experiments are depicted: RDA between the donor and acceptor for simulations that
explicitly include the dyes and RCα between the Cα atoms of the labeled residues for simulations
without dyes. (b) Deviation between the FRET efficiencies calculated using RDA and RCα as a
function of the linker length Nlinker (in amino acids) used for correcting FRET values from
simulations without dyes [110]. (c) End-to-end distances from all-atom simulations (red) are
compared with the distances obtained from mean FRET values that were computed from the
same simulation. Two polymer models, the Gaussian chain (Eq. 13) and the SAW model
(Eq. 15) were used to compute the distances from FRET using Eq. 12. (d) The radius of gyration
RG obtained from smFRET using SAW model is compared to an all-atom ensemble reweighted
using both smFRET and SAXS data
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donor–acceptor distance and radius of gyration (RG) that could be directly calculated
from the simulation. This comparison showed that the Gaussian chain model over-
estimates distances in smFRET experiments whereas Guinier analysis underesti-
mates RG when the chain deviates from a random coil [22]. A SAW model (Eq. 15),
in which the distance distribution is adjusted according to the scaling exponent, has
been found to be a better choice for interpreting smFRET and SAXS data for ν larger
than 0.5 [51, 112] (Fig. 5c). In addition, simulations [51] also verified that a size-
dependent factor λ [113] is necessary to convert the average donor–acceptor distance
RDA from smFRET into RG

λ=
R2
DA

R2
g

=
2 γ þ 2νð Þ γ þ 2νþ 1ð Þ

γ γ þ 1ð Þ : ð33Þ

Here, γ = 1 + g/ν ≈ 7/6 as in Eq. 15. Equation 33 shows that the estimated
conversion factor ranges between 4.1 and 6.3, depending on the chain compaction
specified by the length-scaling exponent ν, which added to the deviations found
between smFRET and SAXS measurements [27]. With both corrections, the radius
of gyration estimated from smFRET experiments was comparable with that esti-
mated from an ensemble using both FRET and SAXS measurement for the unfolded
R17 protein at different denaturant concentrations [22, 51] (Fig. 5d). Integrated with
molecular simulations, smFRET measurements have also been found to complement
other experimental methods such as NMR and PRE (Paramagnetic Relaxation
Enhancement) [114], thus showing that all-atom simulations provide an effective
way of integrating multiple sources of experimental data.

Although all-atom simulations certainly provide the most accurate representation
of molecular processes, particularly when combined with explicit water models,
sampling can be time consuming and resource demanding for IDPs with more than
100 residues. It is often informative to use a coarser representation of the molecular
complexity at substantially lower computational cost. An ideal “interpolation”
between all-atom simulations and simple polymer models are low-resolution
coarse-grained models. Coarse-grained models contain about the same number of
free parameters as analytical polymer theories but additionally include specific
sequence details of IDPs such as the patterning of charges and hydrophobic sequence
patches that are absent in mean-field theories. The fast sampling of coarse-grained
models even allows a quick adjustment to experimental data and can be used to
generate multiple IDP ensembles at a variety of solvent conditions. For instance, in a
recent study of the disordered cytoplasmic tail of E-cadherin [12], smFRET exper-
iments of differently labeled variants of E-cadherin showed that a mean-field
polyampholyte theory [90] failed to predict the salt-dependent conformational
change of all variants. A description using a coarse-grained model instead
reproduced the salt-dependence of all variants with just one global fitting parameter
and identified the reason for the failure of the mean-field description. The segrega-
tion of oppositely charged residues along the sequence, i.e., charge patterning, was
found to be essential for the dimension of this IDP, an effect that cannot be captured
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with mean-field theories. Finally, systems involving IDP assemblies such as in
liquid–liquid phase separation (LLPS) processes [115] or already only those that
include one IDP in complex with another macromolecular ligand [116] typically
exceed the sampling-capabilities of all-atom simulations, thus making coarse-
grained models unavoidable.

Clearly, the level of coarse-graining depends on the specific task and the balance
between the computational efficiency and modeling accuracy. Coarse-graining
levels range from representing individual residues by multiple beads over one
bead per residue down to one bead for several residues. Yet, the need of calculating
distances between labeled residues in describing smFRET experiments clearly
favors one bead per residue models. Coarse-graining at the single-residue level is
particularly important if sequence-specific effects play an important role in the
system at hand. To capture electrostatic interactions at different ionic strength,
which is a relevant factor considering physiological salt concentrations of
100–300 mM [117], the Debye-Hückel approximation is commonly used
[118]. The computational efficiency of such a screening potential in contrast to an
explicit ion model often outweighs the disadvantage of neglecting the true radial
distribution of ions around the charged amino acids in studies of IDPs [119, 120]. In
addition, other interactions between every pair of amino acids also add up to
significant factors that can sensitively affect the dimension of an IDP. In a recently
developed coarse-grained model (HPS model) [99] such pairwise interactions were
introduced using the amino acid hydropathy in the Ashbaugh-Hatch functional form
[121]. It was shown that a tuning of the strength of this amino acid hydropathy
described the experimental results of a variety of IDPs with high accuracy [99, 122–
125]. Further tuning the pairwise interaction strengths to match smFRET experi-
ments of a specific IDP is then a straightforward way to understand the main
sequence contribution to the overall dimension [12], which is information that
cannot be obtained from analytical polymer theories.

The enormous flexibility of coarse-grained models can even be used to study the
behavior of IDPs that interact with another folded protein. Since such complexes will
also involve specific contacts between both partners, a structure of the complex,
obtained experimentally or via computational methods, is a necessary starting point
to identify specific contacts. Using this structural information, the stability of the
folded binding partner is ensured either via strong harmonic constraints between
native residue pairs or by treating the folded partner as a rigid body. In fact, the latter
strategy is preferred since it saves computational resources and a number of molec-
ular dynamics packages such as LAMMPs [126] and HOOMD-Blue [127] already
provide this option. Specific inter-molecular contacts between IDPs and a folded
partner can then be introduced using tunable harmonic or Lennard-Jones
(LJ) potentials. Here, harmonic potentials strongly restrain the complex in its
bound state such that the IDP will not dissociate from its folded partner and an LJ
potential might be a more reasonable choice to sample both bound and unbound
states. By tuning the interaction strengths of the potential, experimental smFRET
values can be matched and a description of conformational flexibility of an IDP in
complex with a folded protein can be obtained. This strategy has recently been used
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to quantify the conformational ensemble of disordered E-cadherin in complex with
the folded protein β-catenin [12].

In summary, both all-atom explicit-solvent and coarse-grained models have their
merits and limits. All-atom models provide a more accurate representation of the
protein and also describe dyes explicitly, which simplifies the interpretation of
smFRET experiments. However, all-atom models are limited by both sampling
and force field accuracy. Even though force fields are being continuously improved
with an increasing amount of experimental data, the quadratic scaling between
timescales and system size will continue to limit sampling. Coarse-grained models
are therefore a cost-effective solution. In fact, they can be considered as an extension
of analytical polymer models. Yet, coarse-grained models average over many
degrees of freedom and are less transferable among different systems. For instance,
the strengths of interactions between amino acids often depend on the local sequence
context. While charge–charge interactions are typically predicted well by coarse-
grained models due to their substantial interaction energies, the combined effect of
many weak interactions is much more difficult to catch. Hence, parameterizing
(tuning) coarse-grained models with experimental data on the specific system at
hand is very helpful for interpreting experimental data in terms of a molecular model.
Clearly, specific interactions might be missed and the timescales of motions will be
unrealistically fast such that all-atom simulation can be used as a complementation.

4 Probing and Modeling Sub-microsecond Dynamics
of Disordered Proteins

4.1 Nanosecond Fluorescence Correlation Spectroscopy
(nsFCS) Coupled with FRET

So far, we discussed the average dimension of disordered and unfolded proteins and
its susceptibility toward changes in solution conditions. Our starting point for this
discussion was the distribution of donor–acceptor distances that we expect for the
extremely heterogeneous conformational ensemble of IDPs. In this section, we focus
on the timescales at which such disordered ensembles are sampled, i.e., the
reconfiguration time. The first attempts to identify this timescale were based on an
analysis of the width in FRET histograms [14] and resulted in an upper limit of
≤25 μs for the unfolded state of CspTm. However, even extremely slow transitions at
the timescale of seconds have been reported for surface-immobilized and unfolded
RNase H [15]. Yet, already at that time, estimates from ensemble experiments such
as contact-quenching, pioneered by Eaton and Hofrichter [128] and triplet–triplet
energy transfer [129], pioneered by Kiefhaber and colleagues, suggested
reconfiguration timescales <1 μs for flexible polypeptides. Indeed, the first rigorous
measurement of donor–acceptor distance fluctuations in an unfolded protein identi-
fied dynamics in the order of 50 ns [34]. Technically, these smFRET measurements
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required a Hanbury Brown and Twiss detection scheme [130] to circumvent dead
times of detectors and counting electronics3 and the inter-photon times between
photon pairs were measured with picosecond time-resolution (256–304 ps). Since
then, the development of powerful counting electronics with a time-resolution down
to 8 ps [38, 39] has greatly simplified smFRET-based nsFCS experiments [7, 23–25,
32, 33, 35–37, 131–135] such that they can even be used to study the dynamics of
IDPs inside living cells [136, 137]. In their essentials, smFRET-based nsFCS
experiments do not differ much from classical FCS experiments, which retrieve
the timescale of fluorescence fluctuations, e.g., due to the diffusion of molecules in
and out of the confocal volume, thus allowing the determination of translational
diffusion coefficients and Stokes radii as a measure of the size of the diffusing
particle. Differences are twofold: first, instead of one color, two colors are monitored
in smFRET-based nsFCS experiments, and second, the timescale at which fluctua-
tions are observed is much shorter (ns). Admittedly, the latter factor is of more of
technical origin and simply requires fast counting electronics that allows the storage
of photon arrival times with high, i.e., picosecond precision.

What is the principle of nsFCS? Due to the flexibility of IDPs, the distance
between donor and acceptor dyes attached to them fluctuates thus giving rise to
fluctuations in the rate of photons (~n= n=T ) from donor ~nD tð Þ and acceptor ~nA tð Þ.
The timescale of these fluctuations can be quantified with four correlation functions
(gDD, gAA, gDA, gAD) defined by

gij τð Þ= ~ni tð Þ~nj t þ τð Þ
~ni tð Þh i ~nj tð Þ

with i= D, Af g and j= D, Af g: ð34Þ

For distance dynamics slower than the fluorescence lifetime of the dyes, the shape
of these correlation functions differs characteristically between auto- (gDD, gAA) and
cross-correlation functions (gDA, gAD) in the presence of FRET between donor and
acceptor (Fig. 6a). Whereas the autocorrelation functions decay (positive amplitude),
the cross-correlation functions should increase (negative amplitude) due to the anti-
correlated change in photon rates from donor and acceptor. Since only distance
changes coupled with FRET can cause such anti-correlated behavior, an increasing
cross-correlation function unambiguously indicates the presence of distance dynam-
ics. Conversely, an absence of this increase does not exclude distance fluctuations
because other effects, e.g., static quenching of the dyes by aromatic amino acids such
as tryptophan or tyrosine [12, 133], can mask the anti-correlated fluctuations of
donor and acceptor emission. At very short timescales in the order of the fluores-
cence lifetimes of the dyes, all correlation functions increase due to photon anti-
bunching. Organic dyes in smFRET experiments are single-photon emitters, i.e.,
after a photon has been emitted, the emission of a second photon takes time since the
dye has to be excited again. Thinking of correlation functions as probability of
observing two photons separated by the lag-time τ, this probability should ideally be

3Here, photons from each color are randomly distributed to two detectors.
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zero at τ = 0, i.e., gij(0) = 0. Notably, this is rarely the case for cross-correlation
functions because donor and acceptor can sporadically populate their excited states
at the same time,4 which can cause the simultaneous emission of a donor and an
acceptor photon.

Initially, the practical goal of nsFCS experiments in the characterization of IDP
dynamics was to determine the decay time of the correlation functions (Eq. 34).
Importantly, the decay of the autocorrelation functions and the rise in the cross-
correlation functions should provide the same relaxation time if these decays result
from distance dynamics. Hence, the strategy of globally fitting the four correlation
functions using exponentials such as

gij τð Þ= 1- aije
- jτj=τija 1± bije

- jτj=τb 1þ cije
- jτj=τijc =Nij ð35Þ

is frequently used [33, 34, 131]. Here, the first factor (RHS) accounts for anti-
bunching with a correlation-function-specific amplitude (aij) and decay time (τija ),
the second factor accounts for FRET-based distance dynamics (bunching) with a
correlation-function-specific amplitude (bij) and a global decay time of distance
fluctuations (τb), and the third factor accounts for the photo-physical triplet dynamics
of the dyes that typically take place at timescales of several microseconds with a
correlation-function-specific amplitude (cij) and decay time (τijc ). The factor N

- 1
ij is

related to the average number of molecules in the confocal volume. The ± sign in the
second factor is for autocorrelations (+) and cross-correlations (-). The global
correlation time τb (global for all four correlation functions) then characterizes the
timescale of distance fluctuation between donor and acceptor. Yet, caution has to be
taken. The highly nonlinear distance dependence of FRET (Eq. 10) acts as a filter
that flattens photon rate fluctuations much below and above the Förster distance R0,

Fig. 6 Probing IDP dynamics with nsFCS. (a) Correlation functions from nsFCS for the intrinsi-
cally disordered DNA-binding domain of the protein c-Myc together with a global fit with multi-
exponential decays as given by Eq. 35 (black lines). (b) Simple photo-physical scheme of a
smFRET experiment (see text). The rate matrix for this scheme is given by Eq. 37

4For example, after FRET from donor to acceptor, the acceptor is in the excited state. If the donor is
re-exited before the acceptor relaxes to the ground state, both dyes will be in the excited state.
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which affects the correlation time. To retrieve the correct timescale of distance
fluctuations, i.e., the reconfiguration time of the disordered chain, this filter has to
be taken into account. Gopich et al. showed that the correlation time is given by
[138]

τb =D- 1
L

a
P rð Þ- 1

r

a
δ~n ρð ÞP ρð Þdρ

2

dr=
L

a
δ~n rð Þ2P rð Þdr: ð36Þ

As in Eq. 12, P(r) is again the donor–acceptor distance distribution and D is the
intra-chain diffusion coefficient that characterizes the timescale of distance fluctua-
tions. Knowing D and P(r) then fully characterizes the dynamics of an IDP or an
unfolded protein. The goal is therefore to compute D assuming a suitable model of
the distance distribution. Since τb is identical for all correlation functions, it suffices
to only consider the photon rates ~n of one of the dyes, the donor in our case (~n= ~nD).
The term δ~n rð Þ= ~n rð Þ- ~nh i can then be computed from the kinetic photo-physical
scheme of excited states and ground states in a two-color FRET system (Fig. 6b).
Neglecting the possibility that donor and acceptor can simultaneously populate their
excited states and using the base (DA, D*A, DA*) where D and A indicate the
ground state of donor and acceptor, respectively, and the asterisk indicates the
excited states of the dyes, the populations of these photo-physical states expressed
in the vector p= pDA pD�A pDA�ð Þ are given by a linear and homogeneous differen-
tial equation system

_p=Kp

with the rate matrix

K=
- kex kD kA
kex - kDþkT rð Þ½ � 0
0 kT rð Þ - kA

: ð37Þ

Here, kex = σI/hν is the excitation rate of the donor that depends on the laser
intensity (I ) and the absorption cross-section of the donor (σ) at the excitation
wavelength λ (ν = c/λ where c is the speed of light), kD and kA are the decay rates
of the excited states of donor and acceptor, respectively, and kT(r) is the distance-
dependent rate of energy transfer from donor to acceptor (see Eq. 16). The photon
rate of the donor as function of the distance is then given by ~n rð Þ=ϕDkDp

ss
D�A where

the superscript ss indicates the steady-state population that is obtained from 0 = Kp
and ϕD is the quantum yield of the donor dye. As usual, the average donor photon
rate is given by ~nh i= ~n rð ÞP rð Þdr such that the term δ~n rð Þ is directly accessible.
Typical values of these parameters for the dye pair Alexa Fluor 488 and Alexa Fluor
594 are kex ≈ 0.02 ns-1, kD~kA ≈ 0.25 ns-1, and ϕD > 0.9. Thus, Eqs. 36 and 37
together with the measured correlation time and a model for the distance distribution
P(r) can now be used to compute the intra-chain diffusion coefficient D, i.e., the
diffusion coefficient characterizing the motion of donor and acceptor dyes relative to
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each other.5 Once D is known, also the reconfiguration time of the chain τr can be
calculated using a similar approach, i.e., by replacing ~n rð Þ with r in Eq. 36. Hence,
reconfiguration times obtained using FRET-coupled nsFCS experiments typically
depend on the model P(r).

Importantly, Gopich and Szabo derived an elegant formalism with which auto-
and cross-correlation functions can be directly computed for any kinetic model
[139]. In contrast to the semi-empirical approach of determining correlation times
using fits with exponential functions (Eq. 35) followed by a conversion to intra-chain
diffusion coefficients and reconfiguration times using Eqs. 36 and 37, the method
also effectively utilizes the amplitude information of the correlation functions. With
the definitions in Eq. 37, the correlation function is given by

gij τð Þ= 1TVjeKτVipss
1TVjpss 1TVjpss

: ð38Þ

Here, 1T = (1 1. . .) is the transposed unit vector, eKτ is the matrix exponential of
Kτ, pss is the steady-state solution of Eq. 37, and Vj and Vi are detection matrices for
channel i and j that indicate which transition is being monitored. For donor and
acceptor detection, the matrices in our particular case are given by

VD = ξDkDQD

0 1 0
0 0 0
0 0 0

and VA = ξAkAQA

0 0 1
0 0 0
0 0 0

: ð39Þ

Here, QD and QA are the quantum yields of donor and acceptor, and ξD, ξA are the
detection efficiencies. Also, leakage (cross-talk) from the donor to the acceptor
channel can easily be implemented by correcting the acceptor detection matrix via
V′A = VA + βVD. Using Eqs. 38 and 39 to directly fit the correlation functions of
IDPs and unfolded proteins that sample a distance distribution P(r) requires a
combination of photophysics with the distance dynamics of the chain [34]. To this
end, the dynamics of the chain are described as a one-dimensional diffusive process
in the potential of mean force (PMF) given by the distribution P(r). This approach
essentially pictures the molecule as a dumbbell with donor and acceptor on opposite
ends, linked by a spring whose potential is given by the PMF. The rate matrix then
becomes a combination of two parts, intra-chain diffusion and photophysics

Kdiff =D∂=∂rP rð Þ∂=∂r P rð Þ- 1 IþK rð Þ ð40Þ

where K(r) describes the distance-dependent photophysics and the first term
describes diffusion in a PMF. Here, I is a 3 × 3 unit matrix and D is the diffusion
coefficient. To use Eq. 40 for computing correlation functions with Eq. 38, the

5Importantly, the intrinsic diffusion of donor and acceptor relative to each other should not be
confused with the translational diffusion of the whole molecule.
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diffusion operator (first term) has to be discretized, a procedure detailed in Nettels
et al. [34]. For a practical perspective, fits of correlation functions with empirical
exponentials (Eq. 35) or with an appropriate model (Eqs. 37–40) are very similar in
quality. However, the number of free parameters is significantly reduced in the
model-dependent fit since the excitation and emission rates of the dyes can be
determined in advance, thus leaving only two free parameters, the diffusion D and
the average donor–acceptor distance hr2i1/2 = RDA as fitting parameters, the latter of
which being additionally constrained by the average FRET efficiency hEi (Eq. 12).

4.2 Polymer Models for IDP Dynamics and Their Limitations

Which microscopic molecular processes determine the reconfiguration timescales
of IDPs? Clearly, the complex arrangement of thousands of atoms in IDPs and an
astronomical number of chain conformations poses challenges to analytical theories.
Yet, rather simple analytically solvable bead-and-spring models, such as the Rouse
model and derived models, turned out to be surprisingly successful [33, 36, 37, 140,
141]. The concept of these model goes back to P. E. Rouse who aimed at describing
the viscoelastic properties of homopolymer solutions [140]. In the Rouse model
[140], an IDP is composed of n = NK + 1 beads that are connected by NK segment
bonds. As described in Sect. 3.1, these Kuhn segments consist of several bonds such
that the chain obeys Gaussian statistics, resulting in a “phantom chain” in which
beads are linked via harmonic springs [142]. The length of a segment bK is chosen
such that the mean square end-to-end distance of the chain can be written as
r2 = b2KNK (Eq. 14). The force-balance of a bead at position k will now be given
by three terms: (1) an elastic spring force fek, (2) a friction force due to the solvent fsk,
and (3) a random force fbk (Fig. 7a):

fsk þ fek = fbk ð41Þ

Assuming that solvent friction acts on individual beads, fsk is given by
Stokes’ law

fsk = ζs _rk with ζs = 6πηa: ð42Þ

Here, ζs is the solvent friction coefficient for an individual bead, which is
determined by its hydrodynamic radius a and by the solvent viscosity η, and rk is
the vector that defines the position of bead k. The second term in Eq. 41, i.e., the
elastic spring force, can be derived from Hooke’s law. However, a bead in position
k experiences an elastic force from two neighbors, namely at k + 1 and k - 1
such that
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fek = α 2rk - rkþ1 - rk- 1ð Þ with α= 3kBTNK= r2 ð43Þ

and the spring constant α describes the stiffness of the harmonic potentials between
neighbored beads. With Eqs. 41–43, we can write the Langevin equation for the x-
coordinate of a bead k as

ζs _x k, tð Þ þ α 2x k, tð Þ- x k þ 1, tð Þ- x k- 1, tð Þ½ �=X k, tð Þ ð44Þ

Here, X(k, t) is the x-component of the random force that satisfies the usual
fluctuation dissipation theorem of Gaussian-distributed white noise according to

X k, tð ÞX k, t0ð Þh i= 2kBTζsδ t � t0ð ÞΔ k � k0ð Þ:

Here, Δ indicates the Kronecker-delta. The solution has been described in the past
[36, 141] and we will not re-iterate it here. It suffices to say that a spectrum of
relaxation times is obtained, as expected for a coupled harmonic oscillator, and the
mode-dependent relaxation time τR of the Rouse model is given by

τR ≈ ζs=αq
2 / η ð45Þ

with q= πz/NKwith z= {1, 2, 3, . . .} being the mode number. Eq. 45 implies that the
dynamics of the chain will slow down with increasing solvent viscosity and the
relaxation of the chain is faster for higher modes, i.e., for larger z. Notably, Eq. 45
predicts τr / N2

K , which is different from the correct scaling τr / N3ν
K given by the

Zimm model that also accounts for hydrodynamic interactions [63, 75].

Fig. 7 Polymer dynamics models and their comparison with nsFCS. (a) A scheme of a coarse-
grained homopolymer and a comparison of the equations of motion (Langevin equations) of the
Rouse model without (left) and with (right) internal friction. (b) Reconfiguration times for the IDP
(ACTR) obtained with nsFCS (circles) and a fit with the Rouse model with internal friction (RIF,
black line). The internal friction component is indicated as red area. A Rouse model with the same
monomer size (gray line) extrapolates to zero reconfiguration time at vanishing viscosity
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Numerous nsFCS experiments on IDPs have shown that Eq. 45 does not correctly
capture the dynamics of IDPs [33, 131] (Fig. 7b). Although the proportionality
between reconfiguration time and solvent viscosity has indeed been found, a
solvent-independent friction component of the type [143, 144]

τr ≈ ζeff=αq
2 with ζeff = ζs þ q2ζi ð46Þ

had to be invoked to satisfactorily fit the experimental chain reconfiguration time τr
(Fig. 7a). Here, ζi describes an additional friction process independent of the solvent
viscosity that comes from processes internal to the protein. Eq. 46 can also be written
as τr = τR + τi where τi is a viscosity-independent internal friction timescale
(Fig. 7b). How can an additional friction process be justified? At high solvent friction
such as in aqueous solutions, Kramers’ reaction rate theory predicts that the reaction
time τ is proportional to the friction coefficient of a particle [145]. Assuming
continuum hydrodynamics, the reaction time should therefore scale with the solvent
viscosity (τ / η) without an offset, which has indeed been observed for slow
reactions such as the barrier-dominated millisecond folding dynamics of two-state
folders [146, 147]. However, substantial deviations were found for comparably fast
reactions [148–150] where a linear extrapolation of the reaction time to zero
viscosity also identified a limiting time scale τi [148]. An alternative to a viscosity
dependence with an offset (as in Eq. 46) can be found if the scaling between reaction
time and solvent viscosity has a weaker dependence such as τ / ηβ with β < 1
[151, 152]. Indeed, such fractional viscosity dependencies have been identified for
the diffusion of small molecular compounds [153–157] and physical interpretations
range from a viscosity-dependent change of the hydrodynamic coupling between
solvent and particle [158, 159], over a breakdown of the continuum hydrodynamics
due to the granularity of the solvent at small length scales [153, 160], up to a
breakdown of Kramers’ theory due to memory effects caused by solvent relaxation
[161, 162].

Yet, support for the presence of a limiting internal friction timescale (τi) came
from recent nsFCS experiments of unfolded and intrinsically disordered proteins
(IDPs) [33, 131, 163]. Though these experiments suggested that internal friction
results from a rather local process that acts on individual Kuhn segments (typically
around 4 peptide bonds) [33], its molecular origin remained elusive and several
possibilities such as bond rotations [143, 164], mode-coupling [165], or steric
interference of chain segments [166] are in discussion [36]. Identifying the molec-
ular events that cause internal friction in unstructured polypeptides might be a crucial
step toward understanding the elementary processes in the folding of proteins and
IDPs. Recent simulations and experiments point toward a combination of effects,
including dihedral angle flipping, intra-chain interactions, and solvent memory
effects [37, 167–169]. Importantly, some of these effects have already been incor-
porated in theories by Bazùa and Williams [143], Allegra and Ganazzoli [164], and
de Gennes [166]. Other authors even addressed more essential simplifications in
Rouse-type models such as the assumption of harmonic springs in bead-and-spring
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models [165]. However, a direct comparison of this variety of theories with exper-
imental results demonstrated that all these theories are capable of describing exper-
imental results on the disordered protein ACTR [36].

It might not be surprising that analytical theories capture internal friction effects
with an additional fitting parameter yet, an identification of the molecular processes
that give rise to this parameter remains elusive based on experiment and theory
alone. All-atom simulations with explicit solvent therefore became an ideal tool to
disentangle the molecular contributions that define reconfiguration times, intra-chain
diffusion coefficients, and internal friction effects. However, precise estimates from
all-atom simulations require an optimized water model. In fact, viscosities of
different water models vary tremendously [170], which strongly alters intra-chain
dynamics. TIP4P/2005 has been found to correctly capture the viscosity of water
[170, 171] and therefore force fields using this water model have been shown to
provide a faithful estimate of the intra-chain dynamics measured with smFRET-
nsFCS experiment in the order of hundred nanoseconds [22, 97]. Most importantly,
simulations allow a direct analysis of the molecular origins of internal friction effects
in IDPs. Also in simulations, the reconfiguration time of IDPs deviates from the
prediction of the simple Rouse model (Eqs. 40–43). By modifying the mass of water
to mimic changes in solvent viscosity, internal friction behavior was reproduced in
all-atom explicit-solvent simulations down to viscosities that are typically inacces-
sible experimentally (η ≫ 1cP) [168]. These simulations showed that internal
friction effects were primarily associated with backbone dihedral transitions
[167, 169] as suspected by Bazùa and Williams four decades ago [143], but also
intra-chain interactions contributed to the nonlinear viscosity dependence of IDPs,
thus showing that they are sequence-dependent [172].
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Abstract Potassium channels are integral membrane proteins that are ubiquitously
found among prokaryotic and eukaryotic organisms. They play an essential role in
diverse vital physiological functions, and the elucidation of the molecular mecha-
nisms underlying their functional properties is critical due to their impact on
numerous diseases. Even before the resolution of the first crystallographic structure
of a potassium channel in 1998, fluorescence techniques were used to shed light on
the structure–function relationship of these macromolecules. In this chapter, we first
revise the main hetero- and homo-FRET strategies that have been implemented to
elucidate the conformational dynamics of potassium channels, which complement
the information provided by other biophysical techniques. We then use the prokary-
otic potassium channel KcsA as a case study to illustrate how homo-FRET based
approaches helped uncovering the conformational plasticity of its selectivity filter
and the importance of the occupancy of the ion binding site S2 on the allosteric
coupling between its inner and outer gates.

Keywords Conformational plasticity · Fluorescence spectroscopy · FRET · Homo-
FRET · Intrinsic protein fluorescence · Ion channels · KcsA · Membrane protein
dynamics · Potassium channels · Time-resolved fluorescence

1 Introduction

Biological membranes are intrinsically impermeable to ions and polar molecules,
even though these compounds play a critical role in the cellular function and
homeostasis. Selective permeability is therefore conferred by different types of
membrane proteins, including pumps and ion channels. Particularly, ion channels
are oligomeric pore-forming membrane proteins that facilitate nearly diffusion-
limited rates of ions (~107–108 ions/s) across the membrane down to their electro-
chemical gradients by shifting from a closed to an open conformation upon an
external stimulus. These biomolecules are widely distributed among prokaryotic
and eukaryotic organisms, playing multiple roles such as the propagation of the
action potential, the coordination of the heartbeat, the insulin secretion or even the
orchestration of the immune response, among others [1–5]. The dysfunction of ion
channels, triggered by different mutations or by autoimmune disorders, has been
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associated with numerous pathological conditions such as generalized epilepsy,
episodic ataxia, long QT syndrome, cystic fibrosis, neonatal diabetes mellitus and
many others [6–8]. In this way, the research on ion channel’s structure and function
is the cornerstone for the rational development of new therapies against these
“channelopathies”.

As there are a vast number of different functional and structural studies on ion
channels, in this chapter we will focus on the potassium (K+) channels superfamily.
Nevertheless, almost all the biophysical approaches described here can be translated
to the study of any type of channel. Potassium channels (as any other ion channel)
are dynamical entities, playing their function through an ensemble of diverse
conformations instead of a single static structure. They present a high selectivity
for K+ over Na+ (the physiological competitor) and can also permeate other mono-
valent cations such as Rb+, Cs+, Tl+ and NH4

+ [1, 9]. The regulation of the functional
properties of these channels, i.e., selectivity, high-rate K+ permeation, blockade and
inactivation, is orchestrated by multiple factors, including ion–protein, protein–
protein and lipid–protein interactions [10–13].

The understanding of the functional properties of ion channels, in general, and K+

channels, in particular, requires the ability to precisely resolve the structure and
dynamics of the macromolecule in different experimental conditions, such as in the
presence of a specific ligand or embedded in a lipid bilayer. Most of the high-
resolution structures of ion channels typically represent snapshots of a particular
state of the protein in a crystallized or frozen form, solved by X-ray crystallography
or single-particle cryo-electron microscopy (cryo-EM). Other techniques, such as
nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR)
spectroscopies (including double electron-electron resonance (DEER) measure-
ments), small-angle X-ray scattering (SAXS) and small-angle neutron scattering
(SANS), or cross-linking mass spectrometry (XL-MS), give information on the
ensemble-average of all contributing conformations, even though some advances
have been made in recent years to capture transient intermediates [14]. Due to the
harsh experimental conditions often used by some of the above-mentioned biophys-
ical techniques, their validity must be confirmed in milder and more physiological-
like environments. Steady-state and time-resolved fluorescence spectroscopy often
fulfil these requisites [15].

In this chapter, we will illustrate how Förster resonance energy transfer (FRET) is
a powerful tool that can be used to map conformational transitions in homo-
multimeric membrane proteins like the K+ channels. Briefly, FRET is a nonradiative
long-range dipole–dipole coupling mechanism in which energy is transferred from
an excited donor fluorophore (D) to a nearby ground-state acceptor (A) with an
absorption spectrum overlapping the emission spectrum of the donor. The energy
transfer efficiency, E, depends on the inverse of the sixth power of the distance, R,
between D and A [16, 17]. This steep sensitivity of the FRET signal to the donor–
acceptor distance is the basis for its wide application as a “spectroscopic ruler”, a
term first coined by Haugland and Stryer [18]. Usually, the donor and acceptor pair
consists of two chemically distinct molecules (hetero-FRET), but FRET can also
occur between identical molecules (homo-FRET or donor–donor energy migration)
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when they display a small Stokes shift [16, 17]. The fundamentals and methodolog-
ical background for performing hetero- and homo-FRET measurements have already
been presented throughout this book. In the following sections, we will first sum-
marize how FRET measurements can probe the conformational changes related to
potassium channel’s function, with an emphasis on the implementation of homo-
FRET based methodologies to the study of homo-multimeric symmetric proteins.
We will then use the prototypical bacterial KcsA potassium channel as a case study
to illustrate how these homo-FRET based approaches can be applied to answer
specific mechanistic questions about this system, namely the influence of the degree
of ion occupancy on the structural rearrangements undergone by the selectivity filter
(SF) and its allosteric coupling to the activation gate.

2 FRET Toolbox for Studying Multimeric Symmetric
Proteins

2.1 Hetero-FRET Measurements

2.1.1 Single Donor–Acceptor Pair

The Förster theory of resonance energy transfer for a single donor–acceptor pair has
been presented previously in this book, so only a brief summary is given here to
introduce the notation to be used subsequently in this chapter. According to Förster,
the energy transfer rate constant, kT, between a single D and A pair separated by a
distance R is given by:

kT ¼ 1
τD

R0

R

6

ð1Þ

where τD is the fluorescence lifetime of the donor in the absence of the acceptor, and
R0 is the Förster or critical radius [16]. The magnitude of the Förster radius depends
on the spectral features of the donor and acceptor molecules and can be experimen-
tally evaluated (in Å) according to:

R0 ¼ 0:2108 � κ2 � n�4 �ΦD � J λð Þ6 ð2Þ

where κ2 is the orientational factor related to the relative orientations of the transition
dipoles of the donor and acceptor, which is usually set to 2/3 (isotropic dynamic
regime), n is the refractive index of the medium and ΦD is the fluorescence quantum
yield of the donor. J(λ) (in M�1 cm�1 nm4) is the spectral overlap integral between
the donor and acceptor:
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J λð Þ ¼
1

0
FD λð Þ � εA λð Þ � λ4 � dλ=

1

0
FD λð Þ � dλ ð3Þ

where FD(λ) is the emission spectrum of the donor and εA(λ) is the absorption spectra
of the acceptor in M�1 cm�1.

Usually, energy transfer is described by its efficiency, E, defined as the probabil-
ity that an excited donor will return to the ground-state by giving its energy to a
nearby acceptor. This can be expressed in terms of rate constants:

E ¼ kT
kf þ knr þ kT

¼ kT
τD�1 þ kT

ð4Þ

where kf and knr are the radiative and nonradiative rate constants of the D, respec-
tively. The combination of Eqs. (1) and (4) yields:

E ¼ R6
0

R6
0 þ R6 ð5Þ

The characteristic distance, R0, can then be interpreted as the distance at which the
energy transfer efficiency between an isolated D and A pair is 50%. This expression
also reveals that the FRET efficiency is extremely sensitive to the donor–acceptor
distance, R, when it falls within the range 0.5�R0 < R < 1.5�R0.

Since FRET is a photophysical mechanism that provides an additional deactiva-
tion pathway to the excited fluorophores (Eq. 4), both the fluorescence intensity, ID,
and lifetime, τD, of the donor decrease in the presence of a nearby acceptor to IDA
and τDA, respectively. The energy transfer efficiency, E, can then be computed
experimentally using either fluorescence parameter:

E ¼ 1� IDA
ID

¼ 1� τDA
τD

ð6Þ

Alternatively, when A is a fluorescent molecule, a concomitant increase in the
sensitized emission of the acceptor can also be detected. Once R0 is determined
spectroscopically (Eq. 2), the separating D–A distance can be calculated by intro-
ducing the experimentally determined energy transfer efficiency in Eq. (5)
[16, 17]. The FRET technique typically measures distances in the 30–80 Å range,
and therefore is particularly useful to evaluate changes in distances associated with
conformational rearrangements in proteins.

2.1.2 Homo-Tetrameric Proteins

The application of FRET measurements to evaluate the conformational landscape of
an ion channel under different experimental conditions often relies on fluorescent
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labelling the protein by using a natural or an engineered cysteine residue in the
amino acid sequence by site-directed mutagenesis. These natural/engineered cyste-
ines are the targets for covalently attaching an extrinsic label – donor/acceptor
fluorophore – with an adequate highly reactive moiety, like a maleimide or
iodoacetamide group [19–21].

Most of the potassium ion channels are homo-tetrameric proteins, and therefore
their position-specific labelling with two different probes (D and A) is challenging,
particularly when they react with the same group as the free sulfhydryl of cysteine
residues. In fact, random labelling a protein with a mixture of the donor/acceptor pair
results in a heterogeneous population of labelled proteins, even when there is a single
cysteine residue per subunit [22–25]. This means that the interpretation of the
measured energy transfer efficiencies is complicated by the geometric relationship
among the subunits as FRET can occur both between the laterally adjacent (with
R1 ¼ R) and the diagonally opposed subunits (with R2¼ 2

p
R, and therefore

kT2 ¼ kT1/8) (Table 1). In addition, the combinatorially conjugation of both the
donor and acceptor among the four subunits of the protein must be considered
[23, 25, 26]. Although both these factors preclude the exact determination of
distances in a macroscopic hetero-FRET approach, nevertheless the performance
of a cysteine-scan mutagenesis along the protein sequence allows mapping the
regions where there is a systematic difference in energy transfer efficiencies between
distinct functional states of the channels. This, in turn, contributes to the identifica-
tion of the regions involved in the structural rearrangements undergone by the
protein during its gating cycle or upon the addition of an activation or inhibitory
ligand [23, 24].

Three main experimental strategies have been implemented to overcome these
limitations. The first one entails mapping the conformational transitions of ion
channels in vitro or in living cells using luminescence resonance energy transfer
(LRET) [15, 27–30]. Briefly, whereas in FRET, energy transfer occurs between two
organic fluorophores, in LRET, energy transfer usually takes place between a long-
lived Tb+3-chelate donor and a short-lived organic dye acceptor. Although LRET
shares the same fundamental mechanism as conventional hetero-FRET, it offers
some advantages since the use of chelated lanthanides as donors enhances the
selectivity of the signal even in the presence of donor-only or acceptor-only labelled
proteins [31, 32]. In particular, the lanthanide donors like Tb3+ have very narrow
transitions, allowing for a clear separation between Tb donor emission and acceptor
sensitized emission. Moreover, the long (ms) excited-state lifetime of the lanthanide
donors allows for the collection of the sensitized acceptor emission signal (which
only arises form donor–acceptor pairs) after a time delay sufficiently long so that the
fluorescence from the directly excited acceptors decays to zero, thereby avoiding
interference from direct excitation of the acceptor label. In this way, energy transfer
efficiencies can be accurately calculated using the ratio between the sensitized
acceptor lifetime and the donor-only lifetime [31, 32]. However, the long lifetimes
of the luminescent lanthanides also allow for significant structural movements of the
protein during their excited state, and therefore LRET can potentially skew the
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measurements towards the distances of closest approach, instead of giving an
average value [15].

The second approach involves the concatenation of subunits, i.e. the preparation
of a tandem of dimers. In this case, only one protomer contains the cysteine mutation
and so there are only two instead of four cysteine residues within a tetrameric
channel. Due to the asymmetric structures (the subunits are linked by their intracel-
lular C- and N-terminal ends), these two dimers can only assemble anti-parallel,
originating a single distance between the diagonally opposed subunits. This
approach can be combined with the first one, e.g. as demonstrated by Fauré et al.
2012 [33]. Recently, the group of Nichols has successfully implemented this strategy
to study the membrane-embedded inward rectifier KirBac1.1 channel using single-
molecule FRET measurements [34–36]. This technique, which has already been
described in this book, allows to uncover the presence of sub-conformational sub-
states of the fluorescently labelled proteins with distinct average FRET efficiencies,
which are often masked in the more traditional ensemble-average FRET measure-
ments. In addition, the possible modulation of the interconversion kinetics between
these substates (dynamic heterogeneity) by a perturbation can also be studied in
detail, allowing to further investigate the structure–function relationship of the
potassium channels.

Table 1 Time-resolved and steady-state fluorescence anisotropy (ri(t) and <r>i, respectively)
computed for a set of i fluorophores undergoing fully reversible isotropic homo-FRET within a
cyclic molecular or supramolecular organization [39]. The systems correspond to a single protein
with multiple identical fluorophores (intramolecular homo-FRET) or a homo-multimer
(intermolecular homo-FRET). In this last case, only one fluorophore/subunit is considered. In all
cases, fluorescence depolarization due to the overall rotation of the system was neglected

Topological model Analytical solutions Equation

Pair of fluorophores (i ¼ 2)

• r2 tð Þ ¼ r0
2 1þ e�2kT1 t

• < r>2 ¼ r0
2 1þ 1

1þ2 R0=Rð Þ6

(T1.1)
(T1.2)

Equilateral triangle (i ¼ 3)

• r3 tð Þ ¼ r0
3 1þ 2e�3kT1 t

• < r>3 ¼ r0
3 1þ 2

1þ3 R0=Rð Þ6

(T2.1)
(T2.2)

Equilateral square (i ¼ 4)

• r4 tð Þ ¼ r0
4 1þ e�4kT1 t þ 2e�9=4kT1 t

• < r>4 ¼ r0
4 1þ 1

1þ4 R0=Rð Þ6 þ 2
1þ9=4 R0=Rð Þ6:

(T3.1)
(T3.2)

Insights into the Conformational Dynamics of Potassium Channels. . . 449



Thirdly, novel biorthogonal labelling strategies can be developed, as recently
demonstrated by Gupta et al. [37]. The authors used the incorporation of a
non-canonical methionine analogue containing an azido group and cysteine muta-
genesis to label the Shaker voltage-gated potassium channel (Kv) site – specifically
with two different fluorophores simultaneously. Using voltage-clamp fluorometry,
Gupta et al. were then able to monitor voltage-dependent conformational changes of
this membrane protein in live cells [37].

In the next section, we describe a fourth alternative that relies on performing
homo-FRET measurements.

2.2 Homo-FRET Measurements

As already mentioned, FRET can also occur between identical fluorophores when
their absorption and emission spectra display a small Stokes shift [17, 38]. Consider-
ing a pair of fluorophores separated by a distance R, energy transfer between these
two molecules is now reversible if the fluorophores are in the same environment
(kT1 ¼ k-T1 ¼ kT (Eq. 1)), and the traditional readouts of a hetero-FRET experiment
(fluorescence intensity/lifetime) can no longer be used because they become invari-
ant. As such, homo-FRET can only be detected by carrying out polarized fluores-
cence measurements. In fact, each energy transfer step within a cluster of identical
fluorophores leads to a FRET-induced angular displacement (depolarization) of the
emitted fluorescence which can be monitored by measuring the time-resolved or
steady-state fluorescence anisotropy of the sample [17, 38]. Berberan-Santos and
co-workers have derived analytical solutions for the time evolution of fluorescence
depolarization among i identical fluorophores (energy migration) in cyclic
multichromophoric systems [39–41]. As an introduction to the general features of
homo-FRET within an intra- or inter-molecular cyclic system, we will discuss next
the specific cases of fluorophores arranged in an equilateral triangle or square, in
addition to the case of an isolated pair of fluorophores (Table 1 and Fig. 1).

Table 1 summarizes the fluorescence anisotropy decays, ri(t), computed for a triad
(i ¼ 3, three-fold symmetry) and a quartet (i ¼ 4, four-fold symmetry) of
fluorophores undergoing homo-FRET within a cyclic regular geometry. The case
corresponding to a pair of fluorophores (i¼ 2) is also included for completeness. The
analytical solutions presented in Table 1 were obtained considering isotropic homo-
FRET interactions among the fluorophores and taking into consideration that the
time-resolved fluorescence anisotropy, r(t), of each system can be described as:

r tð Þ ¼
i

i¼1

ρi tð Þ � ri ð7Þ

where ρ1(t) and r1 are the survival probability and anisotropy of the initially excited
fluorophore, and ρi(t) and ri for i>1 are the survival probabilities and anisotropies of
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the indirectly excited ones (i.e. via energy transfer), respectively. In the absence of
any overall rotational diffusion of the system, r1 equals r0, the initial (fundamental)
anisotropy of the fluorophore [39].

As can be seen in Fig. 1a, the reduced anisotropy r(t)/r0 decreases from 1 over
time until a plateau value is reached, corresponding to the reduced limiting anisot-
ropy, r1/r0. In other words:

lim
t!1ri tð Þ ¼ r1 ¼ r0

i
ð8Þ

This result is a consequence of that in a fully reversible system, the excitation
becomes evenly distributed among all the fluorophores at sufficiently long times,
i.e., the probability of fluorescence emission becomes identical for all the
fluorophores, irrespective of the one that was initially excited. Since it has been
shown that for isotropically oriented dipoles, the anisotropy after one energy transfer
step is 0.016 [42], the contribution from the indirectly excited fluorophores to the
anisotropy of the system under study can be disregarded (ri(i >1) ~ 0), and thus the
limiting anisotropy is inversely proportional to the number of fluorophores i under
consideration.

The steady-state fluorescence anisotropy for each system, <r>i, is obtained by
integration:

Fig. 1 The fluorescence anisotropy of a set of i fluorophores undergoing fully reversible isotropic
homo-FRET within a cyclic molecular or supramolecular organization is determined by the specific
geometry of the system. (a) Reduced fluorescence anisotropy decay, r(t)/r0, and (b) steady-state
fluorescence anisotropy, <r > /r0, for a pair of fluorophores (i ¼ 2), and a triad (i ¼ 3) or a quartet
(i ¼ 4) of fluorophores arranged in an equilateral triangle or square geometry, respectively. r0 is the
initial (fundamental) anisotropy of the fluorophore. Regions I (R/R0 < 0.7), II (0.8 < R/R0 < 1.6),
and III (R/R0 > 1.9) are described in the text. The overall rotational tumbling of each system in
solution was neglected
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< r>i ¼

1

0
I tð Þ � ri tð Þ � dt
1

0
I tð Þ � dt

ð9Þ

where I(t) is the fluorescence intensity decay of the fluorophore, which for simplicity
is assumed to be mono-exponential. In Fig. 1b, the variation of the reduced steady-
state fluorescence anisotropy, <r>i/r0, is represented as a function of the relative
lateral inter-fluorophore distance, R/R0, for each of the systems depicted in Table 1.
Three distinct regions can be clearly identified: (i) Region I: for R/R0 < 0.7, energy
migration among the fluorophores included in each system is so efficient that the
emission anisotropy becomes independent of R, reaching a limiting plateau value of
<r>i/r0 ¼ 1/i (or <r>i ¼ r0/i). If a monomeric protein containing a single
fluorophore self-assembles in solution, then under this limit the steady-state anisot-
ropy of the system allows evaluating the stoichiometry i of the homo-multimers
(oligomers) formed, as previously described by Runnels and Scarlata [42]. (ii)
Region II: for 0.8 < R/R0 < 1.6, the steady-state anisotropy of the fluorophores
is extremely responsive to changes in the lateral inter-fluorophore distance, R. This
regime is ideally suited to detect the occurrence of intra- or inter-molecular confor-
mational changes within each system studied. Finally, (iii) Region III: for R/
R0 > 1.9, the lateral inter-fluorophore distances are much larger than the Förster
radius, and so the fluorescence emission arises primarily from the initially excited
fluorophore due to the absence of homo-FRET. In this case, the emission anisotropy
of the system converges to the value presented by an isolated fluorophore, i.e. its
initial (fundamental) anisotropy, r0. It should be noted that although Eqs. (T1.2) and
(T2.2) are equivalent to Eq. (18) given in Runnels and Scarlata for N ¼ 2 and N¼ 3,
respectively [42], Eq. (T3.2) deviates from their solution for N ¼ 4, because the
authors deemed that all molecules in a cluster of N molecules have the same
separating distance. This is equivalent to consider that the four fluorophores are
arranged tetrahedrally at variance with the square geometry considered in
Table 1 [41].

As the number of fluorophores i included in each system increases, the nearest
neighbour interactions become dominant. Cardoso and Berberan-Santos have shown
that the probability of energy transfer to acceptors other than the nearest for i � 4 is
always residual, attaining a maximum value of only ~6% for i ¼ 4 [39]. This means
that, e.g., the contribution of direct energy transfer between the fluorophores located
at diagonally opposed vertices of a square is minor and mainly affects the long-time
behaviour of the anisotropy decay [41].
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2.3 General Applications of Homo-FRET Measurements

Briefly, homo-FRET measurements under Region I (R/R0 < 0.7) have been exten-
sively used in the literature to evaluate the average number of fluorescently labelled
peptides/proteins in a cluster [42–44] and the degree of oligomerization of proteins
involved in a cooperative partition equilibrium [45]. These measurements are par-
ticularly useful for detecting small oligomers since the decrease in the overall
anisotropy of the system becomes less pronounced as the degree of oligomerization
increases, as exemplified in Fig. 1b [46]. More recently, these studies have been
extended to live cells through the implementation of fluorescence anisotropy imag-
ing microscopy (FAIM) measurements [47]. These allow for the detection and
quantification of the molecular self-assembly of proteins and lipid clustering
in vivo [43, 46, 48].

Region II (0.8 < R/R0 < 1.6) can also been exploited in homo-FRET studies to
measure inter-fluorophore distances and detect conformational changes in proteins.
The pioneering work of Johansson and collaborators established that time-resolved
anisotropy measurements can be used to determine distances between a pair of
identical fluorescent dyes covalently attached to a protein that undergo energy
homo-transfer [38, 49–51]. In these works, the reorientational motions of the
donor molecules were taken explicitly into consideration. Later, Zou et al. [52]
used T4 lysozyme, with a known crystal structure, to confirm that the steady-state
anisotropies of different fluorescein-labelled mutants could be used to obtain dis-
tances when regime II applies. These authors found a similar distance trend upon
labelling the same enzyme mutants with spin and fluorescent labels. This result
further validates the use of homo-FRET measurements to determine distances since
EPR are less affected than fluorescence measurements by orientational effects of the
probes. More recently, several genetically expressed biosensors based on intramo-
lecular homo-FRET have also been developed, allowing to detect signalling events
in vivo [53–55].

3 Homo-FRET Studies on the Potassium Channel KcsA:
A Practical Guide from a Symmetric Tetrameric
Membrane Protein

3.1 Functional and Structural Characteristics of the KcsA
Channel

KcsA is a homo-tetrameric proton-activated, voltage-modulated potassium channel
cloned from the soil bacteria Streptomyces lividans [56]. Its high-resolution structure
was solved by X-ray crystallography, being the first ion channel to be crystallized
[57]. Since then, KcsA has been used as a prototypical protein on the biophysical
studies of K+ channels due to its homology to the eukaryotic counterparts and the
simplicity of its structure: each one of the four identical monomers is constituted by

Insights into the Conformational Dynamics of Potassium Channels. . . 453



two transmembrane helices (TM1 and TM2), the amphipathic N-terminal domain
(not solved by X-ray crystallography) and the intracellular C-terminal domain. The
TM1 and TM2 sections are connected by a loop that contains a tilted short-helix
(pore-helix) and the SF (Fig. 2) [57]. The SF signature sequence T75VGYG79 is
highly conserved among the K+ channels superfamily and delimits four putative K+

binding sites (Fig. 2a). Its conformational plasticity has a great impact on the high-
rate of ion permeation, selectivity and inactivation properties of the channel, posi-
tioning the SF as a gate (outer gate) of these membrane proteins [58]. Figure 2a
illustrates the high-resolution structures of two typical conformations of the SF: the
conductive form, observed in the presence of high concentrations of permeant
cations (K+, Rb+, Cs+ or Tl+), and the non-conductive or collapsed form, found at
low concentrations of permeant cations or high concentrations of blocking species
such as Na+ or Li+, being Na+ the relevant physiological blocker of the K+ channels
[1, 59]. In the conductive conformation, the four binding sites are present, even
though only K+ and Tl+ can bind to all of them with equal probability (Rb+ and Cs+

are never found at the S2 binding site) [57, 60–62]. It was postulated that the
different ion occupancy of the SF by the permeant cations could affect the ion flux
(conductivity) and inactivation rates of K+ channels [63, 64].

Fig. 2 X-ray structure of the full-length KcsA channel in the closed state (PDB: 3EFF, central
panel) (TM1 and TM2: transmembrane helices 1 and 2, respectively; SF: selectivity filter; CTD:
C-terminal domain) (a) Schematic representation of the equilibrium between the collapsed and
conductive conformations of the selectivity filter. The collapsed form (PDB: 1K4D) is found in the
presence of either low K+ or high Na+ concentration. The conductive form (PDB: 1K4C) is found in
the presence of high K+ concentration, as well as of other permeant cations, such as Tl+, Rb+ or Cs+

(even though no Rb+ or Cs+ is detected in the S2 binding site). (b) Zoom-in of the network of
interactions between W67, E71 and D80 in the inactivation triad. The H-bonds are mediated by a
molecule of H2O (cyan). (c) Constituent residues of the pH sensor at the end of the TM2 helices.
E120 can interact with either R121 or R122 from the same subunit, whereas an H-bond is found
between H25 and E118 of neighbour monomers
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The activation gate (inner gate) of KcsA is located at the end of the TM2
segments, formed by a bundle-crossing of these helices. The amino acids involved
in the pH sensor are connected through several salt bridges and H-bond interactions,
being sensitive to the local amount of H+ [65] and thus regulating the K+

flux by
changing the conformation of the intracellular half of the channel [66, 67].

Even though KcsA does not present the typical 6-TM topology of the voltage-
gated K+ channels (Kv), its functional properties are also modulated by voltage [9]
due to the presence of the E71 residue at the pore-helix [68]. This negatively charged
amino acid interacts through a H-bond network with D80 (at the end of the signature
sequence) and W67 (at the pore-helix) residues to form the so-called inactivation
triad [68, 69] (Fig. 2b). Different types of mutations incorporated at the E71 residue
showed its connection to the SF, especially at the level of T76 and G77, therefore
influencing the rate of C-type inactivation process, as explained below [63, 70, 71].

In the presence of the proper stimuli, i.e., pH ~ 4.0, the gating of KcsA, as well as of
other K+ channels, involve conformational rearrangements at the inner and outer gates
[57, 58, 63, 68, 69, 71–83]. Macroscopic currents measurements performed on
asolectin-reconstituted KcsA showed that after gating at acidic pH a peak of maximal
current is detected, followed by an exponential decrease of the flux. The maintenance
of the gating stimulus therefore induces a slow inactivation process, characterized by a
time constant of 1–3 s, that consequently leads to a steady-state with a very low open
probability of the wild-type (WT) channel [63]. So, based on the conformation of the
activation gate (closed/open) and the SF or outer gate (conductive/inactivated), the
gating cycle of KcsA is defined by at least four kinetic states (Fig. 3): closed/
conductive (pH 7, K+), open/conductive (transient state found in K+ after the pH 4
gating), open/inactivated (pH 4, K+, at steady state) and closed/inactivated (pH 7, K+,
immediately after increasing the pH from 4 to 7) [84]. Thus, this gating cycle clearly
pictures the allosteric coupling between the opening movement at the inner gate and
the changes in SF conformation, where the slow inactivation process takes place. The
structure of this inactivated form and the molecular details of the inactivation process
remain elusive. In the case of KcsA, X-ray diffraction studies suggested that the
inactivated SF is almost identical to the collapsed structure observed at low K+

amounts; this hypothesis was supported by complementary experimental approaches
which suggested that only slight modifications on the SF filter accompanied the
inactivation of these channels [85–88]. Still, the SF rearrangements that are coupled
to C-type inactivation remain a matter of debate about whether they involve pinching,
dilation, or other more subtle SF changes [64, 89].

3.2 Fluorescence Properties of the KcsA Channel

In general terms, the aromatic residues (Trp, Tyr and Phe) found in the structure of K+

channels are frequently distributed between the intracellular and extracellular mouths,
acting as anchors during protein insertion into the lipid bilayer. Interestingly, two of
these aromatic residues (tyrosine and tryptophan) are often present at the pore-helix,
being highly conserved among the K+ channels superfamily and frequently involved
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in the modulation of the SF conformation [90]. In the case of the KcsA channel, its
intrinsic fluorescence spectrum results from the combination of the emission of fiveW
residues per monomer: W26 and W113, located at the inner mouth of the transmem-
brane section and W67, W68 and W87, at the opposite end of the protein (Fig. 4a)
[10]. Both the W67 and W68 residues at the pore-helix were found to sense the type
and concentration of cations bound at the SF, and the changes on their emission
spectra could be used to estimate the channel’s affinity for permeant and blocking
cations [10, 91]. W67 was selected as a fluorescent reporter to study the conforma-
tional dynamics of the SF due to its main role on the regulation of the C-type
inactivation process in KcsA as a participant in the inactivation triad [69] (Fig. 2b).
Control patch-clamp recordings of this single-tryptophan channel W67 KcsA
(W26,68,87,113F KcsA) reconstituted in asolectin vesicles demonstrated that this
quadruple mutant functions as a wild-type like protein [41].

W67 KcsA remains a highly fluorescent protein, retaining 40–45% of the WT
overall florescence intensity, due to the shielded position of this residue (protected
from the aqueous solution) (Figs. 2b and 4a, b). Its emission spectra still respond to
the presence of permeant and blocking cations within the filter (Fig. 4c), presenting a
blue-shifted spectrum in the presence of K+, Rb+ or Cs+ (maximum emission
wavelength circa 325 nm) and a high quantum yield (Φ ~ 0.3), yielding a Förster

Fig. 3 The gating cycle of the prototypical K+ channel KcsA. The four-state gating model is
controlled by the presence of two gates: the activation gate (inner gate) at the intracellular entrance
of the pore and the selectivity filter (outer gate). Each channel state is defined by the combination of
the conformational state of the inner gate (closed or open) and the outer gate (conductive or
inactivated)
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radius of R0 ¼ 12 Å at 200 mM KCl, pH 7.0 [41], close to the highest values
described in the literature for tryptophan–tryptophan Förster pairs [16]. Direct
inspection of several high-resolution crystal structures of KcsA obtained under
different experimental conditions revealed a proximity between their W67 residues,
ranging from 15 to 18 Å. Consequently, such distances fall within the working
Region II of Fig. 1b (0.8 < R/Ro < 1.6), and therefore their determination should be
possible using homo-FRET measurements. The fluorescence anisotropy of W67 can
then potentially monitor the conformational changes undergone by the pore-helices
of this mutant KcsA channel, which are linked to the SF through a network of
hydrogen bonds (Fig. 2b). This possibility was confirmed experimentally by
performing steady-state and time-resolved fluorescence anisotropy measurements
of the detergent-solubilized W67 KcsA mutant channel in the presence of different
SF modulators. An analytical framework describing the occurrence of homo-FRET
within a symmetric tetrameric protein was then used to obtain W67–W67
intersubunit (lateral) distances as detailed in the next section.

3.3 Time-Resolved Anisotropy Measurements
and Homo-FRET Analytical Framework to Characterize
the Conformational Dynamics of the Tetrameric W67
KcsA Channel

Considering that the time-resolved anisotropy decays of W67 KcsA were carried out
in a fluid solution, the fluorescence anisotropy decays of this protein were well
described by:

Fig. 4 The tryptophan residues, particularly W67, are good fluorescent reporters of K+ binding to
KcsA. (a) The intrinsic fluorescence properties of the KcsA channel mainly arise from five W
residues: W26 and W113 at the intracellular mouth, W87 facing the lipid membrane, and W67 and
68 just behind the SF. (b) The fluorescence emission spectra (λexc ¼ 295 nm) are only slightly
shifted to lower wavelengths when the most intracellular Trp residues (26, 87 and 113) of KcsA are
mutated to Phe. (c) The centre-of-mass of the emission spectra, <λ>, is a useful parameter to
examine the binding of K+ to the SF (stabilization of the conductive form). In fact, the largest
change on <λ> was detected when only Trp67 is monitored (single-tryptophan mutant
W26,68,87,113F or W67 KcsA)
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The first term of Eq. (10), r4(t), accounts for the fluorescence depolarization due
to the intramolecular homo-FRET process occurring among the four W67 residues
of KcsA, a tetrameric protein with four-fold symmetry (Fig. 5a and Table 1). In turn,
the second term considers the additional depolarization caused by the overall
rotational diffusion of the detergent-solubilized protein in solution. The global

Fig. 5 The homo-FRET process within W67 KcsA is sensitive to the number of K+ ions in the
SF. (a) Top view of the KcsA channel (PDB: 1K4C), highlighting in blue sticks the symmetric
position of the W67 residues (square geometry), one in each of subunit of the homo-tetrameric
channel. (b) Time-resolved anisotropy decays of the W67 KcsA channel (6 μM, monomer based) in
20 mMHepes, 10 mMNa+, 5 mMDDM, pH 7.0 buffer supplemented with 0.01 mM, 0.25 mM and
100 mM KCl. The samples were excited at 300 nm as the fundamental anisotropy of tryptophan
reaches its highest value (r0 ~ 0.3) at this wavelength [93], thus allowing to maximize the dynamical
range of the time-resolved measurements. The initial anisotropies of the decays, r(0) ~ 0.20-0.23,
were always significantly lower than the fundamental anisotropy of tryptophan, r0 ¼ 0.3, due to
very rapid rotational motions of W67 residues on the subnanosecond timescale, which were beyond
the time resolution of the instrumentation. The solid lines are the best fit of Eq. (10) to the decays
using ϕg ¼ 43 ns fixed. (c) The steady-state anisotropy, <r>W67, and (d) the lateral W67–W67
intersubunit distances calculated from the time-resolved anisotropy decays of W67 KcsA
(as described in Sect. 3.3) along its titration with K+ show two consecutive bindings events.
According to [41, 91], this behaviour corresponds to (1) the stabilization of the non-conductive
(NC) state from an “empty” filter (E), and (2) the subsequent stabilization of the conductive form of
the SF (C), where the four K+ binding sites can be occupied by the permeant cation

458 A. Coutinho et al.



rotational correlation time, ϕg, was determined independently using a L90C KcsA
mutant fluorescently labelled with pyrene, a long-lived fluorescent probe, and was
subsequently fixed in all the analyses (ϕg ¼ 43 � 3 ns [41]). Equation (10) was
therefore fitted to the fluorescence anisotropy decays of W67 KcsA obtained under
different experimental conditions using only two free fitting parameters: the exper-
imental initial anisotropy, r(0), and the lateral energy transfer rate constant, kT1,
respectively. For each experimental condition tested, the ensemble-averaged W67–
W67 lateral distance R within each channel could then be retrieved from the fitted
energy transfer rate constant, kT1, using Eq. (1) [41, 92].

The three main assumptions used in the derivation of the formalism described by
r4(t) (Eq. T3.1) were (1) pure homo-FRET, (2) isotropic FRET and (3) unpolarized
emission of the indirectly excited fluorophores [41]. Pure homo-FRET implies that
the process taking place among theW67 residues is fully reversible. Considering that
these residues are shielded from the aqueous environment, all four fluorophores are
indeed essentially spectroscopically equivalent. Regarding the second approxima-
tion, the orientational dependence of FRET is expressed by the orientational factor,
κ2. By using κ2¼ 2/3 in Eq. (2), the dynamic regime (fast isotropic rotational motion
of the partners) was assumed, which does not strictly apply here. However, the
mixed polarization of the absorption spectrum of tryptophan (1La and

1Lb transitions
with nearly orthogonal transition moments [93]) is equivalent to rotational random-
ization of the orientations [94]. Additionally, the initial anisotropy measured for
W67 KcsA, r(0) ~ 0.20–0.23, was always less than the fundamental anisotropy of
the tryptophan residues under our experimental conditions, r0 ~ 0.3. This means that
the W67 residues have some fast local rotational dynamics that helps depolarizing
the emitted fluorescence, which in turn contributes to relax the orientational con-
straints of the system. Taken together, these last two factors support the third
approximation that the emission from the indirectly excited fluorophores is largely
unpolarized.

In the more general case, the energy transfer efficiency may be influenced by the
mutual orientation of the fluorophores, and so it may not be adequate to assume
complete depolarization for the emission of the indirectly excited fluorophores
[38, 40, 43, 95]. As an example, Cardoso and Berberan-Santos [39] showed using
Monte Carlo simulations that the decrease of the fluorescence anisotropy with R0/R
is less marked for the case of anisotropic compared to isotropic orientations in a
heptagon, due to a significant contribution of unfavourable relative orientations of
the transition dipole moments of each chromophore in the first case.

Finally, although the KcsA-DDM complex is not strictly spherical, the difference
between the short and long axis of the prolate ellipsoid is not as pronounced as
suggested by Fig. 2 when the rim of detergent molecules surrounding the transmem-
brane section of the channel is considered [96]. The assumptions made can also be
justified a posteriori given that the fluorescence anisotropy decays for the detergent-
solubilized W67 KcsA channels were always adequately fitted using only two fitting
parameters and a fixed long rotational correlation time of 43 ns, yielding consistent
results under a wide range of experimental conditions (pH and variable ionic
composition of the buffer).
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3.4 An Efficient Homo-FRET Process Among W67 Residues
at the Pore-Helices Detects the Conformational Plasticity
of the SF at pH 7.0

K+ ions, which are the relevant physiological permeant cations of KcsA, can
modulate the SF conformation of the protein. The X-ray structures of this channel
in the closed state showed that its SF can undergo a transition from a
non-conductive/collapsed form to a conductive structure by simply increasing its
concentration (Fig. 2a). Accordingly, the steady-state anisotropy of W67 KcsA,
<r>W67, showed a strong dependence on the concentration of K+ present in the
buffer solution at pH 7 (Fig. 5c). The dose-response plot clearly described two
consecutive binding events with apparent dissociation constants, KD1 ~ 0.045 mM
and KD2 ~ 0.40 mM, respectively, in agreement with previous thermodynamic
studies performed with the WT KcsA channel [91, 97]. The first binding event
corresponds to the conversion of an “empty” SF (state E, without K+, but in 10 mM
Na+ to avoid the dissociation of the tetramer into monomers) to a non-conductive or
collapsed state (state NC), which should correspond to the crystallographic structure
observed at low K+ concentration (PDB: 1K4D). Here, the S1 and S4 binding sites
are occupied by K+, while the S2 and S3 binding sites are not detected. Upon further
increasing the concentration, K+ ions self-induce a conformational change in the SF
upon which the S2 and S3 binding sites are formed and filled, and the conductive
structure (state C) of the SF is stabilized. Therefore, the anisotropy data strongly
suggest that the K+ ions induce local conformational changes in the KcsA mutant
channel at the SF level, bringing together the W67 residues located at the short pore-
helix behind the SF of each subunit. This local rearrangement increases the effi-
ciency of tryptophan–tryptophan energy migration (homo-FRET), and consequently
produces a stronger depolarization of the fluorescence emitted by the mutant protein
which, in turn, causes a decrease in its steady-state anisotropy.

The performance of time-resolved anisotropy measurements confirmed this inter-
pretation. As described in Sect. 3.3, the four-fold axis of symmetry of the KcsA
channel, and consequently the square geometry delimited by the W67 residues
(Fig. 5a), allowed deriving a formalism describing the fluorescence anisotropy
decay of the W67 KcsA mutant-DDM complex (Eq. 10) [41]. Figure 5b clearly
shows that the anisotropy decays of W67 KcsA became faster at higher K+ concen-
trations due to a more efficient intramolecular homo-FRET component. As
explained above (Sect. 3.3), the average intramolecular energy transfer rate constant,
kT1, can be obtained by fitting Eq. (10) to the anisotropy decays of W67 KcsA; in
turn, W67–W67 intersubunit lateral distances can then be computed using Eq. (1). In
this way, the first K+ binding event was found to elicit an approximation of ~1-1.5 Å
between the pore-helices, whereas the W67–W67 intersubunit distances were further
narrowed down by ~3 Å during the stabilization of the conductive form of the SF
(second binding event) (Fig. 5d).

The time-resolved anisotropy decays of W67 KcsA were also measured in the
presence of a saturating concentration of other modulators of the SF of KcsA,
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namely different permeant and non-permeant cations and blockers, and the W67–
W67 intersubunit distances were calculated using the derived homo-FRET formal-
ism. As shown in Fig. 6, the largest intersubunit distance at the pore-helix level was
found in the presence of the pore blocker tetrabutylammonium ion, TBA+

(R ~ 19–20 Å), which is perfectly correlated to its location on the ion pathway,
interacting with some residues on the central cavity and leaving the SF almost empty
[98]. This distance is close to the one determined at the beginning of W67 KcsA
titration, when the SF is essentially depleted of ions (initial state E, Fig. 5d). An
“intermediate” distance was then found when 200 mM of the non-permeant cations
Na+ was present in the buffer (R ~ 17–18 Å, Fig. 6)). It was previously reported that
these non-permeant cations are only able to interact with the SF of KcsA at the most
external sites of the filter (S1 and S4, average SF ion occupancy of 1) with an mM
affinity [91, 99, 100] and thus inducing the collapsed, non-conductive structure. The
intermediate plateau level detected in the K+ dose-response curve of W67 KcsA
(intermediate state NC, Fig. 5d) is again in good agreement with these distances.

Fig. 6 The W67–W67 intersubunit distances critical depend on the degree of ion occupancy of the
SF from W67 KcsA at pH 7.0 (closed state). These lateral distances were calculated from fitting the
time-resolved anisotropy decays of each sample with Eq. (10). The first group (left) corresponds to
the permeant cations, where the selectivity filter is able to adopt a conductive conformation. The
second group (right) encompasses three blocking agents with different degree of interactions with
the SF. The measurements were carried out with W67 KcsA solubilized in 5 mM DDM detergent
micelles
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Regarding the permeant cations tested, the efficiency of the homo-FRET was high in
the presence 200 mM of K+, Rb+ and Cs+, and much shorter W67–W67 lateral
distances were measured (R ~ 15.5–16.5 Å, Fig. 6), scaling with the ionic radii of the
cations (K+ < Rb+ < Cs+). These distances correspond to the final conductive
conformation of the SF (final state C, Fig. 5d). According to the crystallographic
data available so far, whereas K+ is able to interact with equal probability with all the
four binding sites, Rb+ and Cs+ are excluded from the S2 site [61, 62]. Interestingly,
when the blocker Ba2+ was used in the sample buffer, the W67–W67 intersubunit
distances calculated from the time-resolved anisotropy decays (R ~ 16 Å, Fig. 6)
revealed that the SF has a conductive-like conformation rather than a Na+-like
collapsed structure. This is consistent with the ability of Ba2+ to interact with both
S2 and S4 binding sites within the filter, leaving both positions S1 and S3 empty
[99, 101, 102]. Altogether, these data reveal that the SF of KcsA has a high degree of
conformational plasticity, and that its cation-dependent structural changes are con-
trolled by the number of ions in the filter. The SF loop undergoes two consecutive
cation-induced disorder-order transitions as its backbone carbonyls progressively
coordinate the ions, bridging together its adjacent pore-helices, and eliciting a very
high homo-FRET efficiency among the strategically positioned W67 residues. The
first transition, where only the outermost S1 and S4 sites of the SF are occupied,
produces a modest ΔR ~ 1–1.5 Å. In turn, upon further occupancy of the innermost
binding sites S2 and/or S3, the canonical conductive conformation of the SF is
formed at the end of the second transition, which is accompanied by a much more
pronounced ΔR of ~3 Å, emphasizing the role of the central SF-bound ions in
stabilizing the filter.

Finally, the impact of the E71A mutation in the W67 KcsA context on the
conformational dynamics of the SF was also tested, since this mutation is known
to abolish the inactivation process by “freezing” the conductive conformation and
weakening the connection with the inactivation triad [69]. As expected, the W67–
W67 intersubunit distances calculated from the time-resolved anisotropy decays of
this non-inactivating mutant channel remained constant at ~15 Å not only in the
presence of high concentrations of permeant cations (K+, Rb+ and Cs+), but also of
the non-permeant Na+ [41]. This decrease in the conformational plasticity of the SF
has also been previously related to a decrease in the selectivity of E71A KcsA [103].

3.5 The Conformational Dynamics of the Outer Vestibule Is
Hindered by the Presence of a Monoclonal Fab Fragment

The final test of the derived homo-FRET formalism requires a comparison between
the inter-tryptophan distances obtained at saturating cation concentrations and the
available crystallographic data. Overall, the W67–W67 intersubunit distances are in
fair agreement with the W67–W67 Cδ2–Cε2 distances calculated from the crystal-
lographic structures of KcsA that were obtained using a truncated channel (Δ125
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KcsA). These structures were solved in the presence of Fab fragments that target the
turret region (pore-helix and external loop) [61, 104], being the interaction between
the E32 residue from the antibody and the R64 from KcsA a key on the epitope–
paratope interaction [69] (Fig. 7a, b, d). The Fab fragments act as a crystallization
co-adjuvant by restricting the mobility of certain protein regions, and hence improv-
ing the resolution of the crystals. However, these W67–W67 Cδ2–Cε2 distances
show only small differences in the presence of different conducting and blocking
cations (R ~ 17–18 Å, and therefore ΔRmax < 1 Å), whereas a more pronounced
ΔRmax ~ 3 Å was detected within the homo-FRET data (Fig. 7d). Importantly, a
much closer agreement was obtained between the inter-fluorophore distance mea-
sured in the presence of a high concentration of K+ and the one calculated from the

Fig. 7 The co-adjuvant crystallization Fab fragments hampers the conformational flexibility of the
KcsA SF. (a and b) X-ray crystallographic structures of (a) the C-terminal truncated KcsA channel
bound to an extracellular Fab fragment (PDB: 1K4C) and (c) the full-length protein bound to an
intracellular Fab fragment (PDB: 3EFF). Both structures are considered to represent a closed state of
the KcsA channel. (b) Detailed illustration of the interaction area between the extracellular antibody
fragment and KcsA. A salt bridge between the E32 residue from the Fab and R64 from KcsA was
postulated as the main factor responsible for the changes on the C-type inactivation rate decrease
induced by this antibody fragment [69]. As clearly shown, R64 is near the inactivation triad of the
channel (W67–D80–E71) (PDB: 1K4C). (d) The homo-FRET W67–W67 inter-subunit lateral
distances can be compared to those from X-ray crystallographic data (Cδ2-Cε2 distances). The
distances recovered from the X-ray structures solved in the presence of the extracellular Fab
fragment are always larger than those derived from the time-resolved anisotropy decays of W67
KcsA. On the other hand, the homo-FRET distance measured in the presence of a saturating
concentration of K+ is in fair agreement with the one determined in the presence of the intracellular
Fab fragment bound to the full-length protein
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crystallographic data produced with the full-length channel bound to an intracellular
Fab fragment [105] (Fig. 7b, d). This is a clear evidence that the addition of an
external Fab fragment critically affected the structure of the outer mouth of the
channel, imposing restrictions to its structural plasticity at the pore-helix level that
somehow modified its connection to the SF conformation (Fig. 7c). Indeed, electro-
physiological recordings showed that these external Fab fragments were able to
induce a remarkable decrease on the C-type inactivation rate of the channel, almost
identical to the effect seen by E71A or R64A mutations [69]. On the other hand, a
milder effect was detected with the intracellular monoclonal Fab fragment which
only induced a two-fold reduction in the rate of entry into the inactivated state.

3.6 The Conformational Dynamics of the Selectivity Filter
Depends on the Conformational State of the Activation
Gate of KcsA

As described in Sect. 3.1, the gating cycle of KcsA involves an allosteric modifica-
tion of the SF conformation once the opening of the inner gate is triggered at
acidic pH: after a peak of maximal K+ current, the channel enters into a
non-conductive inactivated state, which acts as regulator of the permeation process
[63, 68, 69, 78]. During the last years, attempts have been made to characterize the
inactivated state of this K+ channel [64]. The prevailing view obtained from several
X-ray crystallographic studies is that the structure of the SF in the open-inactivated
state reminisces that detected in the closed-collapsed form at low [K+] [60, 64, 66,
84]. To check the effect of the opening of the inner gate on the conformational
landscape of its SF, the potassium-induced changes in the steady-state and time-
resolved fluorescence anisotropy of W67 KcsA were again used to monitor the
conformational equilibrium of the SF but now at pH 4.0. The homo-FRET approach
failed to detect the stabilization of the intermediate collapsed structure, since at low
concentrations of K+ the anisotropy and W67–W67 intersubunit distances remained
fairly constant (<r> ~ 0.162 and R ~ 18 Å, respectively) (Fig. 8a). Nevertheless,
increasing the concentration of K+ from 10–20 mM to 200–300 mM self-induced
again a notable change on these two parameters, leading to a final structure which is
very much alike to the closed channel at pH 7.0 (R ~ 15.3 Å). Interestingly, this
transition displays a one-order of magnitude higher KD than in the closed state,
therefore revealing an important change on the protein–ion interaction at the SF in
the open-inactivated state.

Several open structures of the KcsA channel were obtained by X-ray crystallog-
raphy, using a constitutively open mutant channel [66, 106]. It was observed that the
W67–W67 lateral distances calculated from the anisotropy decays for the open/
inactivated W67 KcsA channel at high K+ concentrations and pH 4.0
(R ¼ 15.3 � 0.1 Å) are almost identical to those W67–W67 (Cδ2–Cε2) distances
determined from X-ray data obtained in the presence of an intracellular Fab fragment
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(R¼ 15.2 Å; PDB 3PJS), but not when an extracellular Fab was used to stabilize the
crystals (R ¼ 17.7 Å; PDB 3F5W). These results reinforce the conclusion that the
binding of the extracellular Fab fragment alters the conformation of the extracellular
loop and the SF dynamics, since the same Fab fragment has been described to have a
profound effect on KcsA inactivation [69]. Moreover, a comparison between the
distances determined from the homo-FRET approach for the closed/conductive
(pH 7.0, 200 mM K+, R ¼ 15.4 Å), closed/non-conductive collapsed (pH 7.0,
0.1 mM K+, R ¼ 18.5 Å) and open/inactivated (pH 4.0, 200 mM K+, R ¼ 15.3 Å)
states clearly rule out the hypothesis that the inactivated state is structurally similar to
its collapsed state, in agreement with more recent studies [85–87].

Finally, regarding the modulation of the conformational equilibria of the SF, the
alkylammonium salts have been broadly used to characterize the functional proper-
ties of K+ channels [108–112]. Particularly, the tetraoctylammonium ion (TOA+)
was described to allosterically induce the C-type inactivated form of the SF after its
binding at the central cavity of the KcsA [107]. Regarding our fluorescence anisot-
ropy studies, the addition of 100 μM of TOA+ to the W67 KcsA channel at pH 7.0
induced two main effects on the K+ binding to the SF: (1) a general increase in the
W67–W67 intersubunit distances for most of the concentrations of K+ tested; (2) an
increase of the KD2 value (second binding event) by an order of magnitude (from
0.45 mM to 4.5 mM) (Fig. 8a), suggesting that similarly to the acidic pH, TOA+ by
itself causes inactivation of the channel SF at pH 7.0. According to the X-ray
crystallographic data, this effect is mediated by a change on the rotameric state of

Fig. 8 K+ binding behaviour of W67 KcsA in the closed (pH 7.0), open (pH 4.0) and TOA+-
blocked states. (a) The W67–W67 intersubunit distances calculated from the time-resolved anisot-
ropy decays of the W67 KcsA channel detect two consecutive K+ binding events at pH 7.0, whereas
the opening of the inner gate at pH 4.0 triggered a loss of conformational plasticity at the W67 level
at low K+ concentrations and a decrease on the affinity for the permeant cation. Despite these
differences, the structure of the pore-helix at saturating concentrations of this cation, i.e., at the
conductive or inactivated conformation of the SF, is almost identical (R ~ 15.3 Å). The effect of the
pH 4.0 condition is partially emulated by the addition of 100 μM TOA+ to the samples at pH 7.0,
particularly the decrease in the SF affinity for K+ (second binding event). In the presence of this
alkylammonium salt, the W67–W67 intersubunit distances are larger than in the control. (b) This is
related to binding of the long octyl chains of TOA+ at the central cavity and the modification of the
rotameric state of the F103 residue, just below the blocker [107]
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the sidechain of the F103 residue (Fig. 8b) [107]. This phenylalanine had been
described as a main effector on the allosteric communication between the inner and
outer gates of the KcsA channel, since the F103A mutation profoundly reduced the
slow inactivation rate [113]. In this respect, it should be noted that the available
X-ray data on the TOA+

–KcsA complex was obtained in the presence of the
extracellular Fab fragment [107]. Based on such data, the authors concluded that
the SF conformation in the TOA+

–bound channel is an inactivated structure, similar
to that detected in KcsA alone at low K+ concentrations [60] (PDB 1K4D), where the
innermost sites S2 and S3 are absent. In contrast to that conclusion, the results
obtained from the time-resolved anisotropy decays of W67 KcsA revealed that the
stack of K+ binding sites remains accessible in the TOA+

–KcsA complex, although
with a lower affinity, and that the W67–W67 intersubunit distances are close to those
found in the resting channel in the absence of TOA+. These structural characteristics
are shared by several inactivated models of KcsA [86, 97, 114] and it seems,
therefore, a general feature of the inactivated SF of this potassium channel.

3.7 Examining the Bidirectional Crosstalk Between the Inner
and Outer Gates of KcsA Through Homo-FRET
Monitoring of Two Independent Fluorescent Reporters

Several biophysical approaches, mainly using NMR and EPR techniques, have also
reported that the communication between the inner and outer gates of KcsA is not
unidirectional since changes in the SF conformation (related to its K+ occupancy)
can also modify the open-closed equilibrium of the inner gate [115–117]. As in
KcsA, it is presumed that most other K+ channels are controlled through an allosteric
coupling between the gates at both ends of the pore, even though the molecular basis
of such regulatory mechanisms is still unclear [64, 117, 118]. The monitoring of the
dynamic behaviour of the inner gate of KcsA required labelling the protein with an
extrinsic fluorophore. Francisco Bezanilla and collaborators [79, 119] were the first
to use time-resolved fluorescence measurements to investigate the opening dynamics
of KcsA by tracking the changes on the fluorescence lifetime measurements (in the
frequency domain) of the tetrametylrhodamine-5-maleimide (TMR-M) covalently
attached to the G116C KcsA mutant channel. Here, the same G116C mutation was
incorporated in the context of the quadruple mutant W26, 68, 87,113F KcsA, where
there is only a single Trp residue (W67) in each monomer. This new mutant protein,
G116C W67 KcsA, was also labelled with tetrametylrhodamine-5-maleimide
(TMR-M).
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3.8 Consequences of Incomplete Labelling of G116C W67
KcsA with an Extrinsic Probe

In contrast to the hetero-FRET measurements, the use of a single extrinsic
fluorophore greatly simplifies the labelling of the samples. However, one must
bear in mind that the incomplete random labelling of a multimeric protein, even
with only one labelling site/subunit, always results in various subpopulations of
fluorescently labelled channels. In the case of a tetrameric protein, these populations
correspond to unlabelled, single, double, triple and fully labelled proteins (Fig. 9a).
The relative proportion of each subpopulation is controlled by the final average
degree of protein labelling (dye-to-protein molar ratio, D:P) (Fig. 9b, c) which, in
turn, is critically dependent on the initial D:P molar ratio used in the label reaction.
Therefore, the application of steady-state and time-resolved fluorescence measure-
ments to the characterization of these systems requires performing a comparative
study of two samples, prepared with a low and a high D:P, respectively. The first
case is used to characterize the fluorescence properties of a predominantly singly
labelled sample, i.e. when essentially no homo-FRET occurs. On the other hand,
samples prepared with a higher degree of labelling are enriched in multiply labelled
species (Fig. 9b, c) – these are then used to characterize the changes in the efficiency
of the homo-FRET process within the fluorescently labelled proteins that accompany
the inner gating of the channel [120].

3.9 Allosteric Coupling Between the Activation Gate
and the SF

The simultaneous presence of two independent fluorescent reporters, one at each
gate of the channel (W67 near to the SF and TMR at the inner gate (Fig. 10a),
respectively, allowed to investigate the allosteric crosstalk between the inner gate
and the SF in the same sample [120]. In this case, the location of W67 at the pore-
helix, very far away from the TMR at the C116 position (�36 Å, G116-Cα –

W67-Cα distance) prevented any contact quenching or hetero-FRET process.
Whereas W67 is a genetically encoded fluorescent reporter and hence is present in
all G116C W67 KcsA subunits, the covalent attachment of the TMR is a random
process, resulting in a heterogeneous population with distinct subpopulations of
fluorescently labelled channels with a variable number of covalently linked probes
[23], as described above. The number of TMR dyes attached to the protein could be
controlled by adjusting the labelling conditions, ranging from 5 to 50% of labelled
tetramer (on average) of the G116C W67 KcsA channel. An under labelled sample,
predominantly consisting of singly labelled proteins, allowed for the characterization
of the rotational dynamics of the conjugated dye/protein and to study the influence of
pH on its fluorescence properties. On the other hand, samples prepared with a higher
degree of labelling, which are enriched in multiply labelled protein species, gave
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information about the extent of the homo-FRET process among the fluorescently
labelled subunits within each tetrameric channel (Fig. 10b, c). Particularly, when
working at high D:P ratios (>0.30), the close proximity of the TMR dyes in the
closed state of the channel (pH 7.0) resulted in a highly efficient homo-FRET
process, monitored by low <r>TMR values (Fig. 11) and fast time-resolved anisot-
ropy decays (Fig. 10b). This efficiency was reduced when the opening of the protein
was triggered at acidic pH, leading to higher <r>TMR values (Fig. 11) and slower
anisotropy decays (Fig. 10c). This way, a new dual homo-FRET based sensor was
obtained, capable of detecting the structural rearrangements of the inner gate after
the pH-induced activation and the SF conformation in the same sample. In this case,
the intersubunit distances at the inner gate level were not calculated due to the
concomitant formation of H- and J-type dimers of conjugated TMR at pH 7.0 and
4.0, respectively [120].

In addition, the ability to detect the conformational state of the inner and outer
gates in the same sample allowed for the characterization of their allosteric commu-
nication in the KcsA channel. A typical experiment to study the pH-induced
activation of the inner gate consisted of a pH titration, where a stock of

Fig. 9 The average degree of labelling, D:P, of a tetrameric protein controls the final proportion of
the different fluorescently labelled species present in solution. (a) The random labelling of a
tetrameric protein with a single labelling site per subunit produces a heterogeneous population of
fluorescently labelled species with a variable number of extrinsic dyes, k, covalently attached to
each protein. (b) The probabilities of finding unlabelled (k¼ 0), single (k¼ 1), double (k¼ 2), triple
(k ¼ 3) and fully (k ¼ 4) labelled proteins can be calculated for a given D:P using a binomial
distribution. (c) The fluorescence anisotropy measurements only detect emitting species, and so the
probability distributions need to be re-normalized by excluding the unlabelled proteins since these
are non-fluorescent
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TMR-labelled protein stored in 20 mM Hepes, 5 mM DDM, 200 mM NaCl, pH 7.0
was divided into small aliquots and subsequently dialyzed to different pH and ionic
conditions. The steady-state (<r>TMR, Fig. 11) and time-resolved anisotropy decays
(Fig. 10) of the TMR dyes bound to the G116C W67 KcsA presented a notable
dependence on the pH and ionic environment only in the multiply labelled channels
(high D:P). Concomitantly, the average lifetime of these samples remained essen-
tially constant, reinforcing the conclusion that intramolecular homo-FRET is the
major factor responsible for the large changes detected in <r>TMR within the 3.5 to
7.0 pH range. The changes detected on the <r>TMR values according to the pH of

Fig. 10 Probing the conformational dynamics of the inner gate of KcsA using homo-FRET
measurements. (a) The conformational equilibrium between the closed and open states of G116C
W67 KcsA can be monitored by the covalent attachment of tetramethylrhodamine-5-
maleimide (TMR) dye at the C116 position. (b) The labelling ratio (dye:protein ratio, D:P) has a
great impact on the time-resolved anisotropy decays of the covalently linked TMR, as illustrated by
the representative decays of the TMR conjugated to G116C W67 KcsA protein at (b) pH 7.0 and
(c) pH 3.5. The D:P of the samples was 0.12 (orange) and 0.45 (blue). The solid lines are the best fits
of a double exponential function to the experimental data. Bottom panels: the weighted residuals
(W. residuals) are randomly distributed around zero showing the goodness of the fits. The
measuring conditions were λex ¼ 488 nm λem ¼ 575 nm. The buffers contained 5 mM DDM and
200 mM KCl (T ¼ 25�C)
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the buffer, from the low-anisotropy closed state to the high-anisotropy open state,
presented a sigmoidal behaviour, allowing for the calculation of an activation pKa of
the channel in different experimental conditions. Figure 11 (central panels) compares
the results obtained in the presence of 200 mM K+, Rb+ or Na+. The calculated
values were pKa¼ 4.2� 0.1, pKa¼ 5.07� 0.02 and pKa¼ 5.1� 0.1 for K+, Rb+ an
Na+, respectively. The simultaneously monitoring of the <r>W67 allowed to eval-
uate the conformational state of the SF in each case (Fig. 11, right panels). The
anisotropy values of W67 determined at pH 7.0 and 4.0 agree with those previously
measured for W67 KcsA indicating that the SF of the G116C W67 KcsA mutant
channel labelled with TMR is still discriminating between permeant and blocking

Fig. 11 The ion occupancy at the S2 site of the SF contributes to controlling the allosteric crosstalk
between the inner and outer gates of the KcsA potassium channel. The left panels display a
schematic representation of the allosteric communication between the inner and outer gates of the
KcsA channel, reported by fluorescence anisotropy of the covalently bound TMR at position C116
(red) and the intrinsic fluorophore W67 (green), respectively. The conformation of the SF (outer
gate), reported by the fluorescence anisotropy of W67, <r>W67, in the TMR-labelled G116C W67
KcsA channels (right panels) is sensitive to the different ion occupancy presented by K+ (blue), Rb+

(green) and Na+ (pink). In the case of K+, its ability to bind with equal probability to the four
binding sites at the SF (when the inner gate is in the closed conformation) leads to closer W67–W67
inter-subunit distances, and hence lower anisotropy levels. The activation pKa, calculated from the
variation of the fluorescence anisotropy of covalently linked TMR, <r>TMR, with pH (central
panels) was ~4.0. On the other hand, the inner gate opened at lower [H+] (pKa of ~ 5.0) when Na+ or
Rb+ is bound to the SF at S1-S4 or S1-S3-S4 positions, respectively, i.e., when there was a loss of
ion occupancy at the S2 site. The inability of both cations to interact with the S2 site at the outer gate
is also characterized by higher W67 anisotropies. The final D:P of the samples were 0.45 in K+ and
Na+ and 0.38 in Rb+
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cations. Therefore, the lower activation pKa obtained for the KcsA inner gate in
200 mM KCl compared to RbCl and NaCl seems to be conditioned primarily by its
average degree of ion occupancy. In fact, although both permeant ions K+ and Rb+

induce a conductive SF at neutral pH, the SF displays a diminished ion occupancy in
the second case: the crystal structures of KcsA solved in the presence of Rb+ ions
characteristically miss an ion at the second K+ binding site [61, 62] in contrast to the
SF in the presence of K+, which displays an average occupancy of 2 ions, either in
the S1-S3 or the S2-S4 positions [61]. Hence, the closed conformation of the inner
gate is more stable only when the SF is in the presence of high K+ amounts (i.e.,
when there is an equal occupancy of the four binding sites). On the other hand, a
lower average ion occupancy of the SF (200 mM Rb+ or Na+) destabilizes the outer
gate which, in turn, results in a higher activation pKa, thus providing definitive
evidence for the existence of an allosteric coupling between the two gates of the
KcsA channel as previously reported [121].

4 Concluding Remarks

Ion channels in general, and K+ channels, in particular, are highly dynamic entities
where the conformational plasticity of the transmembrane pore and its allosteric
interplay with the regulatory domains play a central role in their functional behav-
iour, namely the high-rate ion flux, selectivity and inactivation processes. Over the
last decades, FRET studies (including time-resolved approaches) have shown to be a
powerful tool to gain insight into the molecular basis of the structure–function
relationship of such membrane proteins since they are performed in physiological-
like experimental conditions (i.e., at low concentration in aqueous solution at room
temperature), offering good-quality structural information (even at the Å level).

Due to the high level of symmetry often found in the K+ channels family, the
analysis of homo-FRET processes has also emerged as a valuable instrument to
characterize the conformational plasticity of these proteins. Particularly, the homo-
FRET formalism derived for the homo-tetrameric KcsA channel has been shown to
be a powerful tool that allowed to quantitatively measure the W67–W67 intersubunit
distances through polarized fluorescence measurements of a single-tryptophan
mutant of KcsA under mild experimental conditions. Particularly, the measurements
were performed in the absence of bound antibody fragments that, as shown here,
may hinder the pore-helix dynamics putatively associated with the conversion of
KcsA into an inactivated state. Hence, the high-resolution structures provided by
protein crystallography may not always reflect the predominant structure displayed
by the protein in less extreme experimental conditions and these studies should be
complemented by the implementation of other biophysical techniques, including
steady-state and time-resolved hetero-FRET or homo-FRET approaches.

In more general terms, a significant advantage of homo-transfer over
heterotransfer experiments is that it greatly simplifies protein labelling with extrinsic
probes. However, the accuracy of the distances recovered from applying this homo-
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FRET approach, as all FRET measurements in general, is constrained by orienta-
tional effects of the probes. In the case of using extrinsic fluorophores, it is useful to
covalently label the proteins with dyes that have short linkers. In this way, the
depolarization of the emitted fluorescence due to local motions of the probe rela-
tively to the protein backbone is minimized, thereby maximizing the dynamical
range of the fluorescence anisotropy measurements. However, this, in turn, compro-
mises the approximation that the indirectly excited fluorophores in a cyclic arrange-
ment have a very low anisotropy. Still, the use of fluorophores that have a mixed
polarization, like the tryptophan residues, allows to overcome these problems as
shown here.
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Abstract Detecting changes in the intrinsic fluorescence of proteins enables
non-invasive monitoring of their biological activities. Here, we present the applica-
tions of the fluorescence intensity decay measurements of the intrinsic amino acids to
study three proteins involved in different processes: the temperature-induced phase
transition of human serum albumin, Alzheimer’s beta-amyloid aggregation, and
collagen glycation. The complexity of the intrinsic fluorescence is addressed by
using the non-Debye model of fluorescence kinetics and/or by applying the time-
resolved emission spectra (TRES) technique.

Keywords Beta-amyloid aggregation · Collagen glycation · Fluorescence kinetics ·
HSA phase transition · Intrinsic protein fluorescence · Time-resolved emission
spectra
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1 Introduction

Protein structure (conformation, monomeric or oligomeric form, and complexing
with other molecules) is usually related to its function and determines its perfor-
mance in its natural biological habitat. Methods of determining protein structures
and monitoring their activities are in high demand in biomedical research, and
numerous analytical techniques have been introduced in recent decades. They
include X-ray crystallography [1], NMR spectroscopy [2] (offering better spatial
resolution), cryo-electron microscopy [3], or electronic spectroscopies [4–
6]. Among the latter, circular dichroism [4] and fluorescence spectroscopy [5, 6]
have become very popular in protein studies due to their ease and speed of operation.
Florescence spectroscopy is a multi-dimensional technique; i.e. it allows measure-
ment of several main observables (steady-state spectra, fluorescence intensity
decays, and steady-state and time-resolved fluorescence anisotropy) at a variety of
experimental conditions (composition of the sample, excitation and detection wave-
length and polarisation, and temperature). When applied to protein, the multi-
dimensionality of fluorescence spectroscopy may enable recognition of the func-
tionally different protein forms and monitoring of their changes triggered by chem-
ical and physical factors. This is due to high sensitivity of the fluorescence of excited
fluorophore to the local nm-scale environment.

Typical applications of fluorescence spectroscopy to protein studies include
tagging the protein with the fluorophore with the absorption and fluorescence spectra
in the visible to infrared region, which allows its selective excitation, and separation
of the fluorophore fluorescence from the protein’s intrinsic fluorescence. The variety
of commercially available fluorescent tags for proteins [7, 8] enables sensing of
many features of protein assemblies, like conformational stages, formation of α- and
β-sheets or helix structures, molecular separations, exposure to the solvent, access of
the quencher molecules, and local pH.

Although effective in many applications, this approach may fail when the pres-
ence of the fluorescent tag modifies the protein’s performance. In this case, the
collected data report on the protein/fluorophore system, rather than on the protein in
its natural environment. Note that minimising the tagged proteins to proteins ratio in
the sample is not helpful because the fluorescence signal comes from the protein/tag
complexes only. Indeed, the fluorescent tag can even stop the investigated process,
for example the aggregation of the Alzheimer’s beta-amyloids [9].

The intrinsic fluorescence, i.e. the fluorescence of three amino acids: tryptophan,
tyrosine, and phenylalanine, and the fluorescence coming from the formation of
fluorescent residues during activities of some proteins, offers an alternative approach
to fluorescence-based protein sensing. As intrinsic fluorescence comes from the
residues that are natural components of the protein or are formed during their natural
activities, sensing based on intrinsic fluorophores is non-invasive and can be applied
when the tag-based technique disturbs the studied process too much. However, the
intrinsic fluorophores were not created by nature with the sensing application in
mind; thus, their fluorescence responses to the changes in the local environment are
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usually complex and data interpretation is more demanding than in the case of the
specialised bespoke sensors. Moreover, it is not always the case that the investigated
process makes any measurable impact on the intrinsic fluorescence; therefore,
experimental verification is needed in each case. However, if a substantial change
in fluorescence signal is detected, a sensitive and non-invasive sensing procedure
can be usually developed.

Fluorescence intensity and anisotropy decays are main observables providing
information on protein behaviour in biological media. Intensity decay reflects the
kinetics of protein interactions with surrounding molecules, with processes like
collisional quenching or FRET impacting the depopulation of the excited state.
Anisotropy reports the rotational freedom and rigidity of the protein environment
[10] and has been used in the studies of many key proteins like HSA [11] and green
fluorescent protein (GFP) [12].

In this chapter, we present the studies of protein assemblies based on the
measurements of the intrinsic fluorescence intensity decays by the time-correlated
single photon counting [13, 14] (TCSPC) technique. We discuss the alternative data
collection and analysis methods and then focus on the technique exploring the time-
resolved emission spectra (TRES). Several examples of fluorescence kinetics in
protein of medical importance are presented.

1.1 Fluorescent Residues in Protein as Potential
Fluorescence Sensors

Among the 20 amino acids which constitute the building bricks of proteins, trypto-
phan (Trp), tyrosine (Tyr), and phenylalanine (Phe) are fluorescent, which makes
them candidates for the intrinsic, non-invasive sensors (Fig. 1).

The overlapping absorption spectra of all three amino acids require using excita-
tion sources of specific wavelengths if a selective excitation is needed. Exciting only
one amino acid in the protein may not be always possible, but the problem can be
partially addressed by using the commercially available nanoLEDs [15–17], offering
excitation wavelengths of 295 nm [15] (for selective excitation of Trp in all pro-
teins), 279 nm [16] (for selective excitation of Tyr in the proteins containing no Trp),
and 265 nm [17] (for Phe, if Trp and Tyr are not present).

Table 1 presents the key spectroscopic parameters of the fluorescent amino acids.
According to the rotamer model [18–21], individual amino acids exist in one of three
different conformational forms (rotamers), each exhibiting an individual fluores-
cence lifetime, determined by local environment. The anticipated orientations of the
rotamers in respect of the protein backbone are shown in Fig. 2.

Relatively high peak molar absorption coefficient of Trp, 5,600 M-1 cm-1 at
295 nm, combined with its good quantum yield, 0.13, results in a reasonable
effective brightness and makes Trp the most used intrinsic fluorescence sensor in
proteins. For example, exciting a single Trp in HSA with the excitation source
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Fig. 1 Absorption (black) and emission (orange) spectrum of intrinsic fluorophores: Phe (50 μM),
Tyr (50 μM), and Trp (50 μM) in water shown with the quantum yield, fluorescence lifetime, and
chemical structure of each fluorophore. (Reproduced from: A.Alghamdi, PhD Thesis, University of
Strathclyde, 2021)

Table 1 Spectroscopic parameters of fluorescent amino acids

ε(λmax) M
-1 cm-1 Φ Effective brightness Rotamer population

Trp (indole) 5,579(295) 0.13 725 R1>>R2>R3

Tyr (phenol) 1,405(279) 0.14 197 R1>R2ffiR3

Phe 195(258) 0.024 5 R1>R2ffiR3
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295 nm allows detailed studies of Trp excited-state kinetics, because Tyr and Phe are
not excited and their fluorescence does not interfere with Trp fluorescence [22].

If there is no Trp in the protein (e.g. vasopressin, beta amyloid (Aβ)), Tyr
fluorescence may be used effectively as an intrinsic sensor reporting protein activity
[23, 24].

In addition to the fluorescence of individual amino acids, proteins also form
specific fluorescent residues. Since the isolation of GFP from Aequorea Victoria
[25], where the fluorescent residue is the sequence of three amino acids serine–
tyrosine–glycine, producing green fluorescence, a number of fluorescent proteins
have been developed. They enabled labelling and visualising proteins in living cells
in thousands of biological applications [26–28].

2 Modelling the Kinetics of Intrinsic Fluorescence

In this section, we discuss the potential mathematical models of the fluorescence
kinetics which may be used for representing the experimental fluorescence intensity
decays collected in a TCSPC experiment. The relationship between the sought-after
model fluorescence intensity decay I(t) and the measurable fluorescence response F
(t) and the prompt L(t) curves [29, 30] is given by the convolution integral

F tð Þ=
t

0
L t- t’ I t’ dt’ ð1Þ

Both F(t) and L(t) have digital representation (they are the contents of the data
stored in the multi-channel analyser of TCSPC instrument after collecting signal
from the fluorescent sample and the scattering sample, respectively), while I(t) is a
formula representing the fluorescence intensity decay following a δ-pulse excitation.
This is a predicted solution of the differential equation, or the set of differential
equations describing the anticipated fluorescence kinetics. In practical applications,
the experimental decays are fitted to the extended formula. This also takes into
account the additional technical effects of TCSPC instrumentation, namely

Fig. 2 Rotamers orientations
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F tð Þ= aþ bL t þ Δð Þ þ c
t

0
L t þ Δ- t’ I t’ dt’ ð2Þ

where a, b, and c are the background level, the contribution of the scattered light, and
the scaling parameter, respectively, and Δ is the time shift between the prompt and
decay curves due to the colour effect of the light detector and finite channel width of
the time axis. The decay I(t) is dependent on the kinetic model parameters. The
analysis of the TCSPC data requires two stages: firstly, determining whether the
assumed I(t) fits well to the experimental data and determining the values of fitted
parameters and, secondly, checking if the parameters recovered from a series of the
decays measured at different experimental settings are consistent with the character
of the assumed model of the kinetics (e.g. whether the decays measured at increasing
temperatures give shorter fluorescence lifetimes due to expected effect of collisional
quenching).

2.1 Exponential and Multi-exponential Decays

In the simplest case, the I(t) is the solution of the two-level model dI(t)/dt = -kI(t)
(Fig. 3a), where k is the rate of the decay, k = 1/τ, and τ is the fluorescence lifetime.
The resulting exponential decay, I(t)= I0exp[-t/τ], is rarely the case in proteins. For
example, single Tyr in a buffer solution has a single-exponential decay, but in a
peptide its decay is already more complex. A single Trp, even only in a buffer, has
the decay more complex than exponential.

The analytical solutions of the more complex models of the kinetics are known
only in a very few cases. For example, if the measured fluorescence is the sum of
fluorescence emitted by a few independent residues, each showing its own expo-
nential decay, the solution has a form of the multi-exponential function

I tð Þ= N

n= 1
bn exp -

t
τn

ð3Þ

where τn are the fluorescence lifetimes of the individual residues and bn are related to
the contributions of these residues cn to the decay (cn = bnτn= N

i= 1biτi). A multi-

Fig. 3 Examples of known analytical forms of intensity decays I(t) at different models of the
kinetics: a simple two-level model (a) and the case of the excited-state reaction (b)
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exponential expression for I(t) is also obtained in the case of a few other simple
formal models of the kinetics, e.g. the fluorescence of the product of excited-state
reaction (Fig. 3b). In the case of more complex underlying kinetics however, the
resulting fluorescence decay usually cannot be obtained in the form of analytical
formula.

Nevertheless, fitting a multi-exponential function to the experimental data
became a common procedure, as the goodness of fit can be almost always achieved
by selecting a large enough number of exponential components in a fitted function.
This practice has led to two dominating models of protein kinetics, both of which
offer the explanation of multi-exponentiality of the decay: the rotamer model and the
model of dielectric relaxation. In the rotamer model [18–21], the discrete ground-
state conformations (rotamers), usually two or three, show characteristic fluores-
cence decay times, resulting in a multi-exponential decay of the whole ensemble. In
the dielectric relaxation model [29, 31], a single conformation is assumed, but its
fluorescence spectrum shifts towards longer wavelengths due to the solvent response
to the excited-state dipole moment of the fluorophore. If this relaxation occurs at the
same time scale as fluorescence, then even if the excited state decays exponentially,
the experimental decay (measured at the fixed detection wavelength) is
non-exponential but may be represented by a multi-exponential function.

The generic feature of protein fluorescence is the lifetime–wavelength correla-
tion; i.e. the mean decay lifetimes are increasing with the detection wavelength. This
generic observation supports the dielectric relaxation model, and because the
rotamer model does not explain this effect, it is used as evidence against this
model. On the other hand, the lack of negative amplitudes in protein decay functions
challenges the relaxation model. The difficulty associated with the interpretation of
multi-exponential decays has led to developing alternative approaches to lifetime
data analysis, and here we present two alternative strategies.

In the first strategy, the effects of heterogeneous environment and the dielectric
relaxation are modelled together and lead to so-called non-Debye kinetics [32]. This
approach reveals more detailed information on the studied kinetics but is limited to
relatively simple protein fluorescent systems. The example of non-Debye model of
Trp kinetics in HSA [32, 33] is presented in Sect. 2.2.

The second strategy does not assume any specific model of the kinetics but
explores the advantage of multi-exponential functions being good mathematical
representations of the experimental decays. Fitting the multi-exponential model
allows for extracting the fluorescence intensity decays Iλ(t) from the convolution
integral (1) for a series of the decays measured at different detection wavelengths λ,
and constructing the time-resolved emission spectra (TRES) It(λ) [34, 35]. TRES-
based analysis provides unbiased information on the unknown model of the kinetics
in multi-component fluorescent systems. The examples of applying TRES to study
protein oligomerisation and complexation (glycation) are presented in Sect. 2.3.
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2.2 Modelling Microheterogeneity and Dielectric Relaxation
in Protein Fluorescence Kinetics

In the simple exponential kinetics of the fluorescence decay, the probability that the
fluorophore is still in the excited state at time t after excitation is P(t) = exp[-kt],
where k is the rate of the decay. Here, we assume a more general case, where this
probability decays exponentially until the maximum quenching time tc, and then
remains constant on the level exp[-t/tc]. In other words, P(t)= exp[-kmin(t,tc)]. In
the non-homogeneous system of many fluorophores of decay rate values k, and
maximum quenching times tc characterised by certain density distributions, the
fluorescence intensity decay of the whole ensemble will be given by [32, 33]

Iα,κ tð Þ= exp -
1
κ

κ t
τF

α

0
1- exp 1-

1
x

dx ð4Þ

The formula (4), as a generalisation of the exponential decay, is more flexible to
represent responses of fluorescent amino acids in heterogeneous biological environ-
ment. For the special case of α = 1 and κ = 0, it becomes the exponential decay
I1,0(t)= exp[-t/τF]. For α< 1 and κ > 0, the reduced index of stability α impacts the
whole decay, while κ only the tail (Fig. 4a).

For κ = 0 the expression (4) becomes the well-known stretched-exponential

function [36] Iα,0(t) = exp[ - t
τF

α
] (Fig. 4b), and for α = 1, we receive the

Becquerel function [37], I1,κ(t) ~ (1 + κ(t/τF)) -1/κ (Fig. 4c). Both stretched-
exponential and Becquerel’s functions have been used for describing fluorescence
kinetics in multiple applications [36, 37].

Microheterogeneity of the fluorescent molecular system represented by Eq. (4)
can be combined with the dielectric relaxation, offering a more realistic model of
protein kinetics. In the original paper by Toptygin and Brand [38], the wavenumber-
and time-dependent fluorescence intensity decay Iν(ν,t) is given by

Iv v, tð Þ= v3 S v- vc tð Þð ÞD tð Þ ð5Þ

where S(v) is the vibrational envelope representing the fluorescence transitions, D(t)
is the decay of the population of the excited state, and vc(t) is the time evolution of
the spectral centroid. In the original paper, D(t) and vc(t) are modelled by linear
combinations of exponentials and S(t) is expanded in Taylor series. Consequently,
Eq. (5) is approximated by a multi-exponential function. Although this function is
likely to fit well to the experimental data, the approximation used here may lead to
the loss of information on protein system or misinterpretation of the data. Indeed, the
model supporting multi-exponentiality, i.e. the existence of subsystems of distinct
lifetimes, is unlikely to be adequate for the biological media, where the distribution
of lifetimes seems to be more relevant. Therefore, in the approach we proposed [33],
D(t) is represented by Eq. (4) and vc(t) by ~exp[- t=τsð Þαs ], namely
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Iv v, tð Þ= v3 S v- v1 - v0 - v1ðð Þ exp -
t
τs

αs

ÞIα,κ tð Þ ð6Þ

This model function depends on the decay parameters, namely τ, α, and κ and on
the dielectric relaxation parameters v0, v1, τs,and αS. Determining these parameters
requires gathering a series of experimental decays measured at different detection
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wavelengths and applying a global data analysis. In Sect. 3.1, an example of
applying this approach to fluorescence kinetics of a single Trp in HSA is presented.

2.3 Time-Resolved Emission Spectra (TRES)

If the analytical formula for the fluorescence intensity decay in complex system
cannot be anticipated due to its complexity, determination of TRES may be an
efficient way towards revealing the actual kinetics. Indeed, determining the exact
model of the excited-state fluorescence kinetics in many protein systems is difficult
for two main reasons: a variety of molecular-level processes can occur simulta-
neously, and there is a lack of analytical formulae for fluorescence intensity decays
in more complex kinetics. In such cases, it is practical to use the model-free TRES
approach, which exploits the ability of multi-exponential functions to serve as
flexible analytical representations of the complex (and, in general, not multi-
exponential) decays.

In this approach, the matrix of wavenumber- and time-dependent fluorescence
intensity decays Iν(ν,t) (Eq. 5) is obtained experimentally by measuring the fluores-
cence intensity decay Iλ(t) at a series of detection wavelengths λ. The raw data are
then fit to multi-exponential functions, and the TRES It(λ) are obtained from the
equation

It λð Þ= Iλ tð Þ× S λð Þ
1

0
Iλ tð Þdt

ð7Þ

where S(λ) is the steady-state fluorescence spectrum, and the denominator is pro-
portional to the total number of emitted photons. The obtained spectra are then
converted from the wavelength It(λ) to the wavenumber scale according to
It(ν) = λ2It(λ). In the next stage, multiple normalised Toptygin-type distributions
are used [39–43] to represent the shape of spectral components.

F vð Þ=
M

i= 1

Ci tð Þ
2π

p
σi tð Þvi tð Þ vi tð Þ2 þ 3σi tð Þ2

v3 exp
- v- vi tð Þð Þ2

2σi tð Þ2
ð8Þ

Here,M is the number of spectral components, vi is the peak position, and σi is the
half-width of the distribution. It should be noted that the

1= 2π
p

σi tð Þvi tð Þ vi tð Þ2 þ 3σi tð Þ2 term is the normalisation factor, which

implies that Ci(t) has the meaning of the fluorescence contributions of individual
components. The revealed evolutions of Ci(t), νi(t), and σi(t) in ns time scale help to
understand the mechanisms of the underlying kinetics.
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In Sects. 3.2 and 3.3, we present several cases of protein studies, where TRES
does not determine the exact excited-state kinetics, but reveals main features of the
monitored protein activities, which narrows down the range of the potential kinetic
models. The examples include the beta-amyloid aggregation in a buffer and in the
presence of several compounds impacting aggregation, which is one of key mech-
anisms of Alzheimer’s disease, and the process of glycation, i.e. binding glucose to
certain proteins, which is related to the complications of diabetes.

3 Applications of Intrinsic Fluorescence Studies of Protein

3.1 Non-Debye Kinetics of Trp in HSA

Applying the approach from Sect. 2.2 allows resolving the microheterogeneity and
dielectric relaxation of Trp fluorescence kinetics [32, 33]. The TCSPC-based mea-
surements were performed using the FluoroCube fluorescence lifetime system
(Horiba Jobin Yvon IBH, Glasgow, UK) and the AnAlGaN type of pulse light
emitting diode (pulse width ~600 ps) working at 295 nm, and 1 MHz repetition rate
was used for excitation. The measurements of the 3 × 10-5M HSA solution in
0.01 M phosphate buffer at pH 7.4 were performed in the range of wavelengths from
330 nm to 360 nm with 5 nm increments. The temperature was changed from 10°C
to 60°C in 10° steps. The model decay (6) for the Iα,κ (t) given by Eq. (4) has been
investigated by global deconvolution analysis, where a number of decays measured
for the different detection wavelengths were fitted simultaneously. Figure 5 shows
the example of global analysis of the series of decays measured at 50°C.

The results of fitting, obtained for the samples at all temperatures, are shown in
Fig. 6. The parameters characterising the decay of the excited-state population, τF
and αF, decrease slowly with temperature, resulting from increased collisional
quenching and a broader range of transition rates, respectively, while the κF is
negligibly small. Good values of χ2 and random distributions of residuals demon-
strate that the relaxation of the excited states of Trp in HSA can be represented by a
single stretched-exponential function. At the same time, the changes in parameters τS
and αS are more significant, and the substantial drop in τS between 30°C and 40°C
suggests a change in HSA conformation. This affects the rate of protein’s dielectric
relaxation, while the Trp local microenvironment is not disturbed (no substantial
changes in τF and αF). In general, the above spectrally and time-resolved fluores-
cence model allows separation of two processes in proteins: the excited-state decay
and dielectric relaxation. This approach paves the way for the dual relaxation-based
intrinsic fluorescence sensing of protein systems.
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Fig. 5 The raw decays of HSA fluorescence at 50°C measured at different wavelengths, the fitted
functions, and the distribution of residuals, together with the parameters of the model defined by
Eq. (6) recovered in the global analysis. Note that the model parameters are common for all sets of
decays, and only technical parameters (a–c) and Δ are specific to each decay. (Reproduced from
[33] with permission of IoP Publishing)

490 O. Rolinski and R. Muir



3.2 Oligomerisation/Glycation of Beta-Amyloid Aβ1-40

Beta-amyloids (Aβ) are fragments of an integral membrane amyloid precursor
protein (APP). The processes responsible for the metabolism of APP to Aβ are
reasonably well understood; however, the physiological role of Aβ is not clear. Aβ
monomers appear in physiological fluids at nM concentrations. At higher concen-
trations monomers start to aggregate, initially into small permeable oligomers, and,
at later stages, into plaques and fibrils that are hallmarks of Alzheimer’s disease
(AD). According to current research on AD [44], the toxic action of Aβ starts well

Fig. 6 Temperature
dependence of the
parameters τF and τS (a), αF
and αS (b), and κF (c)
obtained for the double-
relaxation model (6) of
fluorescence kinetics, from
the global analysis of the
series of decays measured at
the different detection
wavelengths. (Reproduced
from [33] with permission of
IoP Publishing)
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before the fibrils are formed. This is due to small oligomers that interfere with the
neural cell membranes forming Ca2+-permeable pores. Consequently, the disturbed
calcium balance is the key mechanism of the cell death and the mechanism of
AD. Preventing aggregation of Aβ peptides into small oligomers is therefore central
in developing therapeutic drugs targeting AD. Aβ oligomers-triggered intracellular
overdose of Ca2+ produces a series of further neurotoxic events like oxidative stress,
tau phosphorylation, and neuronal loss. Currently, there is no method allowing
monitoring Aβ aggregation on early stages.

Sensitivity of fluorescence to sub-nm spatial and ns time scale of molecular
processes makes it a perfect tool for Aβ aggregation studies, but the extrinsic
fluorescent labels (Thioflavin T, Congo Red, Atto 488A, HL647) are known to
modify the Aβ smallest oligomers [9, 45]; thus, their feasibility for monitoring the
earliest stages of Ab oligomerisation is questionable.

To enable detection of Aβ aggregation starting from the earliest
monomer→dimer stage, we have developed an approach using Aβ’s intrinsic
fluorophore tyrosine for a non-invasive interaction with the peptides during their
aggregation. Tyrosine-based studies of Aβ have demonstrated that early aggregation
impacts the intrinsic fluorescence responses significantly, contrary to the fluores-
cence of extrinsic labels which show the lag phase at the early stage [46]. Measuring
the time-resolved emission spectra (TRES) of the aggregating peptides allows
separation of the simple monomer’s fluorescence and more complex responses
from the (evolving during aggregation) distributions of di- to oligomers [39]. More-
over, the data show that the presence of compounds like copper ions [40], glucose
[41], or the flavonoid quercetin dramatically alter the fluorescence of aggregates,
which constitutes the experimental foundation of the approach.

Presented below are studies of free Aβ aggregation and the effects of different
compounds (copper ions and glucose) that impact the performance of aggregation.

3.2.1 Free Aβ1-40 in a Buffer Solution

Tyrosine residues in the 50 μM Aβ1–40 sample (in HEPES buffer of pH 7.4) [39]
were excited by a Horiba NanoLed pulsed source at the wavelength 279 nm
[16]. This wavelength allowed for excluding excitation of phenylalanines, also
present in the Aβ1-40 peptide. The TCSPC measurements were conducted on a
Horiba Scientific DeltaFlex fluorometer (Horiba Jobin Yvon IBH Ltd., Glasgow,
UK). For every measurement, 12 fluorescence intensity decays at detection wave-
lengths ranging from 294 to 327 nm with 3 nm increments were collected.

The decay parameters were recovered from fitting to a multi-exponential
decay (2), see Fig. 7a, b, and then used to calculate TRES using Eq. 7. Plots were
then converted to the wavenumber scale (see examples for Day 1 and Day 8 in
Fig. 7c).

Solid lines in Fig. 7c are the plots of the Toptygin-type distributions (8) for the
parameters obtained from their fitting to the experimental TRES points. The
two-component distributions (N = 2) were required to satisfy the goodness-of-fit
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criteria, suggesting the existence of two fluorescent forms. The evolution of these
parameters at different times after excitation in the ns time scale, measured in
different days after sample preparation, is shown in Fig. 8.

Fig. 7 (a) Fluorescence decay data of beta-amyloid at the detection wavelengths 297 and 327 nm
together with the excitation pulse, fitted three-exponential function, the scattered light term (S), and
the distribution of residuals. (b) The time–wavelength correlation observed in two decays of beta-
amyloid at detection wavelengths 297 and 327 nm and at two different stages of aggregation: Day
1 and Day 8. The insets show the peak areas of the experimental curve. (c) Time-resolved emission
spectra (TRES) obtained at two different stages of aggregation (Day 1 and Day 8) fitted to a two
-Gaussian profile. (Reproduced from [39] with permission of IoP Publishing)
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We can observe two components showing initial peak positions (Fig. 8a) at
33,000 cm-1, which can be attributed to Aβ1-40 monomers, and at 30,500 cm-1,
which corresponds to oligomers. Both peaks have different characteristic values of
standard deviations (Fig. 8b). The plots C1(t) and C2(t) (Fig. 8c) represent fluores-
cence intensity decays of the monomers and oligomers, respectively. We note that
the character of the monomer’s decays does not change during the period of
experiment, while the decays of the oligomers evolve due to changes in Tyr’s
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environment when oligomers are getting bigger. The location of the monomers peak
does not show significant changes over time, which indicates fast dielectric relaxa-
tion that is practically completed before the fluorescence occurs. During the first few
hours after sample preparation, monomer’s fluorescence contribution reaches about
98% of all fluorescence (Fig. 8d, e), but its value gradually decreases in the following
days, which is consistent with formation of oligomers which are fluorescent at longer
wavelengths. Moreover, the initial oligomers show clearly dielectric relaxation
manifested in the drop in v2(t) in the first day (Fig. 8a), while in the following
days the shift in the oligomer’s spectral peak is negligible, indicating formation of
the larger and thus more rigid oligomers.

3.2.2 Aβ1-40 with Cu+2 Ions

High concentrations of metal ions like copper Cu2+ and zinc Zn2+ are detected within
senile plagues of Alzheimer’s brain tissue. It has been demonstrated in experiments
in vitro [47, 48] that these ions can bind to the Aβ1-40 directly and modulate the
aggregation process. Moreover, the Aβ1-40–copper complexes may be involved in
the formation of reactive oxygen species and contribute to the oxidative stress
observed in the disease. Therefore, we have studied [40] the interactions of Cu2+

with Aβ1-40 by detecting the changes in TRES measured in the solution of Aβ1-40
containing copper ions.

Presence of copper in the solution can potentially cause two types of effect on the
fluorescence kinetics of intrinsic tyrosine: the direct effect – quenching of tyrosine,
and the indirect effect – influencing the aggregation process. Indeed, adding mM
concentrations of Cu2+ to Tyr’s solution reduces its fluorescence lifetime (Fig. 9a),
which can be explained by collisional quenching resulting in the linear Stern–
Volmer plot (Fig. 9b). However, at the μM concentration range this effect is
negligible (Fig. 9c). Fluorescence decays of Tyr in NAYA are two-exponential,
but the effects of μM levels of copper are still insignificant (Fig. 9d, e). However, in
the case of beta-amyloid fragment, Aβ1-16, due to increasing complexity of the local
environment of Tyr, a three-exponential model of the decay is needed to obtain a
good fit. Moreover, this is the smallest beta-amyloid fragment we have investigated,
for which the fluorescence lifetimes and their contributions are responding to the
change of copper concentration in μM region. This effect is likely to be due to the
Aβ1-16–Cu2+ complex formation, as His6 and His13 (or His14) are expected to form
a copper ion binding site [49].

Preliminary measurements of the copper ion effect on the aggregation of the full
Aβ1-40 Alzheimer’s peptide have demonstrated that copper ions substantially com-
plicate the fluorescence intensity decays, suggesting accelerated aggregation and
formation of different aggregates than in the case of free amyloids. TRES measure-
ments performed for the Aβ1-40 sample containing 15 μM Cu2+ have shown clearly
(Fig. 10) that the presence of copper alters the fluorescence kinetics of Tyr from the
very beginning. Measurements were taken at several stages of aggregation: 1, 5,
24, 48, 72, 96, and 168 h after sample preparation. The times taken by individual
measurements were longer at later days due to decreasing fluorescence yield during
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aggregation (the numbers indicating the age of the sample are the times when the
first wavelength has been started). Shown are the examples of TRES for the free Aβ1-
40 sample and the sample with 15 μM Cu2+, at 1 h and 168 h after their preparation.
The substantial differences in the shapes of the TRES seen in Fig. 10 are reflected in
the performance of their individual parameters determined by fitting experimental
TRES to the model (8) [40].

Figure 11 shows the evolution of two peak positions identified for the amyloid–
copper sample (b). These data are compared with the previously obtained [39] peaks

Fig. 9 Plots showing the correlation between Tyr’s fluorescence lifetime τ and the concentration of
Cu2+ in mM (a) and μM (c) scales; the Stern–Volmer plot of fluorescence quenching of Tyr by Cu2+

ions (b); plot showing the effect of Cu2+ on parameters obtained from fitting NAYA’s fluorescence
decay to a two-exponential model: decay times τ1 and τ2 (d), and the percentage contributions f1 and
f2 (e); parameters obtained from fitting Tyr’s fluorescence decay in a 50 μM Aβ1-16 solution to a
three-exponential decay model plotted against Cu2+ concentration: Tyr fluorescence decay times τ1,
τ2, and τ3 (f), percentage contributions f1, f2, and f3 (g). Error bars represent the standard deviation.
(Reproduced from [40] with permission of John Wiley and Sons)

496 O. Rolinski and R. Muir



for the free amyloid (a). The position of the higher wavenumber peaks ν1(t), related
to monomers, remains very similar to that observed for the free Aβ1-40 sample and
again indicates rapid dielectric relaxation occurring faster than fluorescence decay.
This very similar behaviour of monomers is expected and confirms credibility of our
approach. Simultaneously, the entirely differentperformance of the ν2(t) dependence
representing oligomers is characterised by a slight decrease during the first 6 ns,
followed by an increase. This observation is likely to be caused by the presence of at
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Fig. 10 Time-resolved emission spectra (TRES) obtained for 50 μMAβ1-40 (a) and 50 μMAβ1-40

with 15 μMCu2+ (b) at two stages of aggregation (1 h and 168 h). The solid lines represent the two-
Toptygin-type function fits. Reproduced from [40] with permission of John Wiley and Sons)

Fig. 11 Evolution of the peak positions ν1(t) and ν2(t) for free Aβ1-40 (a) and Aβ1-40 with 15 μM
Cu2+ (b) at different stages of aggregation (◊ 1 h, □ 5 h, Δ 24 h, × 48 h, � 72 h, ○ 96 h, and +
168 h). (Reproduced from [40] with permission of John Wiley and Sons)
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least two types, or even a distribution of oligomers, each characterised by a different
peak evolution and different relaxation time. In the samples older than 96 h, ν2(t) has
no increasing stage which suggests only one fluorescent compound, with the other
fluorescence being reduced due to reabsorption or precipitation of aggregates to
larger fibrils.

3.2.3 Aβ1-40 with Glucose

The potential influence of glucose on Aβ1-40 aggregation is essential not only in the
context of molecular mechanisms of Alzheimer’s disease but can also be considered
as one of the potential long-term side effects observed in diabetes. The correlation
between the occurrence of diabetes and Alzheimer’s has been proven in clinical
research [50]. Our approach based on the fluorescence of tyrosine in aggregating
Aβ1-40 peptides [41] has confirmed the influence of glucose molecules on the
formation of amyloid oligomers and their glycation.

Examples of fluorescence spectra of 50 μM Aβ1-40 in PBS, measured in the
absence and in presence of 50 mM glucose at different excitation wavelengths,
and after two different times of incubation (1 and 384 h), are shown in Fig. 12.
Spectra observed at excitation 279 nm are typical for Tyr. At excitation wavelength

Fig. 12 Steady-state measurements of 50 μM Aβ1-40 in PBS buffer (10 mM, pH 7.4) in the
absence (left) and presence (right) of 50 mM glucose at excitation wavelengths 279 nm (solid
black), 290 nm (solid grey), 300 nm (dotted), 320 nm (short dash), 350 nm (long dash), and 380 nm
(dash-dot-dot) after incubation for 1 h (top) and 384 h (bottom). Insets show the normalised
emission spectra. (Reproduced from [41] with permission of Elsevier)
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greater than 300 nm, the positions of the fluorescence peaks shift towards longer
wavelengths, suggesting formation of fluorescent oligomers of the broad distribution
of sizes, as evidenced by the excitation–emission peaks correlation.

TRES measurements were performed at several stages of aggregation over a
week. Figure 13 shows the initial (1 h) and the final (168 h) set of TRES obtained
from the samples without and with (50 mM) glucose.

Fig. 13 Time-resolved emission spectra (TRES) obtained for 50 μM Aβ1-40 in HEPES buffer
(0.1 μM, pH 7.4) after 1 h of incubation (a) and 168 h of incubation (e). TRES obtained for 50 μM
Aβ1-40 in the presence of 50 mM glucose after 1 h of incubation (b) and 168 h of incubation (f).
Normalised TRES for Aβ1-40 in the absence and presence of glucose after 1 h of incubation (c, d)
and 168 h of incubation (g, h). The solid lines represent the two-Toptygin-type function fits.
(Reproduced from [41] with permission of Elsevier)
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The raw TRES data were analysed by fitting to them Eq. (8). Similarly to free
Aβ1-40, the sample containing glucose also demonstrated the presence of two
components (N = 2) in (8). Figure 14 shows the positions of the two peaks ν1(t)
and ν2(t). Initial positions of the ν1(t) peaks in glucose-containing sample at all ages
are around 33,000 cm-1 and show almost no changes during 10 ns after excitation.
Again, this suggests very fast dielectric relaxation of monomers, which are not
affected by the presence of glucose.

Contrary to the free Aβ1-40 case, the longer wavelength TRES peak in the
glucose-containing sample is not monotonic and is different for different ages of
sample. The non-monotonic character of the ν2(t) dependence suggests fluorescence
of more than one form of fluorescent oligomers. As the ν2(t) evolves as the sample is
getting older, the composition of these oligomers (i.e. the distribution of sizes) is
likely to change. The complexity of the observed ν2(t) at different sample ages might
be a result of Aβ1-40 binding to glucose (glycation) and/or alterations in the amyloid
aggregation due to the presence of glucose.

3.3 Glycation of Collagen

Collagen is one of the most abundant fibrous proteins in mammals [51], where it is
found in the skin, tendons, blood vessels, bones, and teeth. Collagen has a long
biological half-life, in skin approximately 5 years [52], and so it is highly susceptible
to glycation and the formation of advanced glycation end products (AGEs). This is a
process that occurs in response to high blood glucose levels, such as those seen in
diabetes, and the presence of these AGEs is related to diabetes complications
[52, 53]. On collagen, glucose binds to a free lysine residue [54] to form a Schiff
base and follows the classical glycation pathway.

Collagen AGEs can accumulate in skin, and it has been established that the risk of
diabetes complications can be predicted by identifying the presence of AGEs in

Fig. 14 Peak’s position ν1 (t) and ν2 (t), obtained from fitting Aβ1-40 TRES to the Eq. (8), plotted
against time in nanoseconds at different stages of aggregation (1 h, 5 h, 24 h, 48 h, 72 h, 96 h, and
168 h) for sample with and without glucose. (Reproduced from [41] with permission of Elsevier)
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dermal tissue. The studies have found [55] that long-term treatment of
hyperglycaemia reduced the levels of AGEs in skin collagen. This suggests that
skin AGEs, including collagen AGEs, can be used as a biomarker for diabetes
complications [56].

We study the potential for using the time-resolved intrinsic fluorescence of
collagen as a biomarker of its glycation. Collagen’s fluorescence in human skin
[57] originates from two sources: tyrosine (Tyr) [58, 59] and collagen cross-links. As
there are no tryptophan [60] or phenylalanine [61] residues in collagen, they do not
interfere with Tyr. It can be excited at approximately 275 nm and has peak fluores-
cence emission at 305 nm [59].

There are two types of collagen cross-links [57]: pepsin-digestible and
collagenase-digestible. The former are excited at approximately 340 nm and emit
at 400 nm, and the latter are excited at 360 nm with fluorescence emission peak at
440 nm [62]. AGE accumulation drives more cross-linking within collagen fibres,
and so impacts its intrinsic fluorescence [63], making fluorescence emission spectra
a valuable tool for monitoring AGE accumulation [42, 64].

Previous studies have used skin auto-fluorescence as a means of studying
glycation-induced changes both in diabetic patients and in healthy controls
[64, 65], using steady-state fluorescence. This, however, is not able to fully explain
the mechanisms of glycation and so helps in the search for anti-glycation factors that
could prevent AGE formation. We explore the time-resolved emission spectra
(TRES) and aim to verify whether the alterations in TRES triggered by collagen
glycation are sufficient to help in understanding the actual mechanisms of glycation,
and thus potential pathways of its prevention.

The time-resolved responses of the pepsin-digestible cross-links in collagen were
studied [42] using two samples: free collagen and collagen-glucose solutions. The
collagen sample had a concentration of 20 μM and the collagen-glucose sample
contained 20 μM collagen and 40 mM glucose.

Figure 15 shows how the steady-state fluorescence spectrum of each sample
evolves over time. Free collagen initially has the fluorescence peak at�405 nm.
The intensity of the spectrum then increases, mostly during the first 7 days, and
undergoes a red spectral shift up to�425 nm on Day 35. The fluorescence spectrum
of the collagen-glucose sample increases steadily over the 35 days. It reaches a
higher value and is broader than the spectrum of the free collagen sample.

Figure 15b allows for the comparison of the fluorescence emission of free
collagen and collagen-glucose samples over 35 days, with both spectra normalised.
From Day 0, the sample with glucose shows a broader spectrum, and there is also a
difference in the wavelength of peak fluorescence:�405 nm for free collagen, which
moves gradually to 425, and �425 nm for collagen–glucose, which remains stable.
We attribute the emission in the 400–430 nm range to the formation of dityrosine
from the neighbouring tyrosine residues [66], and this process occurs in both the free
collagen and glucose-collagen samples. However, the further increase in the fluo-
rescence intensity and the shift of the spectra observed in the collagen-glucose
sample only is likely to be an indication of multiple cross-links formed between
glycated collagen molecules [56, 67].
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TRES measurements were performed at various time points after sample prepa-
ration to gain insights into the collagen glycation. The fluorescence decays were
recorded from 390 to 500 nm, in increments of 10 nm, and the decay parameters
were recovered from fitting these decays to a multi-exponential model (2), where
three components were required. These parameters were then used to calculate the
TRES using Eq. 7, which was then converted to a function of wavenumber. The
absolute and normalised TRES for collagen and collagen–glucose are shown in
Fig. 16.

The TRES of free collagen (black curves) on Day 0 show no change in their shape
during the decay (see the plot of normalised spectra, black curves in Fig. 16e),
indicating no ns time scale processes. The broad peak of the spectrum between
�24,700 and�23,300 cm-1 (405–429 nm) is consistent with the steady-state spectra
obtained. The measurements performed at later days show a peak at �21,100 cm-1

(475 nm) and the gradual transition of the fluorescence peak towards the red on a
nanosecond time scale.

Fig. 15 Fluorescence emission spectra for free collagen and collagen glucose when excited at
340 nm. (a) shows fluorescence changes over time for collagen and collagen-glucose at days 0, 7,
14, 21, and 35. (b) shows collagen (black) and collagen–glucose (red) on days 0, 7, 14, 21, and
35, with both samples’ spectra normalised to peak fluorescence. (Reproduced from [42] with
permission of ACS Publications)
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In the sample containing glucose (red spectra), TRES data show a similar
transition, but the emission peak at 475 nm is already apparent at Day 0. This may
suggest that glucose accelerates the formation of this fluorescent residue.

A Toptygin model (8) for M = 1 was fitted to the TRES and produced the
evolution of the parameters shown in Fig. 17. The initial (Day 0) peak position v(t) is
�22,500 cm-1 for the free collagen sample (Fig. 17a) and �22,000 cm-1 for
collagen-glucose (Fig. 17c), and both samples behave differently; see Fig. 17e for
comparison. There is no shift in ν(t) following excitation for free collagen at Day 0;
however, the measurements taken on the later days show a substantial drop of the
initial ν(t) to�20,900 cm-1. All ν(t) dependencies show a further red shift during the
first 2 ns, and then the ν(t) plots start to increase (which is most visible for the data
obtained on day 7). As previously observed in Aβ, this increase contradicts the
homogeneous dielectric relaxation process. It can only be explained by the fluores-
cence of several species of individual fluorescence lifetimes, dielectric relaxation
rates, etc.

In the case of collagen-glucose sample, Fig. 17e shows the ν(t) on Day 0 drops
from 22,000 to �20,500 cm-1 during the first 2 ns. In the case of older samples, the
starting value of ν(t) is�20,600 cm-1, which is also followed by a similar red shift
within the first 2 ns. This behaviour of ν(t) demonstrates that in the presence of
glucose, the formation of cross-links occurs differently, leading to only one type of
the fluorescent cross-link.

The log(C(t)) curves (Fig. 7b, d) seem to confirm this observation. The changes in
the rates of decay on different days in the pure collagen sample (Fig. 7b) are not
monotonic. Indeed, the decay in Day 7 is faster than in Day 0, and then it slows down
again at the later days. This suggests the presence of multiple fluorescent cross-links
whose contributions change over time. The decays observed in the glycated sample
(Fig. 7d), however, show a stable trend of decreasing decay rates, which is likely to
be observed when there is a single or a set of uniform fluorescent residues.

Fig. 16 Examples of TRES spectra of free collagen (black) and collagen-glucose (red) on Day
0 (a), Day 14 (b), Day 21 (c), and Day 35 (d). Plots (e), (f), (g), and (h) show the same spectra after
normalisation. (Reproduced from [30] with permission of ACS Publications)
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To summarise, the TRES analysis has shown that in a pure collagen sample, more
than one type of fluorescent cross-link is formed in the 35-day period, while in the
collagen-glucose sample, a single fluorescent form is created. The TRES show a
substantial impact of glucose on the formation of pepsin–digestible collagen cross-
links and on the formation pathways of new cross-links and protein aggregates.

Fig. 17 Plots a and c show the time evolution of the peak position v(t) of the emitting fluorophores
for collagen and collagen–glucose, respectively, excited at 340 nm. The normalised time evolution
of fluorescence intensity C(t) is shown for collagen and collagen–glucose in plots b and d. The
insert shows the same data over a longer time range. The five lines show Day 0, Day 7, Day 14, Day
21, and Day 35. Part E shows v(t) for collagen and collagen – glucose on Day 0 for comparison,
with the error bars showing the 90% confidence intervals for the fitted values. (Reproduced from
[42] with permission of ACS Publications)
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4 Conclusion

Gathering molecular-level information from the intrinsic fluorescence of biomole-
cules involved has an advantage of non-invasiveness, but not always offers a
detailed information of the investigated process. Indeed, each of the described
cases of TRES applications does not fully explain the underlying kinetics; however,
it narrows down the selection of the potential models. Determining the exact model
needs to be supported by the complementary experimental methods and by theoret-
ical approaches like molecular dynamics (MD) simulations. The latter has the
capacity to predict the possible molecular mechanisms (quenching, FRET, exposure
to water, etc.) that may impact the fluorescence intensity decay. In the next step, the
(analytical or numerical) solution of the system of differential equations representing
the expected kinetics needs to be fitted the experimental decays. It is likely that the
multiple experimental decays gathered at different sample conditions will be
required to confirm validity of more complex models (e.g. the model presented in
Sect. 3.1, which combines the non-Debye kinetics and dielectric relaxation).
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Abstract Protein engineering and synthetic biology are currently very active areas
of research and development. In the pursuit of engineering proteins with specific
capabilities, it has become evident that the scrutiny of structural and geometrical
properties does not suffice to achieve the proposed goals. The dynamics and
hydration of specific protein areas seem to be of higher influence than it has been
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once thought. This chapter introduces three different fluorescence spectroscopy
techniques (time-dependent fluorescent shift, HMC hydration assay based on unnat-
ural amino acid fluorescence, and photoinduced electron transfer–fluorescence cor-
relation spectroscopy) that allow for assessing the dynamics and hydration of
proteins in a site-specific fashion and showcase their usefulness in advancing the
design of more efficient enzymes. Systematic application of these techniques to
various biomolecular systems will allow a thorough description of these important
protein properties, which are rarely taken into account during protein engineering
and synthetic biology projects.

Keywords Access tunnels · Catalytic activity · Catalytic efficiency · Enzyme ·
Fluorescence correlation spectroscopy · Fluorescence spectroscopy · HMC
hydration assay · Molecular gating · Photoinduced electron transfer · Protein design ·
Protein dynamics · Solvation · Substrate specificity · Time-dependent fluorescence
shift · Unnatural amino acid fluorescence

1 Introduction

The research area of protein engineering and synthetic biology has undergone a huge
outburst in recent years encompassing the developments of a wide range of new
systems (e.g. from the redesigning of biomolecules to genetic engineering of DNA to
create new organisms) employing a manifold of different methodologies and disci-
plines [1, 2]. To present a focused view on this convoluted topic, this chapter
discusses the biomolecular design and engineering side of synthetic biology
research. Specifically, the design of novel catalytic protein structures with improved
functionality over existing proteins lies in the scope.

Enzymes are natural catalysts that can find broad applications in biotechnology
and medicine due to the very specific and effective manner in which they transform
chemical compounds [3]. Improvements in the functionality of enzymes and creation
of new functions are highly sought-after goals to achieve the current standards and
demands of the industry [4]. The development of novel enzymes nowadays is
typically guided by structural information and combines the use of de novo protein
design [5, 6], focused directed evolution, and in silico methods [7, 8]. Nonetheless,
despite several recent advances [9, 10], the majority of de novo designed enzymes do
not compete with the natural versions in terms of specificity and catalytic rates
[11]. The causes of such difficulties are still an open question and show that our
understanding of enzymatic catalysis is incomplete. Clearly, structural consider-
ations alone are not sufficient enough in guiding protein design [12, 13]. Two aspects
often overlooked in the past that have an important influence on the function of the
catalyst are protein dynamics and hydration [14–16]. In this chapter, we will
spotlight our use of fluorescence methods to explore the dynamics and hydration
of model proteins belonging to the haloalkane dehalogenase enzyme family and
show the importance of these factors in enzyme engineering.
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Haloalkane dehalogenases (HLDs), which belong to the α/β-hydrolase superfam-
ily, are enzymes that catalyse the cleavage of the carbon–halogen bond in haloge-
nated compounds by an SN2 mechanism (Fig. 1a). Their active site is buried inside
the protein core, in a predominantly hydrophobic cavity at the interface of the

Fig. 1 Simplified scheme for the reaction catalysed in the active site of HLDs including the role of
a nucleophilic aspartate (in green) and histidine (in red) involved in the nucleophilic substitution
(SN2) and following alkyl-enzyme intermediate hydrolysis, respectively (a), schematic structure of
HLDs with the active site highlighted in red (b), chemical formula of Promega HaloTag Coumarin
(the fluorescence reporter in yellow, linker in red), and the structure of a covalent adduct of Promega
HaloTag Coumarin located in the tunnel of HLD (with the catalytic histidine mutated out) (c)
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α/β-hydrolase core domain and the helical cap domain. The active site is connected
to the bulk solvent via different transport tunnels (Fig. 1b) [17–21]. HLDs catalyse
the hydrolysis of a wide range of halogenated substrates, i.e. (chlorinated, bromi-
nated, iodinated) alkanes, alkenes, cycloalkanes, alcohols, carboxylic acids, esters,
ethers, epoxides, amides, and nitriles [22]. Several substrates are serious environ-
mental pollutants (e.g. 1,2-dichloroethane, 1,2,3-trichloropropane, 1-chlorobutane,
hexachlorocyclohexane), and thus, HLDs can find use in applications in bioremedi-
ation [23] and detoxification [24]. They can also be of use in industrial biocatalysis
[25, 26], biosensing [27], and cell imaging [28].

HLDs present a thoroughly understood and studied enzyme family. The profound
knowledge of the catalytic mechanisms of HLDs and their structures provides a
framework for developing and testing different strategies of protein engineering
or de novo protein design [29]. The main goal of these experiments is to find all
conceivable factors that have a remarkable influence on the activity, substrate
specificity, and enantioselectivity of HLDs. These findings could be then potentially
generalized to other enzyme families and proteins. Herein, the applied strategy
resides in combining kinetics data and molecular dynamics simulations obtained
for newly designed mutants with results of specifically tailored fluorescence tech-
niques. Even though there are a plethora of different approaches available for
mapping various attributes of protein hydration and dynamics (e.g. neutron scatter-
ing, NMR approaches, optical Kerr effect, extended depolarized light scattering
(EDLS), and terahertz and two-dimensional (2D)-IR spectroscopies [30–33]), fluo-
rescence methods are worth considering for several reasons:

1. They can provide site-specific information, which does not apply to techniques
monitoring collective motions. The ongoing advances in labelling strategies of
proteins and purification methods enable highly efficient and specific positioning
of the fluorescence reporters within the protein scaffold.

2. Low concentration of the protein sample (typically nM–μM) is sufficient for the
measurements, which is usually below the precipitation threshold of most
biomolecules.

3. The instrumentation both for steady-state and time-resolved fluorescence is
nowadays accessible and relatively easy to handle.

On the other hand, the obvious disadvantage of fluorescence techniques is the
usage of an external reporter, which can affect the behaviour and activity of the
enzymes. To partly purge the gained experimental findings from undesired artefacts
caused by fluorescent labelling, collecting data for more probes with different
chemical structures and with multiple fluorescence approaches is a useful strategy.

The use of fluorescence spectroscopy methods to study the role of protein
hydration and dynamics in controlling enzyme activity and enantioselectivity is
the subject of this chapter. Carefully designed fluorescence experiments combined
with molecular dynamics (MD) simulations and enzyme kinetics can reveal the
qualitative importance of these protein characteristics for enzyme functioning and
thus unravel their relevance in the special area of de novo enzyme design and protein
engineering.
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2 Hydration and Mobility Monitored by Time-Dependent
Fluorescence Shift

Time-dependent fluorescence shift (TDFS) is an experimental method originally
developed to follow the solvation dynamics of neat solvents [34]. It takes advantage
of the local perturbation of the system provoked by the change in the dipole moment
of the fluorophore after its excitation. The microenvironment of the fluorophore,
aligned to its dipole moment in the ground state, is suddenly exposed to energetically
non-favourable conditions. As a result, a continuous relaxation process occurs to
re-establish the equilibrium (i.e. energetic minimum) between the excited
fluorophore and surrounding molecules (Fig. 2a). This results in a gradual decrease
in the energy of the solvated fluorophore that can be monitored by recording time-
resolved emission spectra (TRES). TRES show the time-dependent red shift caused
by the relaxation dynamics of the dye’s microenvironment (Fig. 2b). The overall
spectral shift between the initial Franck–Condon state and the fully relaxed state
(overall TDFS, also called dynamic Stokes shift and denoted as Δν) increases with
the solvent polarity [34], while the TDFS kinetics characterized by the relaxation
time τr is primarily proportional to the viscosity of the solvent (Fig. 2c) [35].

When following the TDFS of a fluorescent dye attached to a protein, the situation
is analogous yet more precarious compared to neat solvents. The environment is
more heterogeneous being composed of water molecules and differently hydrated
amino acid segments. This immense heterogeneity makes the characterization of
protein hydration tricky not only in the case of TDFS but in general. Indeed, protein
hydration has been reported to occur on largely diverse time and length scales, often
depending on the selected experimental and/or theoretical approaches [30–32,
36]. The literature data on this topic are being built up since the 1970s, which has
brought a huge set of diverse conclusions and hypotheses making the topic of protein
hydration rather fuzzy. Recently, extrapolation of the collected data and advances
both in experimental and in theoretical methods appear to converge to a general
consensus on the interpretation of this complex phenomenon. In brief, the transla-
tional and rotational motions of individual water molecules are only subtly retarded
upon interaction with the protein, approximately by a factor of 3–5 compared to the
bulk solvent [37]. This corresponds to time scales faster than 5 ps. Motions occurring
on longer time scales ranging from tens of picoseconds up to nanoseconds and even
microseconds are caused by collective coupled motions of protein segments and
water molecules [32]. In this respect, hydrated charged, polar, and/or polarizable
groups in side chains and the backbone of the protein are dominant contributors that
cause the heterogeneous character of protein hydration dynamics.

In connection to the anomalously retarded solvation observed in biological
systems, the concept of so-called biological water [36, 38, 39] was coined to refer
to a “special” state bestowing the water a role decisive for protein function. The
unique anomalous arrangements of water molecules hydrating the biomolecule were
believed to be the driving force in protein activity. However, considering that similar
anomalous disturbance of the water structure also happens at non-biological
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interfaces, we do not see any need for introducing this term. Its usage might be
misleading as it often serves to exaggerate the time and length scales of a water
action in the protein’s vicinity. Recent contributions have confirmed that the first
solvation layer of a protein bears substantially different properties compared to bulk
water, while modifications in the second and more remote solvation layers are hardly
detectable [40].

Fig. 2 Scheme of the TDFS phenomenon: the probe microenvironment formed by the hydrated
protein segments responds to the sudden change in the probe dipole moment (red arrow) upon
excitation by continuously rearranging in time (GS and ES denote the ground and excited state,
respectively) (a), this relaxation process leads to the decrease in the energy of the system which is
projected to the time-dependent shift of time-resolved emission spectra (TRES) (b), two parameters
containing information on the probe microenvironment are gained: the dynamic Stokes shift
denoted as Δν reflects the hydration of the protein segments, while the TDFS kinetics characterized
by relaxation time τr is sensitive to their mobility. These parameters are calculated using the shown
formulas (c). The contribution from the relaxation of bulk water is minimal on the time range longer
than tens of ps, which is the typical operation time scale of most commercial spectrometers
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2.1 Role of Protein Hydration and Mobility at the Tunnel
Mouth of HLDs

2.1.1 TDFS as a Detector of Site-Specific Hydration and Mobility

TDFS is a technique with the potential to follow coupled motions of water and
protein segments and provide information that can be correlated to local protein
properties, i.e. the extent of hydration (parameter Δν) and mobility (parameter τr) of
the dye’s microenvironment. This TDFS capability can be demonstrated using the
systematic study of DbjA [41] and DhaA [19], two HLDs that possess different
tunnel morphology and different enantioselectivity (Fig. 3b) [22, 26]. The tunnel
mouth region of HLDs is known to be important for their function affecting both the
transport of substrates towards the active site and the rate of product release [42, 43].

The first prerequisite for a successful TDFS application, including HLD studies,
is the selective labelling of the protein at the region of interest. To do so one can
make use of the general attribute of enzymes that offer the labelling option of
employing a fluorescent dye as the substrate for the enzymatic reaction. To create
a stable covalent adduct with the fluorescent reporter, a single point mutation in the

Fig. 3 Tunnel transplantation from DbjA to DhaA results in the DhaA12 mutant (DhaA transfor-
mation). Cross-section of the investigated HLDs labelled with HT-coumarin illustrating their tunnel
architecture (in red) and the fluorophore positioning (in yellow) showing the similar tunnel
architectures of DhaA12-H280F and DbjA-H280F (a), E-values reflecting enantioselectivity of
DhaA, DhaA12, and DbjA to various substrates (b), time course of TRES shift for the investigated
HLDs labelled with HT-coumarin (c)
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catalytic pentad of the HLD (typically histidine to phenylalanine) is performed
yielding the mutants DbjA-H280F and DhaA-H272F [44]. Histidine catalyses the
hydrolysis of the intermediate; thus, its replacement halts the progress of the reaction
resulting in a covalently bound alkyl-enzyme intermediate (Fig. 1a, c). In particular
for HLDs, one can use fluorescent substrates consisting of the fluorophore on one
side and a linker terminated by a halogen on the opposite side, where the linker
length can be tailored. In this particular study, the Promega HaloTag® Coumarin
(HT-coumarin, composed of environment-sensitive Coumarin 120 with an attached
linker terminated by Cl) has been used as the substrate (Figs. 1c and 3a). Due to the
long linker, the fluorescence reporter is positioned at the tunnel mouth of the labelled
enzyme [44]. To prove that the labelling procedure is successful and selective, mass
spectroscopy combined with fluorescence quenching can be applied [44].

The TDFS for the HLD mutants DbjA-H280F and DhaA-H272F labelled with
HT-coumarin are shown in Fig. 3c, and the data are summarized in Table 1. The
detected mobility parameter τr reaches nanosecond time scales for both enzymes
even though the dye is positioned in a rather exterior part of their tunnel mouths.
Such slow dynamics are more prolonged than the TDFS responses usually observed
at protein surfaces [45]. Moreover, the mobility of the HT-coumarin microenviron-
ment in DhaA-H272F is slowed down to a higher extent compared to that of DbjA-
H280F. This finding agrees with diffraction and MD simulation data [44], which
predict higher mobility in the wider tunnel mouth of DbjA-H280F. The observed
higher degree of hydration for the more open tunnel mouth of DbjA-H280F is seen

Table 1 Parameters gained from molecular dynamics (MD) simulations and TDFS measurements
for the tunnel mouth regions of selected enzymes using HT-coumarin dye [44, 46]. The overall
extent of hydration in the vicinity of the fluorophore is proportional to the measured dynamic Stokes
shift Δν and to the “density of water” value calculated by MD. The mobility of the dye’s
microenvironment is inversely related to the B-factor obtained by MD (which quantifies the
flexibility of the protein’s residues) and the TDFS’s relaxation time, τr. The intrinsic errors for
Δν and τr are 50cm-1 and 0.05ns, respectively. Finally, the amino acid residues that are in most
frequent contact with the dye identified by MD are listed. This is an important criterion when
comparing the data among different HLDs. Only those mutants with similar amino acid surround-
ings should be compared quantitatively

Parameter

Enzyme

Interpretation
DhaA-
H280F

DbjA-
H272F

DhaA12-
H280F

Density of water (5 Å around dye)
[kg m-3]a

Dynamic stokes shift Δν [cm-1]

2.3
± 0.7
950

6.0
± 0.3
1,300

3.3 ± 0.7
1,000

The extent of tunnel
mouth hydration

Mobility expressed by B-factor of
tunnel mouth near dye [Å2]a

Relaxation time τr [ns]

112
4.1

378
2.8

158
3.8

Mobility of hydrated pro-
tein segments within the
tunnel mouth

Residues forming the most van der
Waals contacts with the dyea

Phe144
Lys175

Gly183
Arg179

Gly183
Arg179

a Parameters gained from quantum mechanics/molecular mechanics stochastic boundary molecular
dynamics (QM/MM SBMD) simulations
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by means of both MD and TDFS (Table 1) [44]. The presented data show intrinsic
differences in the environment of the tunnel mouths of DhaA and DbjA enzymes
supporting an important role of this region in discriminating between various sub-
strates, and illustrating that TDFS serves as a powerful tool to characterize the
architecture of particular protein regions, especially when comparing structurally
related proteins.

As TDFS is not a label-free technique, the effect of the chemical structure of the
probe on the detected TDFS response in proteins has to be considered when
interpreting the recorded data. To investigate this effect, the above-described HLD
mutants DhaA-H272F and DbjA-H280F have also been labelled with probes
containing the dimethylaminonaphthalene fluorescent group, which are denoted as
MUC dyes. The TDFS data have been then compared to the results obtained with
HT-coumarin (Table 2) [47]. The MUC probes are designed similarly to the
HT-coumarin; i.e. they contain the fluorescent reporter at one end and the -Cl
atom at the other end, connected by a linker identical to HT-coumarin (MUC6) or
one-carbon longer (MUC7) [47].

The MUC data showed remarkably slower TDFS relaxation times compared to
HT-coumarin for both investigated enzymes. The relaxation process was even
extended beyond the lifetime of the MUC dyes for the DhaA variant. Increasing
the temperature from 10°C to 45°C did not accelerate the TDFS response sufficiently
to be fully observable on the time scales determined by the lifetime of the MUC dye,
allowing only 37% of the process to be captured. Nonetheless, it enabled a better
comparison between the TDFS gained for DbjA-H280F and DhaA-H272F. The
latter enzyme, which possesses a narrower tunnel mouth, shows a lower degree of
hydration and a decreased mobility of the MUC dye’s microenvironment compared
to DbjA-H280F, which is in agreement with the TDFS results gained for
HT-coumarin and diffraction and simulation data mentioned above [44, 46]. The
narrower tunnel of DhaA promotes specific interactions between the dye and the
protein that modulate the TDFS response. The particular low hydrophilicity and
dipole moment of the MUC dye may give rise to hydrophobic or electrostatic
interactions of the chromophore with the protein matrix. We can thus conclude
that the chemical nature of the dye can alter the TDFS behaviour; nonetheless,
findings gained for probes positioned at a similar site within the enzyme structure
report qualitatively comparable information and correlate with the differences in
mobility and hydration of those specific regions of the examined proteins.

2.1.2 TDFS and Structure–Function Relationship of HLDs:
Enantioselectivity Study

The de novo protein design can succeed fully only when embracing and comprising
all conceivable factors that can affect the activity and/or enantioselectivity of the
enzyme. Apart from the proper geometrical arrangement of the active site and its
close environment, the broader protein context has been suggested as a potentially
essential factor contributing to the catalytic potency. To refine this concept, the
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above-discussed HLDmutants of DbjA and DhaA (DbjA-H280F and DhaA-H272F)
have been used as model systems. DbjA shows high enantioselectivity towards the
β-bromoalkanes in contrast to DhaA (Fig. 3b) [26]. By applying advanced tech-
niques of protein engineering, stepwise mutations in the DhaA enzyme resulted in a
newly designed protein DhaA12-H280F (DhaA12) [46] whose architecture of the
access tunnel and geometry of the active site are identical to those of DbjA (Fig. 3a).
Indeed, the active site transplantation from DbjA to DhaA has been realized with
Ångström precision as confirmed by X-ray crystallography [46]. If the active site is
the dominant factor determining HLD enantioselectivity towards β-bromoalkanes,
the newly designed HLD variant DhaA12 is to possess remarkably higher
enantioselectivity compared to DhaA and ideally reach the level of DbjA. However,
as apparent from Fig. 3b, the E-values recorded for DhaA12 fall behind those of
DbjA considerably, being more comparable to its original template DhaA. Thus,
factors other than the 3D arrangement of the active site also have to be considered to
fully reconstitute the exceptional capabilities of the DbjA enzyme. Hydration and
mobility at the access path including the tunnel mouth could be factors of relevance.
The tunnel mouth’s degree of mobility and hydration may assist in the discrimina-
tion of the respective enantiomers. To test the hypothesis, TDFS experiments have
been conducted for DhaA12-H280F labelled withHT-coumarin and compared to the
above-presented data obtained for DbjA-H280F and DhaA-H272F (Fig. 3c, Table 1)
[46]. The time evolution of TRES maxima for DbjA-H280F is remarkably different
from those of DhaA12-H280F and DhaA-H272F. This is confirmed by inspecting
the derived hydration and mobility parameters (Δν and τr, respectively), which
clearly show that DbjA-H272F has a significantly higher extent of hydration and
of mobility at the tunnel mouth region in comparison to the other variants (Table 1).
In fact, the newly designed DhaA12 shows a very small improvement in environ-
mental mobility over that of the parent DhaA. This scenario is analogous to that
shown by the enantioselectivity data (Fig. 3b), which demonstrate insufficient
improvement in DhaA12’s action regarding β-bromoalkanes despite its 3D geometry
and arrangement of the active site being identical to that of DbjA. This finding brings
strong evidence that geometrical factors do not guarantee full functionality of the
enzymes and that the broader protein context, including the hydration and mobility
of regions relatively remote to the active site, needs to be considered in protein
design.

3 Hydration Assay Based on Steady-State Fluorescence
of HMC

Although TDFS presents a powerful tool for investigating protein hydration, it
cannot be applied universally. Besides the need for time-resolved instrumentation,
not all fluorescent reporters have the necessary photophysical properties that allow
for TDFS experiments [48]. For instance, the HT-coumarin mentioned above is a
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probe suitable for TDFS, but note that not all coumarin dyes are of this kind. The
7-hydroxy-4-methylcoumarin (4-Methylumbelliferone, 7H4MC, HMC) is one of
such probes whose photophysics is too complex for a straightforward TDFS inter-
pretation. Specifically, HMC can adopt four different forms in the excited state:
neutral, anionic, tautomeric, and complex (Fig. 4a). Therefore, there are four possi-
ble fluorescence emitting states, each with its own excited-state kinetics, which
renders the interpretation of the dynamic shift data practically impossible. Each of
these forms exhibits a different emission maximum, making them spectrally sepa-
rable, and importantly their population is driven by the local hydration [49, 50]. In
the absence of water, only the neutral and the complex forms can be generated, while
the anionic and tautomeric forms require an aqueous environment. Thus, the integral
fluorescence from the anionic and tautomeric forms reflects the extent of hydration
of the microenvironment surrounding the HMC dye. This information can be
accessed from the steady-state fluorescence emission spectra of the dye, and the
so-called hydration parameter (AA + AT) is defined as the sum of the spectral
contributions of these water-conditioned forms (Fig. 4c) [51]. Interestingly enough,
the formation of the tautomer demands the presence of water molecules with
residence times longer than the fluorescence lifetime of HMC (typically � 6 ns),
i.e. the type of hydration often referred to as “structured water”. In summary, the
photophysics of HMC is ruled by the hydration state of the dye and has the potential
to provide information not only on the extent of hydration (analogous to the dynamic
Stokes shift Δν from TDFS data) but also on the presence of structured water, which
is not accessible by TDFS. On the other hand, this “HMC hydration assay” does not
report on the mobility of the dye’s microenvironment.

3.1 Hydration at the Tunnel Mouth of HLDs: Site-Specific
HMC Hydration Assay in Proteins Using Unnatural
Amino Acid

Insertion of the HMC chromophore into a specific position within the protein
backbone can be carried out via site-directed mutagenesis using the concept of an
unnatural amino acid (UAA). The UAA, which is a chemically synthesized
L-(7-hydroxycoumarin-4-yl) ethylglycine in this case, is encoded by a nonsense
codon whose translation is mediated through a specially modified tRNA/aminoacyl–
tRNA synthetase pair [52]. This methodology has allowed the creation of two HLD
mutants of DhaA and DbjA, namely the DhaA:C176UAA and DbjA:G183UAA
enzymes, which bear the HMC fluorophore at their tunnel mouth (Fig. 4b) [51]. The
hydration parameter (AA + AT) determined for DhaA and DbjA corresponds to what
can be anticipated by the MD simulations and TDFS measurements that have been
shown in the previous sections of this chapter. The tunnel opening of DbjA:
G183UAA shows a significantly higher degree of hydration compared to the
DhaA variant as illustrated by its elevated hydration parameter (AA + AT)
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(Fig. 4d). MD simulations of these specific HLDs containing the UAA support that
the level of hydration for the DbjA variant is substantially larger than for the DhaA
one. The number of water molecules within 5 ångströms of the fluorophore is

Fig. 4 Scheme of HMC photophysics in the excited state. The complex is a hydrogen bonded form
of the dye; for example, in proteins an adjacent amino group can be involved (a), approximate
location of the UAA fluorophore in the investigated HLDs, and example of an emission spectrum of
HMC decomposed into the spectral contributions of each form of HMC described in panel (a) (b),
data obtained in reverse AOT micelles at defined hydration degrees (w0) proving the correlation of
the hydration parameter (AA + AT) with the water content (c), “hydration parameter” (AT + AA) for
DhaA and DbjA mutants obtained at various temperatures to follow the effect of thermal denatur-
ation of the proteins (d), areas of the emission spectra of the different forms of the HMC fluorophore
in DhaA and DbjA mutants at various temperatures (e)
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calculated to be 9 ± 2 for DhaA:C176UAA and 21 ± 5 or 28 ± 4 for DbjA:
G183UAA (for two dominant chromophore locations). For the wild-type DhaA
and DbjA, the number of water molecules in the same region is calculated to be
16 ± 4 and 27 ± 4, respectively. Further validation of the HMC hydration assay
comes from experiments performed at higher temperatures. Increasing the temper-
ature of the system till past the thermal denaturation point shows a progressive
elevation of the hydration parameter (Fig. 4d). Upon denaturation, the hydration
level sensed by the UAA reflects the high exposure to the aqueous environment of
the originally buried chromophore. Moreover, the increasing temperature results in
an increase in the contribution of the anionic form at the expense of the other forms
as is to be expected when the chromophore is exposed to the bulk aqueous medium
(Fig. 4e). These findings demonstrate the applicability of the HMC assay as an
indicator of site-specific hydration in proteins that only requires steady-state
fluorimetry.

Combining the HMC hydration assay with MD simulations can bring to light
even more information about the proteins in question. Curiously, the DbjA:
G183UAA mutant is characterized by a significantly higher content of the tauto-
meric form compared to DhaA:C176UAA (Fig. 4e). This finding points to the
presence of structured water, and MD simulations not only support this conclusion
but also elucidate the origin of the experimentally observed phenomenon. Seem-
ingly, the wider tunnel mouth of the DbjA variant allows the UAA to exist in an
additional conformation that cannot exist in DhaA:C176UAA according to
MD. This conformation has the UAA buried into the tunnel mouth entry causing
itself to lock several water molecules within the active site pocket for a time
substantially longer than the lifetime of HMC (up to 60 ns) [51]. This was not
observed for DhaA:C176UAA. MD simulations also help to understand why DbjA
and DhaA mutants exhibited fluorescence from the complexed form of the chromo-
phore. MD indicates that the dye can often form hydrogen bonds with neighbouring
amino acid residues in either of the proteins, which is likely the promoter of the
formation of the complexed form [51]. Of note, the conclusions on the extent of
hydration gained by HMC hydration assay for DbjA:G183UAA and DhaA:
C176UAA fully agree with those of the TDFS experiments performed on the
DbjA-H280F and DhaA-H272F mutants, which demonstrates the robustness and
consistency of the herein applied different fluorescence techniques.

4 Protein Dynamics Probed by Photoinduced Electron
Transfer: Fluorescence Correlation Spectroscopy
(PET-FCS)

Up to this point, the fluorescence methods that have been presented report on the
mobility and hydration of the environment within the intimate proximity of the
fluorophore. To follow the complex conformational mobility of proteins on longer
length scales, other fluorescence techniques can be used [53]. The combination of
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photoinduced electron transfer (PET) quenching with the single-molecule sensitivity
of fluorescence correlation spectroscopy (FCS) results in one of such approaches.
PET-FCS can provide information on protein dynamics that occur on time scales
ranging from nano- to milliseconds [54].

PET is an ultrafast (femto- to picoseconds) photochemical quenching process of
charge transfer between the fluorophore and a quencher molecule that occurs at
distances typically shorter than 1 nm (van der Waals interaction). For the case of
proteins, it is notable that tryptophan is the only residue capable of acting as an
efficient electron donor for a PET reaction with a fluorophore [54]. Moreover, the
efficiency of PET between a suitable chromophore and tryptophan diminishes
significantly beyond 0.5–1 nm [55]. This serendipitously renders PET a fantastic
site-specific phenomenon of use in protein studies. In a PET experiment, a single
fluorophore must be placed in a strategic region of interest and the quencher
tryptophan may either be a native or a mutated residue. Conformational changes
of the protein that result in periodic approaching and receding of the dye and
tryptophan (on the appropriate length scale) will cause off/on switching of the
single-molecule fluorescence signal (Fig. 5a). These fluorescence intensity fluctua-
tions can be followed by fluorescence correlation spectroscopy (FCS), which is a
method primarily used for following the diffusion of fluorescent species in solution
[56]. However, in principle, FCS can be used to study any process that results in
fluorescence intensity fluctuations [57]. Briefly, in FCS one records the time trace of
a fluorescence signal that arises when fluorescent molecules pass through
(i.e. diffuse in and out of) a small well-defined detection volume, usually achieved
with a confocal microscope set-up. Statistical analysis of the fluorescence fluctua-
tions present in the recorded trace allows the generation of a correlation function
(typically an autocorrelation function, ACF) that reveals the diffusion characteristics
of the molecules in study. When processes other than the particle’s diffusion cause
recurrent changes in brightness (i.e. blinking), additional fluorescence fluctuations
are generated and further decays are observed in the ACF (Fig. 5b). Such additional
fluctuations can be caused by numerous phenomena in inter- or intra-molecular
interactions, e.g. protein–ligand binding or intersystem crossing to a triplet state.
Of interest here is that the fluorescent molecules, namely proteins, can undergo
conformational transitions that result in blinking due to the tailored PET process
while diffusing through the detection volume. FCS analysis of the ACF of
PET-active systems can report on the rates of the conformational transitions on
times ranging from nano- to milliseconds (Fig. 5b). Hence, PET-FCS is the tech-
nique of choice to investigate a very special HLD enzyme named LinB86.

4.1 Real-Time Capture of Molecular Gating in HLDs

LinB86 is an HLD enzyme product of protein engineering that remarkably surpasses
its wild-type ancestor LinB in catalytic activity [58]. It has been constructed by
inserting two modifications to the wild-type LinB scaffold: one is the mutation of the
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alanine at the main access tunnel to the bulkier tryptophan (L177W), and the other is
the mutation of three amino acid residues for less bulky ones in a strategic position
found through focused directed evolution (W140A, F143L, I211L). The first mod-
ification results in blocking the main tunnel and increases the rigidity of the access
site surroundings, which improves the SN2 chemical step of the catalytic cycle
(Fig. 1a) [58, 59], while the latter one improves the chemical step of hydrolysis
and, importantly, introduces additional flexibility to the enzyme molecule facilitating
the transient formation of an open conformation [14, 58]. This new flexibility of

Fig. 5 Principle of the PET-FCS technique: the conformational transition of the protein causes
switching between a bright state and a dark “PET-quenched” state. These transitions are the source
of fluctuations in the fluorescence intensity time trace. If such a “blinking” protein is monitored by
means of FCS, an additional “PET” component reflecting the conformational transition appears in
the autocorrelation function (ACF) (a), results gained by MD simulations illustrate the equilibrium
between two different conformations of LinB92: the closed bright state with Atto655 (in cyan) and
Trp177 (in blue) apart, and the open dark state with Atto655 and Trp177 in contact. Note the large
relocation of the cap domain (in red) upon the conformational transition (b), comparison of ACFs
obtained for LinB92 and control mutant LinB99 with back-mutated Trp177. While the control ACF
contains only a diffusion component, LinB92 shows an additional faster PET component (c),
comparison of the kon and koff constants obtained by PET-FCS for the LinB92 labelled with
Atto655 and those gained by the label-free “transient kinetics” approach (d)
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LinB86 significantly accelerates the transport rates of both substrate and product via
the access tunnel (note that product release is the rate-limiting step) [14, 58]. In
summary, LinB86 has accelerated chemical steps of catalysis as well as substrate/
product transport to/out of the active site in comparison to the parent LinB. Transient
kinetics data suggest the existence of a dynamic equilibrium between a closed and an
open conformation of LinB86 and that these modifications of conformational
dynamics are the mechanism for the enhanced catalytic efficiency of the LinB86
mutant [14, 58].

The single-molecule PET-FCS approach has the potential to test the above
hypothesis, but the “on–off switch” must be properly designed, meaning that a
couple of prerequisites must be fulfilled to perform a successful experiment. The
first prerequisite is to choose a dye that can undergo the tryptophan-induced PET and
can also be inserted into a specific site of the protein scaffold. The cysteine reactive
Atto-oxazine fluorophores (e.g. Atto655-maleimide (Atto655) and AttoOxa12-
maleimide (AttoOxa12)) fulfil both of these criteria [55]. Appending the fluorophore
to the protein scaffold requires introducing a cysteine residue, which specifically
reacts with the maleimide in the dye molecule. The second essential aspect is the
positioning of the dye within the protein scaffold. The fluorophore must be placed in
the protein region that is involved in the conformational change of interest, and,
simultaneously, it has to be placed in the vicinity of the tryptophan (W177) to
facilitate the close contact necessary for PET to occur. In this particular case, the
search for the right spot for the fluorophore has meant to run a computational
generation of a group of cysteine-mutated LinB86 variants that have been evaluated
in terms of backbone flexibility, solvent accessibility, and protein stability. From
these, the four seemingly most promising LinB86 mutants have been constructed
and experimentally characterized, and the LinB86 variant displaying the highest
stability has been chosen for the PET-FCS assay. The chosen variant has the single
point mutation Q172C and is henceforth denoted as LinB92. To exclude
non-specific contributions to the PET-FCS data, a control variant of LinB92 has
been prepared with a back-mutated W177 (W177L, denoted as LinB99) that renders
the dominant PET pathway inactive [14].

The Atto dyes attached to the LinB92 variant showed remarkably lower bright-
ness values compared to the control variant LinB99 (Table 3). This indicates that the
designed “PET-switch” works correctly; i.e. Atto fluorescence is specifically
quenched by W177 via the PET mechanism in the LinB92 enzyme. The ACFs
recorded for LinB92 and LinB99, both labelled with Atto655, are shown in Fig. 5c.
Firstly, it is clearly visible that the ACFs recorded for LinB92 decay faster compared
to LinB99. This is due to the additional (sub)-millisecond “non-diffusional” com-
ponent caused by the repetitive PET quenching of the dye by W177, which has been
removed in LinB99 [14]. This PET component of the ACF emerges from the
fluctuations in fluorescence intensity caused by a periodic conformational transition
of the enzyme that leads to an alternation between a dark state (PET-quenched,
fluorescence off) where W177 is in the close vicinity of the fluorophore and a bright
state (unquenched, fluorescence on) where W177 is distant from the fluorophore
(Fig. 5b). The same behaviours are observed for LinB92 and LinB99 labelled with
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the AttoOxa12 fluorophore [14]. MD simulations of the LinB92 variant have
identified the two stable conformations that exist in a dynamic equilibrium. The
PET-quenched state of LinB92 is an open conformation where the fluorophore can
move into the mouth of the access tunnel and come into close contact with W177.
The fluorescent, unquenched, state corresponds to a closed conformation of LinB92
where W177 and Atto655 are significantly separated (Fig. 5b). Importantly, the
simulations show identical openings of LinB86 and LinB92 that involve a large
movement of one of the cap-domain helices; thus, the fluorophore does not seem to
disturb the gating process.

Secondly, the on and off rates describing the conformational equilibria can be
deduced from the measured FCS data and compared with those obtained by transient
kinetic data showing a strong correlation (Fig. 5d). Additionally, analysis of the MD
data also provides information on the equilibrium probability of the two states and
unambiguously identified the closed conformation as the more stable one (Fig. 5b).
The strong agreement between the dynamical information gained by the different
experimental approaches and also by MD provides a solid scaffold to support the
theory that the tailored gating dynamics of LinB86 is responsible for the unique
catalytic performance of this rationally designed enzyme. Furthermore, the transient
kinetics study of the LinB variants using bromide binding, which showed a decrease
in the observed rates at elevated bromide concentrations, was paralleled in the
PET-FCS study showing a similar effect, i.e. slow-down of kon with increasing
Br- concentration [14]. The fact that the PET-FCS experiment is capable of showing
the changes in gating dynamics induced by bromide solidifies that this method is
capturing the real-time gating dynamics of the LinB86 enzyme at a molecular level.
While PET-FCS has been used to study protein conformational dynamics and
folding/denaturation pathways [54, 61, 62], this work exemplifies how PET-FCS
can be used to obtain real-time dynamic information on protein gating phenomena,
or dynamical movements in general, which are increasingly seen as vital elements of
protein functioning [63–65].

Table 3 Brightness values for the labelled HLD LinB86 mutants. The brightness of a molecule is
expressed as the number of photons emitted per second and is relative to the brightness of the
standard solution of Atto655-maleimide in a glycine buffer, pH= 8.6 at 20°C. The lower brightness
of LinB92 compared to the control LinB99 for both fluorescent labels evidences the specific
quenching of the fluorophore via PET with tryptophan 177, meaning a successful design of the
“PET-switch” [60]

Brightness (kHz)

Atto655 AttoOxa12

LinB92- 12.6 ± 1.8 11.6 ± 2.5

LinB99- 18.4 ± 3.6 16.8 ± 1.9
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5 Conclusions and Perspectives

In this chapter, we present a thorough overview of various fluorescence techniques
suitable for analysis of protein solvation and dynamics. We describe strategies of
fluorescence labelling that yield probes positioned at function-relevant regions of the
HLD enzymes. Moreover, we stress the importance of the knowledge of probe
photophysics, which is essential for the proper choice of the experimental approach
and interpretation of results. We show that probes with plain environment-sensitive
photophysics may be used for monitoring TDFS in proteins in a time-resolved
manner, revealing the mobility and the degree of hydration within the probe micro-
environment. We demonstrate how complex photophysics comprising hydration-
driven excited-state reactions are utilized to reflect the hydration of the probe’s
microenvironment in the case of the steady-state fluorescence “HMC hydration
assay”. Finally, we evidence how coupling a protein’s conformational transition to
the switching between a bright and a dark state of a fluorophore can give an estimate
on conformational kinetics and aid in mapping conformational dynamics. Each of
the presented methods provides slightly different information on dynamics and
hydration in proteins. This chapter documents how their combination delivers a
comprehensive insight into the hydration and dynamics of HLDs that can be
correlated with enzyme kinetics data to identify factors important for HLD activity.
Although these techniques present a powerful toolbox, the retrieved information is
ensemble-averaged. Capturing the inner diversity of enzyme action would require
single-molecule techniques. For instance, single-molecule TIRF microscopy could
follow changes in brightness caused by conformational transitions of enzymes,
substrate binding, or product release.

Microbial enzyme HLDs served as a model system for testing the strengths and
weaknesses of fluorescence methods for analysing protein solvation and dynamics
[16, 44, 47, 51, 60]. Why are these proteins attractive as the working horses for
detailed mechanistic studies? HLDs fulfil multiple criteria, which makes them
particularly suitable for analysing effects of solvation and dynamics on protein
function: (1) HLDs are hydrolases and employ water as co-substrate, (2) active
sites are buried in the protein core and protein dynamics assist the process of
substrate (halogenated alkanes) binding and products (primary alcohols and halide
ions) release via multiple access tunnels, (3) the structures of several dozen family
members have been solved to high resolution using protein crystallography, (4) the
reaction mechanism is known from crystallographic analysis, enzyme kinetic stud-
ies, and quantum chemistry calculations, (5) transient kinetics has been investigated
for multiple family members and rate-limiting (physical) steps have been confirmed
for specific substrates, (6) proteins are made of only two domains, do not require
co-factors, and are generally easy to produce, and (7) hundreds of mutants have been
constructed and characterized during three decades of research [66]. We envision
that more research groups will use HLDs as a model system for mechanistic studies
employing fluorescence methods and will contribute to a better understanding of the
relationships between structure and protein solvation/dynamics.
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Protein solvation and dynamics are particularly important for the physical steps of
the enzymatic catalytic cycle. These include substrate binding and product release.
For some reaction mechanisms, water serves as the co-substrate and repetitive
solvation of the active site is essential for proper catalytic functioning. Protein
dynamics can assist physical steps of the catalytic cycle in proteins with buried
active sites and/or with tightly bound hydrophobic substrates/products that prefer to
escape from the solvent environment. Conformational changes are typically needed
for efficient association and dissociation of enzyme–substrate and enzyme–product
complexes. These conformational changes or gating can involve flexible loops [67],
but also secondary elements or even whole domains [68]. Very often, they can be
rate-limiting and need to be engineered for better catalytic efficiency. However,
engineering proteins dynamics is very challenging often due to the lack of mecha-
nistic information and directed evolution approaches must be combined with rational
protein design [67]. Fluorescence methods are perfectly positioned for collecting
high-quality quantitative data even at a single molecule level to guide the rational
design of protein dynamics. Appropriate software tools are then needed for structure-
based protein design of dynamical elements.
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