
Chapter 1
Introduction and Overview

Marcus M. Keupp

1.1 Next Generation Cyberdefense

Cyber attackers are intentionally violating one or more security objectives an orga-
nization has defined for its IT infrastructure or computer networks [31]. By doing
so, they inflict significant costs on organizations, businesses, and individuals [7, 10,
15]. While global cybersecurity expenditure grew by 28% from 2015 to 2018, the
average cost of cybercrime incidents increased by 73% within the same period [1,
39]. Ransom paid by private firms to hackers is at a historic height. The average
cost per data breach for companies was 3.86 million US$ [18]. But cyberattacks also
target government organizations and individuals with public exposure, so that state-
sponsored hacks, cyber espionage, and cyber sabotage exhibit likewise growth rates
[17, 27, 29]. The absolute amount of cyberattacks against private or public organi-
zations has increased by 67% since 2014 and by 11% since 2018 [1]. Investments
meant to produce cyberdefense seem to lag attacks, and their effectiveness appears
to be limited.

Academic work has trouble finding answers to this problem. In fact, public and
private organizations fail so regularly at defending their systems that this failure has
become a research object of its own [12]. Over the past three decades, many contribu-
tions have proposed technical measures to counter cyberattacks (for an overview, see
[38]). However, the success of such technology-based approaches to cyberdefense
has been limited, not the least because they ignore the weakest link in the cyberde-
fense chain—human beings and their fallacies [2, 3, 7]. While numerous models for
cyberdefense investment strategies have been developed (e.g., [13, 22, 33]), their
significance in the real world is limited due to imperfect information, misaligned
incentives, moral hazard, and subjective bias [3, 5, 30].
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Why then, one might ask, are organizations so bad at pre-empting, detecting and
defending cyberattacks? It appears that contemporary cyberdefense is too slow, lacks
technological foresight, and often proves to be ineffective. This book is an attempt
to provide answers and applicable analytical tools for all three problems.

1.2 Structure and Overview

1.2.1 Speed

Many cyberattacks are not only successful, but they also go unnoticed for a significant
period of time. In 2019, it took companies an average of 230 days to identify security
breaches induced by malicious attacks. The average lifecycle of a breach from iden-
tification to containment was 280 days [18]. Attackers still have the initiative—the
technology landscape is large, and there are many backdoors and zero-day vulnera-
bilities that can be exploited. Even if all of them would be technologically known,
pre-emptively defending all of them by an all-hazard approach may prove to be pro-
hibitively expensive. It is true that many organizations use digital forensics to clarify
what has happened once an attack has been finally neutralized, but they are in fact
analyzing lost chess games when they do so—players may improve their skills by
learning from past mistakes, but they still have to suffer the bitter taste of defeat. A
more productive approach should focus on shortening the cyber kill chain as much as
possible, and provide fast responses that deny attackers the ability to continue with
their attack. Speed is certainly of the essence, so the contributions in the first part of
this volume intend to assist defenders with this task.

In Chap.2, Gillard et al. start out with an agent-based model. They investigate
how autonomous agents improve their response patterns as they react instantly to
exogenous attacks. Moreover, they highlight the role of cooperation and incentive
alignment among defenders using a game-theoretic approach, and they show that
cooperative defense is both fast and effective.

In industrial control systems, attacks constitute rare events in a stream of permis-
sible commands, and although Pareto or Poisson distributions could be used tomodel
this imbalance, the sheer rareness of exploits makes it hard to attain good accuracy.
In Chap.3, Su et al. propose an alternative path. They study how unsupervised clus-
tering algorithms can respond fast to attacks against industrial control systems. They
compare the performance of four different algorithms and discuss the implications
of their findings for the security of cyber-physical systems.

Both chapters demonstrate how threats can be dynamically captured and dealt
with. Note that none of them requires big data analytics, so they should be particularly
interesting for operators of SCADA systems which have both security requirements
that differ from those of commercial computer networks and low computational
capabilities [31].
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In Chap.4, Fischer and Gillard discuss novel security information sharing plat-
forms that have recently emerged as an alternative to ISACs. Using a hierarchical
simulation model that is informed by real user data from such platforms, they discuss
the trade-offs between the value of information units and the speed with which they
are shared.

1.2.2 Foresight

As organizations face budget constraints, they must maximize the efficiency of any
investment they make in cyber security processes, products, or services [33]. Prior
research has produced quantitative models that propose to optimize such investment,
and also many recommendations that instruct firms about how to invest in particu-
lar technologies or systems (e.g., [16, 34, 41]). However, these models are deeply
rooted in microeconomic and behavioral assumptions that need not apply to actual
investment problems. Firms must protect their systems today against future attacks.
Therefore, investments often lag actual threats since vendors must first commer-
cialize defense technology to market maturity, particularly so if the technology in
question is only just emerging. The media report about attacks that have been dis-
covered, but knowledge of past incidents is not necessarily a predictor for future
threat vectors. Hence, firms must forecast technological trajectories and prioritize
investments accordingly.

Just as contemporary economists attempt to replace static ex-ante predictions with
‘nowcasting’ (e.g., [4, 24]), firms must learn to preempt rather than react to techno-
logical developments if they want to neutralize the attacker’s advantage. While tradi-
tional forecasting methods and big data analytics are costly in terms of resources and
computing power, the contributions in the second half of this book offer parsimonious
yet efficient solutions that work with open source data.

In Chap.5, Percia David et al. propose a reproducible, automated, scalable, and
freemethod for bibliometric analysis that requires little computing power and informs
managers about thematurity and likely future development of technological domains.
They also show how timelines of expert sentiment about these domains can be gen-
erated. They illustrate their approach with an analysis of the arXiv repository and
suggest how even larger databases can inform investment decisions about future
cybersecurity technologies.

In Chap.6,Mezzetti et al. propose a novel recursive algorithm that analyzes pub-
licly available data and ranks the relative influence that companies and technologies
have in a technology landscape. The results provide investors with an optimal rank-
ing of technologies and thus help them to make more informed decisions about
companies and technologies.

In Chap.7, Tsesmelis et al. develop a lean recommender system which predicts
emerging technology by a sequential blend of machine learning and network ana-
lytics. They illustrate the capabilities of this system with a large-scale patent data
analysis and discuss how it can help organizations make more informed decisions.
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Since patent data are public and freely available, organizations can obtain objective
advice at very little cost.

In Chap.8, Aeschlimann et al. map the landscape of cyberdefense capabilities
among public, private and academic organizations in Switzerland. They also study
the extent to which these organizations exchange capabilities with each other, and
they produce amap of their informal networks. The results suggest that the ecosystem
under study is a scale-free network that hosts many but unevenly distributed capa-
bilities. Further, inter-organizational cooperation is limited although opportunities
to cooperate exist.

While this contribution focuses on the question of where cyberdefense capabil-
ities are located right now, in the subsequent Chap. 9, Moreno et al. show how job
offers can be analyzed to predict future capability requirements. Their link predic-
tion approach features a parsimonious algorithm which crawls publicly available job
offer databases and predicts which capabilities firms will require up to six months in
the future. They compare the efficiency of this method across several unsupervised
learning algorithms as well as against a supervised learning method.

1.2.3 Effectiveness

Any investment in cyberdefense is wasted unless it provides organizationswith effec-
tive protection against attacks. However, all too often effectiveness is confused with
ticking off boxes in bureaucratic checklists. Formal certifications and regulatory
requirements certify the proper implementation of risk management processes, but
not the existence of effective defense [8, 19, 35]). Moreover, ’stress tests’ are often
limited to penetration testing exercises [9, 36] or bug bounty programs [25]. More-
over, formal performance indicators often fail to capture the effectiveness of cyber
defense systems first [14, 32]. The third part of the book therefore explores how
organizations realize effective defense.

First, they need to understand how and why attackers act. Therefore, in Chap. 10,
Fischer et al. discuss the selection problem attackers face when they attempt to exfil-
trate information from a computer network: They must identify valuable information
units among many irrelevant ones. The authors model such attacks as a repeated urn
draw under different distributional patterns and use prospect theory to model risk
aversion and overconfidence among attackers. Their findings are particularly rele-
vant to ’silent’ attacks and computer network exploitation operations which prefer to
gather intelligence over blocking or damaging a system, and they propose a number
of measures the defenders can take to thwart attacks.

However, human fallacies also exist among defenders. In Chap.11, Baschung et
al. discuss the extent to which there is a principal-agent problem between the individ-
ual career goals of corporate security officers and the effectiveness of their investment
decisions. The authors develop a recursive model which simulates the complex rela-
tionships between investment dynamics, CSO reputation and inter-firm migration,
and cyberdefense effectiveness. Using data from real cybersecurity breaches, they
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find that a positive (negative) dynamic should exist between high (low) CSO repu-
tation and effective corporate protection.

In Chap.12, Muhly discusses how serious gaming can confront defenders with
their own overconfidence and thus improve their resilience to social engineering
(which is still one of the major threat vectors by which attackers execute cyberat-
tacks). He reports the results of a randomized experiment that modeled a phishing
attack and investigates the extent towhich serious gaming can be applied as an immu-
nization treatment. The results suggest that participation in serious gaming reduces
the probability to be victimized by social engineering attacks. Overconfident and
indifferent users are more likely to fall for such attacks, whereas a more pessimistic
stance is negatively associated with failure.

In Chap.13, Shrivastava and Mathur propose how virtualized environments can
help operators of industrial control systems to detect and respond to anomalies more
effectively. However, they also note that effectiveness requires radical architectural
adaptations and a departure from IT security models of the past. They argue how
and why zero trust architectures and autonomous mechanisms can not only make
industrial control systems safer, but also empower machines to respond faster and
more accurately to threats and attacks. Ultimately, such developments may enable
industrial plants to defend themselves in a fully automated way.

In Chap.14, Gillard and Aeschlimann expand this path. They discuss automated
and scalable procedures that can identify and recombine related indicators of com-
promise which decentral users provide. In particular, these methods allow system
operators to identify incidents which may have been running unnoticed but in fact
constitute the root of many other anomalies. The authors simulate these procedures
and show how users can control them to generate more accurate threat information
which increases the effectiveness of their cyberdefense activities.

In the final Chap.15,Pangrazzi andMuhly remind organizations and governments
alike that they need not wait for a global cyberdefense regime to emerge until they
can effectively defend their systems. The norms that exist in international law today
provideuserswith powerful tools that can contribute to amore effective national cyber
defense as well as to international collaboration—provided nation-states master the
transformation of these norms into national contexts. The authors highlight four areas
where this transformation would yield productive results.

1.3 Outlook: From Defense to Counter-Attack

The erawhich left cyberdefense to the technicians is over.WhatKeupp [21] said about
the architectural challenges of next generation critical infrastructures also applies to
cyberdefense: Technical knowledge alone does not provide an effective defense.
Efforts to systematically advance cyber risk management must draw on not only
computer science but also fields such as behavioral studies, economics, law, and
management science. In particular, interactionwith legal scholars is key here [12, 36].
Without such collaboration, legislators will continue to develop reactive measures
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that run the risk of rapid obsolescence as newer technologies aremorewidely adopted,
and technicians may fail to understand how international law provides them with
institutions that can shape effective defense on a global scale. All in all, this volume
firmly subscribes to these perspectives and reiterates earlier initiatives which have
called for more interdisciplinary work (e.g., [11, 20, 37, 40]) and for the introduction
of economic perspectives into IT security [3, 7].

But there is more to next generation cyberdefense than interdisciplinary coopera-
tion. To date, defense is still seen from a passive perspective: With some desperation,
defenders take attacks as a natural evil one has to live with and defended against in
the best possible way. It is about time to forego this passive stance.

The next challenge is to push for attribution—defenders must begin to identify
the technical and physical locations of attackers and hence master attribution, with
an eventual view to neutralizing the technical infrastructure from which attacks are
carried out. Again, this ‘strike back capability’ will require interdisciplinary skills:
automated defense algorithms could be trained to not only defend, but also to detect
where the attack is coming from, economic perspectives can help calculate if the
attack is worth the cost of striking back, and legal perspectives can help judge if
retaliation conforms to international law.

The Tallinn manuals have tried to develop a perspective in cyberspace that is akin
to article 51 of the United Nations charter—a nation that is unlawfully attacked has
not only the right to defend itself, but it can use all force necessary to neutralize the
aggression, reestablish the status quo, and preserve the integrity of its territory and
statehood. This perspective, long established in the international law of warfare and
the fundament of the post-WWII peace order, should be expanded to the cyberspace.
Defense is therefore not limited to responding to attacks—it can even include striking
the aggressor’s territory as long as a state of war exists. Once this principle is adapted
for the cyberspace, there is no more need to simply tolerate attacks.

Finally, states or state-sponsored parties have begun to use offensive cyber oper-
ations to realize military or political goals. For example, stuxnet disabled Iranian
centrifuges which were enriching uranium, probably the first offensive cyber oper-
ation in military history [23]. Russia tried to influence the 2016 U.S. presidential
elections by cyber and information operations [28], and China has been using cyber
intelligence activities to realize commercial advantages [26]. These attacks constitute
a new level of aggression whose damage goes far beyond ordinary cybercrime. Next
generation cyberdefense will have to deal with this increased intensity of violence
in the cybersphere. Defenders will continue to lead a difficult life, but they have no
alternative but to stand their ground in the face of adversity.
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