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Abstract. The widespread use of computed tomograph (CT) technol-
ogy in clinic has caused more and more patients to worry that they
will receive too much radiation during the scanning. The low-dose CT
(LDCT) scanning is more likely to be accepted by the patients. But
LDCT images can adversely affect doctors’ diagnosis, owing to low qual-
ity of the images. Therefore, it is necessary to improve the diagnostic
performance by denoising LDCT images. During the past few decades,
the convolutional neural networks (CNNs) and Transformer models that
achieve remarkable performance in natural image denoising provide new
avenues for LDCT denoising. Although the existing methods have suc-
cessfully achieved noise reduction, there is still large room for improve-
ment in the denoising level. In this paper, we refer to the implemen-
tation of natural images denoising, and proposed a transformer-based
U-shape network model to achieve denoising in LDCT images. In each
transformer block, we used the depth-wise convolution, transposed self-
attention mechanism, and SimpleGate to improve performance and speed
up efficiency. Extensive experiments on the AAPM-Mayo clinic LDCT
Grand Challenge dataset indicated that the proposed model yielded a
competitive performance to the compared baseline denoising methods.
In particular, good evaluation was achieved in noise suppression, struc-
ture preservation and lesion highlighting.
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1 Introduction

Computed tomography (CT) system, as noninvasive imaging equipment, has
been widely used for medical diagnosis and treatment [16]. It works by collect-
ing X-rays that pass through the body and then reconstructing each slice of
organ tissues. But the radiation from X-rays causes some damage to cells and
DNA in the body [1]. We can roughly assume that dose is positively related to
risk and imaging quality, high dose means high risk and high imaging quality.
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The weaker the X-ray flux, the noisier a reconstructed CT image, which could
influence the doctor’s diagnosis. Therefore, many algorithms have been designed
to alleviate this problem. In general, these algorithms can be divided into three
categories, i.e., sinogram domain filtration, iterative reconstruction, and image
post-processing.

Sinogram filtering techniques process the raw data before image reconstruc-
tion. The most famous and widely used algorithm is filtered backprojection
(FBP) [18]. However, these methods often suffer spatial resolution loss or arti-
facts in the reconstructed images. Besides, it is very difficult for ordinary users
to get raw data of commercial scanners. Over the past decade, researchers have
worked to develop new iterative reconstruction (IR) algorithms in the field
of LDCT. In general, these algorithms optimize an objective function, which
includes a statistical noise model [19,25], priors information in the image domain
and an image system model [8,12]. Although IR techniques obtained excellent
results, it is impossible to apply it to practical applications because of the high
computational cost. On the other hand, image post-processing is computation-
ally efficient and directly perform on an image. Many methods have played a
certain role in suppressing noise and artifacts, such as non-local means (NLM)
method [15], dictionary-learning-based K-SVD method [7] and block-matching
3D (BM3D) algorithm [10,11].

In the past few years, deep learning technologies extensively applied in other
fields have also attracted tremendous attention in the field of medical images,
such as image registration [3,27], image segmentation [30], image classification [4]
and LDCT denoising [5,13,21,23,26,28,32]. For example, Chen et al. [5] designed
a residual encoder-decoder network for LDCT images, which greatly suppresses
the image noise through the method based on CNN. Yang et al. [28] used WGAN
network and perceptual loss to promise the reconstructed image quality. They
greatly improved the smoothing problem by using perceptual loss, but obtained
not very high values of the evaluation metrics PSNR and SSIM. Zhang et al. [31]
designed CLEAR based on GAN network to achieve noise reduction very well.
They used multi-level consistency loss and got a big improvement in the evalu-
ation of PSNR and SSIM, but added multiple hyperparameters which brought
difficulties to training and application. Liang et al. [13] used the soble operator to
extract the edge information of the image, and then used convolution and dense
connections to achieve denoising. And recently, Transformer has made great
progress in the natural language processing (NLP) fields [22]. This also brings
new research ideas to the computer vision (CV) fields. In particular, Vision
Transformer (ViT) designed by Dosovitskiy et al. almost makes Transformer
the main method in CV field [9]. Many computer vision tasks have reached the
state-of-the-art performance through the use of Transformer architecture. How-
ever, the Transformer model has not been well applied in the field of LDCT
denoising. For example, Zhang et al. proposed a dual-path TransCT network
to predict the high quality images by fusing high-frequency and low-frequency
features [32]. They successfully brought Transformer to the task of CT denois-
ing, but their model did not outperform CNN by much in the evaluation metric
PSNR. Wang et al. [24] proposed a convolution-free T2T vision Transformer to
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achieve a better noise reduction effect. These Transformer-based methods often
require a lot of computational consumption when calculating self-attention. To
alleviate the inherent problem and further improve denoising performance, we
proposed a new network architecture, which was inspired by the facts that: (1)
different methods for image denoising have complementary image prior models
ability and can be incorporated to boost the performance [2]; (2) Restormer [29]
and NAFNet [6] designed different network structures and achieved very good
denoising performance. In the proposed model, we used a transformer block to
combine depthwise convolution, transposed self-attention mechanism, and Sim-
pleGate, and then plug it as the main building block into the UNet architecture.
We termed the proposed model as SAGformer hereinafter. Extensive experi-
ments on Mayo LDCT dataset demonstrate the superiority of our method over
other baseline methods.

2 Method

In this study, our goal is to realize denoising of LDCT images by designing
an efficient transformer block. In order to reduce the computational cost, we
used the modification scheme of self-attention designed by Zamir et al. [29], and
adopted the SimpleGate designed by Chen et al. [6] to replace the activation
function. First, we introduced the overall structure of the proposed SAGformer
(see Fig. 1). Then we presented the main components of the proposed trans-
former block: (a) Multi-Dconv Head Transposed Self-Attention (MDTSA) and
(b) Dconv SimpleGate Feed-forward network (DSGFN).

Overall Structure. From the perspective of macrostructure, we built a stan-
dard UNet [20] structure network with four-level symmetric encoder-decoder.
First, we applied a 3 × 3 convolution to learn low-dimensional features. In the
encoder stage, downsampling was added to each layer to reduce the resolution
and widen the channels of the image. With the deepening of the number of
layers, the number of transformer blocks in each layer gradually increases. The
resolution of the last level of encoder image is reduced by one-eighth, and the
number of channels is eight times the original. On the other hand, in the decoder
phase, upsampling between layers is used to restore information. In addition, we
also used skip connections to assist the restoration of information and alleviate
the problem of gradient disappearance during training. After concatenating the
features of the encoder and the decoder, a 1×1 convolution is added to keep the
number of channels unchanged, except the top one. Finally, the reconstructed
features are added to the LDCT image to output normal dose CT (NDCT)
image. Next, we describe the details of the Transformer block.

2.1 Multi-Dconv Head Transposed Self-attention

In the transformer network, one of the most important components is self-
attention, which brings good results for vision tasks while incurring expensive
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Fig. 1. Architecture of SAGformer for LDCT denoising. The macrostructure is a U-
shaped network architecture, in which the transformer module is composed of MDTSA
and DSGFN, which mainly realize denoising by performing attention calculation on
the channel dimension. R in the figure stands for Reshape operation.

computational costs. The computing mechanism of self-attention (SA) deter-
mines that it has a large receptive field and can process global features, but
this also leads to its insufficiency in local feature processing [22]. Therefore, we
decided to introduce depthwise convolution to enrich local feature information.
The reason for using depth-wise convolution is that it can reduce the amount
of computation compared to common convolution. But before that, we added
a 1 × 1 convolution to expand the channel to ensure that more features on the
channel can be obtained from subsequent calculations. Considering that conven-
tional self-attention cannot be used for such large-resolution image processing
tasks, we take the approach proposed by Zamir et al. [29]: reshape the tensor
before multiplying query (Q), key (K) and value (V ); Q∈ R

HW×C ; K∈ R
C×HW ;

V ∈ R
HW×C . After Q and K are multiplied, softmax operation is performed on

the results to obtain the attention map of size R
C×C . The resulting attention

map is multiplied by V to get the final attention feature. The advantage of trans-
posing and reshaping before multiplication is that attention can be calculated
based on channels. For this kind of large-resolution image, it is a very time-
consuming and performance-consuming task to calculate attention map based
on pixels. Overall, the MDTSA process is defined as:

X̃ = WβAttention(XWQ
1 WQ

3 ,XWK
1 WK

3 ,XWV
1 WV

3 ) + X (1)

where Wβ is a learnable scaling parameter to control the size of the residual
block, W (·)

1 is the 1 × 1 point-wise convolution and W
(·)
3 is the 3 × 3 depth-wise

convolution.
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2.2 Dconv SimpleGate Feed-Forward Network

In the regular feed-forward network, two 1 × 1 convolutions and an activation
function are included. In our study, we modified the conventional feed-forward
network. After a 1×1 convolution, the same depth-wise convolution as MDTSA
was introduced for local feature extraction. In the selection of activation function,
we did not use nonlinear activation functions such as Gelu or Relu in this module,
but use SimpleGate to replace the function of the activation function as the
study by Chen et al. [6]. The feature map was directly divided into two parts
according to the channel dimension, and then multiplied. In this way, the purpose
of nonlinearity can also be achieved. The SimpleGate is defined as:

SimpleGate(X,Y ) = X · Y (2)

where X and Y are two feature maps of the same size. X · Y can also achieve
the purpose of nonlinearity of the activation function. And after SimpleGate,
the number of channels of the feature will be reduced by 50%. This effect is
difficult to achieve in common activation functions. In addition, we also add a
1 × 1 convolution to keep the number of channels unchanged.

2.3 Loss Function

We use the MSE loss function, which is widely used in the field of image restora-
tion. MSE can well compare the pixel difference between the NDCT and model
output, so that it can better guide the update of model parameters after gradient
backward. It is defined as follows:

Lmse =
1
N

N∑

i=1

‖D(xi) − yi‖2 (3)

3 Experiments and Results

3.1 Experimental Settings

Datasets. In this work, we used the pubicly released dataset from 2016 NIH-
AAPM-Mayo LDCT Grand Challenge [17]. The dataset was obtained by per-
forming normal-dose abdominal CT scans on 10 anonymous patients, and then
simulating quarter-dose images by adding Poisson noise to the projection data.
We used the images from 9 patients to train the model and the images from 1
patient to evaluate the performance of the model. We randomly extracted eight
image patches of 64 × 64 from each 512 × 512 image during training.

Implementation Details. In our work, we used Pytorch 1.11.0 to build our
model, the training was performed on a NVIDIA RTX 3090Ti GPU. During
training, we set the number of the epoch to 400, and used the Adam optimizer
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to minimize our MSE loss with an initial learning rate of 1e−5. All 3 × 3 depth-
wise convolutions were implemented with stride 1 and padding 1, and 1 × 1
convolutions ere implemented with stride 1 and padding 0. During the test, we
no longer divided the images into patches, but directly input 512 × 512 images
into the model.

Baseline Models. Three baseline methods, i.e., RED-CNN [5], EDCNN [13],
CTformer [23] were used to compared with our method. These methods are
deep learning methods that perform well on LDCT denoising. But since RED-
CNN and EDCNN did not provide a trained model, we retrained with the same
dataset. CTformer used the same dataset as ours, and the authors released their
trained model. So, we directly used the trained model for testing.

Fig. 2. Results from the different methods for comparison. The display window is
[−160, 240] HU. (a) a LDCT image; (b) RED-CNN; (c) EDCNN; (d) CTformer; (e)
SAGformer. (f) a NDCT image. The red rectangle is the several defined ROIs. (Color
figure online)

Evaluation Metrics. We used three common metrics to evaluate the meth-
ods, i.e., peak signal to noise ratio (PSNR), structural similarity index measure
(SSIM) and root mean square error (RMSE) [23]. The three metrics can be
combined to evaluate the denoising level, PSNR is mainly to measure the recon-
struction quality. SSIM is used to evaluate the structural similarity between
images, which can reflect the visual quality to a certain extent. RMSE is used
to reflect the difference between corresponding pixels [14]. Among them, PSNR
and SSIM are positively correlated with the final image quality, and RMSE is
negatively correlated with the image quality.
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Fig. 3. The PSNR, SSIM and RMSE histogram of ROIs from Fig. 2 under different
algorithms. (a) PSNR of ROIs; (b) SSIM of ROIs; (c) RMSE of ROIs.

Fig. 4. The amplified ROI images of different methods outputs in the blue rectangle
marked from Fig. 2 (Color figure online).

3.2 Results

Quantitative Evaluation. First, we randomly selected four ROIs, as shown
in the red rectangle of Fig. 2, to evaluate the reconstruction level of the local
region. In order to make the results more intuitive, we display the values in the
form of a histogram. As shown in Fig. 3, our results outperform other methods
in PSNR, SSIM and RMSE. Second, we calculated the PSNR, SSIM and RMSE
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of each CT global image of patient L506, and then calculated the average values.
Table 1 shows the overall quantitative results of all methods, and the best results
are highlighted in bold. In terms of PSNR index comparison, SAGformer is 0.70
dB higher than the previous CNN-based method RED-CNN and 0.44 dB higher
than the recent Transformer-based network CTformer. In the comparison of
SSIM, our model is 0.005 higher than CTformer. Besides, the RMSE of the
SAGformer is 0.45 lower than that of the CTformer.

Table 1. Quantitative results of different methods on L506

PSNR↑ SSIM↑ RMSE↓
LDCT 29.2489 0.8759 14.2416

RED-CNN 32.8209 0.9092 9.3144

EDCNN 32.3036 0.9034 9.9121

CTformer 33.0793 0.9119 9.0726

SAGformer 33.5281 0.9172 8.6172

Qualitative Evaluation. Figure 2 shows the restoration effect of various mod-
els on a LDCT image. The abdominal CT slice was selected because the abdomen
was the part with the most organs, so it can be seen clearly and intuitively that
the noise reduction performance of our model was better than other models.
Figure 4 shows the zoomed parts of the lesion position in the blue rectangle
marked in Fig. 2. The lesion area pointed by the red arrow becomes more obvi-
ous after denoising, and the contour is also obvious.

3.3 Ablation Study

In this part, we verify the effectiveness of the introduced modules for LDCT
denoising in the SAGformer through ablation experiments. The experimental
results are shown in Table 2. We used multi-head transposed self-attention and
feed-forward neural networks as benchmarks, which was termed as MTSA FN.
In the MTSA block, we used the normal 3 × 3 convolution to get QKV in self-
attention, and in the FN network, we added the normal 3 × 3 convolution after
the first 1 × 1 convolution. Although this model achieves better results than
the CNN-based methods, the ordinary convolution operation results in a huge
amount of parameters. Next, we replaced the 3 × 3 ordinary convolution with
the depth-wise convolution, which resulted in the MDTSA DFN model. The
parameters of this model were reduced to 18.42 M, and the final PSNR, SSIM
and RMSE are increased by 0.27, 0.004 and 0.27 respectively. Finally, we added
SimpleGate to the feed-forward neural network module to form our final model
(SAGformer), which once again improved PSNR, SSIM and RMSE. And the
amount of parameters is reduced again because of the introduction of Simple-
Gate.
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Table 2. Quantitative Results of Ablation Experiments on L506

Params PSNR↑ SSIM↑ RMSE↓
MTSA FN 92.79M 32.9941 0.9114 9.1574

MDTSA DFN 18.42M 33.2641 0.9159 8.8809

SAGformer 16.64M 33.5281 0.9172 8.6172

4 Conclusion

In brief, we designed a novel Transformer-based UNet network to success-
fully denoise low-dose CT images. Mainly through the modification of the self-
attention calculation method, the tensor was reshaped and transposed to speed
up the calculation speed. In addition, the use of depth-wise convolution and Sim-
pleGate also greatly reduced the network parameters and improved the denoising
performance. The experimental results show that the proposed model has great
potential for structure preservation and lesion detection, and outperforms other
models on both global and local regions after denoising. However, LDCT images
still have some gaps compared to NDCT after denoising by our model, such as
our images are over-smoothing. In addition, the very detailed textures have not
been fully restored. In the future, we need to further optimize the SAGformer
structure, and utilize the 3D CT image series to enhance the quality of low-dose
CT images.
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