Mohit Kumar

Sukhpal Singh Gill

Jitendra Kumar Samriya
Steve Uhlig Editors

6G Enabled Fog
Computing in
ol

Applications and Opportunities

@ Springer



6G Enabled Fog Computing in [oT



Mohit Kumar  Sukhpal Singh Gill ¢
Jitendra Kumar Samriya ¢ Steve Uhlig

Editors

6G Enabled Fog Computing
in IoT

Applications and Opportunities

@ Springer



Editors

Mohit Kumar Sukhpal Singh Gill

Department of Information Technology School of Electronic Engineering
Dr. B.R. Ambedkar National Institute and Computer Science

of Technology Queen Mary University of London
Jalandhar, Punjab, India London, UK

Jitendra Kumar Samriya Steve Uhlig

Department of Information Technology School of Electronic Engineering
Dr. B.R. Ambedkar National Institute and Computer Science

of Technology Queen Mary University of London
Jalandhar, Punjab, India London, UK

ISBN 978-3-031-30100-1 ISBN 978-3-031-30101-8  (eBook)

https://doi.org/10.1007/978-3-031-30101-8

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2023

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://orcid.org/0000-0002-3913-0369
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8
https://doi.org/10.1007/978-3-031-30101-8

Abstract

With the deployment of the 5G network, the role and applications of the Internet
of Things (IoT) have increased tremendously in various domains, leading to the
requirement as well as improvement in wireless communication systems. The
superset of IoT is the Internet of Everything (IoE) which creates huge amounts of
data by heterogeneous devices and needs the service of cloud and artificial intel-
ligence (Al) for storage and intelligent processing. Nonetheless, the foundational
and crucial elements of an IoE depend heavily upon the computing intelligence that
could be implemented in the 6G wireless communication system. The IoT and 6G
wireless communication networks are expected to transform customer services and
applications and pave the way for completely intelligent and autonomous systems
in the future.

Future 6G networks could benefit from the storage and computational services
that fog computing offers. Fog computing, first used or coined by Cisco, is a
decentralized infrastructure that locates processing components and storage at the
cloud’s edge, close to data sources like application users and sensors. Fog com-
puting plays an important role in supporting the Internet-of-Things applications in
the 6G network. It offers better security, saves network bandwidth, reduces latency,
better privacy, and many more. The other popular technology paradigms covered in
the book are cloud computing and artificial intelligence. Cloud computing offering
the services to end users in the form of resources such as hardware, and software
as per the user requirements pay per use basis. Artificial intelligence is the branch
of engineering that makes machines or computer programs intelligent, in simple
terms; Al enables machines to perform a task like a human. AI makes the cloud
more secure, cost-effective, enables intelligent automation, increases reliability, and
enhances data management.

This book covers the applications of fog enabled IoT networks with 6G endorse-
ment in various domains such as healthcare, smart home, vehicular network, smart
transportation, networking, and real-time businesses. At the end of the book, the
reader will have knowledge of the concepts related to IoT applications, security, and
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privacy issues in networking, and Al approaches to deal with them. The book also
covers the role of machine learning in the advancement of 6G technology.

Keywords Sixth generation (6G) network; Fog computing; Internet of Things
(IoT); Artificial intelligence; Blockchain; Intelligent environment; Mobile edge
computing



Preface

The way machines and humans communicate has changed remarkably, which is a
result of the rapid development of wireless communication networks. The increasing
demand for a high data rate and the number of connected devices are reasons
for such evolutionary developments. Fifth-generation (5G) network deployment is
currently underway and giving end devices Gigahertz (GHz) connection. This will
make life easier for all and have a big impact on how efficiently businesses operate.
A new generation of cellular devices typically replaces an older model after about
10 years. By 2030, 6G is anticipated to be standardized and ready for deployment;
therefore, research attention is beginning to shift to 6G communication systems.
6G networks are expected to support applications beyond traditional or current
mobile use case scenarios, such as pervasive intelligence, virtual and augmented
reality (VR/AR), Internet of Things (IoT), and ubiquitous instant communication.
Novel wireless technologies and architectures will be explored in next-generation
connectivity, having the benefits such as high data rates, new services, and ultra-low
latency.

The advances in IoT resulted in the emergence and development of 5G and 6G
communications respectively. Intelligent learning techniques used in IoT networks
with 6G connectivity will enable the speedy completion of complex computations,
revolutionizing user experience with nearly real-time responses. The increase in
network capacity proportionately increases the network complexity. Numerous chal-
lenges that will be faced by 6G IoT include interoperability, scalability, quality-of-
service (QoS) provisioning, heterogeneity, network congestion, integration, battery
lifetime, and network capacity. To handle these issues, IoT will depend on rigorous
deployment and intelligent learning techniques of fog computing devices that are
placed closer to the end devices. By bringing computations to the end devices, fog
computing devices will relieve the cloud server’s workload and reduce computation
latency. To significantly increase network efficiency, fog devices will intelligently
incorporate idle resources from all available devices. Computation resources of fog
devices will be the solution to address the demands of future applications.

vii
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The motive of this book is to capture the opportunities and applications of 6G
communications to enable fog computing in IoT domains such as smart cities,
industry, consumer applications, smart homes, and many more to explore.

Jalandhar, Punjab, India Mohit Kumar
London, UK Sukhpal Singh Gill
Jalandhar, Punjab, India Jitendra Kumar Samriya

London, UK Steve Uhlig



About the Book

The latest method for edge devices or mobile systems in terms of reducing energy
usage and traffic congestion integrating with IoT device applications is sixth
generation (6G) technology. The 6G network can be used in various platforms as
an application, having a scope beyond 5G (B5G), such as intelligent techniques for
software-defined networking (SDN), fog computing-enabled IoT networks, energy-
aware location management, and 6G-enabled healthcare industry. This technology
still has to face some issues with security and IoT-enabled trust networks. The
practical and theoretical aspects of successfully implementing innovative intel-
ligent techniques in a number of fields, such as fog computing, 6G, artificial
intelligence, Internet of Things, and cloud computing, are explored in this book’s
emerging research. This book will serve as a source of inspiration for IT experts,
academicians, researchers, industry professionals, authors, and engineers who are
looking for current research on emerging perspectives in the area of 6G-enabled fog
computing for IoT applications.

ix



Contents

PartI Applications

Al Enabled Resources Scheduling in Cloud Paradigm ......................

Sudheer Mangalampalli, Ganesh Reddy Karri, and Prabha Selvaraj

Role of AI for Data Security and Privacy in 5G Healthcare Informatics ..

Ananya Sheth, Jitendra Bhatia, Harshal Trivedi, and Rutvij Jhaveri
GPU Based Al for Modern E-Commerce Applications:

Performance Evaluation, Analysis and Future Directions...................

Sanskar Tewatia, Ankit Anil Patel, Ahmed M. Abdelmoniem, Minxian Xu,
Kamalpreet Kaur, Mohit Kumar, Deepraj Chowdhury, Adarsh Kumar,
Manmeet Singh, and Sukhpal Singh Gill

Air Quality Index Prediction Using Various Machine Learning

Algorithms ...

Mann Bajpai, Tarun Jain, Aditya Bhardwaj, Horesh Kumar,
and Rakesh Sharma

Leveraging Cloud-Native Microservices Architecture for High

Performance Real-Time Intra-Day Trading: A Tutorial.....................

Mousumi Hota, Ahmed M. Abdelmoniem, Minxian Xu,
and Sukhpal Singh Gill
Part II Architecture, Systems and Services

Efficient Resource Allocation in Virtualized Cloud Platforms
Using Encapsulated Virtualization Based Ant Colony

Optimization (EVACO) ...

Nirmalya Mukhopadhyay, Babul P. Tewari, Dilip Kumar Choubey,
and Avijit Bhowmick

xi



xii Contents

Authenticated, Secured, Intelligent and Assisted Medicine

Dispensing Machine for Elderly Visual Impaired People.................... 153
Soubraylu Sivakumar, D. Haritha, S. Shanmugan, Talasila Vamsidhar,

and Nidumolu Venkatram

Prediction of Liver Disease Using Soft Computing and Data

Science Approaches ............ ... 183
Dilip Kumar Choubey, Pragati Dubey, Babul P. Tewari,

Mukesh Ojha, and Jitendra Kumar

Artificial Intelligence Based Transfer Learning Approach

in Identifying and Detecting Covid-19 Virus from CT-Scan Images ....... 215
Soubraylu Sivakumar, D. Haritha, Ratnavel Rajalakshmi, S. Shanmugan,

and J. Nagaraj

Blockchain-Based Medical Report Management and Distribution
£ 1 11 239
Subham Kumar Sahoo, Sambit Kumar Mishra, and Abhishek Guru

Design of 3-D Pipe Routing for Internet of Things Networks
Using Genetic Algorithm ... 261
Vivechana Maan, Aruna Malik, Samayveer Singh, and Deepak Sharma

Part III Further Reading

Intelligent Fog-IoT Networks with 6G Endorsement:

Foundations, Applications, Trends and Challenges .......................... 287
Syed Anas Ansar, Jitendra Kumar Samriya, Mohit Kumar,

Sukhpal Singh Gill, and Races Ahmad Khan

The Role of Machine Learning in the Advancement of 6G
Technology: Opportunities and Challenges ................................... 309
Krishna Kumar Mohbey and Malika Acharya

A Comprehensive Survey on Network Resource Management
in SDN Enabled Data Centre Network ........................................ 333
Ashish Sharma, Sanjiv Tokekar, and Sunita Varma

Artificial Intelligence Advancement for 6G Communication: A
Visionary Approach................. i 355
Javed Miya, Sandeep Raj, M. A. Ansari, Suresh Kumar, and Ranjit Kumar

Al Meets SDN: A Survey of Artificial Intelligent Techniques
Applied to Software-Defined Networks ...............................oolll. 395
Yadunath Pathak, P. V. N. Prashanth, and Ashish Tiwari



Editors and Contributors

About the Editors

Mohit Kumar is Assistant Professor in the Department of Information Technology
at Dr. B.R. Ambedkar National Institute of Technology, Jalandhar, India. He
received his Ph.D. degree from the Indian Institute of Technology Roorkee in
the field of cloud computing, 2018, and M.Tech degree in Computer Science and
Engineering from ABV-Indian Institute of Information Technology Gwalior, India,
in 2013. He has received his B.Tech degree in Computer Science and Engineering
from MJP Rohilkhand University Bareilly, 2009. His research topics cover the areas
of cloud computing, fog computing, edge computing, Internet of Things, and soft
computing. He has published more than 20 research articles in reputed journals
and international conferences. He has been Session chair and keynote speaker of
many International conferences, webinars, FDP, STC in India. He has guided three
M. Tech students and guiding four Ph.D. scholar. He is an active reviewer of several
reputed journals and international conferences. He is a member of IEEE.

Sukhpal Singh Gill is a Lecturer (Assistant Professor) in Cloud Computing at the
School of Electronic Engineering and Computer Science, Queen Mary University
of London, UK. Prior to his present stint, Dr. Gill has held positions as a Research
Associate at the School of Computing and Communications, Lancaster University,
UK, and also as a Postdoctoral Research Fellow at CLOUDS Laboratory, The
University of Melbourne, Australia. Dr. Gill is serving as an Associate Editor in
Wiley ETT and IET Networks journal. He has co-authored 704 peer-reviewed
papers (with H-index 30+) and has published in prominent international journals
and conferences such as IEEE TCC, IEEE TSC, IEEE TII, IEEE TNSM, IEEE
IoT Journal, Elsevier JSS/FGCS, IEEE/ACM UCC and IEEE CCGRID. He has
received several awards, including the Distinguished Reviewer Award from SPE
(Wiley), 2018, Best Paper Award AusPDC at ACSW 2021, and has also served as
the PC member for venues such as PerCom, UCC, CCGRID, CLOUDS, ICFEC, and
AusPDC. His research interests include cloud computing, fog computing, software

Xiii



Xiv Editors and Contributors

engineering, Internet of Things, and energy efficiency. For further information,
please visit http://www.ssgill.me.

Jitendra Kumar Samriya is working as a Faculty at the Department of Informa-
tion Technology, Dr. B.R. Ambedkar National Institute of Technology, Jalandhar.
He has completed his Master of Technology and Ph.D. from BBA University (a
central university), Lucknow. His research interests are cloud computing, artificial
intelligence, and multi-objective evolutionary optimization techniques. He has
published 15 research articles in reputed journals and conferences and published
five Indian and international patents. He is also a member of IEEE and SCRS.

Steve Uhlig obtained a Ph.D. degree in Applied Sciences from the University of
Louvain, Belgium, in 2004. From 2004 to 2006, he was a Postdoctoral Fellow
of the Belgian National Fund for Scientific Research (FNRS). His thesis won the
annual IBM Belgium/FNRS Computer Science Prize 2005. Between 2004 and 2006,
he was a Visiting Scientist at Intel Research Cambridge, UK, and at the Applied
Mathematics Department of University of Adelaide, Australia. Between 2006 and
2008, he was with Delft University of Technology, the Netherlands. Prior to joining
Queen Mary University of London, he was a Senior Research Scientist with
Technische Universitdt Berlin/Deutsche Telekom Laboratories, Berlin, Germany.
Since January 2012, he has been the Professor of Networks and Head of the
Networks Research group at Queen Mary, University of London. Between 2012 and
2016, he was a Guest Professor at the Institute of Computing Technology, Chinese
Academy of Sciences, Beijing, China. With expertise in network monitoring, large-
scale network measurements and analysis, and network engineering, during his
career he has published in over 100 peer-reviewed journals, and awarded over
£3 million in grant funding. He is currently the Editor-in-Chief of ACM SIGCOMM
Computer Communication Review, the newsletter of the ACM SIGCOMM SIG on
data communications. Since December 2020, Steve has also held the position of
Head of School of Electronic Engineering and Computer Science. Current research
interests: Internet measurements, software-defined networking, content delivery.

Contributors

Ahmed M. Abdelmoniem School of Electronic Engineering and Computer
Science, Queen Mary University of London, London, UK

Malika Acharya Department of Computer Science, Central University of
Rajasthan, Ajmer, India

Syed Anas Ansar Babu Banarasi Das University, Lucknow, India
M. A. Ansari GBU, Greater Noida, India

Mann Bajpai Manipal University Jaipur, Jaipur, Rajasthan, India


http://www.ssgill.me
http://www.ssgill.me
http://www.ssgill.me
http://www.ssgill.me

Editors and Contributors XV

Aditya Bhardwaj Bennett University, Greater Noida, Uttar Pradesh, India

Jitendra Bhatia Department of Computer Science & Engineering, Institute of
Technology, Nirma University, Ahmedabad, Gujarat, India

Avijit Bhowmick Department of Computer Science & Engineering, Budge Budge
Institute of Technology, Kolkata, India

Dilip Kumar Choubey Department of Computer Science & Engineering, Indian
Institute of Information Technology Bhagalpur, Bhagalpur, Bihar, India

Deepraj Chowdhury Department of Electronics & Communication Engineering,
International Institute of Information Technology (IIIT), Naya Raipur, India

Pragati Dubey Department of Bioinformatics, School of Earth, Biological and
Environmental Sciences, Central University of South Bihar, Gaya, Bihar, India

Sukhpal Singh Gill School of Electronic Engineering and Computer Science,
Queen Mary University of London, London, UK

Abhishek Guru Department of CSE, Koneru Lakshmaiah Education Foundation,
Vaddeswaram, Andhra Pradesh, India

D. Haritha Computer Science Engineering, Koneru Lakshmaiah Education Foun-
dation, Guntur, Andhra Pradesh, India

Mousumi Hota School of Electronic Engineering and Computer Science, Queen
Mary University of London, London, UK

Tarun Jain Manipal University Jaipur, Jaipur, Rajasthan, India

Rutvij Jhaveri Department of Computer Science and Engineering, SoT, PDEU,
Gandhinagar, Gujarat, India

Ganesh Reddy Karri School of Computer Science and Engineering, VIT-AP
University, Amaravati, India

Kamalpreet Kaur Seneca International Academy, Toronto, ON, Canada
Raees Ahmad Khan Babasaheb Bhimrao Ambedkar University, Lucknow, India

Adarsh Kumar Department of Systemics, School of Computer Science, Univer-
sity of Petroleum and Energy Studies, Dehradun, India

Horesh Kumar Greater Noida Institute of Technology, Greater Noida, Uttar
Pradesh, India

Jitendra Kumar School of Advanced Sciences, Vellore Institute of Technology,
Vellore, Tamil Nadu, India

Mohit Kumar Department of Information Technology, National Institute of Tech-
nology Jalandhar, Jalandhar, Punjab, India

Ranjit Kumar GCET, Greater Noida, India



XVi Editors and Contributors

Suresh Kumar GCET, Greater Noida, India

Vivechana Maan Department of Computer Science & Engineering, Dr. B R
Ambedkar National Institute of Technology Jalandhar, Jalandhar, Punjab, India

Aruna Malik Department of Computer Science & Engineering, Dr. B R Ambedkar
National Institute of Technology Jalandhar, Jalandhar, Punjab, India

Sudheer Mangalampalli School of Computer Science and Engineering, VIT-AP
University, Amaravati, India

Sambit Kumar Mishra SRM University-AP, Amaravati, Andhra Pradesh, India
Javed Miya GCET, Greater Noida, India

Krishna Kumar Mohbey Department of Computer Science, Central University of
Rajasthan, Ajmer, India

Nirmalya Mukhopadhyay Department of Computer Science & Engineering,
Indian Institute of Information Technology, Bhagalpur, India

J. Nagaraj Computer Science and Engineering, Madanapalle Institute of Technol-
ogy and Science, Madanapalle, Andhra Pradesh, India

Mukesh Ojha Greater Noida Institute of Technology, Greater Noida, Uttar
Pradesh, India

Ankit Anil Patel School of Electronic Engineering and Computer Science, Queen
Mary University of London, London, UK

Yadunath Pathak Department of Computer Science & Engineering, Visvesvaraya
National Institute of Technology, Nagpur, Maharashtra, India

P. V. N. Prashanth Department of Computer Science & Engineering, Visvesvaraya
National Institute of Technology, Nagpur, Maharashtra, India

Sandeep Raj Ajeenkya D Y Patil University, Pune, India

Ratnavel Rajalakshmi School of Computing, Vellore Institute of Technology,
Chennai, India

Subham Kumar Sahoo SRM University-AP, Amaravati, Andhra Pradesh, India

Jitendra Kumar Samriya Graphic Eran Deemed to be University, Dehradun,
India

Prabha Selvaraj School of Computer Science and Engineering, VIT-AP Univer-
sity, Amaravati, India

S. Shanmugan Department of Physics, Koneru Lakshmaiah Education Founda-
tion, Guntur, Andhra Pradesh, India

Research Centre for Solar Energy, Department of Engineering Physics, Koneru
Lakshmaiah Education Foundation, Guntur, Andhra Pradesh, India



Editors and Contributors XVii

Ashish Sharma Government Women’s Polytechnic College, Indore, India

Deepak Sharma Department of Computer Science, Kiel University (Christian-
Albrechts Universitit zu Kiel), Kiel, Germany

Rakesh Sharma Manipal University Jaipur, Jaipur, Rajasthan, India

Ananya Sheth Department of Mathematics, St. Xavier’s College, Ahmedabad,
Gujarat, India

Manmeet Singh Centre for Climate Change Research, Indian Institute of Tropical
Meteorology (II'TM), Pune, India
Jackson School of Geosciences, University of Texas at Austin, Austin, TX, USA

Samayveer Singh Department of Computer Science & Engineering, Dr. B R
Ambedkar National Institute of Technology Jalandhar, Jalandhar, Punjab, India

Soubraylu Sivakumar Computing Technologies, SRM Institute of Science and
Technology, Chennai, India

Babul P. Tewari Department of Computer Science & Engineering, Indian Institute
of Information Technology Bhagalpur, Bhagalpur, Bihar, India

Sanskar Tewatia Ming Hsieh Department of Electrical and Computer Engineer-
ing, University of Southern California, Los Angeles, CA, USA

Ashish Tiwari Department of Computer Science & Engineering, Visvesvaraya
National Institute of Technology, Nagpur, Maharashtra, India

Sanjiv Tokekar IET DAVYV, Indore, India
Harshal Trivedi Softvan Pvt. Ltd., Ahmedabad, Gujarat, India

Talasila Vamsidhar Computer Science Engineering, Koneru Lakshmaiah Educa-
tion Foundation, Guntur, Andhra Pradesh, India

Sunita Varma S.G.S.I.T.S, Indore, India

Nidumolu Venkatram Computer Science Engineering, Koneru Lakshmaiah Edu-
cation Foundation, Guntur, Andhra Pradesh, India

Minxian Xu Shenzhen Institute of Advanced Technology, Chinese Academy of
Sciences, Shenzhen, China



Part I
Applications



Al Enabled Resources Scheduling )
in Cloud Paradigm Qs

Sudheer Mangalampalli, Ganesh Reddy Karri, and Prabha Selvaraj

Abstract Cloud Computing was evolved as one of the paradigm, which gives
services to users in a utility-based manner. Services of cloud computing were
extended to various fields and applications. Due to the enormous number of users,
flexibility and easy to use nature of cloud paradigm, many of companies are trying
to migrate towards cloud paradigm but from a cloud provider perspective it is a
difficult to job to handle or schedule these heterogeneous workloads, which are
coming onto cloud console. Therefore, it is important for a cloud provider to
employ a task scheduling mechanism, which should be more proactive based on
the nature of workloads coming onto cloud interface and how effectively they are
scheduled onto suitable virtual resources. Many of existing scheduling algorithms
used nature or bio inspired techniques to model schedulers as scheduling problem
in cloud paradigm is a classical NP-Hard problem but still to make a schedule for
a task onto a suitable VM based on its processing capacity while minimizing its
makespan, energy consumption and other operational costs is still a tedious job as
incoming user requests are highly dynamic in nature. In this paper, we have used
a deep reinforcement learning technique i.e. DDQN model to make decisions of
scheduling in cloud paradigm while checking incoming requests and underlying
resources for every task. Task priorities are evaluated for all incoming tasks and
prioritized tasks are fed to our scheduler and based on imposed conditions our
scheduler will make decisions effectively. This entire research implemented on
cloudsim. Extensive simulations are conducted by generating workload randomly
and from realtime workload traces. Finally, our proposed scheduler is evaluated
against existing baseline approaches i.e. Round Robin, FCFS, and Earliest Deadline
first. From Simulation results, our proposed approach shown a huge impact over
existing baseline approaches in terms of makespan, Energy consumption.

S. Mangalampalli (P<) - G. R. Karri - P. Selvaraj
School of Computer Science and Engineering, VIT-AP University, Amaravati, India
e-mail: sudheer.mangalampalli @vitap.ac.in; ganesh.reddy @vitap.ac.in; prabha.s@vitap.ac.in
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Keywords Task scheduling - Cloud computing - Artificial intelligence - Deep
reinforcement learning - Double deep Q-network model - Round Robin - FCFS -
Earliest dead line first - Makespan - Energy consumption

1 Introduction to Cloud Computing

Cloud Computing is a distributed model, which gives on demand ubiquitous services
from virtual resources as a service needed for cloud consumers based upon service
level agreements. With the advent of huge generation of data from various resources,
there is a huge pressure on IT firms to maintain applications with commodity
hardware and trying to adopt cloud environment [1]. In on premises environment,
organizations follows cluster or grid computing approaches where cluster comput-
ing follows a centralized computing architecture [2] and Grid Computing follows
either centralized or distributed computing approach [3] which renders their services
to their corresponding customers. In Cluster and Grid Computing environments,
computing resources are fixed and they cannot scale automatically as per the on
demand requirements of users. Cloud Computing paradigm gives users scaling
facility to increase or decrease virtual resources as per the requirements of users.
This entire paradigm based on service oriented architecture [4] through which
virtual resources will be given to all users as services as per SLA made between
cloud user and provider. The main characteristics of cloud computing paradigm are
mentioned below [5].

1.1 Characteristics of Cloud Computing

Resource Pooling It gives cloud users a virtual resource from pool of resources as
per SLA of customer. This is an important characteristic in this paradigm as many
of users will access virtual resources and these resources should be provisioned
automatically from cloud provider from pool of resources running at cloud provider
and allocation of resources to users should not affect other users while provisioning
resources.

On Demand Service It provides self-control for cloud customer/user for the
application running in cloud environment. He/She can provision or deprovision
resources based on need of the application.

Ease of Maintenance This paradigm provides a huge flexibility to their users as
they don’t need to maintain their applications as they do in on premises environment.
Therefore, users can focus on their development of application improvement and
business objectives as cloud provider will take care of maintenance in terms of
updates, patching etc.
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Scalability This is a key characteristic in cloud paradigm as in now a days many
of applications need to increase or decrease their resources instantly. To do so, we
need a special paradigm, which adapts to environment and provision or deprovision
resources according to situation. Coming to scalability it is of two types in cloud
paradigm i.e. Horizontal and Vertical scaling. Horizontal scaling is to increase or
decrease entire virtual machine if workload of the application cannot be handled by
existing infrastructure. Vertical scaling is about to increase or decrease a specific
resource.

No Upfront Investment It is economical as cloud user need not invest money on
resources unlike in on premises environment. Zero upfront investment is needed in
this paradigm, as users don’t need to pay for their operational and administrational
costs as in on premises environment.

Measured Service It is to be used for both cloud user and provider as for all
services which were provisioned from cloud provider end need to compute pricing
and from cloud user end it is to be used for them to know what are different services
they have used and amount of consumption for corresponding services. This will be
mainly useful for generating bill for cloud user automatically.

Security Itis one of crucial characteristic of cloud paradigm as users are deploying
their applications in third party environment not at their on premise environment.
Therefore, cloud providers will follow high standards of security at their end and
they will create a replica of each data point in the cloud environment as an end point
through which data can be restored if any file gets corrupted or any crash happens in
cloud environment. Cloud paradigm uses IAM i.e. Identity and access management
service as their primary security service, which can give users a high standard of
security at different levels, based on the need of the application.

Automation This is an essential characteristic for cloud paradigm as from around
the globe many of users requests wide variety of resources according to their
application. All these requests need to be fulfilled by the cloud provider as per
the demand of cloud user according to SLA. Therefore, to handle these kind of
heterogeneous and diversified requests from various users for different types of
needs and provisioning those resources from cloud provider on demand needs
automation. All provisioning and deprovisioning should be done automatically. If
it should be done automatically, underlying policies need to be defined by cloud
provider for different resources in the cloud environment.

Resiliency It is an important characteristic for cloud computing paradigm as if any
data, file or computing server goes down or any crash happens it will be recovered
quickly with little downtime unlike on premise environment.

Availability In this model, all virtual resources to cloud user will be highly avail-
able as many users accessing their resources on demand without any haseleness.
To accommodate resources to all users seamless access to be provided by cloud
provider and infrastructure to be resilient enough to handle requests from cloud
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users. Cloud paradigm is having enough strength of resilient network and highly
available and scalable resources as they are using virtualization.

Remote Access In this environment all resources to cloud users will be given as
services on demand and these resources can be accessible from anywhere around the
world. Therefore, it uses Internet to access resources in cloud paradigm. It allows
users to work from anywhere to access their applications in cloud environment,
which gives high availability, resilient network and seamless access to users.

Multitenant Architecture It is a primary characteristic in cloud paradigm through
which, a resource is shared among several users as per SLA. When a single
resource is shared among several users, there will be no conflicts among provision of
resources as it is having an underlying software program managed by cloud provider
and it is automated.

The below Fig. 1 represents characteristics of Cloud Computing.

1.2 Deployment Models of Cloud Computing

To adopt to cloud environment into on premises environment either they need to
migrate their existing environment onto cloud computing infrastructure or they need
to build their new applications on cloud environment. IT firms need to use certain
deployment models for their application deployment in cloud environment. There
are certain deployment models [6] named as Private, Public, Hybrid and Community
cloud models. The below are primary deployment models of cloud paradigm which
are represented in Fig. 2.

Public Cloud renders services to all cloud users who subscribed to services of a
corresponding cloud provider on a paid basis. This deployment model can render
services to all of its users around the world and users can access cloud services at
any time around the clock in a seamless manner.

Private Cloud renders services to cloud users to a specific organization based on
the subscription of services made with cloud provider. This deployment model helps
cloud users to access their application with a secured channel and no other users out
of that organization can access the services.

Hybrid Cloud It is a combination of both public and private cloud services
rendered by a cloud provider to an organization in which some of the resources can
be accessed publicly and some other resources have to be restricted to part of users
in organization. Therefore, to handle this situation, organizations will subscribe to
a model named as Hybrid cloud model, which gives resource access to users based
on the restrictions mentioned by their organization.
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Resource Pooling

On Demand Service |

Ease of Maintenance ]
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Measured Service ]

Characteristics of Cloud Computing

Security

Automation

Resiliency

Availability

Remote access

Multitenant Architecture

Fig. 1 Characteristics of Cloud Computing
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Fig. 2 Deployment models
of Cloud Computing

Hybrid Cloud

1.3  Service Models of Cloud Computing

Cloud Computing paradigm provides resources through service models as this
paradigm renders resources to users based on SLA between cloud users and
providers. There are several services available in these days with different cloud
providers.

Infrastructure-as-a-Service This service model provides virtual infrastructure to
cloud user, which can replace hardware infrastructure in on premise environment.
The advantage of this service is to scale infrastructure to an extent based on the
requirement of users. Entire infrastructure of user application can be accessed via
user interface.

The below Fig. 3 represents basic service models [7] in cloud computing.

Platform-as-a-Service This model is used to provide virtual development oppor-
tunities for cloud user based on SLA between cloud user and provider. This model
can be helpful to users to develop cloud naive applications. It provides virtual
development platform for users by integrating it with different environments with
use of RESTFUL API service. It provides support of various languages and APIs to
develop cloud naive applications.

Software-as-a-Service This service model renders service to cloud users for
applications hosted in cloud environment and developed by cloud provider or
applications hosted in cloud environment and developed by other users. This model
is not used to develop applications but to render services to users for applications
already hosted in cloud environment.

Main highlights of this chapter are presented below.

* Main objective of this research is to design a task-scheduling algorithm using
DDQN model i.e. reinforcement learning based approach.

* Energy consumption, makespan are considered as parameters in this approach.

* Workload considered from fabricated workloads and another real world dataset
i.e. BigDataBench [36].



Al Enabled Resources Scheduling in Cloud Paradigm 9

Fig. 3 Service models of
Cloud Computing

SaaS

2 Resource Scheduling in Cloud Computing

After discussion of basic service, deployment models we need to discuss about
Provisioning of virtual resources to users by considering underlying resources in
cloud infrastructure. This process is known as Resource scheduling [8]. In Cloud
Computing, assignment of user requests to appropriate virtual resources is a highly
dynamic scenario as many users are accessing cloud resources concurrently. It is a
class of NP — hard problem and assignment of requests to virtual resources in cloud
paradigm is a challenging issue as incoming requests coming onto cloud console
varies with respect to time, size, processing capacity. Cloud paradigm needs an
effective scheduler as provisioning and deprovisioning of resources to user requests
is depends only on scheduler. Therefore, scheduler will impacts various parameters
when assigning virtual resources to user requests. It will directly impacts the
performance of cloud environment which impacts directly both cloud provider and
users. Many of resource scheduling algorithms in cloud computing were modeled
by nature inspired and metaheuristic algorithms. There are many existing algorithms
i.e. PSO [9], GA [10], ACO [11], CSA [12], CSO [13] are used to model scheduling
algorithms in cloud computing. There are many nature inspired and metaheuristic
algorithms used to develop resource scheduling mechanisms in cloud paradigm
but still it is a challenge in cloud paradigm to suitably map incoming tasks to
appropriate virtual machines. Therefore, an artificial intelligence mechanism is
needed to schedule incoming tasks to appropriate virtual resources. In this chapter,
we used a DDQN model i.e. deep reinforcement learning technique to map incoming
requests to VMs carefully based on incoming requests and checking underlying
resources. Initially in this chapter, we carefully studied about various resource
scheduling algorithms modeled by metaheuristic algorithms and their impact on
cloud computing.

In the coming section, we mentioned various metaheuristic algorithms used to
solve resource scheduling problems in cloud computing.



10 S. Mangalampalli et al.

2.1 Resource Scheduling Algorithms Modeled
by Metaheuristic Approaches in Cloud Computing

This section clearly discusses about various resource scheduling algorithms mod-
eled by various metaheuristic approaches.

In [9], a scheduling framework designed by authors which focuses on min-
imization of task processing time. This algorithm modeled by using MPSO,
which used over diversified population. It was simulated on Cloudsim. Main
intention of this algorithm to minimize processing time of task with in deadline.
It was evaluated against existing PSO, APSO, artificial bee colony, BAT, min-
min algorithms. From simulation results it was proved that it was dominant
over existing approaches for mentioned parameter. In [15], authors proposed a
hybrid resource scheduling model was developed to address a single objective
i.e. makespan. It was modeled by hybridization of whale algorithm by tuning
parameters for both exploration, exploitation and to avoid premature convergence. It
implemented on cloudsim. Workload taken from real world and synthetic datasets.
It was compared over existing Whale optimization algorithm and finally evaluated
makespan. From simulation results, it was proved that hybrid approach improves
makespan over existing baseline algorithm for mentioned parameter. In [16], authors
focused on development of a resource-scheduling model, which minimizes energy
consumption, execution cost. Methodology used in this approach CSSA algorithm.
Cloudsim was used as simulation tool. Real time and synthetic workloads given as
input to algorithm. It compared over existing baseline models i.e. Hybrid GA-PSO,
PSO-BAT, SSA algorithms. Results demonstrated that proposed model minimizes
specified parameters. In [17], a resource scheduling model was developed to focus
on parameters i.e. makespan, throughput, degree of imbalance. Hybrid Gradient was
added to cuckoo search to solve resource-scheduling problem. Cloudsim was used
as a simulation tool for experimentation. Real time work log traces from HPC2N
[13], NASA [13] were used in simulation. It was compared over existing approaches
i.e. ACO, CS. From results, it proved that HGDCS outperforms over existing
algorithms for mentioned parameters. In [18], a resource-scheduling algorithm
developed for vehicular cloud, which addressed makespan, energy consumption. It
was mainly developed to schedule tasks properly onto vehicular clouds to avoid
latency from centralized cloud architecture. It was modeled into three layers of
scheduling and schedules on demand requests of road side users successfully
based on usage of HAPSO by combining genetic, PSO algorithms. Sumo, NS2,
MATLAB were used as simulation environments for resource scheduling. It was
evaluated against PSO, GA algorithms. From simulation results it was greatly
improved makespan, energy consumption by 34%, 32.5% respectively. In [19],
task-scheduling mechanism was developed to focus on makespan. It works with
crow search which is a nature inspired algorithm based on food habits of the
crow. It was simulated on cloudsim. Heterogeneous random workloads were given
as input to algorithm. It was evaluated over existing ACO, Min-Min algorithms.
Simulation results revealed that existing works were outperformed by this approach
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for mentioned parameter. In [20], authors formulated a task scheduling approach
focused on parameters i.e. makespan, resource utilization, cost. LOA was used as
methodology to solve scheduling problem. Cloudsim was used for entire simulation.
Random generated workload used in simulation. It was evaluated over existing
GA, PSO algorithms. Simulation results proved this approach was dominant
over existing mechanisms for specified parameters. In [21], scheduling algorithm
formulated to address computational cost, makespan, resource utilization, degree
of imbalance. This mechanism modeled based on CSSA algorithm, which selects
search space for optimization by using randomized inertia weights. It helps to
converge swarm towards solution quickly. It implemented on cloudsim. It compared
over GA, PSO, ABC approaches. It outperformed over existing algorithms for
mentioned parameters. In [22], authors designed two scheduling algorithms i.e.
LJFP, MCT based on existing PSO algorithm. It developed based on PSO in
which modification was done at initialization of population done by these two-
mentioned LJIFP, MCT. It implemented on MATLAB. It was evaluated against
baseline approach i.e. PSO. From results, it proved that these two approaches
dominant over classical PSO in terms of execution time, energy consumption,
degree of imbalance. In [23], a scheduling framework designed in two folds aimed at
minimization of makespan, energy consumption. This approach based on scheduling
tasks in compute clouds. Hybrid methodology used to solve task scheduling problem
by combining GA, BFA. In first fold, this approach was addressed makespan. In
second fold, it was addressed energy consumption. Entire simulations conducted on
MATLAB. Metrics addressed in this approach evaluated with different workload
heterogeneities. Initially simulation carried out with low heterogeneity workload
and later it carried out with high heterogeneous and diversified workload. It was
evaluated over existing GA, PSO, BFA algorithms. Simulation results revealed that
it outperforms all existing approaches for specified parameters. In [24], SACO was
developed to address how makespan, processing time of tasks effects scheduling
in cloud computing. This algorithm uses diversification, reinforcement approach to
avoid long path to capture their food shown by leader ants. Simulation carried out
on Cloudsim. It was compared over variants of ACO. From results, it proved that
SACO outperformed other variants for mentioned parameters. In [25], BMDA was
proposed by authors to solve scheduling in cloud computing. Methodology used
in this algorithm is a combination of BBO and dragon fly algorithms. BBO used
as a technique to avoid premature convergence, which combined with dragon, fly
algorithm to give optimal solutions. It implemented on Cloudsim. Workload given
to this algorithm is from NASA [13] parallel work log archives and from CEC 2017
[26] benchmark functions. It compared over DA, PSO, BAT, GWO, RRO, Adaptive
DA algorithms. From results, BMDA outperforms over existing algorithms for
metrics i.e. response time, execution time, SLA violation. In [27], authors developed
a task-scheduling algorithm focuses on minimization of makespan, maximization
of resource utilization. EMVO developed by combining MVO, PSO algorithms that
addresses local optimization problem in PSO. In EMVO, experiments conducted
by using fixed and variable number of VMs. Entire experiments conducted on
MATLAB. It evaluated over MVO, PSO algorithms and results revealed that it
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shows huge impact over existing approaches for specified parameters. Authors
in [28] proposed a task scheduling algorithm i.e. IE-ABC a hybrid metaheuristic
approach addressed parameters i.e. Security, QoS. It was modeled by classical
ABC approach which improved by adding a dedicated employee bee which keeps
track of VM and datacenter status. Therefore, it is easy for a scheduler to look
at VM and datacenter status to map its tasks easily and precisely. Simulations
conducted on cloudsim. It was compared against classical ABC algorithm with
respect to makespan, cost, Number of tasks migrated. Finally, from simulation
results, there is a huge impact over existing ABC for specified parameters. In [29],
scheduling algorithm formulated to schedule tasks onto virtual machines. CRO
and ACO combined to solve scheduling problem. It implemented on Cloudsim.
Random workload and Amazon EC2 instances workload given input to algorithm.
It evaluated against CRO, ACO, PSO, CEGA algorithms and results revealed that
it shows improvement in makespan, cost. In [30], FA-SA algorithm proposed
by authors to introduce a new local search to optimize solution. This algorithm
initializes a new population strategy to converge towards near optimal solutions.
Cloudsim. used for simulation. Workload given to algorithm from real time datasets
and synthetic workloads. It compared against existing firefly, SA, min-min, max-
min algorithms. Results revealed that it shown huge impact over existing approaches
for specified parameters makespan for different workloads with different datasets.
In [31], a hybrid algorithm proposed by authors to schedule tasks effectively by
addressing energy consumption, SLA violation. Methodology used in this algorithm
is BMW-TOPSIS to map tasks to VMs. Entire simulations conducted on Cloudsim.
It compared over existing BMW, TOPSIS algorithms and performed ANOVA test
to evaluate statistics from results. From simulation results, it outperforms existing
approaches for energy consumption, makespan, resource utilization.

Table 1, it clearly shown that many of metaheuristic algorithms addressed
baseline parameters but scheduling in cloud computing environment is highly
dynamic and to map tasks effectively and these metaheuristic approaches still
facing challenges to get optimal solutions in terms of metrics addressed in cloud
environment. Therefore, it is necessary to employ a machine-learning model in
scheduling architecture through which decision need to be taken for mapping of
requests with resources.

In the next section, we mentioned various ML based scheduling algorithms to
solve resource scheduling problems in cloud computing.

2.2 Resource Scheduling Algorithms Modeled
by Metaheuristic Approaches in Cloud Computing

This section clearly discusses about various resource scheduling algorithms in cloud
computing modeled with various machine-learning techniques.
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Table 1 Summary of metaheuristic resource scheduling algorithms in Cloud Computing

Objectives of resource scheduling algorithms modeled by

13

References | Methodology metaheuristic approaches

[9] MPSO Task processing time

[10] Improved GA | Execution time

[11] MORA-ACS Energy consumption, load balancing

[12] MOCSO Completion time, execution cost

[13] CSO Energy consumption, makespan, total power cost, migration
time

[15] Hybrid Whale | Makespan

[16] CSSA Energy consumption, execution cost

[17] HGDCS Makespan, throughput, degree of imbalance

[18] HAPSO Makespan, energy consumption

[19] Crow Search Makespan

[20] LOA Makespan, resource utilization, cost

[21] CSSA Computational cost, makespan, resource utilization, degree of
imbalance

[22] LJFP, MCT Execution time, energy consumption, degree of imbalance

[23] GA-BFA Makespan, energy consumption

[24] SACO Makespan, processing time of tasks

[25] BMDA Response time, execution time, SLA violation

[27] EMVO Makespan, resource utilization

[28] IE-ABC Security, QoS

[29] CR-ACO Makespan, cost

[30] FA-SA Makespan

[31] BMW-TOPSIS | Energy consumption, makespan, resource utilization

In [32], authors proposed an automation approach for scheduling workloads in
cloud paradigm. Initially authors used three ML models to develop this scheduling
algorithm i.e. RL, DQN, RNN-LSTM, DRL-LSTM. From all these approaches,
DRL-LSTM works well in minimization of CPU usage cost, Memory usage cost.
It was implemented using Pytorch framework. It evaluated against existing RR,
SJE, IPSO algorithms. From results, DRL-LSTM shows a huge improvement in
minimization of CPU usage cost 67% to SJF, 35% to RR, IPSO respectively and
memory usage cost minimized by 72% for SJF, 65% for RR, 31.25% for IPSO
approaches. In [33], a scheduling model designed by authors which uses deep
reinforcement learning approach to effectively schedule tasks coming onto cloud
console to Cloud nodes or edge nodes. This scheduling process follows precedence
constraints in their tasks, which are incoming to cloud console. It gives a clear
distinct mechanism to identify which tasks need to be scheduled to a VM or edge
nodes at deployment locations or cache locations of applications. This approach
implemented using cloudsim. It compared over several baseline approaches and
identified that this approach minimizes 56% of energy consumption, 46% of
execution time compared with baseline approaches. In [34], authors focused on
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development of a deadline aware scheduling model in fog cloud environment to
deal with delicate time sensitive applications. These time sensitive and on demand
requirement applications, found more often in IOT environment which may deal
smart city applications. These applications changes their behavior according to time
and heterogeneity of tasks are also is an important aspect in dealing these kind
of applications. Therefore, authors come up with hybridizing MTOA with DQN
machine learning model to solve scheduling problem. iFogsim used as a simulation
tool for this entire experimentation. It compared over CAG, DNGSA, policy
learning approaches. From results, it proved that MTOA-DQN approach shows
huge impact over existing policies for makespan, energy consumption. In [35],
authors developed a scheduling mechanism, which works with spark jobs in their
customized clusters. They developed this customized cluster to check the behavior
of spark jobs running in the cluster while maintain SLA objectives. They used
DRL based mechanisms for scheduling and workload used by them were real-time
AWS instances according to pricing models in Australia. They have used another
workload from BigDataBench [36] which consists of heterogeneous jobs i.e. IO
sensitive, Network sensitive, Computational sensitive. This entire experimentation
conducted on AWS cloud. They Compared this work with existing algorithms i.e.
RR, RRC, FF, ILP mechanisms. From experimental results, it proved that DRL
based mechanism gain success in minimization of VM cost by 30%. In [37], a com-
putational sensitive based scheduler formulated by authors to effectively schedule
tasks among VMs with the use of multi tenancy. A RL based technique used to
effectively map tasks to VMs. Simulations carried out on green cloud simulator
and evaluated against existing RR, FCFS approaches. From simulation results, it
proved that it outperforms existing approaches by minimizing operational costs and
maximizing resource utilization. In [38], authors formulated a scheduling algorithm
based on RL focuses on improvement of system performance. This algorithm
takes heterogeneous requests as input and fed to RL based scheduler to make a
decision to schedule tasks in cloud computing. This entire experimentation carried
out on Cloudsim. It evaluated against existing algorithms i.e. RR, Max, FIFO,
Greedy, Q-Scheduling algorithms. From Simulation results, response time greatly
minimized over existing algorithms by 49%, 46%, 44%, 43%, 38% respectively for
above mentioned existing algorithms. In [39], authors focused on development of
a green fair scheduler in cloud computing which minimizes energy consumption
in datacenters. This algorithm uses a DL approach to schedule tasks in this
complex system. Simulation carried out on cloudsim. It evaluated against existing
conventional migration approach with variable request sizes ranging from 50 to 500
and identified that energy consumption greatly minimized over existing approaches.
In [40], authors formulated a scheduling mechanism, which used in edge computing
environment. Edge computing suffers from high task failure rate, high service
time, high mobility of devices. DRL used as methodology in this algorithm.
Edge Cloudsim [41] used as simulation tool for experimentation. It evaluated
against existing DQN, PPO approaches. Simulation results revealed that it greatly
minimizes service time, task failure rate over DQN, PPO for various heterogeneous
workloads. In [42], a multi workflow scheduling mechanism developed for IaaS
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clouds to minimize makespan, cost. Multi agent DQN model used for developing
this approach, which takes input as multiple workflows with variable number of
VMs. Experimentation carried out on real time AWS environment. It compared
over existing NSGA-II, MPSO, GTBGA approaches. From simulation results,
it proved that multi agent DQN model which takes scheduling decisions based
on no prior knowledge outperforms existing algorithms for specified parameters.
In [43], Reliability taken as primary objective for design of scheduler in cloud
environment. Authors identified a multi agent approach, which takes your task to
global queue, and then it will schedule based on buffer capacity and consumed
resource usage. For learning purpose, this algorithm uses neural network and it
combined with RL approach thereby achieving rewards based on metrics addressed
by authors. It implemented on customized simulation environment and it compared
against greedy, FIFS, Random approaches. Simulation results shown that makespan
minimized to great extent while success rate of tasks, VM utilization rate increased
to a good extent. In [44], a dynamic scheduler for cloud environment designed based
on Sched RL. This approach transforms existing multi-NUMA scheduler used in
existing approaches. Sched RL used 1500 epochs to run entire simulation and gives
delta rewards for corresponding parameters i.e. allocation rate, fulfill number of
tasks. Authors also mentioned that Sched RL have two limitations i.e. scalability,
generalization. It implemented on a real time Azure cloud environment with variable
workloads. It compared over First fit, best fit heuristics, and from results, it proved
that proposed approach shown huge impact over existing approaches for mentioned
parameters. In [45], workflow scheduling formulated for multiple workflows, which
designed for prioritizing tasks based on its type and quality of service need to be
delivered to customer. This algorithm mainly deals with task ordering into execution
mode based on their priorities to get load balance among all nodes. To achieve
their goal, authors used RL model, which takes decisions, based on input of tasks,
type of tasks and priorities. Simulation carried out on Cloudsim and it compared
over Q- learning, Random, Mixed scheduling techniques. Results revealed that
RL model outperforms existing approaches by minimizing SLA Violations and
maximizing resource utilization. In [46], authors proposed an energy efficient VM
scheduling technique, which minimizes energy consumption, SLA violations while
maintaining QoS. This work mainly focuses on extracting QoS information from
datacenters by making it to learn by using DRL model. It compared with different
existing resource allocation mechanisms and extensive simulations conducted on
Cloudsim. From simulation results, it shown a huge impact over existing allocation
mechanisms for above-mentioned parameters. In [47], a cost based scheduling
algorithm formulated by authors to schedule VM instances in Cloud Computing.
DRL used as methodology to schedule instances in an effective way. Cloudsim used
as simulation tool for simulation. It compared over existing algorithms i.e. Random,
RR, Earliest approaches. From simulation results it proved that it shown huge impact
over existing algorithms for parameters i.e. Response time, cost, success rate of
tasks.

Table 2, clearly shown that many of ML approaches used for resource scheduling
algorithms addressed baseline parameters but scheduling in cloud computing
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Table 2 Summary of ML approaches for resource scheduling algorithms in Cloud Computing

Objectives of resource scheduling algorithms modeled by ML
References | Methodology | approaches

[32] DRL-LSTM | CPU usage cost, memory usage cost
[33] DRL Execution time, energy consumption
[34] MTOA-DQN | Makespan, energy consumption

[35] DRL VM cost

[37] RL Operational costs, resource utilization
[38] RL Response time

[39] DL Energy consumption

[40] DRL Service time, task failure rate

[42] DQN Makespan, cost

[43] RL Makespan, VM utilization rate

[44] SchedRL Allocation rate, fulfill number of tasks
[45] RL SLA violation, resource utilization
[46] DRL Energy consumption, SLA violation, QoS
[47] DRL Response time, cost, success rate

environment is highly dynamic and more over that many of researchers used RL and
DRL approaches to address problems in resource scheduling. To make decisions
more accurate and precisely with heterogeneous workloads. In this chapter, we
employed a Deep reinforcement learning approach i.e. DDQN model which is based
on RL.

From the extensive literature reviewed in Sect. 2, we identified that many of
existing scheduling algorithms formulated based on nature-inspired approaches,
which schedules tasks with near optimal solutions. Therefore still there is a
challenge exists for researchers to map upcoming dynamic workloads onto suitable
virtual resources. Therefore a prominent scheduling approach is needed which
should dynamically behaves and allocate requests based on upcoming workloads
by considering underlying virtual resources. Therefore, we thought that a machine
learning mechanism need to be employed which should consider upcoming work-
loads and considering underlying resources, which also need to minimize energy
consumption, makespan.

3 Double Deep Q-Networks

When using DQN, there is a chance that the Q values will be overestimated, which
can result in the underutilization of resources, an increase in the makespan, and
the need to wait for the tasks. We use double deep Q networks (DDQN) to get
around the problems with the DQN when it comes to scheduling tasks in cloud-
based environments.
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To begin, we divide the available resources into three distinct categories. The
first one is the bandwidth of the network in relation to the links that are established
between the switches and routers. Second, the processing power of VMs in terms
of CPU and Memory. The third issue is the accessibility of the data in relation to
its storage when it is spread out across multiple locations. An environment that
contains all three of these types of resources is known as a reinforcement learning
environment. We consider Q1 and Q2 to be the queuing models that define the
agents, with the Q1 agent being determined by the resources needed to carry out
the tasks in the queue and the Q2 agent being determined by the resources that
are readily available in the datacenter. The random weights for Q1 and Q2 are
the first things that we look at. These values are updated as Algorithm 2 performs
its processing of the input. In the system we suggested, we started by setting up
the cloud environment and giving each agent its starting weights, as described in
Algorithm 1.

Algorithm 1: Configuring Cloud Environment and Setting Up Agent
Input: CPU resources, Memory resources network resources,
storage resources
for i=1 to 1 //where 1 is the number of CPU and Memory
resources of VMs in the cloud
Ticm: Tic + Tim + Ti_lcm
for i=1 to n //where n number of available network
links to VMs in the cloud
Lip= Ll 411,
for i=1 tom //where m number storage components
associated with the VMs in the cloud
sti,= sti, +sti-1,
//Creating Q1 agent
for i=1 to tg //where tyx is the number of tasks
on queue

ty = Wi //initial task weights to
random weights wj
//Creating Q2 agent

for j=1 to rx //where ty is the number of
available VMs on queue
ty = wy //initial available VM

resource weights to random weights ry

After setting up all resource configurations and Q1 and Q2 agents, Algorithm 2
starts executing.

Algorithm 2: DDQL Task Scheduling

Input: total number of network resources, vm resources, and
storage rescues, Ql, Q2 agents

Output: updating the Q1, Q2 agents rewards, select action
agent

for i=1 to a4 //where aj number of agents
task rewards=0
for j=0 to n //where n number of tasks

Q1 (s,ETETy)= t_end_time- t_start_time //where
estimated task execution time
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Q2 (s,AVMR;) = val (Tl LYy, stiy)
If UPDATE (ETET;) then

Define aj = arg_maxs Q1(s’,a) // where a is ETET;
Ql(s,a)«Ql(s,a) + a (s,a) (r+ y Q2(s’,a3)-Ql(s,a))
else If UPDATE (AVMR5) then //where AVMR;

is available VM resources
Define by = arg_maxp Q1(s’,b) // where a is AVMRj
Q2 (s,b) «Q2(s,b) + a (s,b) (r+ y Q1(s’,by)-Q2(s,b))

S<«s’

The initial implementation of the Double Q-learning algorithm makes use of two
independent estimates, which are denoted by Q1 and Q2. We use estimate Q1 to
determine the action that will maximize profit when the probability is 0.5, but we
also use it to update Q1. In Q1 calculations we consider the estimated task execution
time, will update the reward of task in Q1, similarly for Q2 calculations we consider
the available VM resources, based on the resource utilization of VMs the VM reward
are updated. If any update in Q1 or Q2 the state parameters will be updated(s’).

By carrying out this procedure, we are able to obtain an unbiased estimator
QI(state, argmax Qnext state, action) for the expected value of Q and inhibit bias.

In our approach we use the present best for selection of the action agent.

Q* (st a) = B¢/ [Reyp1ymax,Q* (s't, ay) | s, a] (1)

With Eg equal to the Q-value of the state-action pair plus the learning rate. The
algorithm’s reliability on the objective reward value is a function of its learning
rate. A discount factor, regulates the relative value of present and future benefits.
From Algorithm 2, the time required to select the best agent to execute the task on
available resources O(m*n), where m is number of agents and n in number of tasks
in cloud environment.

4 Simulation and Results

This section clearly discusses about entire simulation and results of our work.
Our simulation carried out on cloudsim [14] simulator which is a discrete event
simulator written in Java. It was developed at university of Melbourne. It simulates
cloud environment with different policies mentioned by developers. Users can
customize and add their policies to evaluate different parameters over this simulator.
Therefore, we have chosen this simulator to implement our scheduling model. In
this work, simulation carried out by using two different types of workloads. Initially
we have fabricated our datasets with different workload distributions and given
as input to algorithm and later we are enthusiastic to evaluate efficiency of our
approach using a heterogeneous workload real time benchmark dataset mentioned
in [36] i.e. BigdataBench which consists of different types of tasks with different
heterogeneities. Fabrication of dataset done in 4 types i.e. Uniform distribution-
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Table 3 Configuration

g . ; Name of the entity Quantity
settings for simulation

No. of tasks 100-1000
Length of tasks 100,000
Computational capacity of physical host | 32 GB
Storage capacity of physical host 5TB
Network bandwidth 1500 mbps
No. of VMs 40
Computational capacity of a VM 2GB
Network bandwidth of a VM 150 mbps
Hypervisor Xen
Operating system Linux
No. of Datacenters 8

which consists all types of equally distributed tasks. Normal distribution-which
consists of more medium distribution of tasks and less number of small, large tasks.
Left Skewed distribution-which consists of more small tasks and less large tasks.
Right Skewed distribution-which consists of more large tasks and less small tasks.
All these distributions represented as rl, 12, r3, r4 respectively. After fabrication
of these dataset distributions. BigdataBench [36] represented as r5. Our proposed
DDQN model evaluated against existing RR [48], FCFS [49], EDF [50] algorithms.
Table 3 represents configuration settings for our simulation.

S Evaluation of Makespan

In this section, we clearly presents evaluation of makespan, as it is a primary
influential parameter for cloud computing paradigm. This parameter evaluated using
above configuration settings mentioned in Table 3. We have given rl, 12, 13, 4, r5
workloads as input to algorithm as mentioned above with different distributions. We
evaluated DDQN approach against existing RR, FCFS, EDF algorithms. DDQN run
for 50 iterations. Table 4 represents evaluation of makespan for 100 to 1000 tasks.
For considered workload r1, when DDQN used makespan generated for 100, 500,
1000 tasks 587.34, 624.99, 1458.37 respectively. For considered workload r2, when
DDQN used makespan generated for 100, 500, 1000 tasks 512.89, 945.89, 1034.36
respectively. For considered workload r3, when DDQN used makespan generated
for 100, 500, 1000 tasks 543.92, 987.23, 1327.9 respectively. For considered
workload r4, when DDQN used makespan generated for 100, 500, 1000 tasks
412.89, 523.78, 866.24 respectively. For considered workload r5, when DDQN used
makespan generated for 100, 500, 1000 tasks 769.35, 1023.56, 1356.78 respectively.

Table 4 represents evaluation of makespan of DDQN algorithm over existing
algorithms i.e. RR, FCFS, EDF respectively by using fabricated dataset distributions
and a real-time benchmark dataset used to test makespan of our approach. From
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Table 4 Evaluation of

Algorithms

makespan No. of tasks | RR FCFS |EDF |DDQN
rl
100 793.98 | 65476 | 773.78 | 587.34
500 967.45 | 1146.98 | 87629 | 624.99
1000 1562.89 | 2376.98 | 2178.34 | 1458.37
2
100 905.76 | 85632 | 798.88 | 512.89
500 1124.78 | 1267.90 | 1078.45 | 945.89
1000 1892.67 | 2035.78 | 1224.23 | 1034.36
r3
100 867.23 | 747.89 | 623.87 | 543.92
500 1227.98 | 1367.65 | 1164.24 | 987.23
1000 1562.79 | 1923.65 | 1743.87 | 1327.9
r4
100 785.73 | 689.99 | 5347 | 412.89
500 112499 | 1038.78 | 86545 | 523.78
1000 1323.92 | 1534.78 | 1425.79 | 866.24
r5
100 1867.56 | 174534 | 126523 | 769.35
500 2034.78 | 167223 | 1429.9 | 1023.56
1000 2989.21 | 3126.78 | 2578.89 | 1356.78

Table 4, it is evident that for all distributions and benchmark dataset makespan of
DDQN is greatly minimized over existing approaches.

The above Fig. 4 represents evaluation of makespan using DDQN over existing
approaches i.e. RR, FCFS, EDF by using various distribution of workloads and
real time benchmark dataset i.e. rl, r2, 13, r4, r5 respectively. It is evident that in
all the cases our evaluated makespan is outperformed over existing approaches as
mentioned in above Fig. 4.

5.1 Evaluation of Energy Consumption

In this section, we clearly presents evaluation of energy consumption, as it is an
important parameter for both cloud provider and user. This parameter evaluated
using above configuration settings mentioned in Table 3. We have givenrl, 2, 3, 14,
5 workloads as input to algorithm as mentioned above with different distributions.
We evaluated our proposed DDQN approach against existing RR, FCFS, EDF
algorithms. Proposed DDQN run for 50 iterations. For considered workload rl1,
when DDQN used Energy Consumption generated for 100, 500, 1000 tasks 34.67,
51.45, 89.27 respectively. For considered workload r2, when DDQN used Energy
Consumption generated for 100, 500, 1000 tasks 43.24, 59.23, 78.45 respectively.
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For considered workload r3, when DDQN used Energy Consumption generated for
100, 500, 1000 tasks 49.23, 56.45, 90.35 respectively. For considered workload r4,
when DDQN used Energy Consumption generated for 100, 500, 1000 tasks 38.26,
45.78, 75.38 respectively. For considered workload r5, when DDQN used Energy
Consumption generated for 100, 500, 1000 tasks 74.29, 81.56, 90.22 respectively.
Table 5 represents evaluation of energy consumption for 100 to 1000 tasks.
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Table 5 Evaluation of

‘ Algorithms
Energy Consumption No. of tasks | RR FCFS |EDF | DDQN

rl

100 88.99 | 9435 | 72.86 | 34.67
500 100.36 | 106.88 | 92.45 | 51.45
1000 14325 | 123.99 | 108.76 | 89.27
2

100 92.67 | 103.56 | 84.34 4324
500 104.65 | 89.46 | 9222 5923
1000 12424 | 135.89 | 120.56  78.45
3

100 87.57 9145 | 79.23 |49.23
500 93.99 | 100.56 | 94.67 | 56.45
1000 1142 | 12478 10522 | 90.35
r4

100 80.34 | 92.11 | 87.56 38.26
500 7378 | 9821 | 99.14 |45.78
1000 10324 | 121.67 | 114.67 | 75.38
r5

100 108.56 | 94.67 | 98.22 | 74.29
500 12479 | 114.56 | 106.89 | 81.56
1000 137.35 | 12178 | 11426 | 90.22

Table 5 represents evaluation of energy consumption of DDQN algorithm over
existing algorithms i.e. RR, FCFS, EDF respectively by using fabricated dataset dis-
tributions and a real-time benchmark dataset used to test energy consumption of our
approach. From Table 4, it is evident that for all distributions and benchmark dataset
energy consumption of DDQN is greatly minimized over existing approaches.

The above Fig. 5 represents evaluation of Energy Consumption using DDQN
over existing approaches i.e. RR, FCFS, EDF by using various distribution of
workloads and real time benchmark dataset i.e. rl, r2, r3, r4, r5 respectively. It is
evident that in all the cases our evaluated energy consumption is outperformed over
existing approaches.

6 Conclusions and Future Research Directions

Resource scheduling in cloud computing paradigm is a huge challenge because
incoming requests onto cloud console varies in terms of processing capacities.
Therefore scheduling these wide varieties of requests onto virtual resources in cloud
is a challenge for cloud provider. Improper mapping of requests to virtual resources
leads to decay in system performance i.e. increase in makespan and consumption
of energy can be increased which affects both cloud user and provider. Existing
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authors used metaheuristic approaches to design schedulers and solve scheduling
problems by taking it to near optimal solutions but cloud paradigm is dynamic
in terms of requests heterogeneity and to make appropriate decision making out
of incoming requests onto virtual resources. In this chapter, we have used DDQN
model, which is a reinforcement learning approach fed to the scheduler module
helps to take decisions considers task priorities and underlying resource capacity.
Entire simulations carried out on cloudsim. Workload for algorithm considered from
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a real-time benchmark dataset and datasets fabricated using different distributions.
Our proposed approach compared over existing RR, FCFS, EDF algorithms and
simulation results revealed that proposed approach using DDQN model shown great
impact in makespan, Energy Consumption.

7 Future Research Directions

To manage dynamic workloads, SLA guarantee services, and resource opinions,
Al-based algorithms are crucial. However, the various cloud scheduling algorithms,
including Al-based algorithms, are constrained by limited(multi-objective) param-
eters such as task execution time, available resources, etc., to schedule the tasks,
which makes the existing solutions considered near-optimal solutions. Future Al
algorithms must take into account the following factors in order to achieve optimal
solutions in a cloud environment.

Although virtual machines are capable of handling a variety of workloads, the
current scheduling algorithms require users to deploy their virtual machines in order
to run a single application. If users run many apps, these existing methods deliver
average performance. Thus, dynamic workloads on each VM must be taken into
account by future Al-based algorithms.

Although virtual and physical resource clustering improves QoS services, the
current VM and physical clusters remain essentially static until an auto-scaling event
occurs, with overutilization and underutilization of resources as a result. In order to
overcome this, Al algorithms must take into account the dynamic clusters in cloud
environments, where VMs must cooperate with one another.

Study the static workloads in the cloud that can provide better performance using
static schedulers because Al solutions in the cloud environment do not come with
free computing and storage.

The risk associated with cloud scheduling algorithms grows with the use of Al-
based algorithms. Attackers in this case create dynamic traffic using bots, which
can bypass the cloud security measures and result in denial of service attacks. To
lower risk in the cloud, Al scheduling algorithms need to be able to find malicious
payloads ahead of time.
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Ananya Sheth, Jitendra Bhatia, Harshal Trivedi, and Rutvij Jhaveri

Abstract The encouraging prospects of 5G and Internet of things (IoT) have
brought significant advancement in the Healthcare domain. Medical IoT pri-
marily uses cloud computing approaches for real-time remote monitoring of
patient’s health by employing cyborg-automated techniques such as tele-ultrasound,
telestenting and cardiac catheterization. As a result, hospital services have become
more convenient and cost-effective. However, the dispersed environment of the
sensor-cloud based services poses an enormous threat to patient data privacy
and security. Moreover, in a generation dictated by cyber-attacks, data breaches
can provide full access to patients’ sensitive data such as personally identifiable
information and medical history. The necessity to yield new measures for Data
Security and Privacy in the epoch of 5G Healthcare Informatics stems from the
shortcomings of the prevailing security methodologies like data encryption, third
party auditing, data anonymization, etc. In order to address the above challenges
and explore the most promising use cases of 5G in the healthcare sector, we discuss
the role of Artificial Intelligence (AI), Machine Learning (ML)/Deep Learning
(DL) techniques and Blockchain applications that coalesce in overcoming existing
hurdles.
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1 Introduction

The fourth Industry revolution of the healthcare domain is termed Healthcare 4.0.
With the advent of fog computing (FC), Big Data (BD), Medical Internet of Things
(MIoT), and 5G technologies, internet health systems have accelerated the global
development of emerging innovations. In reality, the digitalization of health and
patient data is facing a drastic and transformative change in clinical and economic
models. From maintaining manual health records to remote monitoring of patients
in real-time, the healthcare industry has seen ground-breaking advancements that
have largely benefitted patients as well as doctors. This transition is being fuelled
by lifestyle shifts, increased usage of software apps and electronic devices, as
well as evidence-based medical treatments rather than irresolute clinical judgments.
This results in accurate health diagnosis and improved policymaking protocols.
Additionally, these systems aim at eradicating long-standing challenges of remote
health, reducing expenses, and enhancing patient care and quality of life (Fig. 1).
IoT-based e-Health systems and sensor-cloud-based computation systems such
as fog computing make a promising future trend. Frameworks of IoT-cloud-based
e-Health systems vary widely and can be customized to cater to the requirements
of specific e-Health system providers. As a result, these providers include a variety
of IoT and cloud storage options to allow configuration as per user needs. Research
findings of IoT-cloud-based e-Health systems have provided robust security proto-
cols that offer sturdy mechanisms with essential software elements to ensure reliable
and safe data transfer between devices. These systems are configured in a way that
ensures the evaluation and distribution of data efficiently and without additional
delay. Moreover, the deployment of Big data technology is also broadening the
effectiveness of ML models for healthcare applications [1]. ML/DL, when paired
with [oT and fog computing, can deliver exceptionally precise predictive outcomes.
These innovations have the ability to revitalize the healthcare sector, as well as
enable online healthcare systems for rural and low-income communities. These
innovative establishments have brought about significant changes in the realm of
healthcare, however, at the same time, have raised a slew of substantial concerns
about the privacy and security of patient data. According to Aksu et al. [2], every
three minutes, two computers link to the Internet. As a result of this and the
continued expansion of IoT applications, network traffic has escalated severely.
Issues such as user data access and protection, as well as application verification and
authentication, have emerged owing to increased connectivity. In 2017, 143 million
Equifax consumers were compromised of their confidential information [3], thus
continuing the upward spike in cyber-attacks. In the same year, a five-billion-
dollar toy business had 820,000 customer accounts hacked, according to the report
[4]. Cybersecurity disasters continue to prevail in recent history, ranging from
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major data leaks to security vulnerabilities in billions of microchips to operating
device lockdowns awaiting payment [5]. Through stringent patient safety measures,
seamless data access, remote patient supervision, rapid diagnostic procedures,
and decentralized electronic-healthcare records, the implementation of modern
Electronic-Health (eHealth) technology technologies will address many issues that
plague conventional healthcare systems.

Because of conflicting corporate relationships, the healthcare sector is unable to
access and interchange information. As a consequence, there is an unreliable, out-
of-date billing mechanism that wastes millions of dollars due to claim discrepancies
and conflicts. Due to the deployment of Blockchain, all parties have access to the
same information. Blockchain is a decentralized public ledger, which represents a
single version of the truth. It enables both stakeholders to supervise and evaluate an
underlying asset’s condition in near real-time. Better data sharing among healthcare
providers means more reliable diagnoses, more efficient procedures, and an overall
improvement in healthcare organizations’ ability to offer cost-effective services.
Blockchain technologies will enable different stakeholders in the healthcare value
chain to transfer access to their networks without jeopardizing data privacy and
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credibility by assisting them in tracing secure data communication as well as
any improvements produced. Furthermore, the use of Blockchain (BC) protocols,
which are becoming more widespread in IoT applications, protects the underlying
healthcare systems from cyber threats. ML algorithms, BC methods, and IoT-
based smart have also been the subject of many reports. These projects, on the
other hand, use distinct ML, BC, or IoT-based strategies to address security and
privacy concerns, demanding a combined survey of recent attempts to address all
of the aforementioned challenges utilizing ML algorithms, BC techniques, and
IoT devices. In this chapter, we discuss the shortcomings of resource-constrained
IoT environments and security concerns in ML/BC techniques, to make healthcare
systems and overall e-Health networks more reliable and robust.

1.1 Innovation in e-Health Technology

The pervasive use of [oT systems has boosted innovation and advancement of IoT
technology, which now encompasses a variety of architectures for use in health
networks. For instance, home monitoring with biosensors has revolutionized the
healthcare sector with its ability to treat any chronic disease virtually, by changing
the concept of regular hospital visits to frequent monitoring at home. The Health 4.0
Cyber-Physical System (HCPS), in conjunction with Medical IoT, enables patients
to receive remotely enabled medicinal treatments via biosensors and actuators.
Wearable biosensors, which are instruments connected to a patient’s body to
measure the presence or concentration of a certain bio-molecule or structure, are
used in HCPS. A change in the patient’s body state (concentration levels) stimulates
signals that are then compared to the patient’s medical records, and, based on the
protocols, a series of steps are employed to normalize the situation. Finally, bio-
actuators are in charge of the remotely triggered release of suitable elements from a
capsule inside the patient’s body. These medical devices which include bio sensors,
glucose monitors, medical wearables, connected inhalers, ingestible sensors, etc. are
connected via a networking platform known as the MIoT. It integrates data through
the sensors embedded in these devices. Fog Computing is a transitional layer in [oT
that provides the interfaces between the sensors and cloud servers thus allowing
computing, decision-making, and action-taking to happen via IoT. The kernel of
Fog computing is a wireless, low-power, cognitive, powerful computing node that
performs analytics and provides insights on raw data collected from various medical
devices. The minimization in latency and conserved network bandwidth in FC
ensure better analysis and reduced expenses despite of using high computing power.

Moreover, since the COVID-19 epidemic, cyborg-automated tele-ultrasound has
captured a significant amount of attention. The merits of ultrasonography over CT
include the lack of radionuclides exposure and simplicity of use by qualified ultra-
sonographers [6]. Recent research using a cyborg-automated tele-ultrasound system
involved 23 individuals possessing the virus of COVID-19 (12 with quasi and 11
with acute symptoms), and it was carried out in Wuhan by a professional operating
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an MGIUS-R3 system in Hangzhou (Zhejiang, China), some 560 km away from
the subjects. The 5G cyborg-automated remote tele-ultrasound framework is still
in its primitive stage and has several constraints, including the confinement in
terms of patient oriented at the time of inspection in seriously ill patients, poor
orientation and curbed functionality of the mechanical robot arm, and use of a
solitary ultrasound, according to the reviewers, who also noted that they achieved
optimal outcomes in COVID-19 detection.

In addition to that, during cardiac catheterization procedures, stents are implanted
using the telestenting technique. Madder and team discovered that standard mechan-
ical angioplasty, in which a humanoid robot manipulator is wired to network
controllers in the adjacent chamber, could be carried out at a distance of 55 feet,
as part of the REMOTE-PCI trial. In two further studies, Madder used broadband
communication to do what he terms “real telestenting” from a mock telestenting
lab. In the first trial, the humanoid robot arm was managed from a distance of
4.6 miles, while in the latter, Madder conformed a catheter in a pig from a distance
of 103 miles [6].

In addition to demonstrating how drones may serve as airborne base stations
(ABSs) to offer broadband connectivity in emergency scenarios, Montero et al. [7]
also suggested PERCEPT as a device placement strategy for drones. We think smart
hospitals might benefit from an analogous paradigm of thought, where drones can
provide connection in minimalistic locations, often completing GBS. As a result,
they serve as ABSs. Since distant e-health services may be used with an ABS’ steady
and dependable connection, the GBS is no longer inherently obligatory to be the
primary driver of internet access. For instance, in contingency planning, cases of
emergencies, or even planned circumstances, ABSs are beneficial for teleoperation
and remote patient surveillance.

IoT and fog computing are two such breakthroughs that reinforce each other’s
abilities. For instance, in their model design, Pasha and Shah [8] focused on
connectivity protocols and device criteria for IoT-based smart health systems.
Confidence trials revealed that the e-Health system generated by them manifested
compatibility and coordination of IoT devices and standard protocols. Their system
architecture was also ascertained as stable and secure. Robinson et al. [9] created
a framework that integrated smart IoT devices and used cloud storage to provide
access to patient data over the internet. It enabled physicians to address their
health issues consistently by fostering continuous aggregation of data used to track
patient health. The idea of using Fog computing as a transitional layer between
the sensor and the cloud server was promulgated by Rahmani et al. [10] as a
smart e-Health framework in order to achieve uniform intelligence. Islam et al.
[11] employed cloud computing to establish a four-step infrastructure for e-Health
systems that included sensors, data aggregation and retrieval, data management, and
data interpretation. They outlined the purposes for which the device would be useful,
as well as the relevant technology that would be required to make it functional.
It also focused on the associated benefits of the technology and its limitations.
Shewale et al. [12] presented the idea of an IoT-based body sensor network using
compact transceivers with built-in IoT devices for data transmission and reception
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through cloud computing. To secure the healthcare system and ensure that patient
data remains confidential, they also anticipated privacy and security protocols.

However, loT-driven healthcare would have to overcome a number of limitations
as these devices could be used as gateways for stealing sensitive data if not properly
secured. A patient monitoring system that is operating on an outdated version of the
software or that is not properly dismantled until after the desired usage, for example,
may expose the network to a number of unwarranted cybersecurity risks. Further-
more, the demand for data storage on cloud servers is growing. The study of medical
big data using fog computing becomes more difficult as a result of the proliferation
of data. Continuous data mining is not only expensive, but it also requires a lot of
resources. In addition, Healthcare 4.0 has seen a steady decentralization from the
conventional health-centre-based approach, making overall platform management
and hardware provisioning less effective. With the introduction of wearables and
a slew of modern IoT devices with controlled data flows, improved security is
essential and readily available to healthcare professionals. Both of these issues
may be addressed with Blockchain technology, which offers interconnectivity,
legitimacy, stability, as well as portable user-owned data (Fig. 2).

ML/DL techniques are also widely deployed in the healthcare domain. They
benefit four major applications in healthcare: disease prediction, analysis, recovery,
and clinical workflow. Patient traits such as phenotypic, genomic, pathology test
findings, and diagnostic pictures, are acquired in the clinical environment, which
can enable ML models to conduct: disease prediction, analysis, and rehabilitation
[14]. For example, machine learning models have been used extensively to identify
and classify various types of cancers, such as brain tumours [15] and lung nodules
[16]. In healthcare, ML-based approaches are used to extract clinical characteristics
in order to speed up the diagnostic process [11].
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The pre-processing phase of improving deteriorated medical images has a
significant impact on the diagnostic process. As a part of this process, automatic
noise is added to the final image many times. Different DL models, such as
convolutional de-noising auto-encoders and GANs, have been used to de-noise
medical images. Furthermore, scientific NLP advancements are expected to be
integrated into potential clinical applications for retrieving useful knowledge from
unstructured clinical notes in order to improve clinical practice and testing. Even so,
there are a number of roadblocks that prevent ML/DL systems from being used in
real-world biomedical systems. We also address the potential risks posed by the use
of ML/DL in e-Health applications in this section.

1.2 Real-Time Data Analytics in IoT Using ML

Among the primary problems of IoT systems, one of the most significant challenges
is the real-time analysis of big data streams. Analysing IoT data can enable
enterprises in delivering high-quality services, make predictions along the lines
of new trends, and ensure effective business judgments. IoT data continues to
follow the big data pattern in terms of structured framework. Interestingly, with the
confluence of ML and Al, the [oT’s potential has significantly increased. Advanced
machine intelligence approaches have enabled greater discernment of a variety of
real-world situations, as well as the capacity to make essential strategic choices,
from the massive flux of IoT sensory data. However, there is a need to build a flexible
and adaptable mathematical model with intelligence. In the intelligent healthcare
system, these new models may collect data generated by tonnes of IoT-connected
nodes. One of the many benefits of an integrated healthcare system is enhanced
resiliency and streamlined combination of distinct technologies, lifelong monitoring
of patient health, simple accessibility of wearable technology convenience, overall
pruning of medical expenditure, and availability of the healthcare practitioners
through sophisticated tech-like video conferencing [17] (Fig. 3).
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This section presents a framework for a real-time health prognosis and analytics
system utilizing cutting-edge BD techniques. The method relies on using a scalable
ML model to analyze streaming health data events imported via Kafka themes into
Spark streaming. The procedure is divided into three parts. Initially, Spark is used to
convert the conventional decision tree (DT) (C4.5) method into a parallel, dispersed,
and fast DT, rather than Hadoop MapReduce, which is restricted to real-time
processing. Second, to forecast health status, this approach is used on streaming data
acquired from scattered sources of several chronic ailments. At last, the technology
assesses health conditions based on multiple input parameters, sends an alarm signal
to healthcare practitioners, and stores the information in a distributed database for
health data analytics and streaming. Spark DT’s is compared to the performance
of standard ML technologies like Weka. Finally, model evaluation metrics like
execution time and accuracy are computed to demonstrate the technology’s efficacy.

2 Measures Undertaken for Practicing Privacy and Security
in Healthcare Organizations

2.1 Data Protection Laws

Health insurance includes a wide range of formal and informal data management
procedures including health reports, claims data, monitoring, billing records, medi-
cal history, and MIoT data. Various organizations such as hospitals, CHCs, doctors,
and insurers, use this information to maintain patients’ healthcare records. HIPAA
(Health Insurance Portability and Accountability Act) was enacted in 1996 to keep
track of the actions of medical professionals and other organizational bodies. The
act was split into two sections:

HIPAA Privacy Rule — The key goal of this regulation is to protect an individual’s
health information from unapproved access, disclosure, and exploitation while
facilitating the flow of health data necessary to provide and promote better
health care and safeguard the health of the general population. HIPAA also
includes standards on people’s rights to recognize and supervise how their
health information is used. The Privacy Rules specify the degree to which an
individual’s protected health information (PHI) can be revealed and used by
institutions subject to these rules. These persons and organizations are referred
to as “covered entities,” and they include the following:

1. Healthcare providers: These include all healthcare providers who electroni-
cally transmit patient records along with certain purchases, regardless of the
extent of their practice. Claims, compensation eligibility questions, referral
permission appeals, and so forth are examples of these transactions.

2. Health plans: They are organizations that offer or pay for medical benefits.
Life insurance, such as those that cover health, medical, dental vision,
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prescription drugs, as well as health maintenance organizations (HMOs) and
Medicare replacement providers, are all examples of health policies.

3. Healthcare clearinghouses: These consist of entities that transfigure unstruc-
tured data received from another organization into a standard tabulated
format in order to keep a log of health records. Individually identified
Protected Health Information (PHI) is typically only received from healthcare
clearinghouses while they are acting as a corporate partner with a health plan
or healthcare provider.

4. Business associates: It refers to a person or agency (other than a protected
entity’s workforce) who uses or discloses personally identified health infor-
mation to spread ads and incentivize drug promotions.

HIPAA Security Rule — The HIPAA Security Rule covers a subset of the information
protected by the Privacy Rule, while the Privacy Rule protects PHI. This
subset includes any electronically generated, obtained, controlled, or distributed
personally identified health information by a person. In accordance with the
HIPAA Security Rule, all covering agencies must:

— Guarantee the protection, credibility, and availability of all e-PHI
— Identify and safeguard against anticipated risks to the information’s security —
Secure against anticipated impermissible uses or disclosures (Fig. 4).

HIPAA, on the other hand, was not strictly enforced; the probability of an audit
was minimal, the fines for PHI violations were moderate, and compliance was
essentially non-existent. The policies became tougher following the introduction of
the HITECH (Health Information Technology for Economic and Clinical Health) act
in 2009. In response to what HIPAA suggested, it improved the law’s enforcement
by raising fines for noncompliance and forcing company partners to obey the same
laws as all protected institutions. As a result, investigations of covered institutions
or business partners who violated ePHI (electronic Protected Health Information) or
were reported to be violating HIPA A wilfully were conducted periodically. HITECH
has urged healthcare providers to use electronic health records, encouraging health
information technologies and enhancing healthcare quality, protection, and effec-
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tiveness. The act has proved to be more successful in improving the safety and
protection of electronic health records leading to stricter sanctions.

3 Privacy and Security Methodologies Currently Practiced
for I0T-Cloud-Based e-Health Systems

Since MIoT devices lack adequate processing power, energy, and computational
space, real-time data analysis necessitates efficient and scalable high-performance
computing and a vast storage framework. The collected medical data is actually
processed in the cloud for the majority of MIoT establishments. Because of their
elasticity, cloud providers will leverage collective tools and facilities, enabling a
promising approach for efficient healthcare data management. It becomes important
to gather data from trusted sources, in order to avoid data disclosure.

The challenge of developing protected information systems is primarily driven
by three basic and competing factors: (i) the security technology’s complexity; (ii)
the complexity in classifying the information to be covered versus the information
to be allowed access to; and, ultimately, (iii) human technology use that is right and
optimal. Since it deals with “human-system relations,” the last aspect is typically
the most complicated. Information leakage from the system can lead to disparities
in a number of forms, such as being refused health care or jobs based on sickness
or genetic information, if adequate privacy and protection precautions are not taken.
The current techniques employed to practice privacy and security of data collected
through these sources involve:

3.1 Data Encryption

Data encryption is a powerful method for avoiding unauthorized access to confiden-
tial information. Even as the data captured is stored in cloud-based storage, the
technologies protect and retain data control throughout its lifecycle. Encryption
is beneficial in preventing data loss and avoiding vulnerability to breaches. In
the process of Data Encryption, the original message, also known as plaintext, is
encrypted into cipher text by various encryption techniques (e.g. Homomorphic
encryption, garbled circuits, secret sharing, etc.). The message is then transmitted
via a public channel from the sender to the recipient. This message is decrypted
into plaintext until it reaches the recipient. Patient records must be secured under
HIPAA. One of the most common defenses against unauthorized access to a
person’s sensitive information is data encryption. 4 shows a common model of Data
Encryption used to preserve data confidentiality (Fig. 5).

Medical institutions and suppliers must ensure that their encryption system
is both effective and competent, as well as user-friendly for both patients and
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Fig. 5 Procedure for key exchange

healthcare professionals. It also needs to be capable of adapting to modern electronic
health reports. Complex encryption algorithms or communication protocols may
have a significant impact on data transmission rates, and in some situations, data
transmission can also fail. It is difficult to find a balance between data security
and system energy consumption as a result of this. Despite this, field experts have
identified a few approaches that use the least number of resources. For instance, a
lightweight end-to-end key management scheme, that ensures key exchange with
minimal resource consumption was put forward by Abdmeziem and Tandjaoui. It
is built on a heterogeneous network that combines nodes with various capacities,
resulting in robust security features despite resource constraints. However, as
hacking techniques evolve, so should our encryption strategies. To ensure the secure
protection of medical records, appropriate encryption algorithms must be applied.

3.2 Data Anonymization

Although it can appear to be analogous to encrypting data, the masked value does
not retrieve the original value. One of the most important advantages of this method
is that it significantly reduces the expense of securing big data implementation.
Masking eliminates the need for extra authentication features to be applied to
data when it is in the platform when it is transmitted from a safe source. Explicit
identifiers employ a technique of labeling data sets using personal identifiers such
as an ID number, a name, a social security number, or a cell phone number while
eliminating or generalizing quasi-identifiers such as dates of birth and zip codes.
The confidential characteristics of a patient, such as medical status and salary, are
referred to as privacy records When considering the distribution features of the
original data, it is important to ensure that the individual properties of the current
dataset are adequately processed during the data publishing process, in order to
protect the patient’s privacy and identity. Else, patient data might get swapped in
the process, leading to a huge ruckus in the system.

At present, data anonymous technology such as k-anonymity, 1-diversity, and
confidence bounding are typically used to address issues of this sort. In particular,
conventional k-anonymity is widely used for the purpose of data anonymization.
Even though it prevents patients from identity exposure, it does not shield them from
attribute revelation so intruders may use accuracy attacks and context information
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to recognize confidential details and personal contacts, resulting in data leakage.
The authors also proposed p-sensitive anonymity, a thought-provoking principle that
protects from both identification and attributes revelation.

3.3 Data Authentication

Authentication is the process of verifying whether or not statements made by or
about a person are accurate and authentic. It serves critical functions in every
enterprise to ensure data security, including maintaining access to organizational
networks, protecting user identity, and ensuring that the user is who he claims to be.
The role of authentication is often undervalued, especially in the fields of medical
research and healthcare. For example, in the most recent medical study using online
tools, the highest degree of authentication uses only passwords. As a consequence,
the information is likely to be exploited. To access the online facilities, the patient
must be accredited. Authentication should be required both during the approval
process and when signing in after approval and registration. Because if a registered
user does not opt-out of the system, other users will log in as that person and access
all of the information that was previously submitted. Many healthcare institutions
provide their patient’s confidentiality security, shared verification, and automated
identification. The suggested scheme’s main components are patient-owned Near
Field Communication (NFC) wristbands and handheld devices issued to clinical
professionals. The data used in the process is managed by an intermediate computer.
It is then encrypted by a second server with a secret key generator in order to ensure
some form of communication. A keyed-hash message authentication code is used
to validate the identity of the patient. The amalgamation of the above tools creates
a safe and stable mobile health (m-Health) service for managing patient data during
emergency and hospitalization services.

However, data authentication does not come without limitations and problems,
especially with man-in-the-middle (MITM) attacks. MiTM attacks can be classified
into two: Spoofing and impersonation. In order to avoid MITM attacks, most
cryptographic techniques employ some form of endpoint authentication. Crypto-
graphic approaches such as Transport Layer Protection (TLS) and Secure Sockets
Layer (SSL), for example, provide security for communications over networks like
the Internet. They encrypt network connections’ transport layer segments from
beginning to end. Online applications such as web searching, electronic mail,
Internet faxing, text calling, and voice-over-IP (VoIP) use these technologies. To
achieve authentication, hashing techniques such as SHA-256 (commonly used in
bitcoin ledgers) can be used. In addition, the Bull Eye algorithm can be used to
keep track of all sensitive data across the network. This algorithm protects data
and maintains relationships between real and virtual data. Sensitive data can only be
read or written by an authorized user. In a healthcare system, all benefactor-provided
healthcare records and customers’ identities should be checked at the point of any
entry, which takes us to our next approach for data protection and privacy.
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3.4 Access Control

Access control — After performing user authentication, users can enter a manage-
ment system but their access is limited by an access management agreement,
which is normally based on the freedoms and immunities of each physician
approved by the consumer or a third-party provider.

This is crucial in preventing unwarranted access to facilities. It ensures that the
person who has access to the data can only do the tasks for which they have been
granted permission. The real challenge emerges when data must be guarded against
unauthorized disclosure while being available for inspection or law enforcement
purposes. It must also be easy for an authorized user to gain access to the data while
challenging for an unauthorized user to execute the same tasks. Over the years,
many methodologies have been developed to tackle the issues faced in the domain
of access control.

The most commonly used models for the purpose of access control are role-
based access control (RBAC) and attribute-based access control (ABAC). However,
when used alone in the medical system RBAC and ABAC have demonstrated
certain limitations. While noncryptographic approaches lack a safe and consistent
framework for implementing access policies, cryptographic approaches are too
costly, cumbersome, and restricted in terms of policy specification. However, using
cloud-based HIE (Health Information Exchange) technologies, numerous strategies
have been created to overcome the problem by harnessing the best of both. The
HIE cloud, healthcare organizations (HCOs), and patients are the three primary
components of the system (Table 1).

Other alternatives to access control include Identity Based Access Control
(IBAC), which grants privileges to individual users based on their requirements,
and Mandatory Access Control (MAC), which establishes mandatory rules for all
system users. In order to meet the more varying needs of an agency, a model
may be hybrid and comprise of more than one model. Since authentication and
access control are intertwined, both systems must operate accurately and reliably.

Table 1 Machine learning approaches used for maintaining security in IoT networks

Cyberattacks | ML techniques Algorithms Security techniques
DoS Supervised and NN multivariate Secure IoT
unsupervised ML Correlation Offloading
Analysis Access control
Spoofing Supervised ML SVM Authentication
Jamming Reinforcement learning | Q- learning, DQN Secure IoT
Offloading
Masquerade | Supervised ML SVM, Naive Bayes, Access control
K-NN, NN
Malware Reinforcement learning | Q- learning, dyna-Q, Malware detection,

Supervised ML

K-NN

Access control
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When protocols become more complicated, providing access control becomes more
difficult. These regulations must be closely examined in the healthcare setting so
that appropriate access management can be established and implemented without
deterring the system’s use.

3.5 Trusted Third Party Auditing

Security monitoring, also known as Trusted third-party auditing (TTPA), is the
method of collecting and reviewing network activity in order to detect any possible
data invasion. The term “audit” refers to the process of tracking user activities in
the healthcare system in chronological order, such as keeping a list of every user
who accessed the system and/or altered data. The healthcare system will monitor
and guarantee its protection using these two optional security metrics. Many times,
cloud servers cannot be fully trusted. If the data is corrupted in some way, it loses
all of its credibility and utility. Data corruption, for example, can occur at any
point in a process, from the host to the storage medium. When data arriving in the
system’s memory is corrupt, it creates significant ramifications. Without the user’s
consent, this may also result in data loss. The data rules are typically defined by the
user for security purposes so that the service provider cannot alter the source data.
Patient records and coding audits are performed by third-party organizations, and
the reports are submitted to a government-mandated agency such as the Department
of Health and Human Services (HHS). It is also known for providing impartial
auditing reports in order to ensure cloud service providers’ transparency and secure
the legal benefits of data owners. Many auditing approaches have been developed in
recent years. To detect suspicious usage, supervised machine learning methods such
as logistic regression, support vector machine, decision trees algorithm, and others
have been used.

3.6 Data Search

Sensitive data which must be encrypted before being outsourced to preserve data
protection renders the standard data use which is dependent on plaintext keyword
search completely impractical. As a result, providing an encrypted cloud data
search service is critical [18]. Searchable symmetric encryption (SSE) and public-
key encryption with keyword search are the two most popular approaches for
searchable encryption. It should also be remembered that the more complicated
the security methods are, the more difficult it is to scan the data and verify the
accuracy of the search results. If the search results cannot be executed in a timely
fashion, all security and privacy protections are made useless. To strictly adhere
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to privacy protocols, Bezawada et al. [19] established a synchronous key-based
solution. To attain powerful query processing functionality over encrypted files, they
implemented string matching in cloud servers. The Pattern Aware Secure Search
(PASS) Tree which does not disclose any semantic similarity of the keywords, was
established as an effective and accurate indexing structure. They also defined a
relevance rating algorithm that uses the pattern query to return the most important
documents to the us