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Abstract. Visibly Pushdown Automata (VPAs) are a subclass of push-
down automata, which can be well applied as specification formalism for
verification and the model for XML streams process. The input alphabet
is partitioned into three disjoint sets: call, internal and return symbols,
which can determine a push, pop or no stack operation taken by VPAs
respectively. Hence, the matchings of push (call) and pop (return) make
languages with matching nested relations accepted. Nevertheless, it is
limited to one-to-one matching. In this paper, we extend the model of
VPAs over multi-matching nested relations. By a subdivision for call and
return symbols, inner-calls and inner-returns are obatined to discrim-
inate a one-to-n or n-to-one matching relation. Then, Multi-matching
Visibly Pushdown Automata (MVPA) are formally defined whose stack
behavior is achieved by setting a guard in the stack, which can guar-
antee whether a one-to-n or n-to-one matching nested relation is read
without confusion. Each nondeterministic multi-matching visibly push-
down automaton is demonstrated to be transformed into a deterministic
one. Moreover, the symbolic version of multi-matching visibly pushdown
automata is proposed when the input alphabet is given by a Boolean
algebra where there is an infinite domain.

Keywords: multi-matching nested relation · visibly pushdown
automata · one-to-n · n-to-one · symbolic automata

1 Introduction

A model of nested words is proposed for describing the data with a dual linear-
hierarchical structure [1]. A nested word consists of a linear sequence of positions,
calls, internals and returns, augmented with matching relations connecting from
calls to returns. Visibly Pushdown Automata (VPAs) are proposed over nested
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words by Alur in [2] as a subclass of Pushdown Automata (PDAs) [3]. VPAs
are well applied as the automaton model for processing XML streams [4,5] and
specification formalism for verification [6,7]. The key character is that the alpha-
bet in VPAs is partitioned into three disjoint sets of call, internal, and return
symbols. Based on the partition, VPAs can push symbols into the stack by read-
ing a call, pop the top of the stack by a return, and via an internal, VPAs only
modify the state with the stack unchanged. Hence, this setting makes the stack
behavior visible. In classical automata theory, there are two basic assumptions: a
finite state space and a finite alphabet. The concept of automata with predicates
instead of concrete symbols was first mentioned in [8] and was first discussed in
[9] in the context of natural language processing. Accordingly, Symbolic Visibly
Pushdown Automata (SVPAs) are proposed as an executable model for nested
words over infinite alphabets [10], which are further applied in XML processing
and program trace analysis [11].

Nevertheless, the models above are limited to describe only one-to-one match-
ing structures. If a call (resp. return) is matched with multiple returns (resp.
calls), a one-to-n (resp. n-to-one) multi-matching nested relation is obtained. By
introducing a tagged alphabet, multi-matching nested words are defined where
symbols can be calls, inner-calls, internals, inner-returns and returns. Multi-
matching Nested Traceable Automata (MNTAs) are proposed to describe the
languages of multi-matching nested words [12–14], which is an variant of Trace-
able Automata (TAs) and VPAs. In a MNTA, both of states and input symbols,
which are recorded in the stack, are utilized to determine the subsequent tran-
sitions together. For a call, the current input symbol and state are pushed into
the stack, while for a return they are popped. Note that the automaton traces
back to the state which is popped then. As for inner-calls and inner-returns, the
top stack is updated besides state transfer.

However, natural nondeterminization exists in MNTAs if there are several
calls at a state. Suppose two calls ăa and ăb can be read at a state q, one
cannot construct a MNTA such that ăa is certain to read indeed ahead of ăb.
In addition, the characteristic that a state is pushed at a call and finally traced
back upon a return makes MNTAs accept languages always beyond a single
multi-matching nested relation. With this motivation, we loosen the restriction
on stack behavior of MNTAs by eliminating the record of states from the stack.
Only symbols are recorded as a guard during transitions. Accordingly, Multi-
matching Visibly Pushdown Automata (MVPAs) are proposed as a new model
for describing multi-matching nested words. And nondeterministic MVPAs are
as expressive as deterministic ones. In addition, if the input alphabet is given
by a Boolean algebra where there is an infinite domain, symbolic version of
multi-matching visibly pushdown automata is formally proposed.

The rest of paper is organized as follows. In Sect. 2, we revisit the definitions of
multi-matching nested relations and its linear word encoding. Section 3 extends
visibly pushdown automata over multi-matching relations. Multi-matching vis-
ibly pushdown automata are formally defined. Besides, a deterministic MVPA
can be constructed for a nondeterministic one. When the input alphabet is given
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by a Boolean algebra where there is an infinite domain, symbolic version of multi-
matching visibly pushdown automata is proposed in Sect. 4. Finally, conclusions
are drawn in Sect. 5.

2 Preliminaries

In this section, we first recall the concept of multi-matching nested relations. By
linear word encodings, multi-matching nested languages can be obtained.

2.1 Multi-matching Nested Relation

Given a linear sequence, the positions are divided into calls, internals and
returns. To realize n-to-one and one-to-n matchings, inner-call and inner-return
are introduced. Hence, n-to-one matching relation can be achieved by a call,
multiple inner-calls and a return, while one-to-n by a call, multiple inner-returns
and a return. Suppose pending edges are indicated by edges starting at ´8 and
edges ending at `8. Assume that ´8 ă i, j ă `8 for integers i and j.

Definition 1 (Multi-matching Nested Relation). A multi-matching
nested relation �̇ of length m, m ě 0, is a subset of {´8, 1, 2, · · · ,m} ˆ
{1, 2, · · · ,m, `8} such that for any i�̇j, i′�̇j′, (i) nesting edges go only
forward(i ă j); (ii) nesting edges do not cross(i ă i′ ď j ă j′ does not hold);
(iii) only one end of a nesting edge can be shared with others.

For i�̇j, i, j are denoted as a call and a return respectively. Specifically, if
j “ `8, i is called a pending call while j is denoted a pending return if i “ ´8.
Suppose there are n different nesting edges sharing the same call i, namely i�̇jk,
where 1 ď k ď n and 1 ď i ă j1 ă j2 ă · · · ă jn ď m. Among them, i�̇jn is the
outermost nesting edge. By contrast, for each inner nesting edge, jh is identified
as an inner-return where 1 ď h ă n. Similarly, for n different nesting edges
sharing the same return j, namely ik�̇j, where 1 ď i1 ă i2 ă · · · ă in ă j ď m,
each ih, 1 ă h ď n, is identified as an inner-return. A position is an internal if
it is neither a call (resp. inner-call) nor a return (resp. inner-return). A multi-
matching nested relation is well-matched if there is no pending call or pending
return.

2.2 Word Encoding

Given a multi-matching nested relation, a word can be obtained by assigning
each position with a symbol. To distinguish different position categories, a tagged
alphabet Σ̂ “ Σc Y Σ̇c Y Σi Y Σ̇r Y Σr is introduced, where Σc “ {ăa1|a1 P Σ},
Σ̇c “ {ăȧ2|a2 P Σ}, Σi “ Σ, Σ̇r “ {ȧ3

ą|a3 P Σ} and Σr “ {a4
ą|a4 P Σ} are the

symbols of call, inner-call, internal, inner-return and return, respectively. Σ is a
normal alphabet. Note that ăa1, ăȧ2, ȧ3

ą and a4
ą are indicated to be matched if

and only if a1 “ a2 “ a3 “ a4.
The set of all multi-matching nested words over Σ̂ are denoted as MNW(Σ̂).

Note that due to the requirement of symbol matching, it can be obtained
MNW(Σ̂) Ă Σ̂∗.
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3 Multi-matching Visibly Pushdown Automata

3.1 Model

Definition 2 (Multi-matching Visibly Pushdown Automata, MVPA).
A multi-matching visibly pushdown automaton is a tuple M “ (Q,Q0, F, Σ̂, Γ, δ),
where

• Q, Q0 Ď Q, F Ď Q are finite sets of states, initial states, final states respec-
tively;

• Σ̂ “ Σc YΣ̇c YΣi YΣ̇r YΣr is a finite set of input symbols, where Σc, Σ̇c, Σi,
Σ̇r and Σr denote call, inner-call, internal, inner-return and return symbols,
respectively;

• Γ Ď (Σc Y Σ̇c Y Σ̇r) ˆ Ξ Y {K} is a finite set of stack elements including a
special bottom-of-stack symbol K, where Ξ is a finite alphabet; and

• δ is a finite set of transitions consisting of the following four parts:

δc Ď Q ˆ Σc ˆ Q ˆ (Σc ˆ Ξ)
δi Ď Q ˆ Σi ˆ Q

δu Ď Q ˆ Γ ˆ (Σ̇c Y Σ̇r) ˆ Q ˆ Γ

δr Ď Q ˆ Γ ˆ Σr ˆ Q

The transitions in M can be classified into four categories. Let q, q′ P Q,
γ, γ′ P Γ , ăa P Σc, ăȧ P Σ̇c, i P Σi, ȧą P Σ̇r and aą P Σr. For convenience, we use
notation a/b to denote a or b.

1. call transition (push transition): (q, ăa, q′, ăaξ) P δc

When reading a call ăa at state q, M turns to state q′, meanwhile both the
call ăa and the symbol ξ P Ξ are pushed into the stack.

2. internal transition: (q, i, q′) P δi

For an internal i, the operation is similar to the usual finite automata, M
only updates the state from q to q′ without the stack modified.

3. update transition: (q, γ, x, q′, γ′) P δu

(a) Upon an inner-call x “ ăȧ, it is noteworthy that the symbol of the top
stack must be ăa or ăȧ stating that it is the same as or matched with
the input symbol. Then, the state is updated to q′ and the top of the
stack modifies from γ “ ăaξ/ăȧξ to γ′ “ ăȧξ′ where ξ, ξ′ P Ξ. Hence, this
transition is denoted as a call update one.

(b) As for an inner-return x “ ȧą, it is similar to the case of inner-calls.
Besides M turns to q′, the top of the stack is modified from γ1 “ ăaξ/ȧąξ
to γ2 “ ȧąξ′ where ξ, ξ′ P Ξ.

4. return transition (pop transition): (q, γ, aą, q′) P δr

(a) In a return transition with the input return aą, suppose that the top of
the stack is γ “ xξ. Symbol x can only be one of ăa, ăȧ or ȧą, since x
must be matched with aą. Then M turns to q′ and γ is popped.

(b) In particularly, when the stack is empty, i.e. γ “ K, only the state is
updated and the stack remains unchanged.
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Formally, a stack σ is a finite word over the set Γ . All stacks constitute the
set St “ (Γ\{K})∗ · {K}. Let |σ| stand for the length of σ. Especially, when
σ “ K, |σ| “ 0; otherwise |σ| ą 0.

A configuration of M is a pair (q, σ) where q P Q and σ P St. Given a word
w “ w1w2 · · · wn with multi-matching nest relations, w can be accepted by M
if there exists a run of M on w. A run ρ is defined as a non-empty sequence
of configurations, i.e. ρ “ (q0, σ0)

w1→́ (q1, σ1)
w2→́ · · · wn´́→ (qn, σn), where q0 P Q0

is an initial state and σ0 “ K. ρ is accepted by M if qn P F is a final state
and σn P (Σc ˆ Ξ)∗ · {K}. In another word, when M terminates, no inner-call or
inner-return symbols are allowed to exist in the stack, since only well-matched or
pending calls/returns are considered. The case of a call and multiple inner-calls
without a return (or multiple inner-returns and a return without a call) is illegal.
The set of multi-matching nested words that are accepted by M constitutes the
language L(M).

3.2 Determinization

Given a multi-matching visibly pushdown automaton M “ (Q, q0, F, Σ̂, Γ, δ), M
is called to be deterministic if q0 is the unique initial state in M . Besides, for
each transition q P Q, γ P Γ and x P Σ̂, there is at most one transition for
δ(q, γ, x).

As shown in [2], the main idea of transformation from a nondeterministic
MVPA to an equivalent deterministic one is the subset construction with call
transitions postponed handling. To do this, two components S and R are intro-
duced, where S is a set of summary edges that keeps track of what transitions
are possible from a call transition to a matched return one, and R is a set of
reachable states by using the summary information. However, in MVPAs, update
transitions require special treatments.

Let w “ w1
ăaw2xw3 accepted by a MVPA M , where w1, w2 and w3 are well-

matched words where there are no pending calls or returns. One can construct
an equivalent deterministic MVPA. After reading call ăa, the stack of M is now
(ăa�S1, R1�)K and M turns to state �S,R�. All possible pairs (q, q′) are included
in S1 such that M can get on w1 from q with empty stack K to q′ with empty
stack K. R1 contains all reachable states by M from any initial state on w1.
Then, several situations are taken into consideration.

1. If x P Σc is a new call, the stack then is (x�S2, R2�)(ăa�S1, R1�)K. S2 contains
all pairs such that the stack of M updates from ăaξK to ăaξK. R2 records
reachable states by M on w2.

2. When x “ ăȧ P Σ̇c is an inner-call, the stack is updated to (ăȧ�S′
1, R1�)K.

Then S′
1 “ S1 Y {q, q′} where (q, q′) records the summary such that M can

get from q with ăaξK to q′ with ăȧξK.
3. On the basis of the second case, suppose the inner symbol x is read for the

second time, namely w “ w1
ăaw2xw3x. Similarly, the new updated stack is

(ăȧ�S′′
1 , R1�)K. S′′

1 “ S′
1 Y{q, q′} where (q, q′) records the summary such that

M can get w2 from q with ăȧξK to q′ with ăȧξK.
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4. When the matched return aą is read with x be inner-call ăȧ, that means the
word is w “ w1

ăaw2
ăȧw3a

ą. ăȧ�S′′
1 , R1� is popped. And state is updated by

using the current summaries S′′
1 and S along with a call transition on ăa, a

call update transition on ăȧ and a return transition on aą.

Note that the treatment for an inner-return is similar to the analysis above
for an inner-call. Accordingly, we present the determinization procedure in detail
as below.

Theorem 1. Given a multi-matching visibly pushdown automaton M , an equiv-
alent deterministic one MD can be constructed such that they can accept the same
language, i.e. L(M) “ L(MD).

Proof. For a multi-matching visibly pushdown automaton M “ (Q,Q0, F, Σ̂,
Γ, δ), one can acquire an equivalent deterministic one MD “ (Q′, Q′

0, F
′, Σ̂,

Γ ′, δ′) according to the following constructions.
First, the set of states in MD is expanded as the set Q′ “ 2QˆQ ˆ2Q. The set

2QˆQ, denoted by S, records the summary edges within a multi-matching nested
relation accepted by M , i.e. from a call to an inner-call/inner-return/return
or from an inner-call (resp. inner-return) to an inner-call/return (resp. inner-
return/return), while a reachable state set can be calculated by 2Q, called R.
For convenience and clarity, we denote Q′ “ �S,R�.

Let IdX indicate the set {(q, q)|q P X}. Then, the set of initial states can
be obtained as Q′

0 “ {�IdQ, Q0�}. A state �S,R� is a final one if qf P R where
qf P F . Hence, F ′ “ {�S,R�|R X F ‰ H}.

For the set of stack elements, let Γ ′ “ {Σc Y Σ̇c Y Σ̇r} ˆ S ˆ R where
Ξ “ S ˆ R.

For each symbol x P Σ̂, the top of stack γ′ P Γ ′ and state �S,R� P Q′, the
set of transitions δ′ is constructed as follows:

Call. When x “ ăa P Σc is a call, one can construct a call transition (�S,R�, ăa,
�IdR′ , R′�, ăa�S,R�) P δ′

c where

R′ “ {q′ | Dq P R, ξ P Ξ, s.t. (q, ăa, q′, ăaξ) P δc}.

Internal. For an internal x “ i P Σi, there is a transition (�S,R�, i, �, S′, R′�) P
δ′
i where

S′ “ {(q, q′) | Dq′′ s.t. (q, q′′) P S and (q′′, i, q′) P δi},

R′ “ {q′ | Dq P R s.t. (q, i, q′) P δi}.

Update. There are two cases for inner symbols.
– Call Update. With regard to an inner-call x “ ăȧ P Σ̇c, one can

construct (�S,R�, ăa�S1, R1�/ăȧ�S1, R1�, ăȧ, �IdR′ , R′�, ăȧ�S2, R2�) P δ′
u

where

R′ “ {q′ | Dq P R, ξ, ξ′ P Ξ, s.t. (q, ăaξ/ăȧξ, q′, ăȧξ′) P δu},

S2 “ S1 Y S,

R2 “ R1.
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The pair (q, q′) P S records the summary such that M can get after a
call or call update transition, in which the state is updated to state q
with stack γ “ ăaξ/ăȧξ, to a call update transition from q′ with stack
γ′ “ ăȧξ′.

– Return Update. Similarly, when x “ ȧą P Σ̇r, (�S,R�, ăa�S′′,
R′′�/ȧą�S′′, R′′�, ȧą, �IdR′ , R′�, ȧą�S′′, R′′�) P δ′

u can be constructed,
where

R′ “ {q′ | Dq P R, ξ, ξ′ P Ξ, s.t. (q, ăaξ/ȧąξ, q′, ȧąξ′) P δu},

S2 “ S1 Y S,

R2 “ R1.

Return. When a return x “ aą is read, any type of call, inner-call, inner-return
or return symbol can be met at the top of the stack since they are all matched
with x. Especially, the stack can also be empty. Hence, four cases are taken
into consideration as follows. Suppose the return transition is constructed as
(�S,R�, y�S′′, R′′�, aą, �S′, R′�) P δ′

r. Update is a set of state pairs in S.
– If y “ ăa, let

Update “ {(q, q′) | Dq1, q2 P Q, ξ P Ξ s.t. (q, ăa, q1,
ăaξ) P δc, (q1, q2) P S

and (q2, ăaξ, aą, q′) P δr}.

Then the two components of the state (S′, R′) satisfy conditions

S′ “ {(q, q′) | Dp s.t. (q, p) P S′′ and (p, q′) P Update)}
R′ “ {q′ | Dq s.t. q P R′′ and (q, q′) P Update}.

In this case, the matching nested relation has only a one-to-one matching
structure.

– When y “ ăȧ, it indicates that an n-to-one matching relation is currently
read. The set Update is defined as:

Update “ {(q0, q) | Dq P Q, (qi, q
′
i) P S′′, (qS , q′

S) P S, ξ, ξ′ P Ξ, 0 ď i ď n,

n ě 1, s.t. (q′
0,

ăa, q1,
ăaξ) P δc(i “ 0),

(q′
i,

ăaξ/ăȧξ, ăȧ, qi`1,
ăȧξ′) P δu(0 ă i ă n),

(q′
n, ăȧξ, ăȧ, qS , ăaξ′) P δu,

(q′
S , ăȧξ, aą, q) P δr}.

The value of n needs to be larger than 1, since in this case, there is at least
one call update transition in the run from a call transition to a return
transition. Based on Update, the state (S′, R′) is calculated by:

S′ “ {(q, q′) | Dp s.t. (q, p) P S′′ and (p, q′) P Update)
R′ “ {q′ | Dq s.t. q P R′′ and (q, q′) P Update}}
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– For y “ ȧą, it is similar to the case of a call update transition. One can
easily acquire each component by

Update “ {(q0, q) | Dq P Q, (qi, q
′
i) P S′′, (qS , q′

S) P S, ξ, ξ′ P Ξ, 0 ď i ď n,

n ě 1, s.t. (q′
0,

ăa, q1,
ăaξ) P δc(i “ 0),

(q′
i,

ăaξ/ȧąξ, ăȧ, qi`1, ȧ
ąξ′) P δu(0 ă i ă n),

(q′
n, ȧąξ, ȧą, qS , ȧąξ′) P δu,

(q′
S , ȧąξ, aą, q) P δr},

S′ “ {(q, q′) | Dp s.t. (q, p) P S′′ and (p, q′) P Update)
R′ “ {q′ | Dq s.t. q P R′′ and (q, q′) P Update}}

– If the stack is empty, then (�S,R�, K, aą, �S′, R′�) P δ′
r where

S′ “ {(q, q′) |Dq′′ s.t. (q′′, K, aą, q′) P δr}
R′ “ {q′ | Dq P R s.t. (q, K, aą, q′) P δr}.

4 Symbolic Multi-matching Visibly Pushdown Automata

In this section, the definitions of symbolic alphabets are presented first. Then
symbolic multi-matching visibly pushdown automata are formally defined.

4.1 Notations

The conventional notations of symbolic visibly pushdown automata is used in
[10,11]. First, let symbol Ψ be a label theory including a recursively enumerable
set of formulas. Ψ is closed under Boolean operations. Notation Px(Ψ) represents
the set of unary predicates in Ψ where the subscript x is set as the unique free
variable in Px(Ψ). Similarly, Px,y(Ψ) signifies the set of binary predicates where
there are only two free variables x and y. For two predicates ϕ1 and ϕ2, we can
obtain that:

1. if ϕ1, ϕ2 P Px(Ψ), ϕ1 ∧ ϕ2 and ¬ϕ1 P Px(Ψ) are also both unary predicates;
2. if ϕ1 P Px(Ψ) Y Px,y(Ψ) and ϕ2 P Px,y(Ψ), ϕ1 ∧ ϕ2 and ¬ϕ2 P Px,y(Ψ) are

both binary predicates.

We define IsSat(ϕ) as the satisfiability of the predicate ϕ P Px(Ψ). ϕ is satisfi-
able, if there exists a witness a such that ϕ is true when variable x is substituted
by a, i.e. vϕ[x/a]w=true. Similarly, when ϕ P Px,y(Ψ), vϕ[x/a, y/b]w=true when
x and y are substituted by a and b respectively. If for each predicate ϕ P Ψ , it is
decidable to check whether IsSat(ϕ) is true or not, then we say the label theory
Ψ is decidable.
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4.2 Model

Next we propose the model of symbolic multi-matching visibly pushdown
automata which is defined as follows.

Definition 3 (Symbolic Multi-matching Visibly Pushdown Automata,
SMVPA). A symbolic multi-matching visibly pushdown automaton is a tuple
M “ (Q,Q0, F, Σ̂, Γ, Ψ, δ), where

1. Q is a finite set of states;
2. Q0 Ď Q is the set of initial states;
3. F Ď Q is the set of final states;
4. Σ̂ “ Σc Y Σ̇c Y Σi Y Σ̇r Y Σr is a finite set of input symbols;
5. Γ Ď (Σc Y Σ̇c Y Σ̇r) ˆ Ξ Y {K} is a finite set of stack elements including a

special bottom-of-stack symbol K;
6. Ψ is a label theory; and
7. δ “ δc Y δi Y δu Y δr is the set of transitions consisting of four parts:

δc Ď Q ˆ Px ˆ Q ˆ Γ

δi Ď Q ˆ Px ˆ Q

δu Ď Q ˆ Γ ˆ Px,y ˆ Q ˆ Γ

δr Ď Q ˆ Γ ˆ Px,y ˆ Q

A configuration of M is a pair (q, σ) where q P Q and σ P St. Given a word
w “ w1w2 · · · wn with multi-matching nest relations, w can be accepted by M

if there exists a run of M on w. A run ρ is defined as a non-empty sequence of
configurations, i.e. ρ “ (q0, σ0)

w1´́→
ϕ1

(q1, σ1)
w2´́→
ϕ2

· · · wn´́→
ϕn

(qn, σn), where q0 P Q0

is an initial state and γ0 “ K. For 0 ă i ď n, each configuration (qi, σi), where
qi P Q and γi P Γ , satisfies one of the following cases:

1. call if wi “ ăa is a call, there is (qi´1, ϕi, qi, wiξ) P δc where wi P vϕiw,
ϕi P Px and σi “ wiξ · σi´1;

2. internal if wi “ i is an internal, there is (qi´1, ϕi, qi) P δi where wi P vϕiw,
ϕi P Px and σi “ σi´1;

3. update
(a) if wi “ ăȧ is an inner-call, there is (qi´1, γi´1, ϕi, qi, γi) P δu where

(wi´1, wi) P vϕiw, ϕi P Px,y, σi´1 “ ăaξσ′/ăȧξσ′, σi “ ăȧξσ′ and σ′ P St;
(b) it is similar for an inner-return wi “ ȧą. The difference is that σi´1 “

ăaξσ′/ȧąξσ′ and σi “ ȧąξσ′;
4. return

(a) with regarding to a return wi “ aą, there is (qi´1, γi´1, ϕi, qi) P δr where
(wi´1, wi) P vϕiw, ϕi P Px,y σi´1 “ ăaξσ′/ăȧξσ′ and σi “ ăȧξσ′;

(b) specifically, when the stack is empty, i.e. (qi´1, K, ϕi, qi) P δr, there is
σi´1 “ σi “ K, wi P vϕiw, and ϕi P Px.
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A run ρ “ (q0, σ0)
w1´́→
ϕ1

(q1, σ1)
w2´́→
ϕ2

· · · wn´́→
ϕn

(qn, σn) is accepted by M if

qn P F is a final state and σn P (Σc ˆ Ξ)∗ · {K}.
Given a symbolic multi-matching visibly pushdown automaton M, M is called

to be deterministic if q0 is the unique initial state in M, besides, the transition
set δ satisfies the following conditions:

1. for any two call transitions (q1, ϕ1, q
′
1, γ1) P δc and (q2, ϕ2, q

′
2, γ2) P δc: if

q1 “ q2 and IsSat(ϕ1 ∧ ϕ2), there is q′
1 “ q′

2 and γ1 “ γ2;
2. for any two internal transitions (q1, ϕ1, q

′
1) P δi and (q2, ϕ2, q

′
2) P δi: if q1 “ q2

and IsSat(ϕ1 ∧ ϕ2), there is q′
1 “ q′

2;
3. for any two call/return update transitions (q1, γ1, ϕ1, q

′
1, γ

′
1) P δu and (q2, γ2,

ϕ2, q
′
2, γ

′
2) P δu: if q1 “ q2, γ1 “ γ2 and IsSat(ϕ1 ∧ ϕ2), q′

1 “ q′
2 and γ′

1 “ γ′
2

hold;
4. for any two return transitions (q1, γ1, ϕ1, q

′
1) P δu and (q2, γ2, ϕ2, q

′
2) P δu: if

q1 “ q2, γ1 “ γ2 and IsSat(ϕ1 ∧ ϕ2), there is q′
1 “ q′

2; especially, if the stack
is empty, the difference from the former case is that γ1 “ γ2 “ K.

5 Conclusion

In this paper, we extend the model of visibly pushdown automata over multi-
matching nested relations. Different categories of transitions are determined
according to a fixed partition of input tagged alphabet. Then, languages with
one-to-one, one-to-n and n-to-one relations can be described. Besides, each non-
deterministic multi-matching visibly pushdown automaton is demonstrated to
be transformed into a deterministic one. In addition, if the input alphabet is
given by a Boolean algebra where there is an infinite domain, symbolic ver-
sion of multi-matching visibly pushdown automata is formally proposed. In the
future, we will further investigate the closure properties and decision problems
of multi-matching visibly pushdown automata and the symbolic version. More-
over, how visibly pushdown automata over multi-matching nested relations can
be well applied in more fields are further explored.
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