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Preface 

The 3rd Conference on Testing and Experimentation in Civil Engineering (TEST&E 
2022) was held in Almada, Portugal, at NOVA School of Science & Technology (FCT 
NOVA) during June 21–23, 2022. This series of conferences began in 2016 under 
the auspices of the Association of Accredited Laboratories of Portugal (RELACRE) 
and the Instituto Superior Técnico of the University of Lisbon (IST). 

The focus of the conference was the smart technologies that nowadays have a 
significant impact on the development of Civil Engineering. Smart technologies 
assume an increasingly important role in the planning, design, construction, opera-
tion, and maintenance of the built environment. The continuous evolution of testing 
and experimentation also contributes to integrating new technologies. We believe 
the conference gave an important contribution to promoting smart technologies in 
testing and experimentation in Civil Engineering. 

Participants from 15 nationalities attended the conference. A total of 110 extended 
abstracts were accepted for oral presentation, and a dedicated volume was published. 
In addition, presenters were invited to submit full papers and to undergo a review 
process by a minimum of two reviewers. This volume contains the final 40 papers 
covering the most recent and innovative scientific and technological developments 
in the following topics: 

. 3D modelling and printing 

. Biomaterials, nanomaterials, and new materials 

. Destructive and non-destructive tests 

. Inspection, monitoring, and automatic damage identification 

. Modelling (calibration, simulation) and validation of models 

. New sensors and technologies (photogrammetry, laser scanning, drones, and 
wireless).
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The editors thank the authors for their participation in this volume and the members 
of the Scientific Committee for their contribution to the peer-review process. Finally, 
the editors would also like to acknowledge Springer Nature for the edition of 
this volume and the special conference support provided by RILEM—International 
Union of Laboratories and Specialists in Building Materials, Systems and Structures. 
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PRO 90: 7th RILEM International Conference on Self-Compacting Concrete and of 
the 1st RILEM International Conference on Rheology and Processing of Construction 
Materials (2013) 396 pp., ISBN: 978-2-35158-137-7, e-ISBN: 978-2-35158-138-4; 
Eds. Nicolas Roussel and Hela Bessaies-Bey 

PRO 91: CONMOD 2014—RILEM International Symposium on Concrete 
Modelling (2014), ISBN: 978-2-35158-139-1; e-ISBN: 978-2-35158-140-7; Eds. 
Kefei Li, Peiyu Yan and Rongwei Yang



xxii RILEM Publications

PRO 92: CAM 2014—2nd International Conference on advances in chemically-
activated materials (2014) 392 pp., ISBN: 978-2-35158-141-4; e-ISBN: 978-2-
35158-142-1; Eds. Caijun Shi and Xiadong Shen 

PRO 93: SCC 2014—3rd International Symposium on Design, Performance and Use 
of Self-Consolidating Concrete (2014) 438 pp., ISBN: 978-2-35158-143-8; e-ISBN: 
978-2-35158-144-5; Eds. Caijun Shi, Zhihua Ou and Kamal H. Khayat 

PRO 94 (online version): HPFRCC-7—7th RILEM conference on High perfor-
mance fiber reinforced cement composites (2015), e-ISBN: 978-2-35158-146-9;Eds. 
H.W. Reinhardt, G.J. Parra-Montesinos and H. Garrecht 

PRO 95: International RILEM Conference on Application of superabsorbent poly-
mers and other new admixtures in concrete construction (2014), ISBN: 978-2-
35158-147-6; e-ISBN: 978-2-35158-148-3; Eds. Viktor Mechtcherine and Christof 
Schroefl 

PRO 96 (online version): XIII DBMC: XIII International Conference on Durability 
of Building Materials and Components (2015), e-ISBN: 978-2-35158-149-0; Eds. 
M. Quattrone and V.M. John 

PRO 97: SHCC3—3rd International RILEM Conference on Strain Hardening 
Cementitious Composites (2014), ISBN: 978-2-35158-150-6; e-ISBN: 978-2-
35158-151-3; Eds. E. Schlangen, M.G. Sierra Beltran, M. Lukovic and G. Ye 

PRO 98: FERRO-11—11th International Symposium on Ferrocement and 3rd 
ICTRC—International Conference on Textile Reinforced Concrete (2015), ISBN: 
978-2-35158-152-0; e-ISBN: 978-2-35158-153-7; Ed. W. Brameshuber 

PRO 99 (online version): ICBBM 2015—1st International Conference on Bio-
Based Building Materials (2015), e-ISBN: 978-2-35158-154-4; Eds. S. Amziane and 
M. Sonebi 

PRO 100: SCC16—RILEM Self-Consolidating Concrete Conference (2016), ISBN: 
978-2-35158-156-8; e-ISBN: 978-2-35158-157-5; Ed. Kamal H. Kayat 

PRO 101 (online version): III Progress of Recycling in the Built Environment 
(2015), e-ISBN: 978-2-35158-158-2; Eds I. Martins, C. Ulsen and S. C. Angulo 

PRO 102 (online version): RILEM Conference on Microorganisms-Cementitious 
Materials Interactions (2016), e-ISBN: 978-2-35158-160-5; Eds. Alexandra Bertron, 
Henk Jonkers and Virginie Wiktor 

PRO 103 (online version): ACESC’16—Advances in Civil Engineering and 
Sustainable Construction (2016), e-ISBN: 978-2-35158-161-2; Eds. T.Ch. Madhavi, 
G. Prabhakar, Santhosh Ram and P.M. Rameshwaran 

PRO 104 (online version): SSCS’2015—Numerical Modeling—Strategies for 
Sustainable Concrete Structures (2015), e-ISBN: 978-2-35158-162-9 

PRO 105: 1st International Conference on UHPC Materials and Structures (2016), 
ISBN: 978-2-35158-164-3; e-ISBN: 978-2-35158-165-0



RILEM Publications xxiii

PRO 106: AFGC-ACI-fib-RILEM International Conference on Ultra-High-
Performance Fibre-Reinforced Concrete—UHPFRC 2017 (2017), ISBN: 978-2-
35158-166-7; e-ISBN: 978-2-35158-167-4; Eds. François Toutlemonde and Jacques 
Resplendino 

PRO 107 (online version): XIV DBMC—14th International Conference on Dura-
bility of Building Materials and Components (2017), e-ISBN: 978-2-35158-159-9; 
Eds. Geert De Schutter, Nele De Belie, Arnold Janssens and Nathan Van Den Bossche 

PRO 108: MSSCE 2016—Innovation of Teaching in Materials and Structures 
(2016), ISBN: 978-2-35158-178-0; e-ISBN: 978-2-35158-179-7; Ed. Per Golter-
mann 

PRO 109 (2 volumes): MSSCE 2016—Service Life of Cement-Based Materials and 
Structures (2016), ISBN Vol. 1: 978-2-35158-170-4; Vol. 2: 978-2-35158-171-4; Set 
Vol. 1&2: 978-2-35158-172-8; e-ISBN : 978-2-35158-173-5; Eds. Miguel Azenha, 
Ivan Gabrijel, Dirk Schlicke, Terje Kanstad and Ole Mejlhede Jensen 

PRO 110: MSSCE 2016—Historical Masonry (2016), ISBN: 978-2-35158-178-0; 
e-ISBN: 978-2-35158-179-7; Eds. Inge Rörig-Dalgaard and Ioannis Ioannou 

PRO 111: MSSCE 2016—Electrochemistry in Civil Engineering (2016); ISBN: 
978-2-35158-176-6; e-ISBN: 978-2-35158-177-3; Ed. Lisbeth M. Ottosen 

PRO 112: MSSCE 2016—Moisture in Materials and Structures (2016), ISBN: 978-
2-35158-178-0; e-ISBN: 978-2-35158-179-7; Eds. Kurt Kielsgaard Hansen, Carsten 
Rode and Lars-Olof Nilsson 

PRO 113: MSSCE 2016—Concrete with Supplementary Cementitious Materials 
(2016), ISBN: 978-2-35158-178-0; e-ISBN: 978-2-35158-179-7; Eds. Ole Mejlhede 
Jensen, Konstantin Kovler and Nele De Belie 

PRO 114: MSSCE 2016—Frost Action in Concrete (2016), ISBN: 978-2-35158-
182-7; e-ISBN: 978-2-35158-183-4; Eds. Marianne Tange Hasholt, Katja Fridh and 
R. Doug Hooton 

PRO 115: MSSCE 2016—Fresh Concrete (2016), ISBN: 978-2-35158-184-1; e-
ISBN: 978-2-35158-185-8; Eds. Lars N. Thrane, Claus Pade, Oldrich Svec and 
Nicolas Roussel 

PRO 116: BEFIB 2016—9th RILEM International Symposium on Fiber Reinforced 
Concrete (2016), ISBN: 978-2-35158-187-2; e-ISBN: 978-2-35158-186-5; Eds. N. 
Banthia, M. di Prisco and S. Soleimani-Dashtaki 

PRO 117: 3rd International RILEM Conference on Microstructure Related Dura-
bility of Cementitious Composites (2016), ISBN: 978-2-35158-188-9; e-ISBN: 978-
2-35158-189-6; Eds. Changwen Miao, Wei Sun, Jiaping Liu, Huisu Chen, Guang Ye 
and Klaas van Breugel



xxiv RILEM Publications

PRO 118 (4 volumes): International Conference on Advances in Construction 
Materials and Systems (2017), ISBN Set: 978-2-35158-190-2; Vol. 1: 978-2-
35158-193-3; Vol. 2: 978-2-35158-194-0; Vol. 3: ISBN:978-2-35158-195-7; Vol. 
4: ISBN:978-2-35158-196-4; e-ISBN: 978-2-35158-191-9; Ed. Manu Santhanam 

PRO 119 (online version): ICBBM 2017—Second International RILEM Confer-
ence on Bio-based Building Materials, (2017), e-ISBN: 978-2-35158-192-6; Ed. 
Sofiane Amziane 

PRO 120 (2 volumes): EAC-02—2nd International RILEM/COST Conference on 
Early Age Cracking and Serviceability in Cement-based Materials and Structures, 
(2017), Vol. 1: 978-2-35158-199-5, Vol. 2: 978-2-35158-200-8, Set: 978-2-35158-
197-1, e-ISBN: 978-2-35158-198-8; Eds. Stéphanie Staquet and Dimitrios Aggelis 

PRO 121 (2 volumes): SynerCrete18: Interdisciplinary Approaches for Cement-
based Materials and Structural Concrete: Synergizing Expertise and Bridging Scales 
of Space and Time, (2018), Set: 978-2-35158-202-2, Vol.1: 978-2-35158-211-4, 
Vol.2: 978-2-35158-212-1, e-ISBN: 978-2-35158-203-9; Eds. Miguel Azenha, Dirk 
Schlicke, Farid Benboudjema, Agnieszka Knoppik 

PRO 122: SCC’2018 China—Fourth International Symposium on Design, Perfor-
mance and Use of Self-Consolidating Concrete, (2018), ISBN: 978-2-35158-204-6, 
e-ISBN: 978-2-35158-205-3; Eds. C. Shi, Z. Zhang, K. H. Khayat 

PRO 123: Final Conference of RILEM TC 253-MCI: Microorganisms-Cementitious 
Materials Interactions (2018), Set: 978-2-35158-207-7, Vol.1: 978-2-35158-209-1, 
Vol.2: 978-2-35158-210-7, e-ISBN: 978-2-35158-206-0; Ed. Alexandra Bertron 

PRO 124 (online version): Fourth International Conference Progress of Recycling in 
the Built Environment (2018), e-ISBN: 978-2-35158-208-4; Eds. Isabel M. Martins, 
Carina Ulsen, Yury Villagran 

PRO 125 (online version): SLD4—4th International Conference on Service Life 
Design for Infrastructures (2018), e-ISBN: 978-2-35158-213-8; Eds. Guang Ye, Yong 
Yuan, Claudia Romero Rodriguez, Hongzhi Zhang, Branko Savija 

PRO 126: Workshop on Concrete Modelling and Material Behaviour in honor of 
Professor Klaas van Breugel (2018), ISBN: 978-2-35158-214-5, e-ISBN: 978-2-
35158-215-2; Ed. Guang Ye 

PRO 127 (online version): CONMOD2018—Symposium on Concrete Modelling 
(2018), e-ISBN: 978-2-35158-216-9;Eds. Erik Schlangen, Geert de Schutter, Branko 
Savija, Hongzhi Zhang, Claudia Romero Rodriguez 

PRO 128: SMSS2019—International Conference on Sustainable Materials, Systems 
and Structures (2019), ISBN: 978-2-35158-217-6, e-ISBN: 978-2-35158-218-3 

PRO 129: 2nd International Conference on UHPC Materials and Structures 
(UHPC2018-China), ISBN: 978-2-35158-219-0, e-ISBN: 978-2-35158-220-6



RILEM Publications xxv

PRO 130: 5th Historic Mortars Conference (2019), ISBN: 978-2-35158-221-3, e-
ISBN: 978-2-35158-222-0; Eds. José Ignacio Álvarez, José María Fernández, Íñigo 
Navarro, Adrián Durán, Rafael Sirera 

PRO 131 (online version): 3rd International Conference on Bio-Based Building 
Materials (ICBBM2019), e-ISBN: 978-2-35158-229-9; Eds. Mohammed Sonebi, 
Sofiane Amziane, Jonathan Page 

PRO 132: IRWRMC’18—International RILEM Workshop on Rheological Measure-
ments of Cement-based Materials (2018), ISBN: 978-2-35158-230-5, e-ISBN: 
978-2-35158-231-2; Eds. Chafika Djelal, Yannick Vanhove 

PRO 133 (online version): CO2STO2019—International Workshop CO2 Storage in 
Concrete (2019), e-ISBN: 978-2-35158-232-9;Eds. Assia Djerbi, Othman Omikrine-
Metalssi, Teddy Fen-Chong 

PRO 134: 3rd ACF/HNU International Conference on UHPC Materials and 
Structures—UHPC’2020, ISBN: 978-2-35158-233-6, e-ISBN: 978-2-35158-234-3; 
Eds.Caijun Shi & Jiaping Liu 

PRO 135: Fourth International Conference on Chemically Activated Materials 
(CAM2021), ISBN: 978-2-35158-235-0, e-ISBN: 978-2-35158-236-7; Eds. Caijun 
Shi & Xiang Hu 

RILEM Reports (REP) 

Report 19: Considerations for Use in Managing the Aging of Nuclear Power Plant 
Concrete Structures (ISBN: 2-912143-07-1); Ed. D. J. Naus  

Report 20: Engineering and Transport Properties of the Interfacial Transition Zone 
in Cementitious Composites (ISBN: 2-912143-08-X); Eds. M. G. Alexander, G. 
Arliguie, G. Ballivy, A. Bentur and J. Marchand 

Report 21: Durability of Building Sealants (ISBN: 2-912143-12-8); Ed. A. T. Wolf  

Report 22: Sustainable Raw Materials—Construction and Demolition Waste (ISBN: 
2-912143-17-9); Eds. C. F. Hendriks and H. S. Pietersen 

Report 23: Self-Compacting Concrete state-of-the-art report (ISBN: 2-912143-23-
3); Eds. Å. Skarendahl and Ö. Petersson 

Report 24: Workability and Rheology of Fresh Concrete: Compendium of Tests 
(ISBN: 2-912143-32-2); Eds. P. J. M. Bartos, M. Sonebi and A. K. Tamimi 

Report 25: Early Age Cracking in Cementitious Systems (ISBN: 2-912143-33-0); 
Ed. A. Bentur 

Report 26: Towards Sustainable Roofing (Joint Committee CIB/RILEM) (CD 07) 
(e-ISBN 978-2-912143-65-5); Eds. Thomas W. Hutchinson and Keith Roberts



xxvi RILEM Publications

Report 27: Condition Assessment of Roofs (Joint Committee CIB/RILEM) (CD 08) 
(e-ISBN 978-2-912143-66-2); Ed. CIB W 83/RILEM TC166-RMS 

Report 28: Final report of RILEM TC 167-COM ‘Characterisation of Old Mortars 
with Respect to Their Repair (ISBN: 978-2-912143-56-3); Eds. C. Groot, G. Ashall 
and J. Hughes 

Report 29: Pavement Performance Prediction and Evaluation (PPPE): Interlabora-
tory Tests (e-ISBN: 2-912143-68-3); Eds. M. Partl and H. Piber 

Report 30: Final Report of RILEM TC 198-URM ‘Use of Recycled Materials’ 
(ISBN: 2-912143-82-9; e-ISBN: 2-912143-69-1); Eds. Ch. F. Hendriks, G. M. T. 
Janssen and E. Vázquez 

Report 31: Final Report of RILEM TC 185-ATC ‘Advanced testing of cement-based 
materials during setting and hardening’ (ISBN: 2-912143-81-0; e-ISBN: 2-912143-
70-5); Eds. H. W. Reinhardt and C. U. Grosse 

Report 32: Probabilistic Assessment of Existing Structures. A JCSS publication 
(ISBN 2-912143-24-1); Ed. D. Diamantidis 

Report 33: State-of-the-Art Report of RILEM Technical Committee TC 184-IFE 
‘Industrial Floors’ (ISBN 2-35158-006-0); Ed. P. Seidler 

Report 34: Report of RILEM Technical Committee TC 147-FMB ‘Fracture 
mechanics applications to anchorage and bond’ Tension of Reinforced Concrete 
Prisms—Round Robin Analysis and Tests on Bond (e-ISBN 2-912143-91-8); Eds. 
L. Elfgren and K. Noghabai 

Report 35: Final Report of RILEM Technical Committee TC 188-CSC ‘Casting of 
Self Compacting Concrete’ (ISBN 2-35158-001-X; e-ISBN: 2-912143-98-5); Eds. 
Å. Skarendahl and P. Billberg 

Report 36: State-of-the-Art Report of RILEM Technical Committee TC 201-TRC 
‘Textile Reinforced Concrete’ (ISBN 2-912143-99-3); Ed. W. Brameshuber 

Report 37: State-of-the-Art Report of RILEM Technical Committee TC 192-ECM 
‘Environment-conscious construction materials and systems’ (ISBN: 978-2-35158-
053-0); Eds. N. Kashino, D. Van Gemert and K. Imamoto 

Report 38: State-of-the-Art Report of RILEM Technical Committee TC 205-DSC 
‘Durability of Self-Compacting Concrete’ (ISBN: 978-2-35158-048-6); Eds. G. De 
Schutter and K. Audenaert 

Report 39: Final Report of RILEM Technical Committee TC 187-SOC ‘Exper-
imental determination of the stress-crack opening curve for concrete in tension’ 
(ISBN 978-2-35158-049-3); Ed. J. Planas 

Report 40: State-of-the-Art Report of RILEM Technical Committee TC 189-NEC 
‘Non-Destructive Evaluation of the Penetrability and Thickness of the Concrete 
Cover’ (ISBN 978-2-35158-054-7); Eds. R. Torrent and L. Fernández Luco



RILEM Publications xxvii

Report 41: State-of-the-Art Report of RILEM Technical Committee TC 196-ICC 
‘Internal Curing of Concrete’ (ISBN 978-2-35158-009-7); Eds. K. Kovler and O. M. 
Jensen 

Report 42: ‘Acoustic Emission and Related Non-destructive Evaluation Techniques 
for Crack Detection and Damage Evaluation in Concrete’—Final Report of RILEM 
Technical Committee 212-ACD (e-ISBN: 978-2-35158-100-1); Ed. M. Ohtsu  

Report 45: Repair Mortars for Historic Masonry—State-of-the-Art Report of 
RILEM Technical Committee TC 203-RHM (e-ISBN: 978-2-35158-163-6); Eds. 
Paul Maurenbrecher and Caspar Groot 

Report 46: Surface delamination of concrete industrial ffioors and other dura-
bility related aspects guide—Report of RILEM Technical Committee TC 268-SIF 
(e-ISBN: 978-2-35158-201-5); Ed. Valerie Pollet



3D Modelling and Printing



Use of Automated Control Machining 
Tools for Design, Construction, 
and Testing with Hydraulic Physical 
Models 
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Solange Mendes , José F. Melo , and Teresa Viseu 

Abstract To the present day, hydraulic physical models are essential for hydraulic 
structures design validation and optimization. ‘Traditional’ modeling methods for 
hydraulic physical experimentation present some limitations and challenges. These 
have been overcome and dealt with at LNEC by adopting new constructive tech-
nologies and innovative automation methods, such as 3D printing, CNC cutting, and 
automatic measurement systems. These new technologies reduce the time needed to 
perform studies by increasing the ability for faster building, making easier any modi-
fications of model components, and reducing construction waste upon model demo-
lition. This work presents different studies performed at LNEC where 3D printed 
and CNC cut pieces were used: two 3D print pieces used in a spillway model; a 
large-scale 3D print of a scaled failing dam; a large head orifice spillway reproduced 
using CNC machining; and an entire physical model constructed fully based on new 
building technologies. These ‘Novel’ constructive technologies evidenced that they 
fulfill the needs of physical model studies, ensuring adequate structural behavior and 
appropriately reproducing the flow conditions.
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1 Introduction 

Several methodologies are used to support the design of hydraulic structures, as 
numerical and physical modeling, empirical tools, or in situ measurements. Although 
each approach encompasses its advantages and limitations, physical modeling stands 
out as it allows a very close representation of the complex physical processes involved 
in hydraulic structures flows. 

In Portugal, this activity has been carried out mostly at the National Laboratory for 
Civil Engineering (LNEC) since 1951. Having several experimental facilities and a 
laboratory dedicated to the exploration of reduced hydraulic models of river structures 
and hydraulic works, LNEC has been playing a key role in Portuguese hydraulic 
engineering. The methodologies applied until recently, have efficiently enabled the 
analysis of design solutions for hydraulic structures, dams and for protection against 
erosion and floods, as well as in the study of solutions for river requalification and 
rehabilitation, such as fish passages or other measures. 

Compared to other approaches, as numerical modeling or analytical analysis, 
physical modeling can be particularly expensive and time-consuming. However, 
it allows the simulation of particularly complex flows and their interaction with 
solid boundaries such as sedimentary beds, rock or hydro-mechanical equipment, 
or air/water interaction in free surface flows. Physical modeling is essential for the 
development of empirical methods, calibration and/or validation of numerical models 
allowing to validate studies of hydraulic structures involving complex flows. 

Traditionally, this activity has been carried out by materializing the physical 
models by means of common civil construction materials, such as plaster, cement, 
mortar, reinforced concrete, and masonry, and based on molding processes involving 
high precision work to produce the models respecting the intended scale roughness 
(i.e., with very smooth surfaces). Due to its artisanal nature, this physical model’s 
constructive way is characterized by high execution times and manufacturing costs, 
not allowing an optimization of the manufacturing process. It adds a growing diffi-
culty for attracting and/or training technicians to perform the involved skilled tasks. 
Another drawback derives from the fact that, once the physical model studies are 
completed, the waste material resulting from demolition is not reusable or presents 
a very reduced possibility for recycling. 

Considering the importance of physical modeling studies at LNEC, several steps 
have been taken in recent years to overcome the limitations of the ‘traditional’ 
construction and molding methods, namely by moving towards new construction 
technologies and innovative automation methods, such as 3D printing and computer 
numerical control (CNC) cutting technique. Also, the automation of measure-
ment systems efficiency and accuracy and level of human intervention has been
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progressively improved, by introducing linear positioners for velocity or pressure 
measurements on a georeferenced point mesh. 

This paper presents the recent advances in physical models’ construction and 
testing currently being adopted at LNEC. 

2 ‘Traditional’ Constructive Methods 

Physical models of hydraulic structures were traditionally built by erecting masonry 
and/or concrete reservoirs and filling them with sand and gravel for topography 
reproduction. The hydraulic structures themselves were modeled by the artisans that 
built plaster molds to be filled with cement mortar or resins, or sometimes, carving 
the complex geometries of the structures in wood (Fig. 1). 

The artisanal approach normally begins with marking a reference grid on the floor, 
in which the projection of the model limits, involved structures’ axes and terrain 
contour lines are drawn, Fig. 1a. Once the implantation area is duly, the confining 
walls of the model are erected in masonry or concrete, thus creating a reservoir.

a) b) 

c) d) 

Filling material 

Topography contour lines 

Spillway crest 

Masonry walls 

Topography contour lines 

Cement mortar 

Plaster counter 
mold 

Fig. 1 Traditional construction process of different physical models at LNEC: a boundaries and 
contour lines; b reproduction of contour lines and filling; c materialization of a flood spillway; d 
spillway installation 
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Fig. 2 Physical model of 
Salamonde Dam built using 
the traditional method, [1] 

Contour lines are materialized with small diameter steel bars (6 mm), Fig. 1b. Then, 
the model can be filled with gravel or sand up to the limit created by the contour 
lines, the surface of which is coated with cement mortar, the result representing the 
topography of the study area with an impervious and resistant surface to withstand 
the loads to perform the tests. The components that materialize the hydraulic struc-
tures are reproduced off-site using molds and counter-molds techniques, usually in 
cement mortar, and sometimes using resins or transparent Poly(methyl methacry-
late) material, acrylic, Fig. 1c. Once the scale models of the hydraulic structures are 
finished, they are duly placed in the model based on previously marked reference 
points, Fig. 1d. 

The final phase of the physical model building process involves the construction of 
the water barrier structure (dam, weir, levee, …) which is generally built of masonry 
or concrete. After completing all the construction phases described above, the final 
details of the physical model are carried out, involving painting, placing measurement 
marks, or installing walkways or structures to install measurement equipment, being 
then ready for the experimental works (see the final appearance of Salamonde Dam 
physical model built with the traditional method, Fig. 2). 

The construction processes of the described physical models require significant 
personnel and time resources, namely for the construction, the usually needed modi-
fications, and, upon completion of the study, demolition once the space is required for 
new studies. The increasing demands in terms of complexity of the physical models 
and decreasing deadlines to produce results have highlighted the need of using time-
saving and expedited construction and molding methods to reduce the construction 
time, to facilitate the study of optimized or alternative solutions and also to reduce 
the demolition effort and waste as well as enabling reuse of materials. On the other 
hand, the previous traditional construction methods did not favor flow visualization, 
namely in tunnels or hydroelectric circuits, and did not facilitate the placement of 
sensors in many locations of the modeled area, having these to be foreseen during 
the design phase of the model. Under this context, measurements were performed 
mainly manually and without automation.
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3 ‘Novel’ Constructive Technologies 

3.1 Framework 

Considering the recent progress in materials and production processes, new solu-
tions for the construction of physical models are becoming increasingly available. 
A process for identifying strategic partners with the appropriate capabilities has 
been initiated and a progressive introduction of new approaches and techniques for 
building physical models has been carried out. 

The first case in which these new techniques were adopted involved the repro-
duction of a specific hydraulic structure by means of 3D printing, which was used 
as an alternative to the initial shapes of a flood spillway of Alto Tâmega Dam, [2], 
aiming at optimizing its hydraulic performance. It followed the integral reproduc-
tion of a complex-shaped flood spillway of Cahora Bassa Dam, [3], using trans-
parent material by means of through computerized cutting techniques automatically 
controlled (CNC). More recently, models of the inlet structures of the tunnels of Plano 
Geral de Drenagem de Lisboa with relevant dimensions were entirely made adopting 
the new construction techniques, minimizing the use of brick masonry walls, with 
CNC machining and reproducing the hydraulic structures by combining a judicious 
combination of CNC machining and 3D printing. 

The reproduction process of a hydraulic structure or any other part of the physical 
model is preceded by its detailed 3D conception in CAD, enabling a direct transfer of 
the model components into 3D printing or CNC cutting. Conception also involves a 
judicious selection of the materials, taking into account their roughness, transparency, 
flexibility, imperviousness and resistance to the hydraulic and mechanic actions they 
will be subjected to during construction and testing. 

3.2 CNC Cutting—Subtracting Manufacturing 

CNC machining is a subtractive manufacturing technique based on the removal of 
material using cutting, drilling, milling and engraving tools, respectively: knife, drill, 
cutter and laser. An example of the inlet structures of the tunnels of Plano Geral de 
Drenagem de Lisboa models whose main structures were developed based CNC 
machining can be found in Fig. 3. The CNC cutting machine has a minimum of two 
axes, x and y, as in most cutting machines, such as the film cutting machine (typically 
paper or vinyl) or the laser cutting and engraving machine. The CNC machine used to 
manufacture the hydraulic structures used in the physical models presented here has 
three axes (x, y, z) and a working area of 190 × 90 × 8 cm, so that it can reproduce 
elements using both 2D or 3D processes. In 2D machining, CAD drawings define 
the cutting lines and pockets into a plate with a depth defined by the operator. For 
the 3D case, the CAD drawing detail is fully reproduced in a block of material by 
the CNC.
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PVC 

Composed  
aluminum 

Acrylic 
3D Print 

Fig. 3 Inlet structures of the tunnels of Plano Geral de Drenagem de Lisboa models obtained 
through CNC Machining 

The preparatory work is always detailed, in both 2D or 3D machining operations, 
since none waives the need to obtain a 3D drawing of the element to reproduce. But the 
3D machining is usually more time-consuming than the correspondent 2D because it 
results from successive passes of the cutting tool at several depths or dimensions of 
the material. For the reproduction of the hydraulic structures through this process, it is 
normally used acrylic and polycarbonate materials, because of their ease of use in the 
CNC machine, but mainly for their transparency, strength, and flexibility. The latter 
also presents good adequacy to mold to sharp curvatures. Expanded PVC material 
is also used in CNC machining because it does not absorb water, which enables its 
immersion for long periods. As expanded PVC behaves similarly to plywood, it can 
also be cut and screwed, having the advantage of being lighter (density between 0.5 
and 0.7 g/cm3) and more resistant to water. However, due to its low density (lower 
than that of water), it has the drawback of being subjected to water impulse when 
submerged, requiring a support structure to avoid unintended displacements. 

The last materials that were used in CNC machining were polyethylene and 
high-density polystyrene, their softness enabling fast machining processes and good 
surface finishing. The 3D machining of this type of materials allows an easy and fast 
reproduction of topography in physical models. After machining all the elements 
composing the physical model its assembly is fast and only requires an adequate 
surface coating to ensure strength and water tightness during the experimental tests. 
Note that both polyethylene and polystyrene have low densities which is a disadvan-
tage for the element’s stability. The use of these materials is hence conditioned to the 
non-existence of water on their lower surface or to a proper fixation that prevents its 
displacement with the water impulse. 

The major constraint of 3-axis CNC machining is the need to manually reposition 
the block of material in case machining is required on the opposite side or on the top 
part of the block. The use of cut tools with different diameters or specific character-
istics also contributes to increasing the model manufacturing time. Intrinsic to this
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subtractive manufacturing technique (CNC), there is a high waste of material coming 
from the cutting and removal of the surplus in the slabs or blocks to be machined. 
Thus, when preparing the elements for CNC machining, their arrangement should be 
optimized to reduce material waste. Finally, due to the large diameter of the cutting 
tools, the reproduction of interior angles may be less accurate, which must be consid-
ered during the preparation of the workpiece and will allow complementary measures 
to be implemented whenever required. 

3.3 3D Modeling and Printing—Additive Manufacturing 

3D printing is an additive manufacturing technique with several processes available 
such as: Fused Filament Fabrication (FFF) which is characterized by the deposition 
of thermoplastic filament; Stereolithography Apparatus (SLA) which is based on the 
photosensitization of polymers/resins; and Selective Laser Sintering (SLS) which 
corresponds to the sintering of powdered material, typically polyamide or metal in 
the Direct Metal Laser Sintering (DMLS) variant. 

3D printing allows the reproduction of practically any part or model, as complex 
as it may be, with the detail required for the reproduction of hydraulic structures, 
without requiring human intervention during the printing process, an example of a 
3D printed model being presented in Fig. 4. The most time-consuming phase of the 
process is the preparation of 3D printing digital model, that must assure the closure 
of the polygon mesh. 

Since the ability to 3D printing by the common FFF processes is typically limited 
to a 30.5 cm of side cubic volume, and the large-scale 3D printing is still very difficult 
and expensive, the hydraulic structure printing involves a preparatory phase to allow

Fig. 4 3D printing through FFF process. Part of the reproduction of failed dam 
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fractioning of the structure to be modeled into various subsets to be separately printed 
and duly joined afterwards. The FFF process builds the models by superimposed 
layers requiring that spans and cavities be shored up with provisional support material 
to be removed in a finishing phase of the manufacturing process. 

3D printing in the physical modeling was introduced at LNEC selecting the fila-
ment deposition technique (FFF) using thermoplastic ABS, copolymer of acryloni-
trile, butadiene, and styrene. Both the FFF technique and the adopted materials met 
the models’ requirements, namely adequate robustness, and surface smoothness, 
despite the unavoidable anisotropy of the surface roughness caused by the layered 
material deposition involved in the printing process. This feature has been overcome 
by polishing the surfaces whenever smoothness features are not met directly from 
the printing process. 

3.4 Automation for Experimental Measurements and Control 

Characterizing the flow conditions in physical model studies can be time-consuming. 
If, for example, the aim of the study is to characterize the flow at twenty different 
points with ten different flow conditions by taking two minutes in each data acqui-
sition and requiring four minutes to position the probe manually, the whole process 
will take more than twenty hours of measurements. However, this time can be signifi-
cantly reduced by using a linear positioner that allows the automatic displacement of 
the probes between measuring positions, has the advantage of minimizing the posi-
tioning errors between measurements and frees up the personnel that would have to 
be allocated for carrying out the measurements manually. If the probe is manually 
placed at the measuring point, the positioning errors are significantly higher than by 
using computer-controlled linear positioning systems with known accuracy features. 
The attenuation of positioning errors combined with a higher velocity of data acqui-
sition led LNEC to adopt automatic linear positioners for this purpose. Although a 
wide range of this type of equipment is available on the market, they are usually quite 
expensive, this had led to the option of conceiving and building linear positioners 
for internal use, enabling this option increased flexibility to adapt this equipment to 
case-specific needs. The first linear positioner was built considering partial automa-
tion, i.e., including only one, then two-axis, and presently, with the acquired expe-
rience and a thoughtful dimensioning, robust three-axis linear positioners are being 
successfully produced and explored. 

Figure 5a presents one of the first automatic positioners with a single axis devel-
oped at LNEC, which then enabled a significant evolution in flow characteristics 
measurements. The first positioner was built using commercially acquired parts as. 
Once 3D printing capability was achieved, an increased autonomy capability for 
producing custom-made components to be incorporated into the linear positioners 
was achieved. The red components of Fig. 5b are such LNEC’s custom-made 3D 
printed elements. That brought numerous advantages to the conception and produc-
tion of this equipment. Presently, they are designed in a modular way with the
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a) b) c) 

Fig. 5 Linear positioners: a one-axis model; b three-axis model; c sluice gates of Cahora Bassa 
spillway [3] 

main purpose of simplifying their use in facilities with different characteristics and 
dimensions. 

Automation processes are granting the access to more complex experimental set-
ups in physical modeling, a path that LNEC is already on. Take as example the 
computationally controlled operation of floodgates, allowing to act on the degrees 
and speeds of opening and closing of the gates, Fig. 5c. 

4 Examples of Application of ‘Novel’ Constructive 
Technologies 

4.1 3D Printing of a Complex-Shaped Flip Bucket 

The modifications on the design shapes of the Alto Tâmega Dam spillway flip bucket 
studied in a physical model at LNEC were accomplished by producing two 3D printed 
parts in ABS plastic, [2]. Given the geometric complexity of the modifications to be 
implemented and the incompatible deadlines associated to produce them considering 
the traditional method as described in Sect. 2, it was decided to resort to 3D printing 
for the more complex components to be then inserted in a larger and simpler compo-
nent produced traditionally in cement mortar. Figure 6 shows the printed parts placed 
on the model, which, using this technique, significantly reduced the time needed to 
reproduce the changes in the outlet structure of the spillway model. During the 
production process of the spillway flip bucket, it was kept in mind the possibility that 
further changes might be required. Thus, the larger cement mortar component was 
conceived in such a manner that accommodating alternative 3D printed parts with 
different geometries would be easy and would not involve any modifications it. Addi-
tionally, in the 3D printing design phase, required features to allow the placement 
of measuring instruments for pressure measurements were easily included without
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a) b) 
3D printed elements 

Fig. 6 Outlet structure of Alto Tâmega Dam physical model of a flood spillway structure with the 
3D printed parts included: a 3D printed element detail; b 3D printed element placed in the outlet 
structure, [2] 

leading to additional production costs, as it is normally the case with the traditional 
production approaches. 

During the tests, it was verified that the 3D printed elements performed well 
regarding the intense hydrodynamic actions of the water flow, fulfilling the function 
for which they were conceived. 

4.2 3D Printing of a Failed Dam with PLC Material 

To better study the physical processes occurring in the effluent flow below a breached 
dam it is necessary to freeze a time instant of the failure evolution in which several 
measurements can be done without the interference of the eroded material. Regarding 
this type of application two different types of tests were performed, for which different 
failed dams had to be 3D printed. 

Regarding the first type, the goal was to reproduce a particular time instant of 
the failure in which a block of soil falls from the dam to characterize in detail the 
flow hydrodynamics near the breach as well as the influence block before, during 
and after its falls. Both the failed dam and the block of soil that falls are entirely 
represented through 3D printing in PLA (Fig. 7). These 3D printed structures were 
then placed in a rectangular channel assuring all boundaries were properly sealed 
before the experiments.

The second type regards the detailed measurements of the velocity field in several 
sections of the breach through PIV (Particles Image Velocimetry). For this goal only 
half of a failed dam in some time instants are necessary to be implemented in the 
experimental channel. Three different time instants corresponding to three half-failed 
dams were 3D printed in PLA with about 30 cm height. An example of one-time 
instant reproduced can be found in Figs. 7 and 8.
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a) b) c) 

Fig. 7 Frontal view of the failed dam (in grey) with the soil block (in green). Left; center—3D 
printed model with and with the block of soil; right—base dam breach test

a) b) c) 

Fig. 8 Representation of one time instant of the failure process of an embankment dam: a 3D print 
in  PLA of half model;  b 3D print placed in the experimental channel; detail of the printed breach 
near the channel wall 

Being able to reproduce several time instants of an embankment dam during the 
failure process with a non-erodible dam body allows a broad characterization of the 
flow in several sections with high resolution. Printing only half a dam allows optical 
access to the breach section through the transparent side wall of the main channel 
and also makes it available to describe the flow on the erosion cavities near the toe 
of the dam that would not be possible by other means. 

4.3 CNC Machining of a Mid-Bottom Spillway 

In the second phase of the implementation of novel construction processes for the 
physical models, a mid-bottom spillway of Cahora Bassa Dam [3], was built using 
3D printing and CNC machining techniques. Thus, a transparent acrylic and poly-
carbonate spillway was built by CNC machining, allowing the visualization of the 
flow, Fig. 9a. During the preparation process, all instrumentation expected to be used 
was carefully considered, and the base holes required for the introduction of pressure
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a) b) 

Fig. 9 a Mid-bottom flood spillway of Cahora Bassa Dam reproduced in acrylic and polycarbonate; 
b sluice gate cofferdam, [3]. 

transducers and piezometers were drilled into the walls of the spillway. In addition to 
the spillway walls the upstream flow conveyance structures were obtained by CNC 
machining of high-density polyurethane slices that were subsequently glued together. 
This procedure allowed to produce complex structures in a faster and less costly way. 
The elements reproduced with a polyurethane material required a waterproofing treat-
ment after being machined, as well as a fastening system implementation to prevent 
them from being displaced due to the water impulse, Fig. 9b. 

The physical model of this mid-bottom spillway also involved the representation 
of a sluice gate cofferdam, characterized by a complex truss-type structure that, if 
produced by traditional methods, would require a significant effort and time, incom-
patible with the imposed deadlines. 3D printing was selected among the available 
options to reproduce this port, Fig. 9b since, the structures obtained through this 
method present suitable strength and roughness characteristics. 

As demonstrated in the previous case, after starting the tests, the used materials and 
processes perfectly meet the physical model requirements, both in terms of behavior 
of the surfaces in contact with the flow and in structural strength. It should be noted 
that the printed part of the spillway is subjected to considerable tensile/compression 
stresses during the tests, as well as to a withstanding pressure of approximately 
24.5 kPa when fully closed. 

4.4 Producing an Entire Physical Model Based on ‘Novel’ 
Technologies 

Based on the experience that has been acquired at LNEC, physical models are now 
being developed with ‘novel’ constructive technologies. Take as example the phys-
ical models presented in Fig. 3. Its entire design was based on ‘novel’ technolo-
gies, namely 3D modeling, 3D printing and CNC cutting. In a further addition to 
these ‘novel’ technologies, automatic operation of floodgates is also currently being 
installed in the physical models’ tests, Fig. 5c.
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Presently, the support structures and the base of the models are being materialized 
with CNC cutting of PVC plates, Fig. 3. 4 mm thick composite aluminum and acrylic 
plates are typically used to represent the walls of the model. Small elements like piles, 
gates, and screeners are produced through 3D printing. 

Using these techniques, the assembly of the model with the produced elements is 
completed in a shorter time than it would be required with the traditional construction 
techniques. During the flow characterization process, it is usually verified that the flow 
conditions can be improved by changing the geometry of some parts of the model. 
The 3D printing allows to test several changes in the physical model allowing to 
improve the flow conditions in a more efficient and faster way and hence, reducing 
the time required for the optimization of the hydraulic structures under study. 

At the end, these ‘novel’ technologies translate in a faster and more natural way 
to perform physical modeling of hydraulic structures allowing better all involvement 
of participating entities in all phases of the model, namely in the design, production, 
assembly, initial tests, alternative solutions for improvement, and final testing. 

5 Conclusions 

Based on the presented examples of the application of the ‘novel’ construction tech-
nologies, it can be concluded that hydraulic physical models’ traditional building 
processes can be adequately replaced by innovative approaches that take advantage 
of some fast-evolving technologies and materials. Consequently, the construction 
deadlines and the timings to introduce and test modified designs can be, respectively, 
shortened and optimized, allowing better and faster responses to the studies involving 
physical models. 

3D printing technique allows the production of elements with adequate accuracy, 
even when high geometrical complexity is involved. The model elements, if prop-
erly conceived, produced and finished, present good characteristics both in terms of 
roughness, imperviousness, and mechanical resistance. 

CNC machining allows to produce elements of considerable dimensions with 
proper accuracy and shorter timings when compared with the traditional construction 
processes. By means of CNC machining, the general use of transparent materials 
becomes much easier in situations where, adopting traditional approaches, would be 
very complex and/or very expensive. 

The implemented workflow involving measurement automation and control 
systems significantly reduces the errors associated with the positioning of the 
measuring probes and the time needed to perform the cumbersome measurement 
campaigns. 

The novel construction processes and materials currently in use are a considerable 
added value in the process of building, exploring, and demolishing physical models, 
which enables the continuity, whilst improving, experimental hydraulics, namely the 
use of physical models.
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3D Modelling and Printing for the Design 
of the Wooden Structure of the Church 
of San Martín de Plasencia, Spain 

José-Carlos Salcedo 

Abstract This paper exposes the methodology with 3D modelling and 3D printing 
for the design of the wooden structure of the church of San Martín in Plasencia, 
which is rebuilt after a fire. This experimental method provides advantages both to 
document and to be able to recover the correct architectural form in wooden structures 
of the historical heritage, as well as for the structural check and construction of the 
wooden assemblies. 

Keywords Smart technologies · 3D modelling · 3D printing ·Wooden structures 

1 Introduction 

This work exposes the methodology with 3D modelling and 3D printing carried 
out for the architectural-structural design, verification and construction in a wood-
working workshop of a real wooden structure in an important historical-patrimonial 
building. 

It is the wooden roof structure of the church of San Martín, located in the historical 
city center of Plasencia (Cáceres, Spain), declared of cultural interest. This church 
suffered a major fire in August 2020, which severely damaged both its structure and 
the movable artistic heritage it houses. 

An extraordinary project has been carried out, because reconstructions in historic 
buildings are not common.1 In this case, it has been authorized thanks to the historical 
documentation prepared and because, although the structure did not collapse after the 
fire, there was an irreversible loss of wooden transversal sections, which endangered 
its structural safety and made it impossible to use this heritage asset.

1 National regulations, that transposes international agreements on heritage, do not usually allow 
reconstructions, so as not to falsify historical authenticity, except in exceptional cases. 
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The concept of this type of historic timber structures is often not understood, due 
to today’s widespread use of rigid node structures (steel and concrete) for building 
roofs, based on trusses, space grids, rigid frames, etc., which have a different behavior. 

1.1 The Wooden Structure of the San Martíns’ Church 

The church of San Martín has a historical structure from the thirteenth century with 
later reforms: 

The load-bearing structure is made of granite stone masonry walls with lime 
mortar, with stonework carved from the same granite in the corners, buttresses, 
jambs and arches. With this system, three naves are formed (central nave and two 
side naves), the chancel and a lateral sacristy (Fig. 1). The walls where this arches 
are situated are 20.5 m long (behind transversal walls), 10.5 m high and only 0.55 m 
thick. This is very slenderness (very high in relation to its thickness), so the arches 
on this walls -to reach the open space of the church floor- are very vulnerable to 
horizontal forces out of plan. This historic building has never had vaults, its walls 
were not designed to withstand horizontal thrusts, only for the weight of light wooden 
roofs. 

The three naves are covered with a wooden structure, in a classic Spanish carpentry 
system [1]:

– The two lateral naves (minors) are covered with a pitch by the system known as 
“a la molinera”, by means of a framework of a single order of inclined beams 
bearing from wall to wall. 

– The central nave is covered with an imposing cable-stayed wooden structure of 
pairs, knuckle (“nudillo”) and row, of 8 m span, which makes it an extreme case 
of those described in the Spanish historical treatise by Diego López de Arenas [2], 
hence its structural importance. Said wooden structure has seven equal modules 
or “sets” and all of them, in turn, are built with only seven exactly equal pieces (it 
is therefore a prefabricated historical construction that is made by manufacturing

Fig. 1 General and detail images of the state after the fire of the church of San Martín (2020). 
Image source OCR-Extremadura 
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pieces in series to later be assembled in situ). Each set has 4 cantilever supports 
(“ménsulas”), 2 tie-rods (on the right side), 2 tie-rods (on the left side), 2 brackets 
(“estribos”), 8 × 2 pairs, 8 knuckles and a row.

1.2 Modifications in the ‘60 s of the Twentieth Century 
and Fire in 2020 

However, the wooden structure described (currently existing and damaged by the 
fire) is not the original, because in the ‘60 s of the twentieth century -due to the 
pathology of roof dampness suffered by the building- the wood must has suffered 
severe damage (surely rot and attack by xylophages), so the intervention that was 
carried out then could nowadays be considered unfortunate and aggressive, because 
it structurally altered both its way of functioning and its structural design. 

There is evidence of a project [3] to replace the roof structures with steel trusses, 
but it was not carried out at the end. Finally it was intervened in the following way: 

– Replacing the wooden roof structures “a la molinera” of the lateral naves with 
inclined slabs of reinforced concrete joists with interaxes of small timbrel vaults 
built with bricks. 

– The wooden structure of the central nave, which originally should have been a 
Mudejar structure “de lazo”, was partially replaced by a new one with several 
structural and heritage anomalies. Therefore, at the time of carrying out the 
project that is currently being intervened in 2022, drafted by the architect Natalia 
Hernández [4], it is taking place a historic opportunity to rebuild it correctly, 
having the agents of the work the technical support from the University of 
Extremadura [5] using new 3D techniques. 

Figure 1 shows two images of the timber structure of the central nave, after the 
fire in 2020. The structure bridges the 8.0 m separation of the two walls with arches 
(“arquerías”) of the central nave (measured on the interior face), by means of a cable-
stayed structure (called “asiento”), in which each set of structure has two tie-rods 
(visibles) and two brackets (embedded in the crown of the walls). To this cable-stayed 
structure are attached the two inclined roofs, based on pairs, knuckles (“en almizate”) 
and a row on the top. 

The fire has caused severe damage to the wooden, which are irreversibly afected 
and cannot be recovered. 

1.3 Objective 

The aim of this research work is twofold:
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Fig. 2 On the left, Autodesk®REVIT® model of the load-bearing wall structure of St. Martín’s 
Church. On the right, floor plan sketch 

– On the one hand, to synthesize for publication the technical assistance [5] provided 
to the architectural project and to the restoration work [4], which has allowed: 
documenting the recovery of the original structural form of the truss (article 33 
of the Historical Heritage Law) [7], justifying the structure that is projected [5] 
[4] and providing the technical data for its construction by a carpenter. 

– On the other hand, to expose the used method of 3D modelling and 3D printing, 
which can be applied to other cases of wooden trusses. 

2 Use of the 3D Model for Checking the Structural Design 

2.1 Digital Model of the Supporting Structure 

Figure 2 shows the digital model of the load-bearing structure of this church. In 
the investigation, only the wooden structure of the central nave has been treated. 
The vaults of the chancel and the lateral sacristy are not the object of study and 
therefore their lower walls are represented without the vaults that cover them. It can 
be appreciated, both in the 3D image and in the attached plan scheme, the extreme 
slenderness of the walls (thickness is one twentieth of their height) and their arches 
that form the central nave and are the support for the framework under study. 

This geometry is characteristic of Spanish structural carpentry “de armar” [1, 
2] because, thanks to the cable-stayed2 structure, the roofs transmit to the walls

2 For a better graphical understanding of this timber frame, consulting the works of Javier de Mingo 
is recommended [6]. 
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exclusively vertical actions (weight), without thrusts. This is the structural reason 
why the walls can be so slender. The absence of thrust and lightness are therefore 
the structural basis of this system. 

2.2 Detection of Previous Structural Anomalies 

Apart from the damage caused by the fire, the structural anomalies that the framework 
of the central nave has had since the 1960s, when it was intervened, are the following: 

– Small structural transversal sections, which are smaller than those of the historical 
treatise by López de Arenas [2]. See Table 2. They are probably due to the lack 
of adequate tree transversal sections at that date. 

– A slope of the roofs of “cartabón de a ocho” (22.5º or 41.42%), which is not 
typical of a traditional cable-stayed structure of pairs, but smaller (typical of “a la 
molinera” roofs). It has been possible to determinate that the original cable-stayed 
structure had a bigger slope because the original slope (about 30º) of the gable on 
the façade at the foot of the church is still preserved today. 

– An abnormally high position of the knuckle “nudillo” (Fig. 3): It has been assumed 
that by reducing the slope of the roof and consequently lowering the ridge height, 
it was decided to keep the horizontal plane of the knuckle at its original height so 
as not to cover a pre-existing arch that separates the central nave from the main 
chapel of the church.

– A 3 cm thick layer of cement mortar with steel wire mesh was placed on top of the 
roofs, following a widespread custom at that time. This is considered completely 
inadequate because it duplicates the dead loads to the walls that support it. In other 
words, the central pillars of the building are working at twice the stress originally 
foreseen. 

– Furthermore, through pits on the walls it has been possible to know that certain 
connections, such as those of the tie-rods to the brackets, were made in an 
anomalous way, not following the classical treatise and without structural safety. 

2.3 Digital and Physical Models to Justify the Optimal 
Structural Form 

For the present research, three polylactic acid plastic (PLA) models of a set of cable 
stayed wooden structure have been made, following the methodology described 
below. The analysis of these three models has allowed to decide the most suit-
able architectural and structural form, recovering with objective data the original 
structure, as well as documenting its reconstruction.

– Model 1, of the current pathological state after the fire.
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Fig. 3 General and detailed images of the realized model 2 of the structure, 3D printed at 1/33 (a 
complete set) and 1/10 (detail of assemblies) scales. It has the “cartabón de a ocho” slopes and the 
abnormally high knuckle, as it is found currently

– Model 2, from the preliminary project [4], with the same geometric pattern as the 
current one (slopes, knuckle position and number of pairs), but with the sections 
resized [5] to comply with the structural code [8, 9]. 

– Model 3, proposed by the technical assistance in April 2021, with the original 
geometric design recovered [4]. 

2.4 Structural Basis 

Of the four existing essential requirements of any structure: balance, stability, strength 
and stiffness, the balance is the key in this type of timber cable-stayed structure, 
since experience shows that timber trusses do not fail due to limit strength but 
rather collapse due to dislocation of their parts by the assemblies, either due to 
poor workmanship or pathological conditions caused by fire, rot or xylophages. 

All conventional analytical calculations are based on the assumption that the 
assemblies are correct and there are no eccentricities, but this assumption is, in 
practice, impossible to guarantee in the calculation of a timber structure, due to 
the way it is built. The currently used numerical models, based on finite elements,
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cannot simulate the model of a wooden structure of this type (where the pieces are 
insetted into each other but as spare parts), so it is convenient to complete the study 
by simulating the structure through scale models that replicate the real constructive 
behavior. 

The methodology presented here has limited this problem since it provides 
computer files that are first materialized in a plastic model built on a reduced scale 
that allows the analysis of the assemblies and, subsequently, these same files are 
used for the material execution in the workshop of the cuts for the assemblies (by 
numerical control cutting techniques), eliminating the execution error. 

The dimensioning of the wood elements, which for reasons of space is not 
explained in detail, was carried out [5] according to the Spanish structural [10, 11] 
and fire safety codes [12]: 

– The tie-rods have been dimensioned to the axial tension produced by the horizontal 
thrust of the brackets. The top chords in pairs (“pares”) have been dimensioned 
to flexo-compression. 

– The knuckles (“nudillos”) to compression. 
– The brackets (along the walls) to the deflected bending produced by the top chords. 

The critical sections (those notched by the assemblies) have been checked. And 
the assemblies have been previously designed following Lopez de Arenas’ treatise 
on Spanish carpentry [2]. 

Structural material: following the supervision of the technical office of Regional 
Government (historical heritage), the owner and the project manager´s decision, 
was not to use laminated wood,3 but pine sawn timber (carpentry “de lo blanco”). 
At the time the work was being carried out, the supply of wood for carpentry was 
very limited and finally the best wood that the contractor could find according to 
his contract is silvestre pine (Soria pine) which, after the controls carried out [5] 
corresponds to a resistant class C27. 

2.5 Dimensioning and Checking of Timber Transversal 
Sections 

In contrast to concrete structural systems, in the calculation of timber structures, the 
resistant sections resulting from the calculation must be checked at the end with the 
real available sections, which come from the dimensions (length and trunk) of the 
trees. In the present case, the available timber transversal-sections for testing were 
those shown in Table 1.

The dimensioning carried out has accredited compliance with all limit states 
[11] according to the evaluation of loads carried out on the basis of the Spanish 
Technical Code [10] and the excess in the transversal sections has been translated into

3 The most common practice in this kind of restoration of heritage assets is to use laminated wood 
to allow the identification of the added elements (article 33 of the Historical Heritage Law). 
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Table 1 Commercially available C27 class pine wood (“pino Soria”) transversal sections 

Structural elements of the cable stayed wooden structure Transversal sections 

Before squaring After squaring 

Tie-rods (“tirantes”) 25 × 30 cm 24 × 29 cm 

Brackets (“estribos”) 30 × 30 cm 29 × 29 cm 

Top chords in pairs and knucless (“nudillos”) 12 × 16 cm 11,5 × 15,5 cm 

Cantilever supports (“ménsulas”) 25 × 30 cm 24 × 29 cm 

Supports along the walls (“soleras”) Recovered Recovered 

Table 2 Comparison of wood transversal sections 

Elements of the 
structure 

Transv. section Treatise 
“Núñez de 
Arenas” 

Model 1 Model 2 Model 3 

Current Preliminary 
project 

Proposed for 
the work 

Top chords in 
pairs and 
knucless 

Width (cm) 10,4 8,0 12,0 11,5 

Height (cm) 14,8 12,0 17,0 15,5 

t-FR (min) – – 50,0 45,0 (**) 

Tie-rods Width (cm) 20,8 18,0 24,0 24,0 

Height (cm) 29,6 25,0 34,0 29,0 

t-FR (min) – – 120,0 125,0 

Brackets Width (cm) 20,8 (*) 24,0 29,0 

Height (cm) 29,6 (*) 34,0 29,0 

t-FR (min) – – Protected Protected

fire resistance time (minutes for structural stability in case of fire, t-FR), calculated 
according to the fire safety standard [12]. 

Table 2 gives the sections of the three models made (compared with the sections 
of the treatise by López de Arenas [2] for this Plasencia´s structure with 8 m span). 
Note: 

– That the wooden structure of the current state (damaged by the fire) has transversal 
sections lower than those of the historical treatise. 

– That the transversal sections of model 2 (of the preliminary project) are higher 
than those of the current state and those of the treatise, in order to comply with the 
structural code and the fire standard. The calculations were made with the same 
geometry of the existing structure (“cartabón de a ocho”). 

– The verification of the available pine transversal sections in model 3 (proposed 
for the work and final result of the technical support carried out), after taking the 
decisions to recover the original slope of the roof (slope of the top chords in pairs) 
and to put the knuckle in its correct position. 

In order for the existing sections for the pairs (12 × 16 cm before squaring, 
resulting in 11.5 × 15.5 cm after squaring) to comply with the calculations, it was
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necessary to increase the number of top chords (“pares”) in the set (and their conse-
quent reduction of the interaxis). In the existing structure (model 1) and in the prelim-
inary project (model 2), the pairs were 50 cm apart; however, in model 3, the pairs 
were placed closer together, at 35 cm. 

(*) They were badly executed, so they do not serve as a reference. (**) As the fire 
resistance time (t-FR) is 5 min less than the design time, additional measures have 
been proposed. 

The structural advantages offered by model 3 with respect to model 2 are evident 
by contrasting: 

– By having increased the slope of the top chords, the bending moment to which they 
are subjected is reduced, and the thrusts they transmit are also reduced, resulting 
in less tension on the tie-rods. 

– As the knuckle is put at 2/3 of the height, the brackets are less stressed. 
– Having reduced the interaxis of the top chords, the gravitational loads to which 

they are subjected are less. 

In addition to the historical contributions of recovering the original architectural 
form, with the original roof slope and the position of the knuckle at 2/3. 

2.6 Structural-Legal Justification 

The structural justification of interventions in historical heritage is very complex, 
only for specialists. It is a legal and technical exercise. The international structural 
codes do not specifically contemplate these kind of wooden structures. Furthermore, 
as they are logically later than this historical construction, they are not of obligatory 
application (emanated from the principle of legal security). The Spanish Technical 
Code [10] has a chapter called “Annex D” that allows the qualitative and quantitative 
evaluation of the safety of these existing buildings. 

This is why it is necessary to study in the architectural project the patrimonial 
incompatibilities of the regulations. In the technical assistance carried out [5], the 
structure has been justified following the “structural safety requirement” of art. 3 of 
the Ley de Ordenación de la Edificación [8], also in its development, articles 2 and 
10 of part I of the CTE [9] and, only where they are applicable due to compatibility: 
1-The calculation bases of DB-SE [10], 2-the actions of DB-SE-AE, 3-the limit states 
of DB-SE-M [11] and 4-the fire test of DB-SI [12], have been used. Eurocode-5 for 
the design of timber structures [13], also does not consider this kind of historical 
heritage.
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3 Method Carried Out for 3D Modelling and 3D Printing 

In the present case, for the geometrical design of the wooden structure, the starting 
point was the historical treatise on Spanish carpentry by López de Arenas [2]. 

Figure 4 shows how to draw geometrically several angles based on this treatise: 
starting from a circle in which a polygon is inscribed with the number of sides that 
gives it its name, in this way angles are formed that will be used by the carpenter for 
the execution of the assemblies of the wooden structure. 

Figure 5 shows CAD drawings of the design of the structure in elevation-section:

(a) Alternative patterns, from the bevel-6 “cartabón de a seis” to the bevel-11 
“cartabón de a once”. The two drawings in red correspond to the current state of 
the Plasencia timber structure (with bevel-8 “cartabón de a ocho” and anoma-
lous knuckle above the level of an existing arch) and to the final project (which 
recovers the original slope of bevel-6 “cartabón de a seis” and with knuckle at 
2/3 of the height). 

(b) Elements of the timber structure: Tensile tie-rods, flexocompression top chords 
in pairs, brackets, which receive the top chords and transmit their stress to the 
tie-rods (working at skewed bending), knuckle at 2/3 of the height following 
the criteria of the Spanish timber carpentry “de Lo Blanco”, row, which braces 
the top chords in pairs at the ridge and cantilever supports, which keep the 
wooden structure elevated on the load bearing structure protecting the wood 
from humidity. For security reasons, the decision was taken to build the tie-rods 
in a single piece, without the assembly known in Spanish carpentry as “rayo de 
Júpiter”, to avoid the structural failure in case of imbalance. 

(c) Measurements, as a result of a span of 8.30 m (at the axis of the supports in 
the load bearing structure of walls “soleras”) and the aforementioned angle of 
“cartabón de a seis” with the knuckle at 2/3. 

Figure 6 shows a detail of the previous figure, which specifies the form of support 
of the timber structure on the walls. From this definition it is possible to draw in

Fig. 4 Geometric pattern of various angles for the structure, from the bevel-4 “cartabón de a cuatro”, 
with a slope of 45º (or 100%), to the bevel-11, with a slope of 29.36% (or 16.36%) 
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Fig. 5 Design of the wood structure: pattern, structural elements with their names and dimensions

CAD the seven pieces of the wooden structure in 3D. As can be seen, the bracket 
(“estribo”) must be on axis with the “solera”, in turn, to the internal face of the wall. 
The maximum end tie-rods (“cogote”) that physically fits in the wall is 41 cm. This 
measurement must be checked with the calculation of the shear stress in this area of 
the tie-rods (the most critical point due to the anisotropy of the wood), in order to 
constructively resolve the resistance and durability of the wood.

Figure 7 shows the CAD drawing of the pieces in two dimensions and the CAD 
work to go from 2 to 3D, extruding the planar geometric shapes, to create the seven 
pieces of this wooden structure.
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Fig. 6 Detail of the support of the structure on the bearing wall. It is important that the end of the 
tie-rods “cogote” be as large as possible and, in this configuration, it cannot be larger than 41 cm

Fig. 7 Left: CAD drawing of the geometric figures for the pieces of which the structure is composed. 
Right: Extrusion of each of the figures that make up the pieces 

Figure 8 (left) shows the seven pieces already assembled. Each of these pieces 
are exported to an STL format file4 that allows both its 3D printing in plastic and its 
construction in a wood shop by means of industrial computerized manufacturing.

The STL files for each of the seven parts were delivered to an external company 
that was commissioned to “3D print” them at a scale of 1/33 for the complete model 
and 1/10 for the details of the assemblies, choosing white PLA plastic. Figure 3

4 The STL file format is the industry standard data transmission format for rapid prototyping. 
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Fig. 8 Left: Each of the 7 pieces of the structure created in 3D CAD. Centre and right: Detail of 
the assemblies, which can be analyzed before printing

showed several photographs of one of the three models made during the process. 
These same files also have been used to produce all the full-scale parts in wood, in a 
carpentry workshop with industrial computerized manufacturing, with the safety that 
their assemblies would coincide exactly with the models, with no execution errors. 

Figure 8 (Centre and right) shows details of the assemblies. By means of these 
pieces the correct fit can be checked, to verify its future execution in real scale wood. 

4 Conclusions 

It has been exposed the research work of technical assistance to the project and 
construction of the wooden structure of the church of San Martín de Plasencia 
(declared of cultural interest). This church suffered in 2020 a fire that damaged 
irreversibly the wooden structure, so the Bishopric of Plasencia has promoted its 
restoration, rebuilding the structure with wood with its original structural form. 

For the technical assistance, a 3D modelling and 3D printing methodology has 
been used, which is not a mere graphic representation, but provides insight into 
how the structure works, the knowledge and documentation for the recovery of the 
original form, and the conservation of the heritage asset. 

The realization of up to three physical models in PLA plastic at 1/33 scale has 
allowed to study the optimal architectural form: one with the current state to study its 
previous structural anomalies, other with the geometric shape of the current state and 
the resized transversal sections and finally, the proposed structure for its construction 
(recovering the original angle of the roof of bevel-6 “cartabón de a seis” and knuckle 
at 2/3) verifying the available wood sections with respect to the structural and fire 
regulations. 

The 3D modelling and printing method used serves both to verify the architectural-
structural design and to check the assembly joints in the physical model in PLA 
plastic. The STL files created are also used for the actual workshop construction 
of the full-scale wooden structural elements with their assemblies. Therefore, it is 
considered a method of interest to be repeated in other cases.
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Strengthening 

Kamil Krzywiński , Carlos Chastre , Katarzyna Fedoruk , 
Adam Sieradzki , and Łukasz Sadowski 

Abstract The study presents the results of thermal analysis of epoxy resin coating 
modified with titanium dioxide obtained using differential scanning calorimetry. 
The analysis shows an improvement in the glass transition temperature of modified 
specimens. 

Keywords Epoxy resin · Adhesive · Titanium dioxide · Thermal properties 

1 Introduction 

The need to increase bridge capacity encourages engineers to use different strength-
ening methods. One of these methods uses carbon fiber reinforcement polymer 
(CFRP), which could dramatically increase the mechanical capacity of elements 
[1–3]. The asset of this method is also the low weight of used materials. Epoxy resin 
as an adhesive connect carbon fiber and strengthening element. It is responsible for 
transmitting stress [4, 5] from elements to carbon fiber [6]. All the materials are 
exposed to the external environment (sunlight, air temperature). The curing process 
is responsible for the properties of the adhesive. The epoxy resin cured at air temper-
ature achieves a lower glass transition temperature (T g) than post-cured specimens 
[7]. To reduce the effect of low T g, it is possible to modify epoxy resin with tita-
nium dioxide TiO2 [8]. The additive increases the pull-off strength of modified epoxy 
resin to the concrete substrate. Also, it could increase glass transition temperature T g,
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Fig. 1 Thermal conductivity of different materials 

which could be described as a temperature above which the mechanical properties 
of epoxy resin decrease. 

Figure 1 presents the mean thermal conductivity of materials used in the strength-
ening method mentioned above. The epoxy resin exposed to high air temperature 
or sunlight could reduce its mechanical properties. The low thermal conductivity 
of epoxy resin does not allow to transfer heat quickly to concrete with high thermal 
capacity. The epoxy resin should be modified to obtain thermal conductivity closer to 
concrete to achieve satisfying results. This will result in better thermal protection of 
epoxy adhesive. Song and Zhang [9] presented an exemplary increment of polymer 
composite thermal conductivity by adding Al2O3. 

It is visible from Fig. 1 that to achieve a polymer-cementitious composite with 
proper thermal conductivity, it is necessary to modify epoxy resin to increase its 
thermal conductivity. Therefore, the authors decided to modify epoxy resin with 
titanium dioxide powder which has higher thermal conductivity. The polymer was 
modified with 15–30% of TiO2. In this range, the thermal conductivity of polymer 
composite is close to the concrete. 

The thermal conductivity of concrete was estimated using Eq. (1) proposed by 
Asadi et al. [10]. The assumed density ρ is 2350 kg/m3. 

k = 0.0625e0.0015p (1)
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2 Materials and Methods 

2.1 Epoxy Resin and Granite Powder 

A commercially available epoxy was used in this study. The epoxy resin was prepared 
using components A and B with a weight ratio of 100:25. The components were 
mechanically mixed using a ribbon impeller for 3 min to obtain a uniform consistency. 
After 7 days of curing, specimens obtained designed strength. 

In this research, white titanium dioxide TiO2 particles were used. The TiO2 parti-
cles (Grupa Azoty Tytanpol, Kuznica, Poland) had a rutile crystallographic structure. 
The particle size was around 301 nm. To each sample, 15, 20, 25, and 30% weight 
of the epoxy resin was added to the mixture. 

2.2 Thermal Analysis 

The thermal properties of modified epoxy resin were studied using differential scan-
ning calorimetry according to Sect. 2.4 presented in [8]. To achieve reliable results, 
specimens were prepared to obtain a weight close to 20 mg. Based on the results 
the glass transition temperature was calculated using trend lines estimated for each 
thermal state (glassy state, glass transition, and rubbery state). The mid-point of the 
glass transition state represents glass transition temperature T g, as it is presented in 
Fig. 2.

3 Results and Discussion 

Figure 3 presents the specific heat capacity of epoxy resin modified with titanium 
dioxide TiO2. The specific heat capacity (c) of the reference sample and epoxy resin 
with 15, 20, 25, and 30% of TiO2 in T = 25 °C is 1538, 1365, 1273, 1248, and 
1224 J/kgK, respectively. It is visible that TiO2 changes the thermal properties of 
epoxy resin. As a result, specific heat capacity c is reduced, and the glass transition 
stage differs for each specimen. Curves of c have a similar shape.

In comparison to previous studies [8], only reference sample and epoxy resin 
with 20% of TiO2 have similar specific heat capacity. It was noticed in [8] that 
some specimens do not contain uniformly distributed particles in the epoxy resin 
matrix. It was visible by obtaining large TiO2 clusters. To avoid this problem in 
the current study, specimens were mixed using different impeller (ribbon instead of 
turbine—based on nomenclature presented in Chap. 7 by Peker and Helvaci [11]). 

Figure 4 was created based on Fig. 3 using trend lines for glassy state, glass 
transition, and rubbery state, respectively. Based on calculated trend line equations, 
summarized in Table 1, it was possible to estimate glass transition temperature T g as it
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Fig. 2 Schematic illustration of the temperature dependence of the specific heat capacity of 
amorphous polymers

Fig. 3 Mean specific heat capacity of epoxy resin modified with TiO2
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is also presented in Fig. 2. It is visible that all three states (glassy state, glass transition, 
and rubbery state) moved to the higher temperatures. It means that the border between 
glassy state-glass transition and glass transition-rubbery state is observed in higher 
temperatures for specimen with titanium dioxide compared to reference specimen. 
The glass transition temperature T g of epoxy composites also increases. It can be 
noticed that T g depends on the volume fraction of titanium dioxide TiO2 added to 
the epoxy resin matrix. 

The glass transition temperatures T g for each specimen are presented in Fig. 5. The  
use of titanium dioxide significantly increased T g. The growth of T g, in comparison

Fig. 4 Trend lines of specific heat capacity for three different stages 

Table 1 The trend line equations for three temperature stages 

Specimen Glassy state Glass transition Rubbery state 

ER_REF y = 8.34x + 1287 y = 21.8x + 1028 y = 5.22x + 1806 
ER_15% TiO2 y = 7.37x + 1150 y = 15.7x + 941 y = 5.87x + 1509 
ER_20% TiO2 y = 7.13x + 1067 y = 14.5x + 888 y = 5.88x + 1419 
ER_25% TiO2 y = 7.35x + 1020 y = 16.1x + 826 y = 4.85x + 1506 
ER_30% TiO2 y = 6.69x + 1041 y = 14.9x + 807 y = 3.60x + 1493 
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to the reference sample, is 8.2, 9.5, 8.2, and 11.5 °C for specimens with 15, 20, 25, 
and 30% of TiO2, respectively. The behavior of modified epoxy resin is different 
compared to specimens measured by Goyat et al. [12]. Those specimens occurred 
reduction of glass transition temperature above 10 percentage by weight (wt%) of 
TiO2. The difference in the results obtained by Goyat et al. [12] compared to this 
study may be caused by great TiO2 cluster size created by a stirring impeller used 
during mixing. Goyat et al. [12] observed a significant increase in cluster size for 
specimens with TiO2 above 7 wt%. Nevertheless, the results also show improvement 
of the glass transition temperature for all modified specimens. 

Using titanium dioxide reduces the specific heat capacity of the polymer 
composite. It also affects the glass transition temperature. Figure 6 presents the 
relation between c and T g. It is visible that lower specific heat capacity is related to 
the higher glass transition temperature. This relationship can be described by Eq. (2). 
Where x is T g temperature and y specific heat capacity. It can be concluded that the 
reduction of c extends the glassy state in natural temperatures. That can significantly 
improve epoxy resin’s mechanical properties and durability in a broader range of 
temperatures. 

y = 2893e−0.015x (2)

Figure 7 shows the relation of specific heat capacity in glass transition temperature 
and wt% of TiO2 added to epoxy resin. The c decreases with a higher amount of TiO2. 
This behavior is natural when epoxy resin is filled with TiO2 with lower specific heat 
capacity. Equation (3) can describe the relationship between c in T g temperature and 
wt% of TiO2, where x is wt% of TiO2 and y specific heat capacity in T g temperature.

Fig. 5 Glass transition temperature Tg of specimens modified with titanium dioxide 
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Fig. 6 The relationship between glass transition temperature Tg and specific heat capacity c

Fig. 7 The relationship between TiO2 added to epoxy resin and specific heat capacity c in glass 
transition temperature Tg 

y = 1738.3e−0.006x (3) 

Titanium dioxide can change the mechanical properties of epoxy resin. It can also 
improve glass transition temperature T g, which for this study can be described using 
Eq. (4). Where x is wt% of TiO2 and y glass transition temperature. It is visible 
from Fig. 8 that a higher amount of titanium dioxide increases the glass transition 
temperature of epoxy resin. The improvement of T g can result from the decrease 
in the chain segments’ mobility, which was either caused by a higher interaction 
between the TiO2 particles and the epoxy matrix [13]. It can also result from the 
impeded chain mobility due to a high amount of particles [12]. 

y = 34.023e0.0094x (4)
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Fig. 8 The relationship between TiO2 added to epoxy resin and glass transition temperature Tg 

4 Conclusions 

Obtained results show that modification of epoxy resin with TiO2 can increase 
glass transition temperature T g of composite. As a result, modified epoxy resin has 
extended glassy state in which epoxy resin has stable mechanical properties. There-
fore, it can be stated that modification of the epoxy resin with TiO2 improves the 
durability of the adhesive exposed to the temperatures up to the T g temperature of 
analyzed specimens. Moreover, TiO2 reduces the specific heat capacity of composite 
and might significantly increase thermal conductivity. 

It was confirmed that modification of epoxy resin with TiO2 has a desirable effect 
on the composite. Change of thermal properties protects epoxy resin much better 
in the external environment. A thin layer of modified adhesive can more effectively 
transfer heat from itself to the concrete substrate instead of collecting it. In compar-
ison, a pure epoxy resin layer works as thermal insulation with low thermal conduc-
tivity. The use of TiO2 has an additional advantage. The viscosity of epoxy increased 
with a higher amount of the filler, which helps to apply it to the bottom part of 
strengthened elements. 
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Production and Characterization 
of Polymeric Capsules Containing 
Rejuvenators for Asphalt Mixtures 
Self-healing Purposes 

Rui Micaelo , Andreia Caeiro, Luís Baltazar , and João P. Borges 

Abstract Pavement distresses are a result of loading and natural ageing, though 
asphalt mixtures have self-healing capacity because the asphalt binder is a self-
healing material. It has been demonstrated before that the asphalt binder drains to the 
cracks, closing it, if sufficient time and adequate temperature conditions are given. 
In practice, this mechanism is highly inefficient because traffic is not interrupted, 
and in-service temperatures are not high enough. Self-healing can be accelerated 
with capsules containing rejuvenators. The released rejuvenator modifies locally the 
rheology of the binder to drain faster to the crack. This paper investigates the effect 
of fabrication conditions of polymeric capsules, containing sunflower oil, to the 
morphological, geometrical, thermal, and mechanical characteristics of capsules. 
Capsules were produced by ionotropic gelation of sodium alginate and calcium 
chloride, using extrusion and air-atomization methods. The effect of supplementary 
high temperature conditioning and cross-linking with glutaraldehyde were investi-
gated. The results showed that the amount of oil encapsulated in capsules depends 
on the sodium alginate and calcium chloride concentrations. Thus, these concen-
tration values affect the size and mechanical properties of capsules. The mechan-
ical strength increases substantially with the supplementary treatment. Finally, the
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capsules showed to significantly improve the self-healing ability of bituminous mastic 
beams. 

Keywords Self-healing materials ·Microcapsules · Rejuvenator · Bituminous 
mastic 

1 Introduction 

Global spending on road infrastructure is very high (estimated $1 trillion in 2018), 
however many roads in high GDP countries are in poor condition. The road agencies’ 
budget for maintenance is insufficient (e.g. in the USA, the estimated deficit is $92bn 
[1]), and even with adequate planning of maintenance works the performance of 
current materials limits the required reduction in budget needs [2]. In future, road 
vehicle automation (truck fleets) is also likely to speed up damage due to increasing 
traffic and less variation in traffic patterns. Self-healing, mechanomutable additives 
and other technologies are being now investigated to improve long-term durability 
[3]. Thus, innovative solutions are needed to steer the digital and green transitions 
planned in transport infrastructures. 

Asphalt mixture, which consists of mineral aggregates (90% v/v) with size ranging 
from a few microns to 25 mm and bitumen (10% v/v), is the most widely used road 
surfacing material. Aggregates give structural stability to asphalt, while bitumen, 
a fluid with temperature-dependent viscosity, binds the aggregates together. After 
several years, the effects of traffic load, oxygen, UV radiation, thermal cycling and 
ambient moisture result in oxidation of the bitumen and microcracking in the mastic 
[4–6]. Moisture impregnates bitumen by diffusion [7] and reduces adhesion to the 
aggregates. Mechanical loads then create interfacial cracks [8], which accelerates 
the water penetration and therefore the material’s deterioration. 

Two methods have been investigated in last decades to reverse material’s damage: 
internal heating and rejuvenation [9]. Bitumen has self-healing properties [10], 
however, with ageing the effectiveness of wetting and inter-diffusion mechanisms is 
largely reduced. Due to the high viscosity at ambient temperatures the bitumen drains 
very slowly to the crack tip. Internal heating of asphalt with conductive additives via 
induction energy melts the bitumen and close cracks fast. However, high tempera-
ture cycles also speed up ageing, and it is not known when to apply heating [11]. 
Different oils, rich in maltene constituents, can be used as rejuvenators to provide 
the bitumen with its original properties. The pointed advantages of using embedded 
capsules containing rejuvenators, when compared with spreading rejuvenators onto 
the pavement surface, are the application of the rejuvenator to the entire material, 
not only the part near the surface, when it is naturally required, and the protection 
of the environment [12]. These capsules will remain inactive in the asphalt road for 
several years until an external factor, e.g. loading, triggers their breakage and the 
rejuvenators dissolve the bitumen around the microcapsules. Then, the binder can
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easily flow into the cracks and self-healing is accelerated. However, the development 
of capsules for this purpose is still at an early stage [13, 14]. 

In the literature many microencapsulation methods and techniques are found. 
This paper investigates the effect of fabrication conditions of polymeric capsules, 
containing sunflower oil, to the morphological, geometrical, thermal, and mechanical 
characteristics of capsules. Capsules were produced by ionotropic gelation of sodium 
alginate and calcium chloride, using the extrusion drop-wise and air-atomization 
methods. In addition, it was evaluated the self-healing ability of bituminous mastic 
beams with these capsules. 

2 Experiments 

2.1 Materials 

The materials used in the fabrication of microcapsules were: sodium alginate 
(NaC6H7O6), obtained from PanReac AppliChen; calcium chloride dihydrate 
(CaCl2H4O2), obtained from Carl Roth; glutaraldehyde (C5H8O2), obtained from 
Sigma Aldrich; sunflower oil, obtained from Auchan. The sunflower oil was the 
rejuvenator encapsulated in alginate beads. 

To evaluate the effect of microcapsules containing rejuvenator on the self-healing 
properties of bituminous materials, bituminous mastic specimens were fabricated 
and tested. Mastic was fabricated with neat asphalt binder (penetration grade 35/50) 
and limestone filler. 

2.2 Preparation of Microcapsules 

The ionotropic gelation technique was used in this study to encapsulate sunflower oil. 
In this method polyelectrolytes (alginate) are cross linked in the presence of counter 
ions (calcium) to form hydrogels, which entrap the encapsulated agent (sunflower oil) 
[15]. Thus, the hydrogels are formed by dropping the polymeric and encapsulated 
agent emulsion into the aqueous solution of polyvalent cations. This is a simple 
method of microencapsulation that has been largely used in different fields [16]. 

An emulsion of sunflower oil and sodium alginate in water, at room temperature, 
was prepared using a mechanical stirrer (400 rpm). The concentration of sunflower 
oil was 10% (v/v), whereas various concentrations (w/w) of sodium alginate were 
used (0.50, 0.75, 1.00 and 1.50%). The calcium chloride solution in ultrapure water 
was prepared with various concentrations: 1.70, 3.40, 5.30, 6.60 and 7.30%. These 
formulations were aimed at evaluating the effect of formulation on the microcapsules’ 
properties. The preparation of the alginate beads containing sunflower oil was carried 
out with two different schemes (see Fig. 1): extrusion drop-wise using a syringe;
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Fig. 1 Microencapsulation: a extrusion drop-wise; b air atomization (adapted from [17]) 

and air atomization. To investigate the effect of formulation on the microcapsules’ 
properties the first method was used. Then, the air atomization method was used to 
prepare smaller microcapsules with a specific formulation. 

Two extrusion rates (10 and 40 ml/h) were used in the extrusion drop-wise method. 
With the air atomization scheme the extrusion rate was 5 ml/h and the air pressure 
5.49 l/min. 

After the preparation of the alginate beads, they were kept in the calcium chloride 
solution for 24 h under constant stirring. The microcapsules were then harvested and 
put in ethanol for 24 h to remove the oil from the surface. Finally, they were placed 
on top of filter paper and allowed to dry at room temperature. 

In addition, it was investigated the effect of additional cross-linking, by temper-
ature and chemically with glutaraldehyde, on the mechanical strength of microcap-
sules [18]. A solution of 1 ml of glutaraldehyde in 25 ml of calcium chloride solution 
was prepared. The alginate beads were harvested after the preparation and put in the 
glutaraldehyde and calcium chloride solution, which was then heated in a water bath 
at 85 ºC for 20 min. The recipient was allowed to cool at room temperature, and then 
the capsules were filtered and dried in a ventilated oven at 40 ºC. 

2.3 Testing Methods 

The microcapsules were characterized in terms of their morphological, geometrical, 
thermal and mechanical properties. In addition, it was evaluated the self-healing 
ability of bituminous mastic beams with and without capsules. 

Microcapsules were inspected under an optical microscope (OLYMPUS BX51) 
to evaluate their morphology and size. The inner microstructure was evaluated under 
the scanning electron microscope (SEM). The mechanical strength of microcapsules
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was measured by means of uniaxial compression test in a universal testing machine. 
Testing was performed under displacement control (0.7 mm/min). Thermogravi-
metric analysis (TGA) of microcapsules and constituents was performed to evaluate 
the effect of temperature on capsules and to determine their composition by analysis 
of characteristic decomposition patterns. Testing was performed in a NETZSCH 449 
F3 Jupiter, under conditions as following: sample mass 11 mg; heating rate 10 K/min; 
range of temperature 25–600 ºC; inert gas N2 at 50 ml/min. 

Bituminous mastic specimens were fabricated with and without capsules, and 
tested to determine the effect of capsules on self-healing. The bituminous mastic was 
fabricated with bitumen 35/50 and limestone filler, using a filler-to-bitumen (w/w) 
ratio of 2.0. The content of capsules was 5% of bitumen (w/w). Beam specimens 
(80 mm × 20 mm × 20 mm) were produced using PE500 molds. The beams had a 
notch in the middle of the bottom surface to obtain failure through a single crack in 
test. The specimens were kept at −20 ºC after demolding, and before testing. The 
healing ability (H) of mastic beams was defined as: 

H = P
2nd 

P1st  
(1) 

where P1st and P2nd are the peak loads (flexural strength values) of the first and 
second tests, respectively. The flexural strength was measured by means of three-
point bending (3 PB) testing at −20 ºC. An universal testing machine, Zwick Z050, 
was used under displacement control (3 mm/min). After the first test, the two pieces 
of the broken specimen were assembled in the mold and stored in a room at 18 ºC. 
The specimens were kept in the room for 2, 24 and 48 h, and then they were put in 
the freezer at −20 ºC. Then the specimens were reloaded under 3 PB. A minimum 
of two replicates were tested for every material/test condition. 

3 Results and Discussions 

3.1 Characterization of Microcapsules 

Microcapsules prepared with the extrusion drop-wise method were approximately 
spherical with a rough external surface (see Fig. 2a). This can be related with the 
method used to form the particles (syringe dropping), and with the use of a polymer 
and encapsulated agent emulsion in the preparation of microcapsules. In addition, 
the size of microcapsules varied between 0.82 mm and 2.18 mm. Table 1 lists the 
average size of microcapsules from different formulations.

The size varied with both the alginate and calcium chloride concentrations and the 
syringe flow rate, however, the effect of each variable is not simple. For 40 ml/h of 
flow, the effect of sodium alginate concentration was not relevant for 0.75% and 1.0% 
but smaller or larger microcapsules were obtained with 0.5 and 1.5%. In general, the
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Fig. 2 Microcapsules prepared by a extrusion drop-wise; and b air atomization 

Table 1 Size (average diameter) of microcapsules fabricated by extrusion drop-wise 

Syringe flow rate 40 ml/h 40 ml/h 40 ml/h 40 ml/h 10 ml/h 

Alginate 0.5% (mm) 0.75% (mm) 1.0% (mm) 1.5% (mm) 1.0% (mm) 

1.7% CaCl2 0.82 0.82 0.95 1.77 1.97 

3.4% CaCl2 1.42 0.96 1.08 1.68 2.04 

5.3% CaCl2 1.54 1.05 1.09 1.02 2.09 

6.6% CaCl2 1.14 1.15 1.39 1.85 2.18 

7.3% CaCl2 1.43 1.56 1.57 1.74 2.13

size increased with the calcium chloride concentration, however, using a low flow 
rate in the syringe the variation in size of microcapsules with the calcium chloride 
concentration was rather small. As expected, the size can be significantly reduced 
with air atomization, which also improves the surface smoothness. Air pressure forces 
the emulsion to pass through small openings, forming small uniform droplets. The 
average size of microcapsules with 1.0% alginate and 7.3% CaCl2 was 0.71, 0.68 
and 0.57 mm for air pressure of, respectively, 5.18, 5.49 and 6.09 l/min. 

Microcapsules to incorporate in asphalt mixtures must have sufficient mechan-
ical strength to survive harsh mixing and compaction conditions, and to release the 
rejuvenator only when significant damage had occurred. The microcapsules did not 
show a peak in the load-deformation curve, instead the load increases continuously 
till the end because the oil is forced outside the capsule due to internal pressure and 
the load increase rate changes to a very high value when almost only the polymer 
is being compressed between the steel plates. The strength value was defined when 
the initial curve slope ended. Table 2 lists the compressive strength of microcap-
sules with different formulations prepared by extrusion drop-wise. Strength values 
varied between 0.7 N and 3.0 N. The calcium chloride concentration did not have a 
significant effect on strength. Actually, the strength was more affected by the extru-
sion rate. This suggests that even the lowest concentration solution had sufficient 
calcium ions for cross-linking the alginate. In literature [12, 14, 15] are indicated
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higher values for similar purpose capsules, but they were larger. Also, the ratio of 
sodium alginate to oil is low (0.1 w/w) and they were not fully dry as is showed in 
the next section. Polymeric capsules have a very ductile behavior, and when mixed 
with rigid elements they are deformed to adapt their shape to existing voids in the 
primary elements structure. 

In addition, the resistance of microcapsules to high temperature conditions used 
in asphalt mixtures fabrication is very important. TGA testing to microcapsules 
(alginate 1.00% and calcium chloride 5.30%) showed low mass loss up to 140 ºC, 
and substantial from 180 ºC. In the literature is indicated that high temperatures cause 
degradation of the polymer structure and cross-linking points [19].  Based on the TGA  
test results, these capsules can be incorporated in traditional hot-mix asphalt. 

Table 3 shows the composition of microcapsules prepared with different formula-
tions. Composition was determined from the TGA test results following the method 
described in [15]. The content of rejuvenator varied significantly (15.2–69.1%) with 
formulation used in preparation. In general, the rejuvenator content increased with 
the concentration of calcium chloride, whereas the opposite trend of variation was 
found for the sodium alginate concentration. The “egg structure” formed by polymer 
cross-linking was made less permeable to the rejuvenator when more calcium ions 
were available. Moreover, microcapsules retained some water at the end of the drying 
procedure. Because alginate is highly hydrophilic, some absorbed/adsorbed water 
was not removed with air drying. 

To improve the mechanical strength of capsules, additional cross-link of the algi-
nate beads was implemented. Cross-linking was promoted by temperature and chem-
ically by glutaraldehyde. For microcapsules prepared with sodium alginate 1.00 and 
7.30% calcium chloride, the strength increased to 3.4 N and the average size was.

Table 2 Mechanical strength of microcapsules prepared by extrusion drop-wise 

Sodium alginate (%) Calcium chloride (%) 10 ml/h (N) 40 ml/h (N) 

1.00 1.70 1.5 2.6 

3.40 1.3 2.2 

5.30 1.3 3.0 

6.60 1.4 2.0 

7.30 1.3 0.7 

Table 3 Composition of microcapsules fabricated by extrusion drop-wise 

Calcium chloride 1.7% 5.3% 7.3% 

Sodium alginate 1.0% 0.5% 0.75% 1.0% 1.5% 1.0% 

Polymer (%) 60.0 30.5 68.0 61.7 81.1 53.3 

Rejuvenator (%) 34.1 69.1 28.4 37.2 15.2 45.7 

Water (%) 4.8 0.4 3.6 1.2 3.5 1.0 
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1.65 mm. These values are compared with 1.3 N and 2.13 mm (see Tables 1 
and 2). SEM technique was used to investigate the effect of additional cross-linking 
on microstructure. Figure 3 shows that the most superficial layer of microcapsules 
was modified by the implemented procedure. In addition, it was evaluated the effect 
of the additional cross-link in the encapsulation capacity (Table 4). The content 
of rejuvenator in microcapsules increased significantly. Thus, it is concluded that 
additional cross-linking should be used for the proposed purpose, incorporation in 
asphalt mixtures. 

Fig. 3 SEM images of 
microcapsules surface: a 
original; and b extra 
cross-link 

Superficial layer 

b) 

a)

Table 4 Composition of 
microcapsules 

Extrusion Air atomization 

Polymer (%) 29.3 23.5 

Rejuvenator (%) 64.0 69.0 

Water (%) 6.7 7.5
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Table 5 Strength recovery 
values of bituminous mastic 
beams 

Resting time (h) No microcapsules 
(%) 

With microcapsules 
(%) 

2 17.5 42.5 

24 40.0 69.7 

48 62.7 88.0 

3.2 Self-healing of Bituminous Mastic 

The effect of microcapsules containing sunflower oil on the self-healing ability of 
bituminous mastic was evaluated as described in Sect. 2.2. Table 5 shows the strength 
recovery (healing ability H, Eq. (1)) of bituminous mastic at 18 ºC for three different 
resting times. Strength recovery was significantly greater in mastic specimens with 
microcapsules. It is considered that this gain was promoted by the sunflower oil 
released from capsules. The sunflower oil diffused into the binder, modifying its 
rheological behavior. The oil reduced binder’s stiffness and the softer the binder the 
faster it flows. 

However, the high strength recovery values of mastic specimens without micro-
capsules are related to the large binder content in specimens. In conventional asphalt 
mixtures the binder content is significantly smaller, with only a thin film covering the 
aggregate particles, and consequently the strength recovery capacity is much lower. 
Also, the test method used imposes a single large cracking surface, which is let to 
rest without intermittent loading. In field, cracking occurs for broad temperature 
conditions, cracking surfaces are broken up by air voids and aggregate particles and 
traffic loading is not interrupted. 

4 Conclusions 

This paper investigated the effect of fabrication conditions of polymeric capsules, 
containing sunflower oil, to the morphological, geometrical, thermal, and mechan-
ical characteristics of capsules. Microcapsules prepared by ionotropic gelation of 
sodium alginate with calcium ions encapsulated moderate amounts of rejuvenator 
and had adequate resistance to high temperatures. However, they were fairly soft. 
Additional cross-link by temperature exposition and chemically by glutaraldehyde 
significantly increased the encapsulation efficiency and the mechanical strength. 
Moreover, microcapsules can be made smaller with the air atomization method. 
Finally, these microcapsules showed to significantly improve the self-healing ability 
of bituminous mastic beams. In following studies, the effect of the test conditions on 
self-healing of bituminous mastic and asphalt mixtures will be investigated. 
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A Review of Laboratory Tests 
to Evaluate Agro-Industrial Wastes 
Properties as Building Materials 

Eleonora Cintura , Lina Nunes , and Paulina Faria 

Abstract The current research trend is finding out feasible solutions to guarantee 
sustainable building practices. Among the studied possibilities, the production of 
eco-friendly materials is widely investigated. To propose efficient building products 
the proper evaluation of their properties is extremely important. The present work 
considers some laboratory tests to analyse building materials, focusing on agro-
industrial wastes (bio-wastes of floriculture and forest management, agricultural 
practices and agro-industrial processes). It considers hygrothermal performance and 
biological susceptibility of agro-industrial wastes both individually and in compos-
ites. Several past studies addressed this topic by using different laboratory tests and 
mainly considering composites. Although bio-susceptibility is one of the main draw-
backs of bio-based building materials, it is not so commonly assessed. However, many 
laboratory tests can be carried out, due to the different bio agents and critical condi-
tions. The present work aims at collecting this information to give a summarised list 
of methods that could be a simplified starting point to study agro-industrial wastes 
and agro-industrial waste-based composites for building practices. 
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1 Introduction 

It is widely known that the building sector is one of the human activities most respon-
sible for environmental impact, requiring about 40% of the total energy use [1, 2]. 
Eco-efficient solutions to moderate this problem have been studied. Among them, the 
possibility of using agro-industrial wastes (from forest management and floriculture, 
agricultural practices and agro-industrial processes) to produce building composites 
with thermal insulation properties. These composites can improve the energy perfor-
mance of the building stock, moderate the environmental impact, and reduce the 
volumes of wastes disposal [3–5]. 

Several past studies investigated the hygrothermal properties of composites made 
up of agro-industrial wastes considering different methods. Brás et al. [6] analysed 
the thermal performance of cement-based mortars with expanded cork granulate, 
a by-product derived from cutting and trimming operations, by using the transient 
method. They demonstrated that cork improves mortar’s thermal insulation capacity. 
La Gennusa et al. [1] combined several agro-industrial wastes with hydraulic lime 
and evaluated their thermal performance by heat flow meter. They demonstrated that 
the most uniform samples made up of the lightest aggregates had better insulation 
properties, although all the considered materials showed promising performance. 
Furthermore, they concluded that thermal conductivity was widely influenced by 
samples’ composition, density and temperature during the tests. Czajkowski et al. 
[7] analysed the thermal properties of commercial insulating panels made up of cereal 
straw by considering the transient method and the inverse method. The researchers 
demonstrated that both methods were effective and that considering the temperature’s 
influence guaranteed higher accuracy of the thermal conductivity measurements. 

Even though most of the past studies focused on composites, also the properties of 
the raw materials are extremely important, as they are closely linked [8]. Past research 
assessed this topic mainly considering the recommendations given by Amziane et al. 
[9]. This document reported the outcome of a RILEM technical committee, proposing 
how to evaluate some properties of bio-aggregates. However, many other different 
methods could be considered, too. Knowing the several possibilities to evaluate 
hygrothermal properties of agro-industrial wastes allows selecting the most suitable 
ones for each type of application. 

Even if the employment of agro-industrial wastes for building practices guar-
antees many benefits, there are also several drawbacks, such as lowering fire resis-
tance, lowering durability and increasing bio-susceptibility [10, 11], while increasing 
hygroscopicity. Laboratory tests have to be focused on the analysis of these prob-
lems too, to guarantee a complete evaluation. Knowing the drawbacks helps to 
moderate and solve them, making agro-industrial waste-based composites more effi-
cient. Biological susceptibility is one of the biggest drawbacks; it affects the durability 
of the materials, human health, and internal comfort. It depends on different factors, 
such as chemical composition (e.g. cellulose, hemicellulose, lignin contents), envi-
ronmental conditions (temperature and relative humidity), surface texture, or pH 
[12–15]. For this reason, many laboratory tests could be carried out. This allows



A Review of Laboratory Tests to Evaluate Agro-Industrial Wastes … 57

finding out solutions to moderate biological attacks, e.g. by specific treatments of 
the agro-industrial wastes, combining different materials, or using specific techniques 
to produce composites. Santos et al. [16] used air lime to improve resistance to mould 
growth of earth-based plasters. De Carvalho et al. [17] produced panels made up of 
sunflower stalks and gypsum, adding potassium benzoate to inhibit fungal prolifer-
ation. Brambilla and Sangiorgio [12] reported strategies to lower bio-susceptibility 
in buildings: the reduction of thermal bridges and the increase of air changes or 
ventilation rates to control indoor relative humidity. 

The feasibility of using agro-industrial wastes for building practices could be eval-
uated by considering several laboratory tests. The present work aims at summarizing 
some already used, focusing on hygrothermal performance and biological suscep-
tibility. It considers both agro-industrial wastes and agro-industrial wastes-based 
composites. The outcome is a summarised list of information that could be a starting 
point to improve the already known laboratory tests and develop new ones. 

2 Testing Agro-Industrial Wastes and Composites 

2.1 Agro-Industrial Wastes 

Since raw materials’ properties are linked to the ones of the final products [8], the 
analysis of agro-industrial wastes individually secures a more conscious use of them. 
Several recent past studies [18–21] reported that there are no unified standards to 
evaluate the properties of agro-industrial wastes. Therefore, the same standards of 
conventional materials may be considered. However, many past studies referred 
to RILEM Technical Committee 236-BBM “Bio-aggregate-based building mate-
rials” recommendations [9]. The document described guidelines for evaluating loose 
bulk density, particle size, thermal conductivity, water content, water absorption and 
hygroscopicity of bio-aggregates, reporting hemp shiv as an example. 

Laborel-Préneron et al. [18] referenced recommendations of RILEM TC 236-
BBM [9] to study the properties of barley straw, corn cob and hemp shiv. They 
evaluated particle size distribution (by image analysis method), loose bulk density, 
thermal conductivity (by hot plate method) and water absorption. For sorption and 
desorption behaviour they considered Dynamic Vapour Sorption (DVS) method. 
Cintura et al. [22] analysed loose bulk density and particle size distribution (by sieving 
method) of grape and olive press wastes, hazelnut shells, spent coffee grounds and 
Maritime pine (Pinus pinaster Ait.) chips by using the same recommendations [9]. 
Loose bulk density was evaluated also according to EN 1097–3 [23], while thermal 
conductivity was assessed by the transient method, by using the Modified Transient 
Plane Source sensor (ISOMET). 

Different methods from the recommendations of RILEM TC 236-BBM could 
be considered to evaluate bio-aggregates’ properties. For example, Brouard et al. 
[24] analysed rape straw and sunflower steam and described a different method to
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evaluate water absorption. The researchers immersed the aggregates in water for 
1 h at different temperatures and considered their mass at specific times. They also 
evaluated microstructure, to investigate aggregates’ pore size, by using Scanning 
Electron Microscopy (SEM). Ansell et al. [20] referred to RILEM TC 236-BBM [9] 
to characterize hemp, flax, rape and wheat straw, and corn cob only for loose bulk 
density. Microstructural morphological properties were evaluated by SEM, porosity 
by mercury intrusion porosimeter (MIP), thermal conductivity by heat flow meter, 
and moisture buffering value (MBV) by the NORDTEST method [25]. Liuzzi et al. 
[26] considered olive leaves and olive branches. They analysed porosity and density 
by using helium gas pycnometer and microstructural morphological properties by 
SEM. 

As these past studies demonstrated, there is not one specific and unified method to 
characterize agro-industrial wastes. This allows selecting the most suitable laboratory 
tests, according to the considered materials. On the other side, only using the same 
methods could guarantee an effective comparison between different materials. 

2.2 Composites 

Building composites have been more studied than raw materials [11]. Depending on 
the type (i.e., particleboards, plasters, mortars, etc.), there are suitable standardized 
and non-standardized assessment methods used. 

Binici et al. [27] produced composites of corn stalks and epoxy resin (Araldite-
LY-554), gypsum and Portland cement (CEM I 42.5) as binders. The researchers 
evaluated water absorption according to ASTM 67 [28] and thermal conductivity 
according to ASTM C1113 [29]. The results demonstrated that the composites could 
be considered thermal insulation materials. 

Lima and Faria [30] used the German standard DIN 18,947 [31] to evaluate density, 
thermal conductivity and hygroscopicity of plastering mortars made up of clayish 
earth and siliceous sand and different percentages of oat straw and typha fibre-wool. 
As the researchers reported, DIN standards are known as an important reference 
for earth-based materials. The results demonstrated that natural fibres improved the 
thermal insulation properties though depending on the fibres and content. 

Liuzzi et al. [26] considered European standards to study the hygrothermal prop-
erties of a clay plaster with olive fibres (leaves and branches). Water vapour perme-
ability was evaluated according to EN 1015–19 [32], and hygroscopicity properties 
by using EN 12571 [33]. Porosity was evaluated by helium gas pycnometer. As 
for thermal properties, the researchers used the transient method (ISOMET); for 
MBV, the NORDTEST protocol [25] was used. They demonstrated that olive fibres 
improved the insulation performance of the composite. NORDTEST [25] is a widely 
used method to determine the MBV [34]. It can be applied to different composites. 
For example, it was considered for panels made up of rice husk and earth, stabilised 
with hemihydrated gypsum and air lime [35]; for panels made up of hemp shiv and
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a bio-based binder of starch derivative and a crosslinking agent [20]; for hemp-lime 
(hemp shiv, hydraulic lime and a rapid setting additive) [36]. 

Monteiro et al. [37], Farag et al. [38] and Nunes et al. [39] considered European 
standards for particleboards. They analysed particleboards composited of cardoon 
particles and a cassava starch-based binder, panels made up of olive stones and 
unsaturated polyester liquid resin (Jet sealer), and cement-bonded particleboards 
with banana pseudosteam, respectively. Bulk density was evaluated according to EN 
323 [40]; moisture content according to EN 322 [41]. 

Palumbo et al. [42] considered EN 12664 [43] to study the thermal conduc-
tivity of samples of different bio-based insulation materials: hemp-lime, hemp fibre, 
wood wool, wood fibre, barley straw-starch and corn pith-alginate. As for the 
hygroscopicity properties, ISO 24353 [44] was referenced. 

As this data collection shows, there are many different methods already known 
and used to evaluate bio-waste-based composites and a great number of past studies 
that addressed this topic. 

2.3 Bio-Susceptibility 

Several laboratory tests are already used to evaluate biological susceptibility, but this 
property is not so commonly considered, neither for agro-industrial wastes individ-
ually nor for composites. As previously anticipated, this is a known drawback of 
agro-industrial wastes, hence it should be further assessed. 

Table 1 collects examples of information from past studies that evaluated 
biological susceptibility to some of the relevant biodeterioration agents.

In addition to the assessment of biological susceptibility, some past studies inves-
tigated the possibilities to moderate and solve it. Considering the ones in Table 
1, Indrayani et al. [54] reported that citric acid avoided degradation by termites; 
Palumbo et al. [10] demonstrated that boric acid could improve resistance to mould 
growth. 

3 Discussion 

This collection of information demonstrates that there are many different methods 
to evaluate hygrothermal properties and bio susceptibility of agro-industrial wastes, 
both as raw materials and included in composites. 

Agro-industrial wastes’ properties as raw materials are commonly evaluated 
according to the recommendations of RILEM Technical Committee 236-BBM [9]. 
This is a useful and important guideline, also considering the relevance that bio-
aggregates are taking in the last years. It is in step with the times and answers to 
the current research’s requirements. Nevertheless, this document does not assess 
some important properties that could improve the evaluation of the performance
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Table 1 Examples of past studies that evaluated bio-susceptibility of agro-industrial waste, 
individually and in composites 

Biological 
attack 

Bio agents Standard/Method Composites/Materialsa Ref 

Brown rot 
fungi 

Gloeophyllum 
trabeum (Pers.) 
Murrill 

“Mini-block method” 
[45] 

Particleboards with 
cardoon particles and a 
cassava starch-based 
binder 

[37] 

Brunneoporus 
malicola (Pers.) 
Murr. (≈Gleophyllum 
trabeum) and  
Trametes versicolor 
(L., Fr.) Quél 

Adapted from AWPA 
E-10 [46] and  AWPA  
E-30 [47] 

Particleboards with 
papaya stalk, macadamia 
nut carpel, coffee husks, 
eucalypt sawdust and 
urea–formaldehyde as a 
binder 

[13] 

Moulds Aspergillus niger Adapted from ASTM 
D5590-17 [48] 

Earth-based mortars 
with siliceous sand, oat 
fibres and hydrated air 
lime 

[16] 

Aspergillus niger and 
Penicillium 
funiculosum 

Adapted from ASTM 
D5590-17 [48] and  
ASTM C1338-19 [49] 

ETICS with expanded 
cork thermal insulation 
and lime-based coating 

[14] 

Aspergillus niger and 
Penicillium 
funiculosum 

Adapted from ASTM 
D5590-17 [48] and  
ASTM C1338-19 [49] 

Cement-bonded 
particleboards with 
banana fibres, maritime 
pine (Pinus pinaster) 
chips and Portland 
cement 

[39] 

Aspergillus niger and 
Penicillium 
funiculosum 

Adapted from ASTM 
D5590-17 [48] 

Grape press waste, olive 
press waste, hazelnut 
shells, spent coffee 
grounds and wood chips 
as raw materials 

[8] 

No inoculation Johansson et al. [50] Insulation composites 
with corn pith bonded 
with sodium alginate 
and calcium sulphate 
dihydrate 

[10] 

– Viel et al. [51]; 
assessment according 
to ISO 846 [52] 

Panels with hemp shiv 
and rape straw, with and 
without starch derivate 
binders additives and 
solvents 

[51] 

Termites Cryptotermes brevis 
Walker, Isoptera: 
Kalotermitidae 

Maistrello [53] Particleboards with 
papaya stalk, macadamia 
nut carpel, coffee husks, 
eucalypt sawdust and 
urea–formaldehyde as a 
binder 

[13]

(continued)
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Table 1 (continued)

Biological
attack

Bio agents Standard/Method Composites/Materialsa Ref

Coptotermes 
formosanus 

Mass loss and survival 
rates of termite 

Boards with pineapple 
leaves and a mix of citric 
acid and sucrose as a 
binder 

[54] 

Reticulitermes 
grassei 

Cintura et al. [8] Grape press waste, olive 
press waste, hazelnut 
shells, spent coffee 
grounds and wood chips 
as raw materials 

[8] 

Reticulitermes 
grassei Clément 

Adaptation of EN 117 
[55] 

Particleboards with 
cardoon particles and a 
cassava starch-based 
binder 

[37] 

aNote only bio-based composites are reported

of bio-aggregates. Some information could be further detailed or deepened [8]. For 
example, as Brouard et al. [24] described, water absorption could be evaluated consid-
ering the influence of temperature. As for the particle size analysis by the sieving 
method, the sieving time could be specified according to the type of bio-aggregates 
[8]. The thermal conductivity could be related to hygroscopic capacity. Other impor-
tant information could be added, namely the evaluation of biological susceptibility 
by considering different bio-deterioration agents. However, all these are consid-
erations to improve a cutting-edge document and an important reference to study 
bio-aggregates by a unified method. Finally, it is important to underline that the lack 
of a specific standard to evaluate agro-industrial wastes’ properties could be both 
an advantage (flexibility in the choice of the methods) and a disadvantage (difficult 
comparison between the results and different studies). 

As for composites, several standardized methods could be considered. Many of 
them are not specific for agro-industrial wastes, as they were drawn up for conven-
tional materials. Considering the research trend of using bio-based materials, these 
methods could be updated. Specific standards can be proposed too, as, for example, 
the German standard for earth plasters, considered by Lima and Faria [30]. Neverthe-
less, the presence of many different methods already used has some benefits. First, it 
is possible to choose the most suitable one for the considered composites. Then, the 
same property could be evaluated by different laboratory tests that could enrich the 
discussions of the results and allow reaching important conclusions. Finally, since 
many past studies used the same methods, there are also many results. This makes 
easier the comparison between different materials and the discussions and validation 
of the results. 

As regards the resistance to biological attack, many different methods and stan-
dards guarantee the evaluation of bio-susceptibility after inoculation [51], depending 
on the biodeterioration agents, the exposure method and the considered conditions.
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Table 1 presents, as an example, only a small set of past studies that addressed 
the topic of bio susceptibility of agro-industrial wastes. The bibliographic research 
carried out for this work demonstrated that, even if the biological attack is one of 
the main drawbacks of agro-industrial wastes, is not so commonly addressed [16]. 
It has to be further evaluated since it can cause radical changes to materials’ prop-
erties, compromise durability and affect human health [10, 51, 56]. The analysis 
of biological susceptibility could guarantee better use of agro-industrial wastes, as 
biological vulnerability could be prevented or moderated. Research should further 
investigate this topic, and studies related to the use of agro-industrial waste should 
always consider it. The already known methods to evaluate biological susceptibility 
could be improved and new laboratory tests proposed. Some of the already known and 
used could be collected to define a guideline to investigate this property. A greater 
number of studies that assess this property would also allow easier comparisons 
between different materials therefore an easier understanding of the results. 

4 Conclusions 

The present work reports laboratory tests to evaluate hygrothermal properties and 
biological susceptibility of agro-industrial wastes, considered as raw materials and 
in composites. It aims at providing a first review to be used as support for future 
research works. This work allows reaching the following conclusions: 

• There are no specific standards to analyse agro-industrial wastes as raw materials. 
Past studies evaluated hygrothermal properties and bio susceptibility according 
to different methods. 

• Past research usually analysed composites made up of agro-industrial wastes 
according to the standards used for conventional materials. This facilitates the 
comparison between them but can be complemented. 

• Biological susceptibility is not so commonly assessed. Being one of the main 
drawbacks of using agro-industrial wastes, it should be further investigated. 
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Geotechnical Characterization of Vegetal 
Biomass Ashes Based Materials for Liner 
Production 

Leonardo Marchiori , Andre Studart , Maria Vitoria Morais , 
António Albuquerque , and Victor Cavaleiro 

Abstract This paper aims to evaluate geotechnically, chemically, mechanically, 
and hydraulically parameters of vegetal-based biomass ashes (VBA) and its soil 
incorporation with different ratios as potential liner material and soils strengthening. 
Composites were developed for testing with different ratios of VBA: soil, following 
05:95, 10:90, 15:85, and 20:80%. All laboratorial testing program followed European 
standards. For geotechnical characterization, the following tests were performed for 
all mixtures, the soil and VBA: granulometric distribution, specific gravity and Atter-
berg limits. Chemical characterization was done by collecting pH values and energy-
dispersive X-ray spectroscopy (EDS) parameters for elemental and oxides anal-
ysis. Also, x-ray diffraction (XRD) was done to evaluate all sample’s mineralogical 
description. In addition, mechanical analysis was conducted by analyzing expansi-
bility, one-dimension consolidation through oedometer, and consolidated undrained 
(CU) triaxial test, along with falling head permeability for additional permeability 
analysis. Results have shown a finer granulometry and decrease of plasticity, 5% to 
non-plastic behavior, as higher amounts of VBA are introduced, exposing a filling-
material behavior. EDS and XRD analysis indicate quartz, muscovite, orthoclase and 
calcite composition, and VBA could possibly have pozzolanic properties due to high 
silica-alum-ferric oxides amount. Mechanical parameters have shown a stabilization 
of VBA within the analyzed soil, exposing a slight reduction on settlements while 
increasing friction angle, 25–30º, and decreasing cohesion, 5–0 kPa. Permeability 
values have shown their feasibility for liners application, as found values charac-
terizes all mixtures as low-permeability materials, especially introducing 5% of the 
residue into soil which values were below 10–9 m/s. Thus, the incorporation of VBA 
into soils paves a solid alternative for reusing this material in varied applications, as 
the analyzed soft soil has been geotechnically enhanced. Additional analysis, mainly 
pozzolanicity levels and leachability tests, can contribute for this on-going study to 
stablish VBA as a feasible material for the industry.
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Keywords Geotechnical characterization · Biomass ashes · Liner material · Soil 
reinforcement · Earthworks 

1 Introduction 

Vegetal biomass ashes (VBA) are by-products from combustion, pyrolysis, and incin-
eration of varied type of vegetal biomass, mainly composed by tree ashes. Their 
combustion is mainly used for energy production, already representing a significant 
10% of energy supply around the world [1]. To enhance the fuels’ calorific value, it 
can be associated to coal powered plants as a co-combustion product, this activity 
produces filter, bottom, and fly biomass ashes as by-products, which present different 
physical–chemical characteristics compared to the original biomass [1], due to high 
temperatures and different furnaces processes. Also, although there is a belief that 
biomass is renewable—as the released CO2 is the same used in the nature—this 
claim is not correct for biomass ashes, as the combustion processes alter the orig-
inal biomass, transforming into a residue that could contaminate waters and soils 
[3]. Therefore, researching new applications for VBA are necessary to avoid general 
contamination, [3] indicated possible replacement of gravel in road construction 
while also feasible for fine-grained clays and soils’ replacement in the construction of 
landfill liners due to its latent hydraulic properties. Thus, to mitigate environmental 
impacts, research around their reuse through soil’s amendment in different ratios 
is needed looking to ameliorate soft soils’ geomechanical characteristics, making 
feasible for varied earthworks, such as liners applications. 

Waterproofing liners are normally based in clays or geomembranes. Clays are 
generally weak soils, normally stabilized with cement, lime and other industrial 
products that are not environmentally friendly and could represent an environmental 
hazard. Geosynthetics, although an effective material, is still a costly solution [4, 
5] and can impact the general cost–benefit value of an earthwork. Therefore, these 
stablished methodologies could be improved through new methodologies and greener 
approaches, such as through the valorization of biomass ashes. Bagasse ash, rice 
husk ash, and palm oil fuel ash are prominent examples of such residues; cellulose 
and paper mill sludge, for example, consist mainly of fibbers and fillers can have 
low hydraulic conductivity (k) when properly compacted [6]. Leme and Miguel 
[7] analyzed the industrial potential for VBA and concluded the main advantage is 
the concentration and recovery of valuable components—SiO2, Al2O3, CaO—which 
could indicate their feasibility for soft soil reinforcement, increasing effective friction 
angle while reducing voids and settlement, along with low permeability for liner 
production. A deeper investigation over chemical and mechanical parameters can 
also provide data to better understand and assess VBA’s properties and its interaction 
with soils [7–9]. 

Therefore, understanding the characteristics of the analyzed VBA when intro-
duced into soils could provide a better understanding for earthworks’ application and 
contribute for its valorization, leading to an approach of production within the scope
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of circular economy. Thus, this paper aims to investigate and characterize geome-
chanically a VBA mainly based on biomass pine and olive ashes, and mixtures of 
VBA and a weak soil for evaluating their feasibility for application as liner material. 

2 Methodology 

VBA were collected at the industrial park of VALAMB, Castelo Branco, Portugal, 
and the soil was collected from the same region. Four mixtures of VBA:SOIL were 
developed based on dried masses in temperatures of 60–65 °C, with the following 
ratios: 

Materials VBA (%) Soil (%) 

Soil 0 100 

VBA 100 0 

05:95% 05 95 

10:90% 10 90 

15:85% 15 85 

20:80% 20 80 

All the materials, individually and the mixtures, were characterized for the deter-
mination of specific gravity (GS), granulometry distribution (D10, D50 and D90) by  
sieves procedure, and consistency limits (WL, WP, PI) according to European stan-
dard ISO 17982 [10–12]. Normal Proctor compaction tests followed the procedure in 
BS1377-4 [13] for optimal characteristics (ρd, opt and wopt). Chemical compositions 
were determined through energy-dispersive X-ray spectroscopy (EDS) and scanning 
electrons microscopy (SEM) images by S-2700 Hitachi, Rontec, USA, and miner-
alogical analysis through X-ray diffraction (XRD), using a Phillips Analytical X-Ray 
B. V. from Rigaku, model DMAXIII, USA. EDS and XRD were also carried out for 
samples of the raw vegetal material (RVM) to compare the values with the ones for 
VBA. 

Settlements during the oedometer tests were measured by an automatic LCR 
transducer strain gauge, through MPE with maximum strain of 25.8 mm and precision 
of 0.001 mm, connected to a data logger MPX3000, VJ Technology. Readings were 
performed on a logarithmic time scale, following the load scale of 1-30-150–300-
600-1200 kPa, and the unload for 1200-300-1 kPa, based on [14]. 

For the triaxial compression tests, the equipment from GDSLab was used. Several 
series of consolidated undrained triaxial compression tests (CU) with pore water 
pressure and axial strain measurements were carried out. Saturation was interrupted 
when Skempton parameter B reached 0.95, and consolidation, when there was no 
difference in the volume for a certain period. The tests were ended when the axial 
strain reached 22%. For each material, three CU tests were performed, with confining 
pressures of 100, 200, and 300 kPa.
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Falling-head permeability tests were performed in replicates for each material, 
with initial hydraulic gradients (i) of 25 and 100, based on [15]. 

Mechanical and hydraulic tests were not performed for VBA by itself due to very 
bad workability. 

3 Results and Discussion 

3.1 Geotechnical Characterization 

Geotechnical parameters results are presented in Table 1 and show that VBA granu-
lometry is finer than the soil, possibly indicating good filling properties, as it would 
fill voids within analyzed mixtures. A non-plastic (NP) behavior is observed for the 
mixtures with 10–20% of VBA, although 5% of VBA:SOIL remained just as plastic 
as the soil, a low-plasticity material. The literature review showed variable results, 
[17] found ashes with around 2.0 while [26] 2.6 of specific gravity, and as plasticity 
results, most studies found no plasticity for VBA. 

Compaction parameters revealed an increasing of optimum water content (wopt) 
and decrease in optimum dry density (ρd, opt) when VBA was increased up to 20%, 
providing a lighter material and a clay similar performance. Soil amendment with 
VBA is providing a finer granulometry as higher introduced VBA’s portions are. 
Therefore, this result is an initial positive result, as the decrease of the soil’s plasticity 
while decreasing specific gravity (GS) could indicate VBA filling properties and 
weight reduction capacity, both being desirable characteristics, as better logistics due 
to easier material transport. Further mechanical analysis will be discussed to evaluate 
the impact of such characteristics in the resistance and consolidation parameters.

Table 1 Geotechnical parameters for soil, VBA e mixtures 

Material Particle size Density Plasticity Compaction 

Fines D10 D50 D90 GS WL WP PI wopt ρd, opt 

% μm μm μm – % % % % g/cm3 

Soil 11 80 850 2000 2.7 40 35 5 19 1.70 

VBA 10 75 600 1500 1.9 NL NP NP 25 0.90 

05:95% 10 75 750 1800 2.6 41 33 8 16 1.65 

10:90% 12 80 550 1700 2.5 44 NP NP 18 1.60 

15:85% 11 80 500 1750 2.5 43 NP NP 21 1.55 

20:80% 12 80 500 1600 2.4 42 NP NP 25 1.50 

D10, D50, D90: particle size below 10, 50 or 90% of all particles; Gs: specific gravity; WL: liquid 
limit; WP: plastic limit; PI: plastic index; NL: non-liquid; NP: non-plastic; wopt: optimum water 
content; ρd, opt: optimum dry density 
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Fig. 1 Granulometric distributions for all samples 

According to Unified Soil Classification System (USCS) in ASTM D2467, all 
tested materials are well-graded sand (SW), as exposed in Fig. 1, particle size distri-
butions are very similar, the orange line and the yellow line show VBA and soil, 
respectively, being VBA finer than soil, therefore the mixtures are in between those 
curves, it is difficult to perceive due to the scale of granulometric distribution, however 
the material behaves as finer with greater VBA introductions. In the classification and 
compaction characteristics context, VBA around several studies [17–23, 26] behave 
like a typical sandy soil with silt. 

3.2 Mechanical Performance 

Mechanical parameters results are presented in Table 2 and show that VBA’s feasi-
bility for both enhancing soil’s resistance and slightly reducing its consolidation. 
Although expansibility parameter (S) has not decreased, VBA’s introduction has not 
significantly impacted the original soil’s expansibility, exposing their possible intro-
duction without altering some original parameters of the soil. S was not performed 
to RVM due to its coarse particle size distribution, being unable to sieve the amount 
required for the test.

One-dimensional oedometric consolidation samples were remoulded compacting 
a Normal Proctor mould and extruded from it in laboratory, for the test there were 
only the initial consolidation due to the pore stone and top cap, then the loads were 
applied. Initial void ratios distinguished in between 50 and 65% due to rearrange of 
particles within different VBA introduction ratios, possibly filling the voids for 05– 
10% and for 15–20% increasing the size of the pores. Figure 2 exposes oedometer 
curves, the chosen loads for oedometer were mainly to evaluate the compressibility
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Table 2 Mechanical parameters 

Material Expansibility Consolidation Triaxial 

S (%) e0 (%) CC (–) CS (–) CR (–) c’ (kPa) ϕ’ (º)  

Soil 22 55 0.100 0.015 0.015 10 25 

VBA 18 – – – – – – 

05:95% 20 50 0.100 0.024 0.013 0 25 

10:90% 22 52 0.090 0.021 0.017 0 25 

15:85% 22 59 0.080 0.018 0.018 0 30 

20:80% 20 65 0.070 0.017 0.021 0 25

coefficient (Cc) progressively from 30 to 1200 kPa, exposing a slight Cc reduction, 
which indicate lower settlement which could eventually minimize damage within 
civil structures, such as fissures. S values fluctuated in 20% with a little reduction 
when introducing VBA, also stabilizing the composites. For liner, it can help prevent 
residues and heavy metals to percolate and infiltrate into subsoil and groundwater. 
Consolidation behaviour for VBA:SOIL mixtures do not change significantly the 
soil’s performance, which can be seen as a positive characteristic, as the residue’s 
introduction did not worsen the soil. Corroborating with [26–29] long-term data 
which consolidated VBA as a stabilizer for many types of soils, as expansive, soft, 
and organic ones. 

Consolidated undrained triaxial specimens were recompacted inside a triaxial 
mould using similar energy to Normal Proctor compaction, they followed the proce-
dure of firstly saturate the sample with a confining stress of 100 kPa and then consoli-
date until there was no pore volume change. Stress path curves are presented in Fig. 3, 
in accordance with the results presented in Table 2, 15:85% composites seem to be 
the most susceptible reinforcement, with high effective friction angle (ϕ’) of 30º and 
no cohesion (c’) making the composite susceptible for varied earthworks, such as
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Fig. 3 Stress paths envelops for soil and mixtures 

retaining structures or liners [16, 17]. Other mixtures presented the same behaviour, 
c’ = 0 and the no interference in ϕ’ of the soil, stabilizing the soil. Previous studies 
have presented VBA’s successful introduction into soils, enhancing some parame-
ters, such as shear resistance increase, or maintaining soils’ original values, such as 
plasticity indexes and consolidation parameters [18, 19]. Thus, found results corrob-
orate to the VBA’s successful introduction ameliorating geomechanical parameters 
of soils. 

Oedometric and triaxial tests were not performed for the VBA by itself because 
the materials do not have workability for moulding, and the main objective is to 
incorporate the by-product into soils. 

3.3 Hydraulic Conductivity 

Hydraulic conductivity is the main parameter for analyzing a materials’ suscepti-
bility for liners application. Low permeability is highly recommended for soils and 
materials in such applications [20]. Found k values are summarized in Table 3. The  
same sampling procedure of the oedometer consolidation tests were done for the 
permeability, although introduced in a permeameter with the same diameter, and as 
the specimens had 2.0 cm height, the rest of the permeameter were filled with water. 

Presented data states the soil is a low permeability material and a proper material 
for liner applications. When introducing VBA, k values had an impact on the average 
of a magnitude order of 10x, indicating a behavior closer to a granular material,

Table 3 Permeability results 
for soil and mixtures 

Material k (m/s) 

Soil 6 × 10–11–3 × 10–9 
05:95% 6 × 10–10–1 × 10–9 
10:90% 6 × 10–10–1 × 10–8 
15:85% 1 × 10–9–2 × 10–8 
20:80% 1 × 10–9–2 × 10–8 
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although generally maintaining low permeability characteristics. Regarding 05:95% 
mixtures, found results were close to the limit for liners making feasible for this 
application. Although unsatisfactory values were also obtained for the 10–15–20% 
mixtures, exposing a necessity of treatment for the sample. 

Osinubi and Eberemu [21] tested residual compacted granite soil treated with 
0–15% biomass ash, which should behave like VBA due to combustion, to assess 
its hydraulic conductivity for use in landfills and resulted in an improvement in 
soil plasticity, also showed for the 05:95% sample, although differs for the others 
mixtures, while ρd, opt and wopt decreased and increased, respectively, increasing 
biomass ash content. In general, k decreased to a 10% biomass ash content, for which 
k was around 10–9 m/s, but with 15% increased to k around 10–7 cm/s, unsuitable 
for liners. [21] also tested on a reddish-brown lateritic soil treated with up to 12% of 
biomass ash to assess its suitability in applications of waste containment barriers and 
in the 4–12% range of residue into composite material, compacted samples recorded 
hydraulic conductivity values below 10–9 m/s, making it suitable for use in barrier 
applications of waste containment. 

Abovementioned works on VBA:SOIL composite had shown great impact on 
permeability up to 10% of residue’s incorporation, corroborating with Table 3 results, 
and concluding that for granular soils, VBA can decrease k, and for clayey, increase 
k, although not very significantly, making possible a controlled introduction of VBA 
into soils for geotechnical purposes. 

Analyzing collected data, the 05:85% seems to be the optimal mixture, as it 
managed to reach values below 10–9 cm/s in all tests, characterizing itself as a possible 
liner material. In addition, the 20:80% mixture has suffered a drop on the hydraulic 
performance, which can be due to an excess of granular material behavior without 
plasticity, allowing greater water percolation and, therefore, k values above the limit. 

3.4 Chemical and Mineralogical Composition 

Chemical analysis were conducted to evaluate all samples’ composition and investi-
gate their origins and a larger understanding of their behaviour, in addition, the raw 
vegetal material (RVM) of the combusted VBA was analysed to possibly trace some 
elements. Therefore, EDS oxides are in Table 4. [1, 8, 9] made a comprehensive and 
extensive study around biomass ashes chemical composition aligned with the raw 
material, and concluded that it can vary in oxides percentages mainly due to raw 
material typology, incineration or industrial processes and location of the culture or 
the power plant because of weathering effect.

As stated in [18], VBA is considerably different from RVM, having higher 
amounts of Na, Si, Ca, S and Fe and a crystalline structure as there are many 
minor peaks hard to characterize apart from the above-mentioned. Also, a gener-
ally amorphous structure is also present, mostly due to physic-chemical alterations 
as calcination through incineration process occur. These elements’ enrichment has 
different and varied causes as the incineration process of RVM involves different
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Table 4 EDS results for soil, VBA and RVM 

Material Soil VBA RVM 05:95% 10:90% 15:85% 20:80% 

Na2O (%) 0.6 1.2 0.4 0.8 0.9 1.0 1.1 

MgO (%) 2.3 4.2 7.6 2.6 2.9 3.4 3.6 

Al2O3 (%) 27 18 34 26 25 24 23 

SiO2 (%) 56 45 4.6 54 53 52 51 

CaO (%) – 15 3.3 2.4 3.6 6 8 

K2O (%) 4.5 7.1 8.8 4.8 5.2 5.4 5.7 

SO3 (%) – 1.8 0.5 – – – – 

Fe2O3 (%) 8.3 5.8 0.1 8 7.7 7.6 7.5 

TiO2 (%) 0.9 0.7 0.8 0.9 0.8 0.7 0.7 

MnO (%) – – 27 – – – – 

Others (%) 0,4 0,2 12,9 – – – –

methodologies and chemical products. Different type of coals can be used as fuel 
while granular materials, such as silicious sand, are also commonly used within 
fluidized bed methodology [22]. Silica, for example, was the element that suffered 
the highest increase, probably due to the use of silicious sand during the fluidized 
bed combustion process of RVM. 

Followed by the silica, calcium suffered high enhancement, which although hard 
to precisely explain the reason, several studies have also stated this behaviour on 
pine-based biomass and could trace it back to thermal-conversions happening from 
500 ºC, being more pronounced on carbonated minerals, such as Calcite’s (CCaO3) 
disintegration that releases CO2 and forms CaO [8, 9]. In addition, coals’ varied 
composition and generally high amount of alkali metals [23] could also induce the 
conversion of some elements to new composites through the iteration of the coals’ 
reactive part with released gases during incineration, such as sulphur. 

Mineralogical composition were conducted for VBA, RVM, and the soil, and 
RVM, XRD were not done for the mixtures due to supposed no mineralogical change. 
Table 5 shows found mineralogy for VBA, RVM, and SOIL, respectively, along with 
XRD diffractograms shown in Figs. 4, 5 and 6.

Although similar minerals were found among their composition, the quantities 
vary considerably, while also being hard to identify every peak through VBA’s 
sample as there are many minor peaks hard to trace back. In addition, all samples 
have shown mineralogy compatible with the collection location—Castelo Branco’s 
region—which is mostly corresponded by metamorphic schists, feldspars, and gran-
ites [24]. Therefore, although presenting mostly similar mineralogy, the chemical 
number of oxides and the structure itself change considerably to the point of being 
basically a new material. This new material is also characterized by having the sum of 
Si + Al + Fe content around 70%, indicating pozzolanic properties, as [25] defines 
this amount for possibly having good levels of pozzolanicity, creating a silica-gel 
that could minimize voids while enhancing resistance.
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Table 5 Mineralogical results for soil, VBA and RVM 

Mineral RVM VBA SOIL 

Quartz X X X 

Muscovite X X X 

Orthoclase X X 

Calcite X X 

Kaolinite X X 

Quartz (SiO2); Muscovite (Al2.8Fe0.1H2K0.6Mg0.04Na0.37O12Si3.04Ti0.02); Orthoclase 
(AlKO8Si3); Calcite (CCaO3); Kaolinite (Al2H4O9Si2) 

Fig. 4 XRD results  for VBA  

Fig. 5 XRD results  for RVM
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Fig. 6 XRD results the soil

To complement, SEM evaluation on a magnification of 300 × was conducted for 
VBA, soil, and mixtures, and due to bigger particle size, 50 × for RVM. Results can 
be observed through Figs. 7, 8, 9, 10, 11, 12 and 13 for RVM, VBA, soil, and mixtures, 
respectively. Although RVM has a coarse granulometry comparing with other even 
with lower magnification images. VBA presents a finer granulometry compared to 
RVM and soil, corroborating with previous analysis of void-filling capacity, as it can 
also be stated throughout analysed mixtures. This decrease in particle size can be 
attributed to combustion processes which disintegrated the raw material and deeply 
impacted their physic-chemical characteristics.

4 Conclusion 

The analysed biomass ashes seem to be a feasible soil substitute for liners appli-
cations on the 05:95% proportion due to hydraulic conductivity and geotechnical 
characteristics. It can mitigate the utilization of clayey soil, a scarce raw material, 
and geosynthetics which are still a costly solution.
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Fig. 7 SEM image for RVM 

Fig. 8 SEM image for VBA

Although other mixtures could possibly be used through samples’ treatment, 
lowering permeability values. Furthermore, the conclusions of this research towards 
the valorisation of residues within the scope of circular economy were:

. Granulometry distribution generated finer materials within VBA incorporation.

. Resistance and consolidation were ameliorated by VBA’s filling properties and 
lowering plasticity characteristic.

. All samples showed soil’s strengthening, principally the 15:85% and 20:80% 
ratios due to an increase on friction angle and decrease of cohesion.

. Results have shown enhancement of the analysed soil’ geomechanical character-
istics and, mostly, conserving soil’s parameters.
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Fig. 9 SEM image for Soil 

Fig. 10 SEM image for 
05:95%

. Chemical analysis indicated a possible pozzolanic activity, which could also be 
useful, principally if associated to leachability and FTIR tests, needing this future 
evaluation.

. 05:95% ratio of VBA within soil as composite material seems to be an alternative 
liner material, reaching required k values, not changing consolidation, plasticity, 
and shearing performance of the soil.
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Fig. 11 SEM image for 
10:90% 

Fig. 12 SEM image for 
15:85%
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Fig. 13 SEM image for 
20:80%
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An Input in the Asian Wasp Nest (AWN) 
Study 

Jorge Pinto , Mário Ginja , Miguel Nepomuceno , and Sandra Pereira 

Abstract The Asian Wasp Nest (AWN) is an impressive and robust natural construc-
tion built by an insect. The building process occurs during spring and summer. This 
type of nest is not reused. The scale size between the Asian wasp and the AWN 
is substantial. In Portugal, we can find AWN on trees, roofs, balconies, chimneys, 
and other possibilities. When the AWN is built on trees, the tree’s branches work as 
support. The complexity of this natural construction in terms of shape motivated this 
research work. Therefore, an AWN sample was used in order to obtain some infor-
mation concerning this technical aspect. In this context, X-ray tests were performed 
to give guidance about the internal structure of the AWN without damaging it. The 
obtained experimental results show the richness of this type of construction. Under-
stating the AWN may guide new building processes, different structural shapes, 
alternative natural building materials, and passive building technics, among other 
constructive fields. 
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construction · Test
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1 Introduction 

Several examples of earth construction mimic nature functions, called biomimetic 
[1–3]. Other natural models were also applied in the building construction and as a 
sustainable option [2–7]. 

The study of nests of birds and insects can give valuable knowledge to the building 
industry [8–11], in particular, the earth construction. This research team has already 
done some works related to swallow nests (Portuguese andorinha-dos-beirais) 
[12–16]. 

That knowledge encouraged this group to embrace other challenges in this area 
which is the study of the Asian wasp nests (AWN). 

Some studies on the wasp nests have focused on the colonies’ behaviour [17–23] 
rather than the construction perspective. 

In this context, this paper’s main objective is to contribute to the study of the 
AWN as a natural construction. In particular, are presented some AWN examples, 
indicating some possibilities of the supports of the nest, delivering some approximate 
dimensions of the nest and describing its form. For this last purpose, X-ray tests were 
performed to obtain information without damaging the AWN, which is a novelty. 

In this paper, some information concerning the building process of the Awn is 
presented. Some technical aspects related to the shape and the size of this type of 
nest are also introduced. The results of the X-ray test of the AWN are also shown 
and described. 

2 Context 

There are several wildlife constructions. The African anthill, the wasp nest (Fig. 1a), 
the termite mud tube (Fig. 1b) and the swallow nest (Fig. 1c) are some of these exam-
ples. Each one may have its specific architecture, material and building technique. 
There is a scale proportion between the construction and its builder in the mentioned 
example and in general. The shape of the structure may be related to its function 
and the shape of the builder. The building material is natural. The building technique 
seems to be a progressive process resulting in monolithic construction. The building 
material appears to be applied with certain plasticity that gets hard by drying.

According to the examples shown in Fig. 1, it is also possible to realize that may 
exist a direct connection between these natural constructions and the industrialized 
construction. For instance, the termite mud tube shown in Fig. 1b is built on a granite 
masonry wall. On the other hand, the swallow nest of Fig. 1c is built on the pipes. 

The examples in Fig. 1 indicate that natural and industrialized constructions may 
interact in harmony. 

The AWN is also one of these types of natural construction, and it is the focus of 
this research work.
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a) Wasp nest b) Termite mud tube c) Swallow nest 

Fig. 1 Examples of natural constructions

a) Egg box b) Lightened fungiform reinforced con-
crete slab 

Fig. 2 Alveolar structural examples 

For instance, based on the idea of the wasp nest alveolar shape (Fig. 1a), Fig. 2 
shows two examples of current applications in which the alveolar structural shape is 
also applied. These two examples are egg boxes (Fig. 2a) and lightened fungiform 
reinforced concrete slabs (Fig. 2b). 

At the same time, Fig. 3 shows other organic shape structural elements similar to 
natural organic constructions.

3 Some Highlights About AWN 

AWN can be built in urban or rural areas, Fig. 4. The trees tend to be deciduous type 
such as chestnut (castanea sativa), oak (quercus), poplar (populus), hazel (corylus 
avellana), among other species. They are generally constructed on the top of the tree 
and orientated south.
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a) Reinforced concrete columns b) Pedestrian GLULAM bridge 

c) Bamboo columns d) Bamboo roof 

Fig. 3 Some examples of organic shape structural elements

a) Rural area b) Urban area 

Fig. 4 Two examples of AWN
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Fig. 5 An AWN built in a 
roof 

AWN 

Timber element 

Ceramic tile 

At the same time, AWN may also be built-in buildings, as mentioned above and 
such as the one presented in Fig. 5, which was built on the roof. In this case, the 
AWN is mainly supported on the ceramic tile. 

4 The AWN Used as the Study Case 

The AWN used as a study case was on the tree shown in Fig. 6, a poplar tree (populus). 
It was picked up in December of 2021. From Fig. 6, it is possible to figure out the 
impressive size of this AWN. The nest is supported on branches of the tree. The 
water drop shape of the nest is also observed in this figure. In addition, there is a red 
ribbon attached to the nest that indicates that the nest was deactivated.

The AWN was removed from the tree by cutting the main branch. Figure 7 shows 
this AWN in the lab where it has been kept from December 2021 under controlled 
temperature and humidity. The nest has a length of 0.75 m and a wide of 0.40 m, 
approximately. Its weight is 2.40 kg, including the weight of the branches. Therefore, 
it indicates that the density of the building material of the AWN seems to have a low 
density. In addition, the colour of the AWN is quite similar to the colour of the branch 
of the tree.

Before the removal of this AWN from the tree, it seems that it had been exposed to 
climate exposure such as temperature variation and the direct impact of rain during 
a certain time. It may explain the level of deterioration of the surface of this AWN, 
as shown in Fig. 7. In contrast, the AWN of Fig. 5 presents an intact surface. It is 
also protected from direct exposure to UV and rain. In this situation, the AWN was 
formed in the spring of 2021 and deactivated in July of 2021.
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a) Overview b) Detailed view 

Fig. 6 AWN used as a study case on the tree

Fig. 7 Some dimensions of the AWN used as study (m)
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5 X-ray Test of the AWN 

An X-ray test was performed in the AWN in order to understand the interior structure 
of this construction. This test was done in the Veterinary Hospital of UTAD. 

The AWN was tested in two positions, 1 and 2, according to Figs. 8, 9 and 10, 
respectively. 

The radiographic of the nest in positions 1 and 2 are shown in Figs. 9 and 11, 
respectively.

In these radiographs, the high intensity of white colour corresponds to high density. 
Therefore, it is possible to differentiate quite clear the branches of the tree (higher 
density of white colour) from the walls of the nest (medium-density white colour) 
and the empty spaces of the nest (dark colour). 

In terms of position 1, the radiography of the left side of the nest (Fig. 9a) indicates 
that the nest is lighter in terms of construction density because there are bigger open 
spaces between the walls. In contrast, the right side of the nest (Fig. 9b) is more 
heavily built. In fact, the amount of white colour is significantly more considerable. 

Based on the obtained results, it seems that the left side of the nest and the outer part 
of the nest is more related to the circulation of the wasps, to the natural ventilation,

Fig. 8 X-ray test of the 
AWN (position 1) 
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a) Left side b) Right side 

Fig. 9 Radiographs of the AWN (position 1) 

Fig. 10 R-ray of the AWN 
(position 2)

to the protection from UV radiation and from the water of the rain. At the same time, 
the right side of the nest seems to be more related to the wasps’ accommodation and 
the breeding process. This information may indicate that there are different areas 
of the nest related to various functions such as circulation, ventilation, and lodging, 
among other purposes. 

In this Fig. 9b, it is also apparent that the branches of the tree correspond to 
brighter white colour because they have a more significant density. In particular, 
these X-ray results, Fig. 9b, also show how the AWN braces the branch tree. The 
nest is supported on these branches. The connection between the nest material and 
the branch of the tree and the length of connection are two important aspects that 
deserve to be researched. Meanwhile, the existing compatibility between the nest 
material and the timber is evident.
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Fig. 11 Radiography of the 
AWN (position 2)

From Fig. 9a, it is also evident the alveolar shape type of the internal structure of 
the AWN is more noticeable on the right side of the nest. 

The X-ray results obtained in position 2 of the nest (Fig. 10) are also relevant. 
In this case, the existing heterogeneity of the nest is evident, which corroborates the 
above description. 

On the right side of the AWN, there is a nuclear part of the nest built with layers of 
circular alveolar slabs concentric and connected by a set of columns. These aspects 
can be observed in Figs. 10 and 11. In this particular AWN, there are five circular alve-
olar slabs (Fig. 11). The space between slabs is approximately similar and according 
to Fig. 11. 

On the other hand, according to Fig. 10, it is possible to figure out the other part 
of the nest (the left side of the nest and the top covering of the nuclear region of the 
nest). In these nest parts, the structure seems to be more irregular. There are a set of 
thin layers overlapped with each other. The layers connect by columns. The space 
between layers is not uniform, and it is bigger than the nuclear part of the nest. The 
alveolar pattern is not applied in these parts of the nest. 

In order to complement the above description of the AWN, Fig. 12 shows a portion 
of the first layer of the circular alveolar slab (Fig. 12a) and it also shows some Asian 
wasps almost reaching the adult size. Each Asian wasp is created in one alveolar unit 
and the size of the alveolar is proportionally to the size of the Asian wasp. In this 
case, the length of the Asian wasp is 0.025 m, approximately, Fig. 12b.
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a) Detail of the alveolar slab b) Size of Asian wasp 

Fig. 12 Size relation between the alveolar unit of the slab and Asian wasp 

6 Conclusions 

It was concluded that a lot of the AWN in the North part of Portugal could be located 
in rural or urban areas. 

In general, AWN can be built on deciduous tree types or buildings. 
In addition, AWN can reach an impressive size. This type of nest can also be 

robust and can present good durability. 
The X-ray test was proper to give guidance on the internal structure of the AWN. 

It was able to identify this structure without being intrusive. There was no damage 
in terms of material or terms of structure. 

The radiographic indicates that the AWN is not uniformly built. There is a part of 
the nest more heavily built corresponding to the area of the nest devoted to breeding. 
The X-ray tests also show that the internal structure of the AWN is in general alveolar 
shape. 

The complexity of the AWN in terms of shape and structure may be considered a 
natural smart construction. 
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Destructive and Non-destructive Testing



Moisture Buffering Value of Plasters: The 
Influence of Two Different Test Methods 

Alessandra Ranesi , Paulina Faria , and Rosário Veiga 

Abstract The moisture buffering value (MBV) is considered nowadays an easy way 
to classify building materials when the purpose is assessing their potential passive 
contribution to indoor comfort and energy saving. In literature different test methods, 
and relative MBVs calculated on the basis of these, are found. Hence, a study 
was conducted to confirm the comparability of results. Eight different plastering 
mortars and finishing pastes underwent the two most common test methods—the 
ISO 24353 and the NORDTEST protocol—and the related MBVs were calculated. 
It was observed that the MBV is different when different test methods are followed, 
although results are proportional. The values obtained following the NORDTEST 
method are found always higher that the values obtained following the ISO 24353 
and, therefore, it is concluded that MBV is affected by the test procedures and can 
only be directly compared when the same procedure is used. 

Keywords Mortar · Building material · Indoor wall coating · Indoor comfort ·
Moisture passive regulation · Hygroscopic behaviour 

1 Introduction 

Interior ceilings and walls are big surfaces of exposure to the indoor environment 
and are commonly covered by plasters, applied in systems composed by one or more
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layers of mortars. The plasters outer layer can be left in direct contact with the indoor 
air or covered by a complementary finishing system, such as a paint system. Thus, 
without considering the effect of furniture in the room [1, 2], the plasters can represent 
the biggest surface of interaction with the indoor air. Moreover, due to the large time 
spent by people inside buildings (around 90%) [3] the indoor environmental quality 
is getting more and more attention. In this context, the hygrothermal behaviour of 
building materials is rising increasing interest due to their potential contribution to 
passive regulation, with all its benefits both in terms of energy saving [4–6] and 
occupants’ comfort and health [7–11]. 

The hygrothermal comfort involves several factors which mostly depend on the 
users, such as natural ventilation, occupancy or type of activity, that are difficult to 
control. However, building materials can play an important role for passive designs 
of new buildings or rehabilitation of existing ones. For instance, indoor thermal 
insulation can be pursued by the application of thermal plasters in the interior surface 
of facade walls, even though an external solution would always be more efficient 
preventing thermal bridges. Moreover, on thermal plasters and renders, mortars can be 
applied as a single-layer material or as part of an insulation system, despite potential 
differences in performance [12]. According to an adaptive thermal comfort model 
[13], the indoor relative humidity level influences the thermal sensation of users and, 
therefore, their comfort. Since some hygroscopic coating materials can contribute 
to relative humidity passive regulation, the possibility of quantifying their moisture 
storage and potential as relative humidity passive regulators has been pursued in the 
last decades [14]. 

Porous building materials, like mortars, are generally very sensitive to environ-
mental hygrothermal conditions. The pore structure (number, size, shape, connection 
of pores) has big impact on the hygrothermal behaviour of the porous materials [13]. 
Furthermore, the combination of coupled air temperature and relative humidity can 
modify some of their intrinsic properties (i.e. thermal conductivity, water vapour 
permeability), making more challenging the construction of a theoretical model. 

The laboratory characterization of moisture storage capacity of building materials 
has been systematized only in recent years and for this reason some uncertainties 
still exist about the test methods to be applied [14–18]. The NORDTEST protocol 
[19] and the ISO 24353 [20] standard test procedures are the test methods most 
found in literature. In a previous paper [21], it was observed that among sixteen 
studies on moisture buffering of plasters, approximately 72% were run according to 
the NORDTEST protocol [19] and about 16% followed the ISO 24353 [20]. Never-
theless, the two test procedures show some methodological differences, presented in 
Sect. 2, which can jeopardize results and affect their comparison. 

2 Moisture Buffering Value 

The moisture buffering value (MBV) quantifies the capacity of one material to capture 
(adsorb) and release (desorb) water vapour from the air.
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The experimental determination of MBV quantifies the moisture uptaken and 
released by the material when exposed to specific conditions. It is commonly accepted 
to evaluate the property at a fixed temperature, to avoid triggering other mechanisms. 
Moreover, generally, each cycle (adsorption plus desorption) lasts 24 h, split as 8/16 
or 12/12 h. To ensure reliable results it is also important that the material reaches 
the quasi-steady state, so the number of cycles to run differs from one material to 
another, but never set below four. The practical MBV is calculated as the average of 
the last three adsorption and desorption values, each calculated as the mass variation 
per square meter divided by the amplitude of the RH step. 

However, it is possible to calculate the ideal MBV as a prediction of the surface 
water vapour flux during the time of exposure. In this case the equation will consider 
the period of exposure and the moisture effusivity (which depends on the intrinsic 
properties of the material and the saturation water pressure given by the test condi-
tions). If the material is heterogeneous and the thickness of the specimen higher than 
the material moisture penetration depth, this value will be similar to the practical 
one. 

The so far presented theory was introduced by Rode et al. [19], together with an 
evaluation scale, a simple 5 levels–classification from negligible to excellent, with 
the purpose of simplifying the comparison between different materials. 

2.1 NORDTEST Protocol 

The method developed within the NORDTEST Project [19] is widely used to evaluate 
moisture buffering of a building material or product. The most common condition is 
the 33–75% RH step, with a fixed temperature of 23 °C, which simulates the daily 
use of a bedroom in Northern Europe countries. The MBV is therefore calculated on 
the basis of the quasi-steady state conditions reached after multiple cyclic steps of 
8 h at 75% and 16 h at 33% RH. 

2.2 ISO 24353 

The standard ISO 24353 [20] introduced loading and unloading phases of the same 
duration (12 h each) and, when cyclic tests are run, three possible relative humidity 
scenarios are defined: low (30–55% RH), middle (50–75% RH) and high (70–95% 
RH). The middle relative humidity conditions are the most chosen [21] and, from 
a previous study [22], they were found also to be the closest to monitored real 
conditions in unheated or intermittently heated bedrooms in Southern Europe.
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3 Tested Plasters 

The NORDTEST method [19] (33–75% RH) was applied to eight plastering mortars 
and pastes which can be used for plaster finishing layers, as described in Sect. 2.1. 
A climatic chamber FITOCLIMA 700EDTU was used. The ISO 24353 method [20] 
was applied to the same eight plastering materials, according to its middle range 
humidity condition (50–75% RH) as described in Sect. 2.2, using the same climatic 
chamber. 

The tested plastering materials were the following:

. a clayey earth-based plastering mortar (E);

. two air lime plus gypsum finishing pastes (CL_G) with increasing content of 
gypsum, namely CL70_G20 and CL50_G50;

. a gypsum finishing paste (G);

. a natural hydraulic lime plastering mortar (NHL);

. two cement plastering mortars (C) with increasing water/binder ratio, namely 
C_0.9 and C_1.3. 

The samples were obtained from prismatic standard specimens, cut into slices 
of approximately 40 mm × 40 mm × 20 mm. Five specimens for each material 
were tested, with only one 40 mm × 40 mm surface left in direct contact with the 
environment and the other 5 surfaces sealed with aluminum tape (Fig. 1).

The complete characterization of the presented plastering mortars and finishing 
pastes was discussed in a previous study [23] and some of their RH dependent 
properties are synthesized in Table 1.

4 Results 

Results of MBV obtained using both the methodologies are presented in Fig. 2 and 
compared with ranges for MBV classes proposed by Rode et al. [19].

Both methods showed the same ranking of materials: the plaster with the best 
buffering performance is the earth-based one followed by the pastes obtained by the 
combination of air lime and gypsum, the plasters based on hydraulic binders and, 
finally, the air lime mortar and the gypsum paste. The results are largely in agreement 
with data on equilibrium moisture content (showed in Table 1) with exception of 
the air lime-gypsum finishing pastes. In fact, their equilibrium moisture content at 
80% RH is higher than for the earth mortar but it is also evident that, from 70 
to 80%, they show different response. The earth-based plaster keeps the slope of 
the adsorption curve slightly increasing with the RH level, whereas for the air lime-
gypsum pastes, instead, a sharp rise is observed after 70% RH and even sharper above 
80% RH. This behaviour, already discussed elsewhere [23], was found responsible 
for an important hysteresis in desorption and, thereby, for a large residual moisture 
content at the end of desorption. When daily cycles are applied, thus the final value of
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(a) (c) 

(b) (d) 

Fig. 1 Specimens 40 mm × 40 mm × 20 mm based on a air lime, b cement, c earth and d air 
lime-gypsum, sealed by aluminum tape and ready to be tested

Table 1 Synthesis of hygroscopic characterization of plasters from a previous study [23] 

E CL NHL C_1.3 C_0.9 G CL50_G50 CL70_G20 

µ [−] 9.1 7.4 9.3 14.5 20.4 5.5 5.2 5.2 

MC30 0.04 0.02 0.03 0.03 0.03 0.02 0.02 0.03 

MC50 0.19 0.04 0.07 0.09 0.12 0.06 0.10 0.11 

MC70 0.44 0.08 0.15 0.19 0.26 0.14 0.24 0.28 

MC80 0.64 0.12 0.21 0.27 0.38 0.21 0.74 0.80 

Notation: µ—water vapour resistance factor; MC—equilibrium moisture content at absorption 
stages expressed in % of weight

moisture buffering would be influenced by this residual moisture content, reducing 
the amplitude of the moisture exchange, lowering down the MBV. MBV also pointed 
out a high standard deviation of the gypsum finishing paste. The five specimens of 
gypsum paste underwent multiple tests in a previous campaign [23] and always 
showed differences of hygroscopic response between them in a coherent way. For 
this reason, the high standard deviation was already related to a heterogeneity of the 
prismatic original specimen, from which the five samples were obtained, and results 
were all considered reliable [23].
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Fig. 2 MBV results of the earth-based plaster (E), air lime and gypsum pastes (CL_G), gypsum 
paste (G), natural hydraulic lime (NHL) and cement (C) plasters with different water/binder 
ratio, tested according to NORDTEST and ISO 24353 conditions. Results are compared to the 
NORDTEST classification limits [19]

Overall, results from ISO 24353 [20] middle level humidity conditions are slightly 
lower than the ones from NORDTEST protocol [19], but the plastering mortars 
and finishing pastes mainly still belong to the same classes (Fig. 2) either if tested 
according to one method or the other. The clay earth-based plaster (E) and paste 
CL70_G20, based on air lime (CL) with addition of gypsum (G), are classified 
as good when tested by both test methods. Also the gypsum paste (G) and the 
plastering mortars based on natural hydraulic lime (NHL) and cement (C_0.9 and 
C_1.3) obtained the same MBV class (moderate) whether tested by both methods. 
The limited moisture buffering behaviour of the air lime plaster (CL) is also confirmed 
by both methods. Finally, the paste CL50_G50 is the only material that showed 
an MBV falling in the upper class if tested by NORDTEST. Considering that the 
NORDTEST applies 8 h of adsorption and 16 h of desorption (instead of 12 h/12 h) to 
the tested materials, for a RH step way higher (33–75%) than the ISO standard (50– 
75%), results agree with expectations. Thus, one method could be overestimating 
real materials behaviours or the other underestimating these same, depending on 
exposure conditions. 

To better understand the difference of results, the NHL plaster was taken as 
example for quantifying the moisture stored, according to one or the other method, 
during the last cycle of adsorption. 

The ISO 24353 [20] result indicates that for 1 m2 of plaster applied with two 
centimeters of thickness, around 12 g of moisture are adsorbed after 12 h of high RH
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Fig. 3 Schematic 
representation of the room 

Table 2 Values resulting from calculation 

Volume (m3) Surface (m2) Plastered (m2) Moisture uptaken 
NORDTEST 
(g)—8 h 

Moisture uptaken 
ISO24353 
(g)—12 h 

Room 36 66 26.6 824.6 319.2 

exposure (75%RH). Instead, 8 h of exposure to the NORDTEST high RH condition 
(75%RH), corresponds to approx. 31 g/m2 of moisture adsorbed. Indeed, if the plaster 
based on natural hydraulic lime is applied on the walls of a common room with 3 m 
× 4 m  × 3 m volume, represented in Fig. 3, with a door of 0.8 m × 2.0 m and a 
window of 1.2 m × 1.5 m (26.6 m2 of plaster exposed surface, without the ceiling 
which could also be plastered), the moisture adsorbed could be either 319.2 g (12 h) 
or 824.6 g (8 h), using the ISO or the NORDTEST procedures, respectively (values 
are resumed in Table 2). 

The calculation evidences the strong influence of the starting condition (33% RH 
rather than 50% RH, for the NORDTEST and the ISO, respectively) and, thus, the 
wider RH step the plaster would be exposed to according to the NORDTEST method, 
together with the importance of the exposure duration. 

5 Conclusions 

The passive contribution plasters can have to energy saving, occupants comfort and 
health, rely on their moisture balance ability. It is well-known that avoiding extreme 
relative humidity values contributes to occupants’ health and thermal comfort sensa-
tion and can have direct and indirect effects on energy savings (heating and cooling).
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Thus, the passive regulation of indoor RH can contribute to turn buildings greener. 
The moisture buffering value (MBV) is a quantification of this mechanism and can 
be obtained following different test methods. 

Hence, in the study, two widespread test methods have been applied to eight 
plastering mortars and finishing pastes and results were found slightly different. The 
highest MBV were obtained by the NORDTEST as expected, considering that the 
RH step applied is wider and every cycle applies adsorption for half of the time of 
desorption. A longer time for desorbing would mitigate the hysteretic response that 
sometimes porous materials, as plasters, present. However, the ratio between each 
material is kept the same wether if tested according to one method or the other. 

Moreover, most of the analyzed mortars belong to the same class when tested 
according to the Northern protocol or the ISO standard. Nevertheless, a difference 
in the absolute value of MBV is observed and can result in significantly different 
quantities of moisture exchange, as it was shown by calculation. 

There is no doubt that the main inconsistencies between the two test methods are 
represented by test settings, such as time of exposure and relative humidity levels. 
The starting and final RH conditions, the width of the step and the exposure time are 
responsible for the response, especially for porous materials. 

For the former reasons, direct comparability in terms of absolute MBV should 
be excluded unless the same test procedure was used. Hence, the classification and 
characterization by MBV is justified if the test method is specified. 
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Study on the Effect of the Bedding 
Mortar Composition on the Shear 
and Compression Behavior of Old Brick 
Masonry Walls 

Armando Demaj , Ana I. Marques , João Gomes Ferreira , 
and António Sousa Gago 

Abstract The aim of this study was to investigate the influence of the bedding mortar 
characteristics on the shear and compression behavior of brick masonry walls typical 
of old buildings. For this purpose, two different mortar compositions were considered, 
namely a cement mortar and a lime-cement mortar with composition ratios of 1:0:5 
and 1:3:12 (ce-ment:hydrated lime:sand), respectively. The initial part of the study 
consisted of experimentally determining the main mortars’ characteristics. Then, 
their effect on the shear and compression behavior of solid clay brick masonry was 
experimentally assessed. For this purpose, di-agonal compression tests and axial 
compression tests were performed on masonry specimens made with both types of 
bedding mortars. The results show that the mortar characteristics have a significant 
influence both on the shear and compressive behavior. The average shear strength 
values of the cement mortar walls were six times higher than that of the cement-lime 
mortar walls. The average compressive strength values of the cement mortar walls 
were two times higher than that of the cement-lime mortar walls. This shows that the 
mortar characteristics have a greater influence on the shear behavior when com-pared 
to compressive behavior. 
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1 Introduction 

The in-plane shear behavior of a load-bearing brick masonry wall is expected to 
strongly depend on the properties of its bedding mortar. In the case of shear loading, if 
the mortar is too weak when compared to the bricks, premature shear collapse occurs, 
normally characterized by a stepped crack. In this case, diagonal cracking develops 
through the horizontal and vertical mortar joints, without crossing the bricks, that 
remain apparently intact. On the other hand, if the mortar is too strong, the wall 
behaves monolithically, and the diagonal cracking develops continuously, crossing 
both the mortar and the bricks without visible change in its direction. 

Also, in the case of compressive loading, it was seen that, as expected, the mortar 
characteristics have a significant role in the wall strength although not as much in its 
rupture mode. 

In the framework of the project RESIST-2020—“Seismic Rehabilitation of 
Old Ma-sonry-Concrete Buildings”, walls with two different bedding mortars 
were investigat-ed: (i) a cement-based mortar with a ratio by volume of 1:0:5 
(cement:hydrated lime:sand), with 1/3 of sandpit sand and 2/3 of river sand (by 
volume); (ii) a lime-cement mortar with a ratio by volume of 1:3:12 (cement:hydrated 
lime:sand), in which only river sand was used. The lime selected for the preparation 
of the mixes was calicitic hydrated lime CL 90, manufactured by Lusical, whereas 
the cement used was CEM II/B—L 32.5 N from the manufacturer Secil. 

The mortars were experimentally characterized to obtain their main mechanical 
characteristics. 

For assessing the shear and compression behavior of walls, diagonal compression 
tests were performed on small wall specimens—wallettes—made with the two bed-
ding mortar compositions previously characterized. The bricks used in both wallettes 
were similar, in order to limit the varying parameters and allow for the analysis of 
the role of the mortar type only. The bricks were solid with dimensions of 25 × 11 
× 7 (cm) and average compressive strength of about 25 MPa. 

2 Mechanical Properties of the Mortars 

Both mortars were tested, in prismatic specimens of dimensions 40 × 40 × 160 mm3, 
at 28, 90, and 180 days for (i) unit weight; (ii) flexural strength; (iii), and compressive 
strength [1]; and (iv) dynamic modulus of elasticity through resonance frequency [2]. 
Figures 1, 2, 3 and 4 present these values obtained for both types of mortar at the 
three different ages. For each type of test and for each age, three specimens were 
tested. The result presented represents the average value obtained for a set of three 
specimens tested.

The results presented in Fig. 1 show that the unit mass of cement mortar is only 
slightly higher than that of cement-lime mortar (about 1900 kg/m3 against 1800 kg/m3 

at 180 days). Unlikely, the flexural and compressive strengths of both types of mortar
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Fig. 1 Unit weight of the two different types of mortars at the ages of 28, 90, and 180 days 

Fig. 2 Flexural strength of the two different types of mortars at the ages of 28, 90, and 180 days

are significantly different. At 180 days, the flexural and compressive strengths of 
cement mortar are about 3.6 MPa and 13.7 MPa, respectively, whereas the corre-
sponding values for the cement-lime mortar are approximately 0.4 MPa (9 times 
lower) and 0.8 MPa (17 times lower). 

The dynamic elastic modulus of the bedding mortar (obtained by the resonance 
frequency tests) are also clearly dependent on the type of binder used. While the
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Fig. 3 Compression strength of the two different types of mortars at the ages of 28, 90, and 180 days 

Fig. 4 Dynamic elastic modulus by resonance frequency of the two different types of mortars at 
the ages of 28, 90, and 180 days

cement mortar presents values of about 15 GPa, the cement-lime mortar presents 
values of about 3 GPa (about 5 times lower). 

3 Diagonal Compression Tests 

Six unreinforced masonry wallettes were constructed, three of them with 1:0:5 (ce-
ment:lime:sand) ratio bedding mortar, and the other three with 1:3:12 ratio. The test
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was carried out in accordance with the standard ASTM 519-10 [3]. The wallettes’ 
dimensions were approximately 25 × 80× 80 (cm) All specimens were instrumented 
using 6 Linear Variable Differential Transformer (LVDT) to measure the respective 
deformations (2 vertical and horizontal LVDT in each face and two others measuring 
the press head displacement). 

Figures 5 and 6 show the shear stress—shear strain diagrams of the wallettes of 
each type tested, respectively with cement-sand and cement-lime-sand mortar. 

Table 1 presents the individual and average shear strength values for both types 
of wallettes tested.

The maximum shear stress values of the 1:5 mortar wallettes were 1.47 MPa, 
1.40 MPa and 1.00 MPa—average value of 1.29 MPa. The corresponding values of 
the cement-lime mortar wallettes were 0.29 MPa, 0.20 MPa and 0.13 MPa—average 
value of 0.21 MPa. In terms of shear strength, on average, the cement-sand mortar 
wallettes present a value more than 6 times higher than that of the cement-lime-sand 
mortar wallettes. Figures 7 and 8 show the rupture mode of the three wallettes of 
each type tested.

As seen in Figs. 7 and 8, the strong mortar wallettes behave practically as a mono-
lithic element, with diagonal (vertical) cracking developing continuously without a 
change in direction in the mortar joints’ locations. The weak mortar wallettes rupture,

Fig. 5 Shear stress—shear strain diagrams of 1:5 mortar wallettes
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Fig. 6 Shear stress—shear strain diagrams of 1:3:12 mortar wallettes

Table 1 Shear strength tests results (MPa) 

Wallettes with mortar 1:0:5 Wallettes with mortar 1:3:12 

WAS-1 WAS-2 WAS-3 Average WBS-1 WBS-2 WBS-3 Average 

1.47 1.40 1.00 1.29 0.29 0.20 0.13 0.21

Fig. 7 Rupture mode of 1:5 cement-sand mortar wallettes
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Fig. 8 Rupture mode of 1:3:12 cement-lime-sand mortar wallettes

in turn, occurs with stepped cracking that develops through the mortar joints while 
the bricks practically do not show any cracking. These rupture modes are compatible 
with the different bedding mortars and show the importance of their composition on 
the shear behaviour of old masonry walls made with clay bricks. 

4 Axial Compression Tests 

Besides the diagonal compression tests performed on masonry wallettes, also axial 
compression tests were performed in three wallettes of each type, based on the 
standard ASTM C1314-21 [4]. All tests were instrumented using 8 LVDT’s to meas-
ure the respective vertical (2 LVDT in each face) and horizontal (1 LVDT in each 
face) deformations and also the press head displacement (2 LVDT). 

Table 2 presents the individual and average compressive strength values for both 
types of wallettes tested. 

The maximum compressive stress values of the 1:0:5 mortar wallettes were 
12.8 MPa, 11.9 MPa and 11.8 MPa—average value of 12.2 MPa. The corresponding 
values of the cement-lime mortar wallettes were 6.2 MPa, 6.2 MPa and 6.3 MPa— 
average value of 6.2 MPa. In terms of compressive strength, on average, the cement-
sand mortar wallettes present a value which is about 2 times higher than that of the 
cement-lime-sand mortar wallettes. Figures 9 and 10 show the compressive rupture 
mode of the wallettes of each type.

Figures 9 and 10 show that the rupture mode of the two different types of wallettes 
is similar, characterized essentially by vertical or sub-vertical cracking through the

Table 2 Compressive strength tests results (MPa) 

Wallettes with mortar 1:0:5 Wallettes with mortar 1:3:12 

WAC-1 WAC-2 WAC-3 Average WB-C1 WB-C2 WB-C3 Average 

12.8 11.9 11.8 12.2 6.2 6.2 6.3 6.2 
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WAC-1 WAC-2 WAC-3 

Fig. 9 Compressive rupture mode of 1:0:5 cement-sand mortar wallettes 

WBC-1 WBC-2 WBC-3 

Fig. 10 Compressive rupture mode of 1:3:12 cement-lime-sand mortar wallettes

ele-ment depth. In some cases, cracking also developed parallel to the wall plane, 
ap-proximately in its middle depth. 

5 Conclusion 

Two types of bedding mortars used in the fabrication of solid clay brick 
wallettes, which were experimentally characterized. The mortars had a composition 
(cement:hydrated lime:sand) of 1:0:5 (“strong” mortar) and 1:3:12 (“weak” mortar). 

Three wallettes of each type were subjected to diagonal compression (shear) tests 
and three others were subjected to axial compression tests. 

The “strong” mortar wallettes have achieved a shear strength that was 6 times 
higher than that of the “weak” mortar wallettes. The “strong” mortar wallettes



Study on the Effect of the Bedding Mortar Composition on the Shear … 115

behaved as monolithic whereas the “weak” mortar wallettes behaved as a set of 
bricks barely connected by their bedding mortar. 

In what regard compressive strength, the effect of the mortar has the same tendency 
but is less accentuated, with the “strong” mortar wallettes showing “only” twice as 
strong when compared with the “weak” mortar wallettes. This seems to be due to 
the lower “weak” mortar cohesion that has naturally a more accentuated effect on 
slippage than on compression, especially for low thicknesses, as in the case of mortar 
bedding joints. 

Through the obtained collapse mechanisms, it is possible to observe that the 
adherence between the brick units and the mortar greatly influences the shear resis-
tance and the configuration of the masonry collapse mechanism. This aspect was 
clearly evidenced in the 1:3:12 cement-lime-sand mortar wallettes, where shear fail-
ures occurred at the brick and mortar interface. Adhesion can be controlled through 
the workability of the mortar and the wetness of the bricks, which were taken into 
account in this work, during the construction of the wallettes. 
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New Methodology for Rocks’ 
Geomechanical Characterization 
with Schmidt Sclerometer 

Victor Cavaleiro , Leonardo Marchiori , Maria Vitoria Morais , 
Gabriel Marchi , and Marcela Cocchiarale 

Abstract Hardness is a parameter that gives information about the behavior of rocks 
when subjected to certain deformations. Various non-destructive tests are available 
for hardness quantification, the use of the Schmidt Sclerometer is the most used due its 
expedition, among existing sclerometers, the Schmidt rebound hammer, type N-34, 
with an impact energy equal to 2,207 N.m (0.225 Kgm) was selected for experimental 
tests. Schmidt’s hardness index (R) obtained were related to other physical param-
eters of the rock, namely uniaxial compressive strength (UCS), elasticity modulus 
( 1), specific gravity and granularity. For comparison purpose, several literature’s 
methodologies are present focused on improving procedures and developing corre-
lations for different rock types. In this sense, to assess the methodology that best 
suits granitic rocks’ characterization, several laboratorial and “in situ” tests from 
the literature were performed. Additionally, the paper proposes a new methodology 
based on the analysis of the results and a good relation between R and UCS parame-
ters, concluding reliability on the methodology for values of non-porphyroid granitic 
rocks, predominantly biotitic and from medium to fine granularity, in a precise and 
consistent way. 
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1 Introduction 

Hardness has proved to be an important parameter in rock massif’s characteri-
zation for most applications [1]. This work aims to propose a new methodology 
based on hardness ratio of Schmidt (R) intending to reduce inaccuracies and making 
correlations with uniaxial compressive strength (UCS). 

The Schmidt hardness of a given material is obtained by measuring the rebound 
of a mass of steel, which happens when the hammer is struck against a surface. The 
piston that is incorporated in the Sclerometer, which is attached to a load spring, 
is automatically released from its chamber. Thus, a part of the piston’s energy is 
dissipated by absorption and transformed, the remaining energy is the one which 
returns the penetration impact resistance of a given structural surface [2]. In this way, 
the lower the energy released, the greater the resistance of the rocky surface, and, 
in turn, time, the greater the piston bounce. The Schmidt hardness is represented 
by the value of R. This value can be related to the uniaxial compressive strength 
(σc) of the constituent rock of the surface tested or with its elasticity modulus ( 1t), 
according to the value of its specific weight [2, 3]. However, the evaluation of rock 
hardness through the Schmidt hardness index is influenced by several factors, such 
as the type of Schmidt sclerometer used, the procedure adopted for the test, and the 
specifications of the sample [4]. This fact has led to the publication of several works 
where different methodologies are presented focused on improving procedures for 
collecting data, and development of new correlations for different rock types. In this 
sense, to assess the most appropriate methodology to obtain hardness of granite rocks 
for ornamental purposes, several tests were carried out according to methodologies 
presented in the literature. 

2 Materials and Methods 

Three types of Portuguese’s fine-to-medium-grained non-porphyroid granites with 
different degrees of alteration were considered: the fine-grained “Golden Yellow” 
granites from Figueira (FIG), the “Blue-Grey” granites from Ruvina (RUV), and 
the “Medium Grain” from Rochoso (ROC) granite. These granites are from Guarda 
region, chosen based on more than a hundred tests carried out by the working group, 
making a representative number for the region. “In situ” tests followed methodologies 
from Table 3, and laboratorial R used the new methodology proposed by this work, 
also, UCS were obtained with hydraulic press Seidner D-1740 Reidlingen. 

For laboratorial R tests, 10 representative samples of each type of granite were 
collected from the same sites selected for the in-situ tests for results’ validation, by the 
proposed methodology. The samples were prepared in specimens with dimensions of 
150 × 150 mm. A square with dimensions of 120 × 120 mm was drawn in the central 
part of the specimen with a mesh of 20 × 20 mm, as shown in Fig. 1, and seven 
impacts were randomly distributed in this mesh, with the specimens confined in the
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Fig. 1 Laboratorial specimens 

hydraulic press. From the readings obtained, the smallest value and the maximum 
value are eliminated, and the final admissible value of R is the average of the five 
readings with a standard deviation (σR) value never greater than three (3). The result 
is a dimensionless number that is considered as the hardness index of the tested 
material that varies in a linear scale from 10 to 100. 

It is important to emphasize that the calibrated Schmidt Sclerometer must always 
be placed perpendicular to the tested surface, avoiding variations in the readings, 
values acquired in directions other than the horizontal are subject to gravitational 
action and should be normalized using to the correction curves provided by the 
manufacturer. Petrographically, these granites are non-porphyroids of two micas, 
predominantly biotitic, make part of the great granitic batholith of Beira region. 
These are monzonitic granites, with great uniformity in terms of chemical and textural 
composition, exposed in Table 1. 

Table 2 summarizes essential physical parameters for the analyzed rocks, RUV 
and ROC materials being very similar to each other, and FIG differing, having lower 
specific gravity, and higher water absorption and open porosity. The “Golden Yellow” 
granite from FIG is a homogeneously textured and fine-grained rock, the average

Table 1 Chemical composition 

Granite SiO2 TiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O 

FIG 71.03 0.23 14.55 2.35 – 0.46 0.63 3.33 5.46 

RUV 72.52 0.43 14.76 1.82 0.03 0.0.32 1.09 3.51 4.82 

ROC 73.10 0.15 14.41 1.53 0.04 0.28 0.59 2.99 5.27 
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Table 2 Physical 
characteristics 

Granite Specific 
gravity (−) 

Water 
absorption (%) 

Open 
porosity (%) 

FIG 2.55 1.74 4.41 

RUV 2.60 0.68 1.78 

ROC 2.61 0.55 1.44 

value of open porosity (4.40%) confirms its greater degree of alteration compared to 
the other granites. And Table 3 summarizes literature’s methodologies. 

According to Aydin [4] the Type N hammer is less sensitive to uneven surfaces 
and should preferably be used in applications in field. From Table 3, it is seen that 
the number of readings performed in each method varies substantially. If on the one 
hand Deere and Miller [6] and Ege et al. [7] suggest the execution of 24 and 25 
readings, Hucka [5] and Poole and Farmer [13] observed that the R values obtained 
by repeated readings (ten and five impacts respectively) at individual points are more 
consistent than the values of one individual impact, and, Shorey et al. [14] defends 
the realization of a single impact because seems to be more reliable for estimating 
uniaxial compression.

Table 3 Schmidt sclerometer methodologies 

Authors Methodologies for R determination 

[5] Performance of 10 tests, considering as R the highest value 

[6] Execution of at least 24 tests, considering R as the average value 

[7] Execution of 25 tests, where R is the average of the 13 readings that record higher 
values 

[8] Run 25 tests, where R is the average of the values 

[9] Execution of 15 tests in locations not more than 25 mm and takes the value of R as 
the average of the 10 highest results, since that the maximum deviation does not 
exceed 2.5 

[10] Carry out 10 tests, on a surface of at least 100 cm2 and obtaining R as the average of 
all readings, after eliminating the tests whose results deviate ± 5 from the mean 

[11] Carry out 20 tests, in places with a distance equal to or greater than the diameter of 
the Schmidt sclerometer, R is determined by averaging 50% of the trials recorded 
with higher values 

[11] R is obtained by calculating the average of 5 trials that recorded higher values raised 
for a total of 10 

[12] Performance of 8 tests, with R being the average value 

[13] R is the maximum value assigned during the performance of 5 tests 

[14] Advocates obtaining R from the execution of a single test 

[15] R is obtained by averaging the results recorded in 5 trials 
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3 Results and Discussion 

A linear relation was developed between R and UCS parameters in Eq. (1) following 
Table 4 author’s experimental tests results. 

σc = 20.91 + 0.33 ∗ R (1) 

Figure 2 correlates the average of other methodologies applied in situ following 
Table 3 methodologies; and laboratorial values of R, using author’s methodology, for 
10 tests performed for FIG, RUV and ROC granites. And Fig. 3 shows laboratorial 
R values with UCS.

When analyzing the results, it appears that the granite FIG has R lower than the 
other granites, this one also presenting a higher standard deviation, these values may 
be related to the greater degree of alteration presented by these granites due to its 
open porosity of 4.1%, this physical property is linked to the existence of networks of 
interconnected cracks and pores. Open porosity affects the strength and mechanical 
characteristics, and it is inversely proportional to the strength mechanics, specific 
density, and porosity, resulting in void areas, increasing weakness. 

Comparing the values of R obtained by the different methods, it seems that there is 
a slight inconsistency in results, this fact is to be expected considering the specificities 
of each method and in particular the number of readings considered. It is verified,

Table 4 Schmidt sclerometer results 

Methodologies for R determination FIG RUV ROC 

R σR R σR R σR 

[5] 44.0 – 54.0 – 65.0 – 

[6] 33.3 6.3 47.5 4.5 65.5 3.7 

[7] 40.1 6.1 50.6 3.8 62.2 2.9 

[8] 35.2 6.5 46.8 4.3 59.4 2.9 

[9] 38.7 6.3 50.5 4.8 62.2 3.4 

[10] 31.3 6.5 45.5 4.8 57.8 2.1 

[11] 38.4 5.9 52.6 4.4 63.4 3.2 

[11] 39.2 5.6 50.8 4.7 62.4 2.6 

[12] 32.5 5.2 47.4 3.5 59.6 3.7 

[13] 32.7 3.9 50.3 5.4 63.3 3.3 

[13] 38.0 3.5 51.0 2.7 58.2 2.6 

[14] 29.0 – 46.0 – 60.0 – 

[15] 31.6 4.9 46.8 5.4 61.8 2.8 

Author’s 35.6 2.9 49.2 2.8 61.2 2.6 

UCS,med (MPa) 52.9 96.4 133.9 

σc (MPa) 7.5 2.5 1.0 
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Fig. 3 UCS and laboratorial R correlation

however, that the value of R obtained by method proposed here is very close to the 
average of the values of R obtained by all the methods rehearsed, and that in general 
it has a smaller standard deviation. 

To minimize reading errors caused by microfractures or other discontinuities near 
the points of impact on the rock mass, and to test the validity of the values obtained 
in situ by the proposed methodology, 10 tests were performed with the Schmidt 
Sclerometer according to the proposed methodology in 10 different specimens for 
each type of granite. Subsequently and since the Schmidt hammer is a non-destructive 
method, the same methods were used to the same samples to determine the values of
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uniaxial compression, and thus, establish a direct relationship with Schmidt hardness 
values. All results were treated statistically, to understand if this method can be 
considered valid for the determination of hardness in granites, in such a way that it 
is a value representative of the resistance in question. 

From the analysis of the graph in Fig. 3, for a confidence interval of 95%, it 
appears that the coefficient of determination between the variables tested is R2 = 
0.957, so it is evident that there is a strong relationship, indicating a good degree 
of precision in the use of this equation to determine the compression value uniaxial 
from the Schmidt hardness value. Comparing the values of R obtained in situ and in 
the laboratory, for the method proposed here, it appears that the values obtained in the 
laboratory are higher. This situation was to be expected since in situ tests, for most 
cases, the average of the R values decreases and the degree of dispersion between 
the R value increases [15]. As for the uniaxial compression values, it appears that 
granites with a higher degree of alteration have a lower σc value, this fact had also 
been described by [16]. These were related to the R values obtained in the laboratory. 

4 Conclusions 

1. The proposed methodology is presented: 
2. A smooth, flat, and clean surface with an area of 15 cm2 of the rock is selected 

and prepared. It is verified that this area is free from cracks or any discontinuity 
in the rock mass, to a depth of about 6 cm. In cases where this is not the case, 
another area is chosen to be not influenced by these conditions. 

3. Seven (7) impacts are carried out with a calibrated Schmidt type N-34 rebound 
hammer, with an impact energy equal to 2,207 N.m, randomly distributed on the 
surface of the selected area. 

4. From these 7 readings, the smallest value and the maximum value are eliminated, 
with the final R value being the average of the remaining five readings, with a 
standard deviation value never greater than three. 

The result is a dimensionless number that is considered as the hardness index of the 
tested material that varies in a linear scale from 10 to 100. Schmidt hardness values 
obtained in situ are closer to the average of the values obtained comparing to other 
methodologies; R values from Table 1 obtained in situ and in the laboratory showed 
good correlation (R2 = 0.985), for a confidence interval of 95%, and R values, in 
general, had a smaller dispersion in relation to the mean, with a standard deviation 
of less than 3; Schmidt hardness index, in addition to providing information about 
the surface hardness of the rock, provides a good correlation with the UCS (R2 = 
0.957). 
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Experimental Analysis of Traditional 
Stone Masonry Walls Under Blast 
Loadings 

Bruno Joaquim, João Conceição , and Fernando F. S. Pinho 

Abstract This paper presents results obtained in a MSc thesis (1st author) developed 
in NOVA School of Science and Technology (FCT NOVA) (Joaquim, in Behaviour 
of traditional stone masonry walls subjected to blast loading. Master Thesis, Civil 
Engineering. FCT NOVA, Lisbon, 2021) regarding the blast behavior of traditional 
stone masonry walls. In order to understand this phenomenon, two types of tests were 
performed, using two traditional stone masonry specimens (M1 and M2) with dimen-
sions 1.20 m × 1.20 m × 0.40 m (length × width × thickness), produced by Pinho 
(Ordinary masonry walls—Experimental study with unstrengthened and strength-
ened specimens. Ph.D Thesis, Civil Engineering. FCT NOVA, Lisbon, 17/out/07, 
2007). Firstly, the specimens (walls) were subjected to unconfined explosions— 
without physical barriers between the explosion and the target/wall. Secondly, after 
the explosions, the axial compressive strengths of the two walls were evaluated. In 
this paper, the results and discussion of the first kind of tests are presented. 

Keywords Traditional stone masonry walls · Blast · Incident pressure · Reflected 
pressure · Axial compressive strength 

1 Experimental Work 

Traditional stone masonry walls are usually (external) “resistant walls”. Thus, a 
testing system was developed to apply a pre-load of 0.25 MPa to each wall, which
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in turn may simulate a lower floor wall of a traditional Portuguese ancient stone 
building. 

Field tests took place at Campo Militar de Santa Margarida (CMSM), which 
has safety and optimal and operational conditions to perform this experimental 
procedure. 

Due to the lack of bibliography and knowledge concerning the expected results, 
the ideal approach would be to reproduce perfect airbursts, firstly, in order to facilitate 
the study and create data regarding traditional stone masonry walls’ blast resistance. 

It was not possible to test the walls in the horizontal position, similarly to tests 
previously performed [1, 2] under the Project PTDC/ECI-EST/31046/2017—PROT-
EDES, due to their constitution, weight and pre-load applied. Therefore, a different 
testing system was used, Fig. 1, allowing three types of unconfined explosions on 
two masonry specimens: perfect aerial, near-surface and surface explosions. Making 
this system closer to reality also adds difficulty in recording and processing data. 

The testing facility of Competence Centre for Infrastructure Protection (CCPI), 
located in CMSM, comprises a foundation and reinforced concrete walls (0.35 m 
thick), 1.65 m apart. Additionally, the test system has several steel parts (e.g. brackets 
and beams) to ensure the assembly of different support systems. 

In order to keep the wall perpendicularly to the blast action direction, two UNP300 
metal beams were used, with the upper one supported on two metal brackets and the 
lower one 15 cm off the ground, Fig. 2.

A metallic tripod with a rope weas used to place the explosive and adjust the 
height and distance to the target. 

Two incident pressure transducers and one reflected pressure transducer [(×2) 
PCB 137B24 and PCB 137B24, respectively] were used. 

In order to evaluate the explosion’s effects on the wall, transversal displacements 
of each wall were measured using an expedite system consisting of steel tubes filled

b)a) 

Fig. 1 a Schematic representation of the tested specimens (M1 and M2) [3]; b Application of 
vertical pre-load of 0.25 MPa to the specimens [3], before the explosive actions 
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a) b) 

Fig. 2 a Schematic representation of the testing system; b Testing setup

Table 1 Distance and charge 
of the explosive in each test 

Test R (m) W (kg) 

1st (M2) 5 2.0 

2nd (M2) 1 1.3 

3rd (M1) 1 4.0 

with foam. This measurement system was positioned behind the wall, placing six 
metal bars in contact with the back of the wall, wrapped in foam inside the metal 
tubes. 

Explosive EurodynTM was used in the experimental tests, with 75% of TNT’s 
detonation power. The quantity of explosive used, presented in Table 1, was  
determined through numerical simulations. 

The distances and loads of the first test (specimen M2) were based on previous 
works performed under the project PTDC/ECI-EST/31046/2017—PROTEDES, 
allowing future comparisons regarding different constructive solutions. For the 
second test, using specimen M2 again, it was kept approximately the same inci-
dent impulse, varying the distance and the amount of explosive. These variations 
were performed to cause more damage and analyze the difference between reflected 
pressures. In the third test (specimen M1), to allow data extraction and axial compres-
sion test execution, the explosive quantity was defined to create more damage without 
leading the rampart to collapse. 

For safety reasons, the handling of the explosive was carried out by the EOD 
(Explosive Ordnance Disposal) team from the 1st Engineering Regiment based in 
Tancos.
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2 Visual Damage Assessment 

The first test used 20 kg of explosive at a distance of 5.0 m from the target (M2), and 
there was no visible damage except a small crack on the face exposed to the blast. 

In the second test (M2, again), the incident impulse was kept approximately the 
same as in the first test, varying the distance and amount of explosive (1.0 m and 
1.3 kg, respectively) to cause more damage and analyze the difference between 
reflected pressures. In this test, the following damage was observed—several cracks 
(higher width crack of 1.4 mm) and some craters on the face exposed to the blast and 
the side of the wall; on the face opposite to the blast, there was no visible damage. 

In the third test (specimen M1), there was an increase in the amount of explosive 
relative to the second test, and the damage acquired a greater dimension, with the wall 
showing cracks (maximum 0.8 mm) on the face opposite to the explosion. However, 
the wall did not collapse, and there was no spalling on this face. On the other hand, 
a large part of the mortar on the face exposed to the blast was disintegrated. 

3 Results 

Firstly, a filtering of the data obtained from the incident and reflected pressures was 
performed to allow an evaluation by comparing the positive phase of the explosion 
between the shock wave profiles obtained in the experimental tests and the theoretical 
profiles obtained through Friedlander’s equation. In Eq. (1), where t is the value of 
time recorded since the arrival to the positive phase, where the incident peak pressure 
occurs (PS0), and b is a shape constant. 

P(t) = PS0 ·
(
1 − 

t 

t0

)
· e bt t0 (1) 

Subsequently, a comparison was made between the values of incident peak pres-
sure (PS0) and reflected peak pressure (Pr) (2) of Kinney and Graham [4], Eq. (3) of  
Rankine-Hugoniot [5] and the “KINGERY_master” calculation sheetsmaster”. 
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[
1 +

(
Z 

0,048

)2
] 1 
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] 1 
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·
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2 

(2) 

Pr = 2 · PS0 ×
(
7 · P0 + 4·PS0 

7 · P0 + PS0

)
(3) 

Parameters given in Eqs. (2) and (3) if it is a surface explosion, the comparative 
analysis of experimental data used in UFC 3-340-02 [6], reveal that W must be
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corrected by a multiplication factor of 1.8. Z is the reduced distance obtained by 
Eq. (4) and P0 is the atmospheric pressure. 

Z = 
R 

3
√
W 

(4) 

Finally, we compared the values of the incident pulses (PS0) and reflected impulses 
(Pr), obtained in the experimental tests, by numerical integration of the shock wave 
profiles recorded by the transducers and the theoretical incidents and reflected 
impulses by Eq. (6) of Kinney and Graham [4], Eq. (7) and the “KINGERY_master” 
spreadsheets. 

is[MPa.ms] =  
0, 0067 

/
1 +

(
Z 

0,23

)4 

Z2 

/
1 +

(
Z 

1,55

)3 
(6) 

ir [MPa.ms] =  
is .Pr 
PS0 

(7) 

3.1 Comparison of Experimental and Theoretical Shock 
Wave Profiles 

In order to study the shock wave profiles obtained experimentally, a comparison was 
made between these and the curves that would be obtained using Eq. (1). 

The values of the curves obtained from each incident pressure transducer were 
averaged to standardize the values and obtain a global perception of the events in 
each test. Only the values referring to the positive phase were considered, ignoring 
the negative phase. 

Finally, to obtain the theoretical curve suitable to the profile obtained, some vari-
ables were calculated: shape constant (b); positive phase time (t0) and incident peak 
pressure (Pso). Those were obtained as a function of the minimum value of the sum 
of the standard deviations (S.D.) between the values obtained by the description of 
Eq. (2) and the experimental values. 

With the results of the first test (wall M2) it was possible to approximate the 
incident pressure curve, Fig. 3, based on Eq. (1), having been obtained the values b 
= 0.92; t0 = 2.91 ms and Pso = 0.56 MPa.

Regarding the reflective pressure curve, Fig. 4, due to successive reflections and 
interference in the sensor reading, it was not possible to obtain the entire curve, only 
the peak reflected pressure.

In the second test (specimen M2), due to the reflections evidenced in Figs. 5 
and 6, the wave prolongation did not allow for a good fit based on Eq. (1). The
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Fig. 3 Comparison of incident shock wave profiles from the 1st test (M2)
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Fig. 4 Comparison of shock wave profiles reflected from the 1st test (M2)

quick decrease of the peak pressure also contributes decisively to the lack of a better 
approximation of the profiles. For the minimum value of S.D. (best approximation to 
the experimental curve) the parameters are not coherent, as shown in Table 2. These 
reflections occurred due to the proximity of the sensors to the wall and test system, 
being only 1.00 m away.
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Fig. 5 Comparison of incident shock wave profiles from the 2nd test (M2) 
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Fig. 6 Comparison of the reflected shock wave profiles of the 2nd test (M2) 

Table 2 Comparison of parameters describing the positive phase of the shock wave profile (2nd 
Test) 

Wave profile b t0 (ms) P S0 (MPa) SD 

Incident 286.67 42.27 1.03 8.90 

Reflected 359.40 30.23 6.44 200.34
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Similarly, to the second test, in the third test (specimen M1), the explosive was 
placed at a distance of 1.00 m from the wall, causing reflections. These reflections 
did not allow a good approximation of the theoretical and experimental curves for the 
incident and reflected pressures. The profiles of the shock wave curves of the incident 
and reflected pressures are represented in Figs. 7 and 8 respectively, as presented in 
Table 3. 
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Fig. 7 Comparison of incident shock wave profiles from the 3rd test (M1) 
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Fig. 8 Comparison of the reflected shock wave profiles of the 3rd test (M1)
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Table 3 Comparison of parameters describing the positive phase of the shockwave profile (3rd 
Test) 

Wave profile b t0 (ms) PS0 (MPa) SD 

Incident 1.92 0.27 2.44 11.60 

Reflected 1.65 0.46 15.45 1737.53 

Table 4 Incident and reflected pressures obtained experimentally and theoretically 

Values (MPa) 1st test (M2) 2nd test (M2) 3rd test (M1) 

PS0 Pr PS0 Pr PS0 Pr 

Experimental 0.60 1.35 2.12 9.40 2.82 23.85 

Theoretical air blast 0.20 0.67 0.99 5.43 2.15 14.01 

Theoretical surface explosion 0.32 1.22 1.50 9.09 3.14 20.64 

Aerial calculation sheet 0.19 0.62 0.92 4.89 2.05 13.74 

Surface calculation sheet 0.26 1.01 1.33 7.96 2.80 20.13 

3.2 Comparison of Incident Peak and Reflected Pressures 

By comparing the experimental values with theoretical formulations, it can be seen 
that formers are closer to a surface explosion. 

The most significant discrepancies are for the incident pressure, with an error of 
87.5% observed in the first test and 41.4% in the second test; however, the error 
decreases in the third test, observing a value of 10.2%. This can be justified by the 
experimental test conditions in natural conditions outside the laboratory. In the case 
of the second test, a sensor recorded a higher peak of 2.58 MPa, and the other one 
of 1.65 MPa which is closer to the theoretical values. 

Regarding the reflected pressure, it has a minor error between its theoretical values 
and spreadsheets being respectively 10.4%, 3.4% and 15.5% in the first, second and 
third tests. It is also possible to observe that the values of the positive phase duration 
and impulses are in greater agreement with the “KINGERY_master” calculation 
sheets of RD Willcox of CESO(N) (1993). 

In Table 4, we can see the results obtained through the experimental tests and 
compare them with theoretical calculations (Eqs. 2 and 3 and spreadsheet results). 

3.3 Comparison of Incident and Reflected Impulses 

Impulses, namely the reflected ones, are fundamental in analyzing the blast action 
because it is the force that effectively acts on the wall, resulting from the incident 
and reflected pressures, Table 5.
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Table 5 Incident and reflected impulses obtained experimentally and theoretically 

Values (MPa.ms) 1st test (M2) 2nd test (M2) 3rd test (M1) 

Is Ir Is Ir Is Ir 

Experimental 0.62 – 0.21 0.56 0.21 2.16 

Theoretical air blast 0.09 0.29 0.12 0.64 0.12 0.81 

Theoretical surface explosion 0.10 0.37 0.12 0.74 0.13 0.87 

Aerial calculation sheet 0.22 0.57 0.17 0.55 0.25 1.32 

Surface calculation sheet 0.33 0.88 0.23 0.87 0.26 2.12 

In the first test, it was impossible to experimentally quantify the action repro-
duced on the wall (reflected impulse) due to an incorrect transducer measurement. 
Regarding the second and third tests, errors of 24.3% and 148%, respectively, were 
found by comparing the experimental and the theoretical values of the surface 
explosion. 

On the other hand, comparing the experimental values with the values obtained 
through the spreadsheet, for the surface explosion, errors of 35.6% and 1.9% are 
registered, respectively, in the second and third tests. 

It can be seen that relevant errors were obtained, probably due to the proximity 
between the explosive and the wall (only 1.0 m, almost contact blast). 

4 Conclusions 

For these explosive loads, there was no collapse and projection of aggregates. Thus, 
it is essential to continue the study, increasing the explosive loads, in order to really 
know the ultimate load and failure mechanisms, with the purpose of adopting the 
best strengthening solutions for this constructive solution. 

Moreover, concerning studies in the field of out-of-plane actions in traditional 
stone masonry walls, the information is relatively scarce, so it would be necessary 
to understand the stiffness, ultimate loads and maximum deflections of this type of 
wall, in order to obtain more accurate results in the description of the events and 
effects by an explosion. 

The tests performed at a distance of 1.0 m from the target, due to the high proximity, 
show similar behaviour to the contact explosions, exhibiting localized damage. This 
distance also leads to the registration of reflections by the sensors, which hinders a 
good fit to the theoretical curve. This may show that these formulations may not be 
suitable for short distances.
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Dynamic Behavior of a Two-Storey Cross 
Laminated Timber Mockup 

Matteo Salvalaggio , Filippo Lorenzoni , and Maria Rosa Valluzzi 

Abstract Timber constructions have gained an increasing attention in the last years, 
due to the limited installation time and the reduced expertise in manpower required, 
since panels assemblage is mainly based on dry mounting techniques. Among these, 
Cross Laminated Timber (CLT) products are extensively used in constructions, as 
they allow to overcome the main weaknesses of hardwood artifacts. Moreover, CLT 
components are also being tested within the restoration and re-use of existing build-
ings. Since these timber products are relatively new in the construction market, 
experimental data and site investigations are still limited and some aspects still 
unknown. Among the many, dynamic characterization of CLT structures, and related 
model updating, is rare in literature. In such a context, an experimental campaign 
aimed at assessing the linear dynamic behavior of CLT structures was carried out. 
A building-scale specimen (mockup) was constructed; it was made of C24 CLT 
walls and diaphragms (floor and roof) with 10- and 14-cm thick panels, respec-
tively, connected through steel brackets and screws. The mockup was investigated 
via dynamic identification tests, by implementing 12 piezoelectric accelerometers, 
i.e., 4 on the first floor and 8 on the roof. The experimental characterization was aimed 
at: (i) assessing the structural dynamic behavior and identifying the role of structural 
details on it; (ii) evaluating the experimental stiffness, compared to analytical predic-
tions. At last, a finite element (FE) model was implemented and updated based on 
the experimental outcomes. 

Keywords Cross laminated timber CLT · Dynamic characterization · Modal 
analysis · Finite element modeling FEM
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1 Introduction 

The structural behavior of CLT structures is strictly connected to the properties of 
massive panels and, especially in the nonlinear field, joints [3]. 

Since CLT panels and structures constitute new technologies, the amount of 
unknows about their structural characterization is still relevant. Hence, the increase 
of related knowledge is necessary. 

The dynamic characterization of CLT assemblages has been scarcely investigated 
(i.e., dynamic identification and model updating). For the best of the authors knowl-
edge, the studies conducted are reported in [1, 6]. They concerned the application 
of Operational Modal Analysis (OMA) to multi-story CLT buildings (with finished 
works) and the following numerical model updating procedure. However, case studies 
also focused on the contributions of materials other than timber and non-structural 
weights. 

In this work, to improve the knowledge on the dynamic behavior of timber 
structures, OMA was applied to a two-story CLT specimen (hereafter, mockup). 

This paper reports the outcomes of Ambient Vibration Tests (AVT) performed 
on the mockup, the construction of a FE model, some parametric analyses and the 
model updating procedure. The main aims consist of: (i) the identification of the 
dynamic behavior of the CLT structure, and (ii) the characterization of the influence 
of the mechanical parameters (i.e., timber-to-timber and steel-to-timber joints) on 
the overall behavior. 

2 Materials and Method 

The mockup consisted of a two-story structure of 4 × 9 × 6 m size (Fig. 1a), 
made with 10 cm-thick CLT walls and roof, while the floor was 14 cm thick. Such 
structural components were made of jointed 1.2 m-wide panels. Traditional hold-
down and angle bracket elements (produced by Rhotoblaas) were used to prevent 
rocking and sliding phenomena, respectively. The mockup was connected to the 
foundation reinforced concrete beam through 16 WHTPLATE440 and 21 TCP200 
plate-type brackets, whereas 44 WHT440 and 21 TTF240 elements were used for 
inter-story connections. Full-threaded steel screws ∅5 × 60 mm were used for the 
fastening of such brackets; partially threaded screws ∅8 × 200 mm timber-to-timber 
joints (i.e., wall-to-wall, wall-to-diaphragm).

Dynamic identification tests were performed using 12 PCB Piezotronics 393 B12 
accelerometers connected via coaxial wires to the National Instruments PXI 4472 
acquisition system. Accelerometers were placed at diaphragms level, 4 on the floor 
and 8 on the roof, according to the layout shown in Fig. 1b. 

The proprietary software IRS StructuralX was used for the management of signal 
acquisition. Ambient vibrations were acquired with a 200 Hz sample frequency in 
record files of about 10 min duration (120’000 points).
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Fig. 1 CLT mockup: a 3D model; b scheme of accelerometers setup

The processing of signals was done by the Frequency Domain Decomposition 
technique (FDD [2]), in the Artemis software [8]. Eight records were analyzed, and 
outcomes were cross-checked by calculating frequency discrepancy Df (Eq. (1)) and 
Modal Assurance Criterion MAC (Eq. (2)) between two modes, r and s: 
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where f r and f s, ϕi 
r and ϕi 

s are the frequencies and shapes of r and s modes, 
respectively, n the nodes of the model. 

Once validated, the experimental mode frequencies and shapes were used for the 
updating of the mockup’s numerical model. 

The FE model was constructed in the Strand7 R2.4.6 environment [7] through 2-D 
4-noded plate elements of 20 cm in size for the CLT panels, 2-noded spring elements 
for the steel brackets (hold-downs and angle brackets), and 2-noded connection 
elements for timber-to-timber connections. The final model was composed of 2920 
plate elements, and 456 springs and connections elements. 

Diaphragms were assumed rigid, hence 298 link elements (149 per slab) were 
used to constrain all walls upper nodes to the floors mass centers (Fig. 2).
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Fig. 2 Finite element model of the mockup in Strand7 environment 

3 Ambient Vibration Test and Modal Identification 

Ambient vibration tests (AVT) and application of FDD allowed main modal param-
eters of the structure to be extracted, i.e., natural frequencies, mode shapes and 
damping ratios. 

Table 1 summarizes the outcomes of the analyses. Figure 3 shows the mode shapes. 
Frequency values were significant compared to analytical estimation for first mode 
equal to 5.22 Hz, according to EN 1995-1-1 [5]. The former transversal bending mode 
was detected at 8.73 Hz. After that, a torsional shape and a longitudinal bending shape 
were found at 10.87 and 16.34 Hz, respectively. Beyond these, also a second-order 
transverse bending shape was detected at 20.97 Hz. Shapes were regular and did not 
show any unexpected deviance. 

Table 1 Modal parameters of the mockup extracted by FDD technique 

Mode n° Mode shape Frequency f 

Average value [Hz] St. Dev. [Hz] COV [%] 

1 Transv. bending 8.73 0.08 0.97 

2 Torsional 10.87 0.11 0.99 

3 Long. bending 16.34 1.10 6.74 

4 II Transv. bending 20.97 0.39 1.85
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Mode 1 Mode 2 Mode 3 Mode 4 

Fig. 3 Experimental mode shapes of the mockup 

4 Numerical Modeling 

The finite element model, as described in Sect. 2, was composed of shell elements 
for CLT panels and spring ones for connections. Diaphragms (floor and roof) were 
considered rigid; masses lumped at such heights, with a point mass connected to 
related walls nodes. 

Panels orthotropic linear properties (i.e., Young’s moduli Ex and Ey, shear modulus 
Gxy) were derived by the Laminate assumption in Strand7, with plies constituted by 
the CLT layers, as Ex = 7010 MPa, Ey = 3856 MPa and Gxy = 690 MPa. Connections 
stiffnesses (i.e., kser) for timber-to-timber and steel-to-timber joints were derived 
from [5]. Wall-to-diaphragm joints were considered rigid. Table 2 reports the main 
mechanical parameters adopted in the model. 

Prior to the calibration of the finite element model based on OMA outcomes, some 
parametric analyses were carried out. According to [4], modeling uncertainties can 
be subdivided into (i) epistemic and (ii) aleatory categories. Therefore, the parametric 
analyses were based on such distinction.

Table 2 Mechanical parameters of joints according to EN 1995-1-1 [5] 

Joint type Connectors Shear stiffness 
[N/mm] 

Tensile stiffness 
[N/mm] 

Hold-down WHTPLATE 440 8892 88,920 

Angle bracket Titan TCP 200 74,100 74,100 

Hold-down WHT440 14,820 148,200 

Angle bracket Titan TTN240 88,920 88,920 

Joint type Connectors Shear stiffness 
[kN/m/m] 

Tensile stiffness 
[kN/m/m] 

In-plane wall-to-wall 2 x  ∅5 × 60 mm 
screws/150 mm 

50,996 50,996 

L- and T-type 
wall-to-wall joints 

∅8 × 200 mm 
screws/200 mm 

31,122 31,122 

L- and T-type 
wall-to-diaphragm joints 

∅8 × 200 mm 
screws/200 mm 

Rigid Rigid 
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Epistemic unknows of the CLT mockup model consisted of the connection degree 
between CLT components. Thus, it was assessed how the assumption of rigid connec-
tions (i.e., continuum mesh without discrete springs) for (i) L, T and (ii) in-plane 
wall-to-wall joints could affect the overall dynamic behavior of the mockup model. 

Once fixed the epistemic uncertainties, the aleatory ones, i.e., the quantification 
of joints mechanical linear properties, were evaluated. 

4.1 Parametric Analyses on Epistemic Uncertainties 

The influence of connection degree was assessed through an incremental approach, 
starting from a model with all wall-to-wall joints deformable (i.e., discretized by 
springs with finite stiffness values). Two further models were analyzed: one with 
rigid L and T wall-to-wall joints and deformable in-plane wall-to-wall joints; the 
other one with all wall-to-wall joints deformable. Figure 4 shows the results of the 
analysis. 

The in-plane connections constituted the most affecting parameter due to their high 
number. As an example, the former transverse mode moved from 6.42 − 9.71 Hz. 
The further addition of L and T deformable connections did not significantly alter 
the outcomes. 

Hence, it was chosen to adopt the model with all deformable joints, to consider 
each wall-to-wall joint property.
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Fig. 4 Mode frequency values in function of wall-to-wall connection degrees 
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Fig. 5 Mode frequency values in function of wall-to-wall stiffness value 

4.2 Parametric Analyses on Aleatory Uncertainties 

Aleatory unknows consisted of the normal and shear stiffnesses of in-plane, T and 
L wall-to-wall joints. Such values were made vary, keeping constant the others (i.e., 
steel brackets and CLT panels). Two parametric analyses were performed, based on 
(i) in-plane joints and (ii) in-plane, L and T joints. Figure 5 shows the values of 
mode frequencies in function of joint stiffnesses variation. L and T joints appeared 
more influential than in-plane ones, especially for the torsional mode. However, 
to approach experimental target frequencies, all the joints stiffnesses had to be 
considered. 

4.3 Calibration 

To update the numerical model, all wall-to-wall joints were considered deformable, 
i.e., discretized by spring elements. The calibration was controlled by Frequency 
Discrepancy Df (Eq. (1)) and MAC (Eq. (2)) indexes. Based on the parametric anal-
yses presented in Sect. 4.2, stiffness values of in-plane, L, T wall-to-wall joints were 
considered equal to 60,000 kN/m/m. Table 3 summarizes the updated values for 
wall-to-wall joints.
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Table 3 Mechanical parameters of joints after model updating procedure (bolded the ones changed 
after calibration) 

Joint type Connectors Shear stiffness 
[kN/m/m] 

Tensile stiffness 
[kN/m/m] 

In-plane wall-to-wall 2 x  ∅5 × 60 mm 
screws/150 mm 

60,000 60,000 

L- and T-type 
wall-to-wall joints 

∅8 × 200 mm 
screws/200 mm 

60,000 60,000 

L- and T-type 
wall-to-diaphragm joints 

∅8 × 200 mm 
screws/200 mm 

Rigid Rigid 

Table 4 Results of FE model calibration: comparison between modal and numerical parameters: 
fEXP and fNUM are the experimental and numerical frequencies 

Mode f EXP f NUM Df [%] MAC 

1 8.71 8.41 3 0.97 

2 10.88 13.30 22 0.87 

3 16.28 15.49 5 0.97

Table 4 reports the results of calibration procedure, i.e., the comparison between 
experimental and numerical (FEM) outputs. The matching of the first and third mode 
shapes (the transverse and longitudinal bending, respectively) was very good: MAC 
values were both equal to 0.97 and frequency discrepancy below 5%. Torsional mode 
calibration showed some weaknesses: the 0.87 MAC value was acceptable, although 
the frequency discrepancy of 22% was still significant. However, the model updating 
procedure can be considered successful overall. Figure 6 shows the final numerical 
mode shapes. 

5 Conclusions 

The performance of AVT on the mockup provided further data on the dynamic 
behavior of CLT timber structures. The following conclusions can be drawn from 
this study:

• CLT assemblages provide a consistent stiffness (i.e., high natural frequency value), 
that is usually underestimated by the analytical equation reported in [5]; 

• L and T joints are more influential than in-plane ones, especially for the torsional 
mode, which appeared as relying on corner connection degree; 

• the assumptions of rigid connections for jointed walls can significantly affect the 
overall stiffness (i.e., frequency values) and should be carefully considered in the 
design of massive timber structures;
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Fig. 6 Mode shapes of finite element model: a X bending mode; b torsional mode; c Y bending 
mode

• model updating procedure permitted to obtain a good matching of mode shapes, 
especially for bending ones; 

• analytical values of joints presented in [5] could underestimate the dynamic stiff-
ness of joints. The calibration of the model required approximately doubling those 
values for L and T joints; 

• the assumption of rigid diaphragms and wall-to-floor connections seems an 
acceptable choice for obtaining a satisfactory model calibration. 
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Shear Capacity Assessment 
of Steel-To-CLT Connectors 

Matteo Salvalaggio , Enrico Garbin , and Maria Rosa Valluzzi 

Abstract In modern prefabricated wooden buildings, CLT elements (Cross Lami-
nated Timber, also known as Xlam, CrossLam or BSP) are assembled into macro 
elements (e.g., walls and slabs) and anchored by means of steel brackets and fasteners. 
A wide variety of such elements, in the shape of nails, screws and bolts, has been 
used in the construction market in recent years. Both the novelty of the construc-
tion technique and the wide number of fastener types imply that the knowledge 
about timber (CLT) joints is still limited. Under seismic shocks, steel-to-timber joints 
can prevent timber panels from overturning but, due to their high stiffness and low 
ductility, seismic energy dissipation occurs by damaging the timber elements over the 
fastening area. Hence, the sizing of such joints is a key factor in the design of a timber 
building. To improve the knowledge on the behavior of fastened steel-to-timber joints 
an experimental campaign was carried out. The paper discusses the testing of steel-
to-CLT specimens, at changing of fasteners (i) type (i.e., 60 mm-length Anker nails 
and screws) and (ii) number (i.e., 2, 10, 18). The research aimed at characterizing 
the strength and stiffness of the compound element and at estimating the potential 
redistribution of loads at increasing number of fasteners (i.e., group effect). 

Keywords Cross laminated timber · Steel fasteners · Slip modulus · Experimental 
test
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1 Introduction 

One of the advantages of CLT constructions, beyond their structural and energy 
performances, concerns the assembling easiness and speed, due to dry mounting 
technique. Timber-to-timber and steel-to-timber connections rule the behavior of 
massive timber structures, as pointed out by [1]. Among these, fastened plate junc-
tions (i.e., nails and screws) provide adequate stiffness and strength to satisfy the 
design requirements of new constructions. One of the main drawbacks in the imple-
mentation of such structural details concerns the arise of the pinching effect, which 
occurs while cyclic loads act (e.g., seismic action), due to low embedment strength 
of wooden component and yielding of steel fasteners. The main consequences of this 
phenomenon regard: (i) the damage at wood-to-steel interface, which then requires 
the shift of brackets position or the substitution of the wooden substrate and (ii) the 
reduction of potential dissipative capacity of connections, due to the fastener-wood 
pinching gap. 

Hence, the design of junctions within a timber building plays a key role in the 
definition of its structural robustness and safety. Indeed, joints constitute one of the 
major reasons for damage arousing among timber structures subjected to winds and 
earthquakes, when poorly designed [10]. 

Since timber characteristics and fasteners production have a wide variability, the 
performances of steel plate connections can vary according to wood types (e.g., solid 
wood, glulam, CLT); connector types, size, slenderness, and number. Analytical 
equations were derived over the years, mainly based on the Johansen’s theory [9], as 
widely discussed in [8]. EN 1995-1-1 [5] and the Italian guidelines DT 206-R1/2018 
[2] provide some design rules commonly used for connections sizing in professional 
practice. 

Failure of fastened connections occurs mainly for (i) connectors load capacity loss; 
(ii) the so-called block shear, i.e., the detachment of the timber portion surrounding 
the fasteners, (iii) row shear out failure, or (iv) splitting of wood. The study herein 
described aims at characterizing the steel-to-timber behavior in the (i) case. 

Estimations base on the assumptions of rigid-plastic behaviors for both timber and 
steel fasteners, due to embedment capacity and yielding limit, respectively. Failure 
modes due to load capacity loss of fastening, according to EN 1995-1-1 [5], can be 
divided into three categories (I, II and III), based on the failure modes of the steel 
fastener, i.e., rigid rotation, and arise of one or two plastic hinges, respectively. 

Crocetti et al. [3] carried out an extensive testing campaign on nailed steel-to-
timber connections, varying some main parameters, i.e., steel plate thickness, nail 
length, pattern (number and layout), wood density and category, and moisture content. 
Many new insights were found out by this study. Among these, it was proven that 
EN 1995-1-1 [5] formulations generally tend to underestimate the fasteners shear 
strength; the thickness of steel plates (i.e., 2.5 or 5 mm) and the spacing do not 
affect significantly the shear capacity, while a single fastener bears significantly 
more load until failure than grouped ones. Nail length and wood moisture content
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can significantly affect mechanical performances. It was also reported that analytical 
formulations can significantly differ from experimental outcomes. 

Jockwer and Jorissen [8] discussed the outcomes of several investigations 
performed on dowel-type fastened connections and found out that stiffness values 
have a large variability (i.e., coefficient of variation of about 45% and 30%, for stiff-
ness Ks and elastic stiffness Ke, respectively). Moreover, it was found that EN 1995-
1-1 [5] analytical estimations are not adequate to predict such values, due to large 
differences with experimental results and the neglection of some key factors (e.g., 
moisture content). Number of dowels per row and rows of fasteners have a nonlinear 
impact on the overall connection. At last, Jockwer and Jorissen [8] suggested to 
deepen the research about connections stiffness, in function of different types and 
connectors. 

An experimental testing campaign was carried out to extend the knowledge 
about such elements. Tests aimed at characterizing the shear behavior of steel 
plates fastened to CLT components by nails and screws, and at detecting the shear 
load-carrying capacity of steel fasteners and their potential ‘group effect’. 

This paper discusses the performances of steel-to-CLT specimens, at changing of 
fasteners (i) type (i.e., 60 mm-length Anker nails and screws) and (ii) number (i.e., 
2, 10, 18), to characterize the strength and stiffness of the compound element and to 
estimate the potential redistribution of loads at increasing number of fasteners (i.e., 
‘group effect’). Based on [3], the specimens were composed of 3 mm-thick S355 
steel plates fastened to a 3-layer CLT element. 

2 Materials and Method 

2.1 Theory 

The design and testing of specimens was based on the analytical equations given in 
[5] for steel plate connections. Noteworthy, a subdivision about the thickness of the 
plate in function of the fastener diameter d is suggested. If plate thickness is minor or 
equal to 0.5·d, it is considered ‘thin’, if higher or equal to d, it is considered ‘thick’. 
The design shear load carrying capacity for nails, bolts, dowels, screws, per fastener, 
are defined as function of thin or thick plate and the possible yielding mechanism as 
per Eqs. (1) and (2). 

Fv,Rd,thin  = min
(
0.4 fh,d t1d (a) 
1.15 

√
2My,Rd fh,dd + Fax,Rd 4 (b)

)
(1) 

Fv,Rd,thick  = min 

⎧⎪⎨ 

⎪⎩ 

fh,d t1d (c) 
2.3 

√
My,Rd fh,dd + Fax,Rd 4 (d) 

fh,d t1d
[/

2 + 4My,Rd 

fh,d t1 2d 
− 1

]
+ Fax,Rd 4 (e) 

⎫⎪⎬ 

⎪⎭ (2)
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where t1 is the smaller between timber member or fastener penetration depth, d is the 
fastener diameter, Fax,Rd is the axial withdrawal capacity, My,Rd is the fastener yield 
bending moment, f h,d is the embedment strength in the timber member. According 
to [5], the latter one (in N/mm2) can be calculated as per Eq. (3), in case holes are 
not predrilled (as common practice for diameters smaller than 8 mm): 

fh,k = 0.082ρkd
−0.3 (3) 

with ρk being the characteristic density of wood, in kg/m3, and d the fastener diameter, 
in mm. In case the plate relative thickness is between 0.5 and 1·d, the load-carrying 
value is the result of the interpolation between Fv,Rd,thick and Fv,Rd,thin. Eqs. (1) and 
(2) include a contribute by Johansen’s theory [9] in the first addend, and a contribute 
for the rope effect related to fastener withdrawal capacity in the second one. The 
latter has an upper bound equal to 25% of the first (Johansen contribute) in case of 
nails, and 100% in case of screws. 

The group-effect of fasteners should also be considered, adopting the effective 
number of fasteners ratio nef , calculated as per Eq. (4): 

nef  = nkef  (4) 

where nef is the effective number of nails in the row parallel to the grain, n is the 
number of nails in the row, kef is equal to 1, if the spacing a1 is bigger than 14·d, 
0.85 if a1 = 10·d, 0.7 if a1 = 7·d. 

2.2 Description of Specimens and Testing Procedure 

Six types of specimens were built, by varying fastener (i) type and (ii) number. For 
each case, four samples were assembled, for a total of 24 elements. Within each type, 
one sample classified as ‘*_T’ was used to pre-assess the parameters that rule the 
test according to EN 26891 [6]; the average experimental value was derived by the 
subsequent three tests. Table 1 reports the characteristics of the specimens; Fig. 1 
shows their layout, according to spacing between fasteners and timber element edges, 
and fasteners themselves, given by [5]. The spacing of fasteners parallel to the load 
direction was equal to 40 mm.

A tensile displacement-controlled loading history, according to [6], was applied 
by a Galdabini SUN 60 electro-mechanic universal testing machine, varying load 
speed within 1−2 mm/min, so that tests could be ended between 15 and 20 min. 

The setup (Fig. 2a) consisted of a retaining system made of two parallel 50 mm-
thick steel plates, whose bottom one was fastened to the lower moving head of the 
testing machine. The wooden piece of the specimen was placed between the two 
plates and kept compressed by four bolted steel bars. The free upper part of the 
fastened plate was clamped within the top moving head of the testing machine, 
by which load was applied and recorded. The relative displacements between the
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Table 1 Fastened steel-to-timber specimens details 

Specimen Fastener type Fasteners 
number 

Timber 
characteristics 

Steel plate 
characteristics 

19_B30_N Nail 
(Ø4 × 60 mm) 

2 100 mm-thick 
3-layer C24 CLT (w 
× h, 120 × 
300 mm) [7] 

3 mm-thick S355 
[4]543_B30H30_N 10 

977_B30H30_N 18 

19_B30_S Screws (Ø5 × 
60 mm) 

2 

543_B30H30_S 10 

977_B30H30_S 18 

Fig. 1 Layout of fastened steel plate joints (measures in mm): a 19_B30; b 543_B30H30; c 
977_B30H30

steel plate and the timber substrate were measured by HBM WA 50 Linear Variable 
Displacement Transducers (LVDT).

Results of tests were elaborated in terms of load-slip curves, and main parameters, 
i.e., load capacity (maximum load Fmax) and slip modulus ks, according to [6], as: 

ks = 0.4Fest /υi (5)
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Fig. 2 a Testing setup of fastened joints; details of timber specimen b uplifting due to asymmetric 
loading, c debonding of CLT layers due to screws rope effect

where Fest is the estimated maximum load, υ i the initial slip, i.e., the slip at 
achievement of 40% of Fest during the first load step. 

3 Results 

3.1 Characterization of Shear Strength and Stiffness 

Figure 3 and Table 2 shows the load–displacement curves and the main parameters of 
the specimens, respectively. The behavior of 2-fasteners specimens (19_B30_N_*) 
showed the most variable results, whereas the 10-fasteners (543_B30H30_*) 
outcomes appeared to be the most consistent ones.

The outcomes are aligned to the findings of [3]. The shear load-carrying capacities 
of nails were close to the ones discussed in that paper (in the case of 60 mm-long 
nails), as well as the performances of single nails compared to grouped ones. Screws 
performances were globally higher, although the Coefficient of Variation (CoV) was 
substantially large (especially for 18-fasteners group, about 60%), as noticed also in 
[8]; moreover, no systematic decrease was found at increasing number of screws. 
The rope effect (due to axial strength of fasteners) was clear in the testing of screws,
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Fig. 3 Load-slip curves of nailed (N) and screwed (S) steel-timber specimens: T, in blue; 1, in red; 
2, in green; 3, in orange. Load refers to global number of fasteners
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Table 2 Global and normalized (per fastener) parameters values of fastened steel-timber connec-
tions. (Avg = Average; SD = Standard Deviation; CoV = Coefficient of Variation) 
Specimen Parameter Nails Full-threaded screws 

Avg SD CoV 
(%) 

Avg SD CoV 
(%) 

19_B30 
(2 fasteners) 

Fmax [N] 7585 769 10.1 9236 1039 11.2 

vu [mm] 8.22 0.62 7.5 10.0 4.13 41.0 

F0,4 [N] 3034 307 10.1 3694 415.78 11.2 

vi [mm] 0.61 0.39 63.4 1.45 0.50 34.8 

ki [N/mm] 6111 2926 47.9 3011 1452 48.2 

ks [N/mm] 5497 2297 41.8 2447 974.91 39.8 

Fmax,fastener [N] 3792 384 10.1 4618 519 11.2 

F0,4, fastener [N] 1517 153 10.1 1847 207 11.2 

ki, fastener [N/mm] 3055 1463 47.9 1505 726 48.2 

ks, fastener [N/mm] 2748 1148 41.8 1223 487 39.8 

543_B30H30 
(10 fasteners) 

Fmax [N] 36,429 2907 7.9 48,237 2432 5.0 

vu [mm] 7.88 1.07 13.6 10.79 1.46 13.5 

F0,4 [N] 14,571 1162 7.9 19,294 973 5.0 

vi [mm] 1.67 0.22 13.1 1.75 0.41 23.7 

ki [N/mm] 8770 564 6.4 11,597 2690 23.2 

ks [N/mm] 8446 265 3.2 9421 1992 21.1 

Fmax,fastener [N] 3642 290 7.9 4823 243 5.0 

F0,4, fastener [N] 1457 116 7.9 1929 97 5.0 

ki, fastener [N/mm] 877 56 6.4 1159 269 23.2 

ks, fastener [N/mm] 844 26 3.1 942 199 21.1 

977_B30H30 
(18 fasteners) 

Fmax [N] 65,261 3815 5.8 77,554 4990 6.4 

vu [mm] 8.04 1.06 13.1 10.86 3.09 28.4 

F0,4 [N] 26,104.5 1526.03 5.8 31,021 1996 6.4 

vi [mm] 2.09 0.46 21.9 1.69 0.78 46.3 

ki [N/mm] 12,552.1 1956.87 15.5 21,949 13,950 63.5 

ks [N/mm] 13,074.2 2989.66 22.8 18,423 12,017 65.2 

Fmax,fastener [N] 3625.63 211.95 5.8 4308 277 6.4 

F0,4, fastener [N] 1450.25 84.78 5.8 1723 110 6.4 

ki, fastener [N/mm] 697.34 108.72 15.6 1219 775 63.5 

ks, fastener [N/mm] 726.34 166.09 22.9 1023 667 65.2
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as an out-of-plane moment aroused due to asymmetric loading (Fig. 2b), which led 
to the delamination of the timber layers composing the CLT substrate in one case 
(Fig. 2c). 

3.2 Discussion of Results 

The analysis of results contributed to improve the knowledge about fasteners charac-
teristics. Figure 4 shows the average of slip modulus and load values per each spec-
imen. Figure 5 analyzes the outcomes distribution in function of moisture content, 
maximum load and slip modulus. 

The decrease of slip modulus values, at number of fasteners increasing, among 
nails is clear (Fig. 4a), especially if compared to screws tendency. The load-carrying 
capacity is less affected by the group effect, since a trend can be defined for nails, 
whereas it cannot be found for screws. 

The influence of samples MC versus the load capacity was also assessed. Three 
measures per sample were taken by Logica H&S LG 43 resistance pin-type moisture 
meter. Figure 5a shows the relation between maximum load and moisture content. A 
trend of data was not detected. However, it must be noted that MC ranges between 10 
and 13.5%, which can be assumed as a good condition for structural performances 
(i.e., 12% is the reference for timber construction components in Italy). 

The evaluation of the influence of the so-called ‘group-effect’ was carried out by 
plotting maximum loads Fmax (Fig. 5b) and slip moduli ks (Fig. 5c) per each fastener

Fig. 4 Slip modulus (a) and maximum load (b) versus number of fasteners, with related standard 
deviation
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Fig. 5 a Maximum load values versus Moisture Content (MC) variation; influence of number 
of fasteners per joints on b, d maximum load-capability Fmax (b and c, respectively) and on slip 
modulus ks (d and e, respectively). The cumulative distribution of maximum load and slip modulus 
follows a lognormal distribution
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versus the group number variation. No significant trends were found in the recorded 
load values. Nails showed a slight decrease in the average load value, whereas screws 
showed the highest value in the case of ten connectors. The influence of group effect 
was clearer on the slip modulus, the values distribution of which suggests a decrease 
in the number of fasteners growing. Once again, this is particularly true for nails, 
whereas screws had a more irregular trend (e.g., two of four values at 18 connectors 
diverged significantly from the others). The percentile values of maximum loads and 
stiffnesses were also calculated (Fig. 5c, e) based on the entire number of tested 
samples (i.e., 12 for nails and 12 for screws). Although the number of samples has a 
limited statistical meaning, it is still comparable to the ones by [3]. The 5%-quintiles 
resulted in 3225 and 3893 N for maximum load, 373 and 586 N/mm for slip modulus, 
for nails and screws, respectively. The corresponding analytical values, according to 
[5] avoiding any group effect, are equal to 2612 and 2460 N for maximum load, 1029 
and 1772 N/mm, for slip modulus. 

4 Conclusions 

The experimental investigation on the shear load capability of steel-timber joints 
contributed to explore the validity of some analytical assumptions, as follows:

. The load-carrying capacity of screws was confirmed to be higher than nails one, 
thanks to the rope effect, which could be considered according to [5]. However, 
probably due to such consistent effect with a noticeable moment arising, the 
variability of both load and stiffness performances is high. In addition, the 60 mm-
long fasteners are placed for one half among the external layers of CLT (grain 
parallel to load direction) and for the other half (a bit less due to steel plate 3 mm 
thickness, indeed) among the inner ones (grain perpendicular to load direction). 
These latter fibers can be subjected to local deficiency related to the presence of 
wood knots, which can induce failure or crack surfaces, especially in a small size 
wood element with no confinement, such the ones tested herein.

. Moisture content, although limited in a narrow variation (10–13.5%), showed no 
systematic influence on load capacity of fasteners.

. The number of fasteners showed to slightly affect the load capacity of the joints, 
in particular of nails, whereas the screws behavior was less predictable. Similar 
estimations were drawn for slip modulus. Single nail stiffness (i.e., slip modulus) 
is clearly higher than grouped ones (ks equals to 2748, 845 and 726 N/mm for 
1, 10, 18 fasteners, respectively); however large variability of results (i.e., CoV) 
interferes with the construction of a prediction law for screws. This was also found 
by [8], who found that significant CoV percentages were related to experimental 
tests on dowel-type connections, i.e., 45.8 and 30.9%, comparable to those found 
in this study. 

These results contributed to extend the database of fasteners characterization, 
since the wide variability of timber properties (wooden species, CLT layers, MC)
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and steel plates (thickness, layout of holes) obstructs the possibility of a univocal 
characterization. As discussed by [3], analytical estimations by [5] showed to under-
estimate experimental resistance of such connections, whereas slip modulus does not 
take into account factors that should be instead, as observed by [8]. 
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Test Procedures for the Characterization 
of Earth Plastering Mortars: Necessary 
Adaptations 

Tânia Santos and Paulina Faria 

Abstract Earth mortars present advantages, especially when applied to plasters. To 
evaluate the behavior of earth plastering mortars, some adaptations can be made to 
the test procedures defined for current mortars—capillary absorption and drying— 
or earth blocks—water erosion by dripping action. However, specific tests for earth 
mortars—linear shrinkage and cracking, dry abrasion resistance, adsorption and 
desorption by hygroscopicity—can also be applied to evaluate the behavior of current 
mortars. It is considered important to assess the surface cohesion of earth plasters, 
as to current mortar plasters. In this way, it is possible to complement the character-
ization and, thus, be able to make a more efficient comparison between current and 
earth plastering mortars, depending on the intended applications. The type of speci-
mens—with or without the influence of the substrate—as well as their dimensions, 
may also influence the correct analysis of the characteristics of the mortar samples 
produced in the laboratory, exposed in situ or extracted from case studies. 

Keywords Characterization · Clayish earth · Mortar · Test procedure 

1 Introduction 

Earth is one of the oldest building materials, and despite having fall into disuse with 
the emergence of current binders, as lime and cement, its interest is reappearing 
on the scientific community due to several advantages. In fact, earth is a natural 
composite, composed by different types and fractions of clay, silt, sand and coarser 
particles, such as gravel. It is non-toxic, has high hygroscopicity, conferred by clay, 
is a reusable material (if it is not chemically stabilized) and is easily recycled [1]. 
For use in earth plastering mortars, it only needs to be disaggregated and sieved to

T. Santos · P. Faria (B) 
CERIS, NOVA School of Science and Technology, NOVA University Lisbon, Caparica, Portugal 
e-mail: paulina.faria@fct.unl.pt 

T. Santos 
e-mail: tr.santos@campus.fct.unl.pt 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C. Chastre et al. (eds.), Testing and Experimentation in Civil Engineering, 
RILEM Bookseries 41, https://doi.org/10.1007/978-3-031-29191-3_14 

159

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-29191-3_14&domain=pdf
http://orcid.org/0000-0002-6409-5438
http://orcid.org/0000-0003-0372-949X
mailto:paulina.faria@fct.unl.pt
mailto:tr.santos@campus.fct.unl.pt
https://doi.org/10.1007/978-3-031-29191-3_14


160 T. Santos and P. Faria

remove the coarser sand and gravel. The earth from the excavation site (to build the 
foundations and underground floors of buildings or other underground works) can be 
used. Therefore, the earth needs less energy for its preparation compared to current 
binders that need heat treatments and frequently milling [2]. 

When the earth is too clayey, additional aggregate or plant fibers can be added. 
When the earth has very low clay content, low content of other binder (gypsum, air 
lime) can be added. In that case the earth mortar is called stabilized. The addition 
of binder may also be used to provide resistance to the action of water, so that the 
mortar can be used for rendering [3] or plastering areas with water. To improve earth 
renders resistance to water, a surface protection can also be applied [2]. 

Earth plasters have advantages for comfort and indoor air quality, conferred by 
the hygroscopic capacity of the clay, and the properties of earth mortars are greatly 
influenced by the type of clay used [4, 5]. 

To the authors’ knowledge there is only one standard specifically defining require-
ments, classification and testing procedures for earth plastering mortars: the German 
standard DIN 18947 [6], which is specific for earth plasters without addition of 
common binders. This standard refers to several parts of the EN 1015 standards 
for different test procedures, although these standards refer to mortars with lime 
and cement, which have some different characteristics from earth mortars. For this 
reason, it is considered that it is necessary to make some adaptations to the test 
procedures to characterize the earth plastering mortars in a more correct way. 

On the other hand, the DIN 18947 [6] standard defines some specific test proce-
dures for earth plastering mortars, which may be beneficial to apply for the character-
ization of other plastering mortars. Furthermore, to better compare the characteristics 
of earth-based and other mortars, it would be beneficial to standardize test procedures. 

Finally, the type of specimen used in the characterization tests of plastering mortars 
may not be the most representative of real plasters and that may bring some variability 
to the characteristics obtained in the laboratory and in situ. 

In the present study, it is intended to make a compilation of the test procedures 
applied to lime and cement plastering mortars which are adapted to earth mortars, 
as well as the test procedures for the characterization of earth plasters that can also 
be applied to other plastering mortars. Furthermore, an evaluation of the variability 
of the use of different specimens in the characteristics of the plastering mortars is 
made, analyzed together with some results obtained by different authors for different 
types of mortars and/or specimens.
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2 Adaptation of Tests to Characterize Earth Mortars 

2.1 Specimens and Samples 

Most of the mortar characterization tests are carried out with specimens produced in 
impermeable metallic molds with 40 mm × 40 mm × 160 mm, which are not repre-
sentative of in situ plasters or bedding masonry mortars. The exception are specimens 
for capillary absorption under low pressure (by Karsten tubes) and adhesion tests, 
which are produced in contact with a substrate. 

The authors and other researchers [7, 8] consider that, to evaluate a mortar with 
a microstructure similar to the one it will present in situ, the tests should be carried 
out on specimens molded in contact with a porous substrate and with a thickness of 
2 cm (or similar). 

That can be performed applying a mesh (namely a glass fiber one) on top of 
a porous substrate, such as a hollow brick, and plastering the brick surface. After 
hardening, the mesh facilitates the separation of the mortar specimen from the brick 
[7, 8]. The mortar specimen, after having hardened in contact with the substrate, 
will have a microstructure closer to a real case. Therefore, it can be cut in samples 
with sizes adequate for testing. All the samples will have the thickness of the plaster 
(≈ 20 mm); for flexural strength, samples will be cut to have an area of 40 mm × 
160 mm; the half samples could be used for compression, with 40 mm × 40 mm 
area although with low thickness. Samples of rendering mortar could also be cut for 
capillarity and drying (test procedure to be addressed ahead, like the one used for 
samples extracted from case studies), and for water vapor permeability tests. 

2.2 Capillary Absorption and Drying 

Given the susceptibility of unstabilized earth mortars when in contact with liquid 
water, this type of mortar should not be applied in damp areas or outdoors without 
stabilization or surface protection. For this reason, the capillary absorption of earth 
mortars is not a requirement and, therefore, the DIN standard [6] does not defines 
the test procedures for this property. However, in some cases this property should 
be considered. For example (situation 1), when the plaster is intended to be applied 
on a wall which presents a problem of capillary rise of water from the soil, the 
mortar needs to resist this action. On the other hand (situation 2), when comparing 
the influence of stabilizers on earth mortars, the analysis of the capillary absorption 
and drying capacity of the mortar is also important. 

The EN 15801 [9] and EN 1015–18 [10] define the requirements and the test proce-
dure for determining the capillarity absorption of mortars applied in the conservation 
of cultural heritage, and produced with lime and cement as binders, respectively. 

Different authors have evaluated the capillary absorption and drying capacity of 
earth mortars based on the mentioned standards, considering some adaptations due
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to the specific characteristics of earth mortars [5, 11, 12]. It was concluded that the 
necessary adaptations are [5]: the samples to be tested must be taken from specimens 
made in contact with the substrate or, at the limit, cubic samples with 40 mm to reduce 
the time in contact with water until saturation; the exposed surface of the plaster must 
be placed in contact with water when situation 2 is simulated; the surface once in 
contact with the substrate most be placed in contact with the water when situation 1 
is simulated; the sides of the sample must be waterproofed with a product applied 
by a painting; a very fine mesh of polyethylene, without water absorption but which 
allows the absorption of water by the mortar, should be placed at the base of each 
sample to minimize the loss of fine particles from the mortar; this mesh can be 
laterally stuck with an elastic band; as earth mortars without stabilization in contact 
with water become plastic in a short time, samples should be placed and handled in 
a basket specially designed, to minimize the amount of water retained in the basket 
during the consecutive weighing process and keep it as constant as possible [5]. 

Due to the rapid capillary water absorption of earth mortars, the time between 
initial weighings must also be adapted [5]: during the first 5 min of testing the samples 
must be weighed at 1 min intervals; then every 5 min, extending the period between 
weighings thereafter, depending on the type of samples tested. In the saturation phase, 
there must be 2 weighings 24 h apart to complete the capillary absorption test. After 
the last weighing of the capillary absorption test, the samples must be removed from 
the water, as well as the elastic and mesh, and the first weighing of the drying test 
must be carried out, following the EN 16322 [13] standard. 

For drying, the position of the sample must be inverted, considering that the drying 
area corresponds to the one previously in contact with water, while the opposite one 
must be in contact with an impermeable surface, such as a Petri dish. 

Different researchers analyzed the capillary absorption and drying with a similar 
test procedure [5, 11, 14]. Lima et al. [5] analyzed the capillary absorption and 
drying of earth mortars with different clay mineralogy (illitic, kaolinitic and mont-
morillonitic clays) and concluded that: montmorillonitic earth mortar presents signif-
icantly higher capillary water absorption coefficient (AC) and higher total absorbed 
water (asymptotic value) comparing with illitic and kaolinitic earth mortars. When 
drying, the illitic and montmorillonitic mortars present similar behavior, while the 
kaolinitic mortars present a slightly lower drying rate during the first phase. 

On the other hand, Gomes et al. [14] analyzed the capillary absorption and drying 
of earth-based mortars with local and commercial earth, with 0, 5, 10 and 15% of air 
lime, hydraulic lime, Portland cement and natural cement and with 0 or 5% of hemp 
fibers. These researchers concluded that: mortars with local earth have the lowest 
AC; the greater the percentage of binder added, the greater the AC of the mortars 
and the amount of water absorbed, which is an undesirable effect; mortars with the 
addition of Portland cement are those that present the greatest amount of absorbed 
water; the addition of fibers increases the amount of water absorbed. The fibers and 
binders’ addition retard drying.
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2.3 Water Erosion by Dripping Action 

Water erosion can be an important characteristic when dripping situations on the 
plaster, such as splashes during cleaning and access of water by an open window 
when it rains, are foreseeable. To assess water erosion by dripping action, the Geelong 
method is used, defined by the New Zealand standard NZS 4298/A1 [15], developed 
to characterize specimens of rammed earth, adobe or compressed earth blocks. Since 
the plasters are thinner than those construction products, it is necessary to make some 
adaptations to the test procedure [5]: the amount of dripping water must be reduced 
proportionally to the thickness of the specimen (from 100 to 12 ml); the drip time 
should be reduced to a range of 2.4–3.0 min, corresponding to a water flow range of 
4–5 ml/min (similar to the maximum flow allowed by the standard); the specimen slop 
should be increased to 2/1 (≈ 63º) to emphasize the material lost by the sample due 
to the “run-off” effect of water erosion; the lost material can be collected and dried 
for quantification. Figure 1 shows a scheme of the apparatus for the determination 
of water erosion by dripping water in mortars. 

The test result can be expressed by the mass loss, the water absorbed by the 
specimen during the test, the area of the impact zone caused by the “splash” effect 
of dripping water, and by the maximum depth of the impact zone [5]. 

By the analysis of earth mortars with different clay mineralogy, Lima et al. [5] 
concluded that: the kaolinitic mortar lost almost twice the mass lost by the illitic 
and montmorillonitic mortars; the kaolinitic and montmorillonitic mortars present 
similar water absorption and a little superior to that obtained by the illitic mortar;

Fig. 1 Water erosion by dripping test apparatus, adapted from NZS 4298/A1 [15] and Lima et al. [5] 
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finally, as for the area and depth of erosion, the montmorillonitic mortar presents the 
highest results and the illitic mortar presents better behavior. 

In another study, Pinto et al. [16] analyzed the water erosion by dripping action of 
an earth-based render of tabique walls (partition walls produced with a lightweight 
timber structure, filled and plastered with earth mortars) with the same test procedure 
but with some differences: the distance between the galling drop and the contact zone 
of the dripping water is 1.0 m; the inclination of the specimen to the horizontal is 
45º; the test result is expressed by the test duration and the number of drops. These 
researchers obtained better behavior on earth mortars with air lime addition (≈ 24 h 
and ≈ 173,000 drops) compared with unstabilized earth mortars (≈ 40 min and ≈ 
5000 drops). Stazi et al. [17] also analyzed the water erosion of earth-based mortars 
with some differences: dripping of 100 ml of water on the specimen for 20−60 min 
and 50º inclination of the specimen. 

The need to standardize this test procedure is evident, since at least three different 
studies performed the test under different conditions, some of them measuring 
different characteristics, which compromises the comparison of results between 
mortars from different studies. 

3 Characterization Tests of Earth Plasters that Can be 
Carried Out on Other Mortars 

The DIN 18947 [6] defines simple tests to characterize earth plasters that may be of 
interest to perform on common binder renders and plasters: linear shrinkage in the 
mold, dry abrasion resistance and hygroscopicity. In addition to these tests defined 
by the standard, it is considered that it is an asset to assess the surface cohesion of 
earth plasters, evaluating in some way their surface resistance. 

3.1 Linear Shrinkage 

Linear shrinkage in the mold is determined by the difference in length of the fresh 
and dry specimen in prismatic mold of 40 mm × 40 mm × 160 mm [6]; in the case 
of plasters, it can also be evaluated using the planar specimens of 500 mm × 200 
mm × 15 mm presented ahead to evaluate the hygroscopicity of the mortars. In this 
way, the free linear shrinkage is determined. Nevertheless, in none of the cases, there 
is the effect of the substrate, so it may be more efficient to assess the susceptibility 
to shrinkage through the observation of plaster specimens applied on a substrate, 
such as a brick, block, slab, or experimental wallette, with the largest possible area to 
be representative. In this case, the restrained shrinkage is determined, observing the 
eventual occurrence of cracking by shrinkage of the mortar adhered to the support.
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Lima et al. [5] analyzed the linear shrinkage in prismatic and planar specimens, 
with 40 mm × 40 mm × 160 mm and 500 mm × 200 mm × 15 mm, respectively, and 
concluded that: the different specimens presented similar linear shrinkage tendency; 
kaolinitic and montmorillonitic mortars presented lower (0.22–0.38%) and higher 
(3.03–3.30%) linear shrinkage, respectively, and illitic mortar presented interme-
diate behavior (0.85–0.89%). These researchers also analyzed the influence of the 
substrate in the shrinkage of mortars through the specimen of 20 mm of plaster layer 
applied over hollow bricks and concluded that the tested montmorillonitic, illitic and 
kaolinitic earth plasters presented significant, rare and absent cracking, respectively. 
It is considered that the evaluation of shrinkage in plaster specimens applied on a 
substrate is more representative of the reality compared to prismatic specimens of 
40 mm × 40 mm × 160 mm molded in impermeable metallic molds, with different 
microstructure. Emiroğlu et al. [18], Santos et al. [19], Stazi et al. [17] and Pinto 
et al. [16] also evaluated the influence of the substrate on the cracking behavior of 
plasters. 

On the other hand, Santos et al. [1] analyzed the linear shrinkage of three earth-
based mortars compared with gypsum and cement-based mortars in prismatic speci-
mens of 40 mm× 40 mm×160 mm. Most mortars were pre-mixed and their complete 
composition was unknown. The earth mortar with air lime presented higher linear 
shrinkage (1.4%) and the earth mortar with different particle size sand and fibers, 
and the gypsum and cement mortars presented similar behavior (0.1–0.2%). 

3.2 Dry Abrasion Resistance 

The dry abrasion resistance is determined through the loss of material from the surface 
of a plaster specimen by 20 rotations applied for 15–25 s of a rotating circular brush 
of defined hardness with 65 mm of diameter, applied with a constant vertical contact 
force of 20 N [5, 6]. The test results can be expressed by the mass loss of the specimen 
and the groove produced in the surface. The hardness of circular brush influences 
the results obtained for the same mortar, as demonstrated by Faria et al. [20] who  
evaluated the influence of three brushes with different hardness. 

Lima et al. [5] analyzed the dry abrasion of earth mortars with different clay 
mineralogy and concluded that illitic mortar presented the best resistance to dry 
abrasion (with a mass loss of 1.1 g), montmorillonitic mortar presented intermediate 
resistance (5.8 g) and kaolinitc mortar presented the worst behavior (8.8 g). 

Comparing earth-based with gypsum and cement-based pre-mixed mortars, 
Santos et al. [1] concluded that earth mortars with a different particle size of sand and 
with fibers presented higher mass loss by dry abrasion (0.63–0.87 g), earth mortar 
with air lime additions and cement had an intermediate mass loss (0.20 g) and gypsum 
mortar had the best behavior with 0.0 g of mass loss.
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3.3 Adsorption and Desorption 

Hygroscopicity is a property that can be very important for plasters. According to 
DIN 18947 [6], the adsorption by hygroscopicity is determined through the mass 
variation that occurs by exposing planar plaster specimens in metallic molds, to 
ensure that vapor adsorption occurs only on the upper exposed surface. This set 
(specimen and mold) is stabilized in a climatic chamber with a temperature of 23 ºC 
and relative humidity (RH) of 50%. Afterwards, the chamber conditions are changed, 
and the specimens are exposed to 80% of RH and 23 ºC temperature for 12 h, with 
weighings at defined time intervals of 0.5, 1, 3, 6 and 12 h. 

Some adaptations to the test procedure may be implemented to improve the results 
obtained [5]: suppression of the weighing at 0.5 h to minimize the interference of the 
stabilization time of the climatic chamber in the weighing process; the test should 
also be extended from 12 to 24 h for a better understanding of the adsorption behavior 
of the plasters under analysis. It is considered important that this test must be comple-
mented with the water vapor desorption test, carried out by the inverse procedure 
[5]: after the adsorption test, the specimens are weighed and the climatic chamber 
conditions are changed to 50% of RH, maintaining the temperature; specimens are 
weighed at the same defined time intervals. 

Lima et al. [5] analyzed the adsorption and desorption for 24 h of earth mortars 
with different clay type and with planar specimens of 500 mm × 200 mm × 15 mm 
in metallic molds and concluded that: montmorillonitic mortar presented very high 
adsorption and desorption capacity (110 g/m2 after 12 h), kaolinitic mortar presented 
the lowest capacity≈ 30 g/m2(after 12 h) and illitic mortar presented the intermediate 
capacity (≈ 60 g/m2 after 12 h). 

Santos et al. [1], when analyzing the adsorption and desorption of earth-based 
mortars compared with gypsum and cement-based pre-mixed mortars, also with 
planar specimens of 500 mm × 200 mm × 15 mm, concluded that: the earth mortar 
with fibers presented higher adsorption capacity (≈ 80 g/m2 after 12 h), followed by 
the earth mortar with different particle size (≈ 60 g/m2 after 12 h); the cement-based 
mortar presented intermediate capacity (≈ 40 g/m2 after 12 h); finally, the earth 
mortar with air lime and the gypsum mortar presented the worst behavior (≈ 20 g/ 
m2 after 12 h). 

Faria et al. [20] analyzed the influence of the size of the specimens in the adsorption 
and desorption test, testing the same mortar with planar specimens of 500 mm × 
200 mm × 15 mm in metallic molds and circular specimens with 90 mm in diameter 
and 15 and 20 mm of thickness, waterproofed in all faces except the upper one so 
that the adsorption and desorption of water vapor only take place on that surface. 
These researchers concluded that circular specimens, with a lower area exposed to 
adsorption, adsorbed less water vapor per surface compared to planar specimens, with 
a higher exposed area, most probably due to border effect. However, they shown the 
same tendency over the test period of time, as far as the results obtained with planar 
and circular specimens are comparable.
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3.4 Surface Cohesion 

A high or weak bonding between the particles of the mortars confer a good or bad 
cohesion to the mortar, respectively. The evaluation of the surface cohesion of a 
mortar makes it possible to assess whether or not to apply a surface treatment as a 
consolidant to the plaster [21]. 

Earth plasters generally present adequate cohesion [22], although it should be 
tested. Drdácky et al. [23] defined a test procedure for surface cohesion determination 
and some adaptations were considered necessary by Faria et al. [20] and Santos et al. 
[1]: the surface cohesion was determined by the variation of mass of an adhesive tape 
with the dimension of 50 × 70 mm, pressed for 1 min with a constant intensity of 
4 kg weight applied on top of a resilient material placed on the surface of specimens. 
After peeling the adhesive tape, the surface lack of cohesion was defined by the 
increase of mass of the adhesive tape [1]. 

Santos et al. [1] analyzed the surface cohesion of earth, gypsum and cement-based 
plasters and concluded that, as expected, the unstabilized earth plasters presented the 
lower surface cohesion (the higher mass loss by lack of surface cohesion, 0.07 g) and 
the gypsum plaster presented the higher surface cohesion (with 0.00 g of mass loss 
by lack of surface cohesion). The earth plaster with air lime addition also analyzed 
by Santos et al. [1] presented mass loss by lack of surface cohesion of 0.03 g. These 
results can be justified by the higher bonding strength between the particles of earth 
with air lime plaster and gypsum plaster in comparison with the earth plaster. 

4 Conclusions 

The present study intends to contribute to a better understanding of the possibilities 
for the characterization of plastering and rendering mortars. The necessary adap-
tations to the defined test procedures for the characterization of mortars of current 
binders or earth blocks are compiled for the characterization of earth mortars. In 
parallel, the test procedures for the characterization of earth mortars that can be used 
to characterize mortars with current binders were also discussed, so it is possible to 
complement the characterization of different mortars. 

The standardization of test procedures for the characterization of earth-based 
plasters allows for a more efficient comparison between these plasters. 

The adsorption and desorption capacity as well as dry abrasion resistance are 
characteristics that are only standardized for earth plasters. However, it is considered 
that they should be determined, through the same test procedure, for plasters of 
common binders. Therefore, it is possible to evaluate the efficiency of different types 
of plasters, as well as the comparison of their characteristics, which allows the choice 
of the best solution according to the intended application.
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Finally, the specimens used for the characterization of plastering and rendering 
mortars should be revised to be more representative of the real in situ microstructure 
of those mortars. 
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Large Static Testing Equipment: Design 
and Testing of a Settlement Facility 
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Abstract Masonry structures are highly vulnerable to climate change effects. In 
particular, over the last few decades, the effects of global warming have caused 
wetter winters and drier summers. Such phenomenon has produced variations in 
soil saturation that, in the long term, may trigger consolidation-induced differential 
settlements. Therefore, the experimental replication of settlement actions is essential 
for developing appropriate numerical tools and understanding their consequences on 
masonry structures. This paper describes the installation of a 1.5 × 1m2 settlement 
table at the University of Minho. Practical issues and first tests on masonry shear 
walls are also discussed.
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Keywords Static tests · Settlement tests ·Masonry · Dry-joint · Large-scale 
testing 

1 Introduction 

Masonry is one of the oldest construction materials and currently constitutes a signif-
icant part of our built heritage. As Historical Masonry Structures (HMS) hold both 
economic and cultural values, their structural integrity must be preserved. In partic-
ular, they significantly contribute to the touristic attractiveness of many historical 
centres, especially in Europe, being critical assets of many countries and cities. 
However, as extensively reported in the literature, HMS are prone to be damaged 
when subjected to soil settlements [1–5]. 

From the experimental standpoint, tilting tests are commonly adopted to simulate 
mass proportional horizontal actions and identify the associated collapse mecha-
nisms [6–13]. On the other hand, the response of HMS subjected to differential 
soil settlement must be tackled by adopting a general framework that includes soil-
structure interaction [14, 15]. However, from an experimental perspective, given the 
complexity of tests replicating the whole system [16–19], the structures’ behaviour 
is simply investigated by imposing a predefined vertical displacement (settlement) 
at the structure’s foundation [5, 20–24]. The effect of settlements on HMS is often 
simplified to the behaviour of 2D shear walls (with or without openings). In this case, 
the wall response depends on its proportion subjected to settlement [22]. However, 
the literature survey reveals that the influence of the proportion of walls subjected to 
settlement has not yet been qualitatively and quantitatively unveiled. 

This paper presents the new settlement table at the University of Minho. In the 
following, Sect. 2 describes the table’s design and installation, while Sect. 3 reports 
the first tests conducted on the settlement table. Finally, Sect. 4 presents the drawn 
conclusions. 

2 Experimental Facility Description 

The design of the settlement table considers a twofold configuration. In particular, in 
the settlement experimental setup, the existent tilting table facility is used at the rest 
position, reproducing the foundation part that does not settle, whereas the integrated 
designed part aims to simulate the vertical foundation movement. 

The tilting table is 1.5 m square-shaped and comprises a 10 mm thick steel plate, 
which ensures a perfectly flat surface welded to IPE80 steel profiles (Fig. 1a). On one 
side, the table is connected to a steel beam through four 8 mm steel hinges (Fig. 1b). 
When used alone, an 8 mm steel wire lifts the other end to allow high tilting angles, 
up to more than 45º [25]. An example of its use on dry-joint single-leaf masonry 
structures can be found in [9].
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Fig. 1 3D model of the tilting table facility installed at the University of Minho: a rest position 
and b inclined configuration 

The settlement setup is composed of two tables placed next to each other. The first 
one consists of the 1.5 m squared tilting table, fixed at a horizontal inclination. In this 
configuration, the tilting table is supported by four steel profiles fixed to the ground 
(Fig. 2). The second table (settlement table) is connected to an actuator and thus can 
move vertically, simulating the foundation settlement. The settlement table consists 
of a 10 mm sheet welded to HEA120 steel profiles. The whole system is connected 
to three linear guides through intermediate steel elements. The three guides ensure 
that the table has only one degree of freedom, i.e. the vertical translation. 

Finally, the actuator load cell (200 kN) and LVDT allow to monitor the force 
imposed by the actuator and the displacement of the settlement table. When the 
actuator moves downwards, the specimen placed on top is subjected to a differential

Fig. 2 Settlement table installed at the University of Minho 
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Fig. 3 Settlement experimental setup at the initial stage 

settlement with respect to the part of the structure standing on the tilting table (Fig. 3). 
It is worth highlighting that the actuator and the three guides are attached to a rigid 
base connected to the laboratory’s floor. 

3 Settlement Tests on Masonry Shear Walls 

The experimental setup has been used to conduct settlement test on single-leaf 
dry-joint masonry structures. They are presented in the following. The masonry 
units adopted in the experimental campaign are provided by the Xella Company 
[26]: their complete characterisation process is presented in [9]. For the sake of 
brevity, Table 1 reports dimensions, density and friction coefficient arising from the 
mechanical characterisation tests. 

Shear walls made of eight masonry courses have been investigated (Fig. 3). The 
specimens comprise units arranged in a regular bond pattern, resulting in a wall 
height of 562 mm high, 574 mm wide and 57.3 mm thick. As depicted in Fig. 3, 
the specimens stand on both tables to create the differential settlement. For the tests 
conducted in this work, the settlement procedure consists of three steps; in the first 
one, the table moves downwards at a speed of 0.02 mm/s for fifty seconds. The 
second step lasts eighty-three additional seconds with a rate of 0.06 mm/s. Finally, 
in the third step, the speed is kept equal to 0.2 mm/s up to the end of the test. This 
procedure aims at precisely capture the initial part of the settlement, where the load 
decreases very quickly. Concerning the acquisition system, a digital camera records 
the tests with a picture taken each ten seconds.

Table 1 Principal 
characteristics of the masonry 
units considered 

Dimensions Density Friction angle 

(114.9· 70.3· 57.3) mm3 1876 kg/m3 33.4º 
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Fig. 4 The four configurations tested on the settlement table

Four different configurations have been tested (Fig. 4): 

. Two units subjected to settlement;

. Three units subjected to settlement;

. Four units subjected to settlement;

. Five units subjected to settlement. 

Concerning the boundary conditions, the first course of the masonry wall has 
always been fixed to the table through double-faced tape strips (Fig. 3). 

For each configuration, at least three specimens have been tested in order to 
ensure repeatability. In an attempt to complement the actuator load cell and check 
its reliability, a weighing scale has been placed below the settling part of the shear 
walls to monitor the vertical load of each test. Hence, as an illustrative example, 
Fig. 5 compares the load recorded by the scale and the actuator load cell for the 
three tests of the third configuration (4 units settling). While the scale gives similar 
results for the three tests, the load cell provides divergent responses. In addition, 
the values given by the load cell are unrealistic. Out of the results, the load cell 
appears unreliable, justifying the need to measure the load through a scale. Actually,



176 N. Savalle et al.

Fig. 5 Comparison of the loads measured by the scale and the actuator load cell 

the linear guides are not only preventing the bending of the actuator but also carry 
vertical loads through friction. Therefore, the settlement table will be stiffened for 
future tests, and the linear guides will be softened to allow reliable measures of the 
weight through the actuator load cell. 

Figures 6, 7, 8 and 9 show the responses of the four investigated configurations 
when subjected to settlement. For each repeated test, the load is monitored only 
through the weighing scale, as a direct outcome of the pre-mentioned investigation 
(Fig. 5). From Figs. 6, 7, 8 and 9, one can observe similarities and differences in the 
four studied configurations. These are developed hereafter.

First of all, the responses detected by the experimental apparatus have been post-
processed, and the curves have been shifted to a zero-reference displacement (i.e. 
initial configuration), which coincides with a vertical load equivalent to the self-
weight of the settling part. One should note that the vertical load in the y-axis of the 
figures excludes the weight of the setup and the first fixed row of masonry units, as 
they do not play any role. The first outcome concerns the very high repeatability of 
the experiments. Then, one can observe three different phases for each configuration: 
(i) load decrease, (ii) constant load and (iii) load increase. However, it is important to 
highlight that the thresholds delimiting these phases vary between the tested config-
urations. More in detail, it is observed that the four configurations display a similar 
first phase (Phase I), characterised by a sharp decrease in the vertical load associated
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Fig. 6 Load–displacement responses of the repeated tests of the first configuration (two units 
settling). Some pictures of the mechanisms at critical instants are also displayed

with meagre vertical settlements (maximum equal to 5, 10, 12 and 15 mm for the 
1st, 2nd, 3rd and 4th configuration, respectively). 

Compared to the initial mechanism, at the end of phase I, some cracks are observ-
able. In particular, the one following the path “UP-RIGHT-UP-RIGHT” starting from 
the discontinuity in the bottom boundary condition. After, Phase II corresponds to 
a plateau in the vertical load while the settling displacement increases. However, 
from this point on, the similarities between the specimens end. Indeed, one can note 
that the plateau (Phase II) lasts until the end of the test for the first configuration 
(Fig. 6), resulting in a final mechanism that is entirely mechanically stable for any 
settlement. On the contrary, for the three other cases (Figs. 7, 8 and 9), Phase II 
ends approximately after 30 mm of vertical settlement with a smooth transition to 
phase III, where the load increases again with the vertical settlement, yet with a 
much smaller slope compared to Phase I. At the end of Phase II, the mechanism 
has already evolved compared to the previous step. For the second and third config-
urations (Figs. 7 and 8), the main crack (path “UP-RIGHT-UP-RIGHT”) becomes
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Fig. 7 Load–displacement responses of the repeated tests of the second configuration (three units 
settling). Some pictures of the mechanisms at critical instants are also displayed

more visible. However, secondary cracks are also propagating in the rest of the 
walls. These cracks are distributed almost everywhere up to the path “UP-LEFT-UP-
LEFT”, starting from the discontinuity in the bottom boundary condition. In addition, 
one can notice the beginning of a rocking motion about the right toe of the walls 
leading to marked cracks in that area. On the contrary, at the end of Phase II, the 
fourth configuration (Fig. 9) mainly displays a marked “UP-RIGHT-UP-RIGHT” 
path cracks, while small cracks are hardly visible in the rest of the wall. As depicted 
in Fig. 10, at the end of the settlement (90–100 mm), the last three configurations end 
with a similar mechanism, i.e., the rocking motion of a macro-block composed of the 
right pier (Part 3) and a central triangular part (Part 4). It leaves a stable triangle on 
the settlement table (Part 2). Additionally, frictional dissipations (grey areas) occur 
between the central triangular part (Part 4) and the left stable part (Part 1). Similarly, 
frictional interactions also develop between the rocking right pier (Part 3), the stable 
settling part (Part 2) and the central triangular part (Part 4) due to the geometrical 
incompatibility of their rigid motions.

Finally, one should remark that the final vertical load of the last three configura-
tions (Figs. 7, 8 and 9) is different. While the second configuration almost reaches 
the initial vertical load at the end of the settlement test (Fig. 7), the other two are 
still very far from their initial loads (Figs. 8 and 9). Actually, it is observable that
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Fig. 8 Load–displacement responses of the repeated tests of the third configuration (four units 
settling). Some pictures of the mechanisms at critical instants are also displayed

the second configuration is much closer to the structure’s collapse than the third and 
fourth configurations. It also means that the more significant the proportion of a shear 
wall subjected to settlement is, the more ductile its response becomes. However, this 
gain could not be quantified here since no complete collapse was reached in order to 
prevent damaging the masonry units. 

4 Conclusions 

The present work describes large-scale testing equipment, namely a 1 × 1.5 m2 

settlement table, laid next to a 1.5 m squared tilting table, which can also be used 
autonomously to pseudo-statically reproduce seismic actions. The settlement setup 
comprises a moving part (one degree of freedom represented by the vertical transla-
tion) and a fixed part consisting of the tilting table placed at rest. Specimens stand 
on both tables, while the downward movement of the settlement table reproduces a 
differential soil settlement.
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Fig. 9 Load–displacement responses of the repeated tests of the fourth configuration (five units 
settling). Some pictures of the mechanisms at critical instants are also displayed

The experimental facility allows the testing of masonry prototypes at a large 
scale, up to 2.5 × 1.5 m2, while supporting up to approximately one-ton specimens. 
Therefore, it enables the investigation of the behaviour of both dry-joint and mortared 
masonry specimens. 

The present paper focuses on the response of dry-joint masonry shear walls to 
settlement. It is shown that the behaviour (vertical load response and collapse mech-
anism) is significantly affected by the proportion of a shear wall subjected to settle-
ment. Additionally, the testing procedure is found highly repeatable, confirming the 
quality of the experimental campaign, that can serve as an experimental validation 
framework for analytical and numerical models. In conclusion, this work is envi-
sioned as preliminary phase towards the understanding of how 3D masonry structures 
are affected by vertical differential settlements.
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Fig. 10 Representative collapse mechanism obtained at the end of the settlement on the third 
configuration. Similar mechanisms are observable for the second and the fourth configurations. The 
shear wall is divided into four parts with frictional dissipations between them
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A Discussion on the Determination 
of Permeability and Absorption 
in Concrete 

Michela Monaco , Roberto Serpieri , Mariateresa Guadagnuolo , 
and Giorgio Frunzio 

Abstract Periodic and non-routine inspections on buildings, infrastructures, and 
sites of historical or architectural interest frequently involve a necessary deepening 
of the knowledge of natural or artificial stone materials. The quality and functional 
performance, the state of conservation, and possible pathologies of stone materials of 
structures and building envelopes, as a norm, have to be evaluated by performing tests 
and samplings with a minimal degree of invasiveness. This last requirement, aiming 
at the limit of nondestructive testing, stems from the necessity to find a balance 
among preservation of structural, historical, and artistic integrity of the inspected 
stone materials, an acceptable level of gained knowledge on the built element, 
and sufficient reliability of the deployed diagnostic activities. While the require-
ment of least invasiveness is common to many inspective and diagnostic practices 
belonging to different technical sciences, such as structural engineering, architec-
ture, and restoration, as well known, however, the conditions of minimum knowl-
edge gain and minimum acceptable reliability can be seldom granted by methods 
of testing that are completely nondestructive. The last century of investigations has 
shown the pivotal role of permeability for durability assessment of building stones 
and concrete, with the possibility of reducing invasiveness by using smaller stone 
samples in uniaxial water-permeation tests. This contribution presents a review on 
past and present experimental methods for determining permeability in concrete,
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some of which are also applicable to other porous building materials, with a discus-
sion on optimality criteria for testing and sampling which is carried out in the light 
of an historical perspective and of a view towards the Life Cycle Assessment of 
interventions on the built heritage. 

Keywords Concrete permeability standards · Life cycle assessment · Minimal 
invasiveness · Reinforced concrete cover 

1 Introduction 

The 2030 Agenda for sustainable development sets a series of objectives to achieve a 
better future. The world of constructions is strongly involved in this complex process. 
The problem of finding best practices for the assessment and maintenance of building 
heritage is more consciously framed today within the methodologies of Life Cycle 
Assessment (LCA), in the light of an increased awareness that social, infrastructural 
and environmental issues and policies cannot be faced by singles compartments but 
need a global evaluation [1]. Reinforced Concrete (RC) structures are great part of 
the built heritage in suburban districts, where the lack of maintenance due to the 
economic conditions of the citizens combined with the low quality of constructions 
do not allow to easily fulfill the Goal 11 “Make cities and human settlements inclusive, 
safe, resilient and sustainable” [2]. 

Pursuing sustainable housing in sustainable cities means that refurbishment inter-
ventions should be based on accurate studies on degradation causes and correct choice 
of intervention techniques, especially in the case of RC structures realized in the past 
decades and now showing evident degradation marks. In RC structures permeability 
can be a primary reason for concrete deterioration, reinforcing steel corrosion and 
other damage mechanisms [3]. Freeze–thaw damage due to the water absorbed, vari-
ation in the elastic properties and in the concrete alkalinity, intrusion of salt-laden air 
and water are only some of the problems faced by an exposed concrete during its life 
showing that the determination of permeability is necessary for concrete durability 
assessment and in particular for the evaluation of inspecting procedure time intervals, 
since the concrete cover is often the vulnerable ring in the performance, serviceability 
and durability chain [4]. Demands associated with periodic maintenance interven-
tions on RC structures are in fact estimated in Life Cycle Impact Assessment (LCIA) 
by evaluating the harm to environment in terms of primary Gross Energy Require-
ment (GER) and of CO2 equivalent emissions (GWP—Global Warming Potential). 
LCIA performs these estimations accounting for the entire energy chain all through 
the life cycle of the building from the phase of resources extraction to their final use. 

The maintenance and refurbishment time intervals, which constitute an input 
necessary for LCA, are also strongly related to the building components material 
properties, whose knowledge in existing structures is generally based on inspection 
techniques [5] since often the material characteristics at the time of construction are 
not known and the material properties are the reference framework for structural
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health monitoring. The relevance of information provided by on site survey should 
in fact be related to the feasibility of the test, its invasiveness and disturbance to 
the building and its complexity of execution [6]. Larger test campaigns involving 
destructive or semi-destructive tests are in general performed when advanced struc-
tural problems are ongoing. The simple replacement of the concrete cover is on 
the other hand a common refurbishment intervention that can easily provide field 
samples to be tested. 

Research significance. Proceeding in the light of an historical perspective and of 
a view towards the Life Cycle Assessment of interventions on the built heritage, this 
contribution presents the main results of a review of past and present experimental 
methods for determining permeability in concrete [7], some of which are also appli-
cable to other porous building materials, with a discussion on optimality criteria for 
testing and sampling. 

The permeability standards actually in force are based on a conventional perme-
ability test over thicker specimens, which appear to be more suited for new RC 
constructions (EN 12,390-8) [8–11]. Conversely, a literature review of the experi-
mental studies of the first half of the past century provides information about perme-
ability tests on thin specimens [12] which can be carved out from the concrete cover. 
These tests on thinner specimens appear more suitable for existing structures and 
more compatible with the “primum non nocere” principle applied to a building. 

This contribution discusses the feasibility of open-flow permeability tests on 
concrete cover, and their inclusion in a complete framework inclusive of LCA. The 
geometrical similarity of concrete cover fragments and the tile-shaped specimens 
commonly tested in the first half of last century is examined as a possible base 
for a renewed practice for testing existing structures and for improving the current 
regulations for permeability determination. 

Document organization. Paragraph 2 discusses the role of maintenance interven-
tions on RC buildings in LCA assessment. Paragraph 3 reviews past and present 
experimental methods to evaluate permeability enucleating main features of interest 
for the present study. In paragraph 4 a process for extraordinary maintenance of 
concrete cover in a RC structure is proposed and is presented together with a 
discussion on the possibility, based on experimental tests available in literature, 
of inferring correlations among permeability and mechanical properties of concrete, 
useful for assessing concrete durability and structural performance based on different 
parameters. 

2 Existing Structures: LCA and Experimental Tests 

In a LCA perspective, ordinary and extraordinary maintenance interventions on 
existing buildings should be subjected, like all the actions on environment, to a 
cradle-to-grave or cradle-to-cradle analysis technique in order to assess the environ-
mental impacts associated with all the stages of an intervention’s life. The smaller the 
time interval between two interventions, the higher the environmental impact. The
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following subsections give a brief description of LCA for RC structures and an evalu-
ation of the environmental incidence of a concrete cover replacement/refurbishment 
intervention. 

2.1 LCA for Interventions on Concrete Structures 

The LCA of RC buildings is strongly influenced by the service life of its structural 
elements. LCA methodology regards building components as systems subjected 
during their life cycles to input and output flows of matter and energy and deter-
mines the resulting environmental impact in terms of GER and CO2 equivalent 
emissions GWP. Although most of the energy spent during the life cycle of RC 
structures is ordinarily consumed during their use for anthropic activities, a signif-
icant share, whose quantification depends on the duration of the designed service 
life, is consumed during the other phases of material production, transportation, 
construction, end-of-life, included periodic maintenance and extraordinary structural 
maintenance. 

Attention should be paid to these last two phases, since the wider the refur-
bishment intervals, the lower the percentage of energy spent in the production, 
transportation, construction, and end-of-life phases of the materials employed for 
replacement and the end of life of the replaced concrete. It has been estimated that 
if more ambitious standards were applied to new buildings or to the refurbishment 
of existing ones by extending their useful life, up to 30–45 million tons of CO2 per 
year could be saved [13]. 

In particular, excluding steel reinforcements, the percentage of GWP of concrete 
(in kg eq. CO2/m3) over the total GWP of a cubic meter of building materials is, on 
average, two orders of magnitude higher compared to the corresponding percentages 
of other building materials [14]. Since interventions of concrete cover replacements 
are actually the most diffused extraordinary maintenance interventions (EMI), a 
deeper look into the concrete cover durability properties appears to be a key issue to 
extend the service life of RC. Interventions are usually planned when concrete cover 
spalling is already at intermediate or advanced stages of progression to prevent further 
significant loss of the resistant section of the structural element (Fig. 1).

2.2 Intervention Intervals and Sustainability 

An evaluation of the environmental impact scenarios associated with reiterated 
concrete cover maintenance with constant periodicity during a hypothetical service 
life of 100 years is carried out for a typical social housing four-storey pilotis-type RC 
building located in a suburban area of the south of Italy. Building data and degradation 
scenario are taken as resulting from actual inspection of a real building constructed 
between 1970 and 1980 located in the province of Caserta. Excluding the stairwell,
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Fig. 1 Ground floor of a typical RC building with pilotis (a) and conditions of a ground floor 
column 50 years after construction in nonaggressive environment (b)

the building structure, which is regular in height, essentially consists of a regular 
frame of equally interspaced columns and horizontal beams. Columns organization 
in the building plan is a 3 × 7 regular array, with 16 out of 21 columns in perimetral 
position. On the open ground floor, where inspection allowed to observe concrete 
cover delamination on several columns as shown in Fig. 1, 52 over 84 column faces 
are computed to be directly exposed to weathering while on the other three storeys 
the computed fraction of exposed column faces is 20/84. An analogous computation 
of exposed beam faces gives at any slab a fraction of 16/128. 

Based on the design sections of the frame elements, shown in Fig. 2, computation 
of the percentage of concrete section area to be replaced in a hypothetical 4 cm 
concrete cover replacement at the open ground story leads to figures of 25% for the 
(a.1) column, 30% for the (a.2) column, 23% for the (b.1) downstand beam, 20% for 
the (b.2) flat beam. On account of these figures and of the information that the volume 
of columns is approximately 25% of the total volume of columns and beams and that 
perimetral beams are of down-stand type, a rough computation of the volume of 
concrete cover to be replaced in a hypothetical intervention on all exposed surfaces 
leads to a value ranging between 4 to 5% of the original concrete volume.

Taking for the Percentage of Replaced Concrete (PRC) in an intervention the upper 
rounded value stemming from the calculation above, PRC = 5, and contemplating 
the possibility that more than one replacement intervention can be required in the 
course of the service life of SL = 100 years conventionally attributed to the building 
[15], if the years between one intervention and a successive one are indicated by T , 
the overall PRC during the service life turns out to be:
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Fig. 2 Design sections of frame elements: a type 1 column; b type 2 column; c downstand beam; 
d flat beam

Overall PRC  = 
SL  

T 
· PRC  · 100 = 

100 

T 
· 5 

100 
· 100 

Figure 3 plots the overall PRC as function of T considering for the reintervention 
time a range from a minimum of 10 years to a maximum of 100 years and shows that, 
if a not so unrealistic figure of one intervention every 20 years is taken, a figure of 25% 
increment of global warming potential associated with extraordinary maintenance is 
computed.

Assuming simplistically the GWP related to anthropic activities associated with 
building usage to be a variable uniform in time along the course of 100 years— 
what seems a reasonable assumption which allows to rule out delicate demographic 
projections—optimality in terms of GWP is trivially achieved when T is maximized, 
a conclusion which is also supported by more detailed studies [16]. 

3 Past and Present Experimental Methods for Permeability 
Determination 

3.1 Literature Review 

In the first half of XX century, along with the growth of RC construction, the devel-
opment of experimental methods for determining the physical–chemical properties 
of reinforced concrete underwent a parallel growth. Table 1 synoptically reports the 
main features of the experimental methods and setups (testing methods, sample size, 
sealing method and duration) for the determination of concrete permeability.
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Fig. 3 Percentage of overall concrete to be replaced in 100 years as function of hypothesized 
periods for reintervention

The main interesting aspects of the tests performed in the first decades of last 
century are the accurate descriptions of the testing methodology and setups, the 
repeatability and the simple relations among the physical and mechanical parameters. 
In a study articulated in six parts, Madgwick in 1932 [12] contributed a comprehen-
sive investigation into fundamental physical properties of porous building materials 
covering the experimental determination of porosity, absolute porosity, saturation 
coefficient, permeability and absorptivity of several natural and artificial building 
materials including stones, bricks and plasters. Fundamental contributions by Madg-
wick are the proof of concept and the ordinary application of simple methodologies, 
based both on water and air permeation, on building material specimens cut or molded 
in a thin tile-like shape whose thickness can be brought even down below 1.3 cm. 
The shape of the testing specimen is that of a small tile through which a steady, or 
non-steady, flux of fluid is imposed. For space reasons we limit here just to a brief 
mention of other fundamental contributions which cannot find room in Table 1. 

One of the earliest published studies on concrete permeability is a bulletin by 
Withey and Wiepking [17] summarizing several basic findings obtained at the Univer-
sity of Wisconsin on broken stone concrete among which the evidence that water-
tightness markedly improves until cement/aggregate ratio reaches values in the range 
0.14 ÷ 0.17 and cement/voids volume ratio reaches 0.45 ÷ 0.55. Muskat [18] advised 
the use of gas flow experiments for measuring intrinsic permeability in consideration 
of several practical advantages. 

Klinkenberg [19] investigated the gas-slippage effect by comparing determina-
tions of intrinsic permeability obtained with gas and liquids, finding, at atmospheric 
pressure for the tested media and fluids, a maximum discrepancy contained within a
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Fig. 4 Intrinsic permeability versus the porosity within the cement paste, tests by Glanville [23] 
(blue crosses) and by Ruettgers et al. [21] (orange bullets) 

150% figure. In a comprehensive study on cement pastes using characterizations of 
the specific surface by adsorption isotherms and values obtained from experimental 
data published by Ruettgers et al. in 1935 and in 1936 [20, 21], Powers and Brown-
yard [22] obtained purely theoretical predictions of permeability, achieving, for a w c 
ratio equal to 0.5, reasonable predictivity of the orders of magnitude of permeability 
of pastes. 

Glanville [23] accurately described tests performed after 28 days water curing on 
a large set of different concrete mixes. Figure 4 presents in a semi-logarithmic plane 
the intrinsic permeability versus the voids ratio obtained by Glanville on concrete, 
and the results on neat cement pastes by Ruettgers et al. [20, 21] and Fig. 5 shows 
the corresponding experimental relation between voids and strength. Data on cement 
pastes show a shift toward lower values of porosity.

3.2 Current Test Standards for Concrete Watertightness 

Similarly to Table 1, standards currently in force are presented in Table 2 highlighting 
the main testing features (testing methods, sample size, preconditioning and duration) 
which are deemed to be relevant to the hypothesis investigated in the present study: 
the feasibility of tests on tile-like specimens extracted from the concrete cover.

In the history of standards for concrete permeability testing two main trends can 
be discerned: experiments evaluating the intrinsic permeability by enforcing unidi-
rectional Stationary Flow conditions (SF), and those aiming at a merely conventional 
evaluation of the Depth of Penetration (DP) in a massive specimen subject to a prede-
termined hydraulic head. In the European National standards, mainly based on the
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Fig. 5 Concrete strength versus porosity within the cement paste [23]

EN 12,390-8, the significant push towards a conventional testing method is evident. 
This circumstance may be in part due to the possible simpler execution of DP tests. 
Unfortunately, the application of these methods to existing structures is problematic 
due to the strong invasiveness of samples extraction. As it is shown in the previous 
paragraph, the SF method, regardless of the specific methodology performed, gives 
results that can be directly correlated with other mechanical properties of the mate-
rial (i.e., strength) and allows evaluation of permeability in a separate form from 
capillary head and absorptivity. 

4 Discussion 

Watertightness has been judged by the Texas highway department to be “probably 
the single most important parameter influencing the corrosion of reinforcement in 
concrete” [31]. Intrinsic permeability is a parameter more basilar and objective than 
absorption since the former, differently from the latter, can be regarded as a purely 
geometrical property of a porous solid medium depending only on the porosity and 
the specific surface and, as such, less affected by hygrothermal and environmental 
factors [32, 33] and consequently more easily relatable to durability, as well as to 
strength and other mechanical properties. Figure 6a shows the semilogarithmic plot of 
permeability-strength data by Glanville [23] for concretes after 28 days curing, fitted 
by a linear law. This graph is compared with the plot of Fig. 6b on the right exam-
ining the correlation between absorption and strength obtained from data reported 
by Parrott [34] and Moradian [35, 36]. Glanville’s data relative to lower concrete 
strength, under 10 MPa, have been excluded from the left plot.
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Table 2 Current standard permeability methods 

Standard Testing 
method 

Samples Preconditioning Apparatus and 
test duration 

CRD 
C163 
[28] 

Laboratory, only for 
w/c ratio 0.4–0.7. 
Unidirectional flux. 
Declared 
steady-state flow 

Drilled samples, 
height 3 times the 
nominal maximum 
aggregate size, or 1/2 
the diameter of the 
specimen 

Vacuum saturation 
in deionized 
water for a 
minimum of 72 h 

Complex 
apparatus, 
triaxial cell, use 
of compressed 
nitrogen gas 
source for 
confining 

ASTM 
C1585 
[29] 

Absorption, 
laboratory test, 
gravimetric 
measures, complex 
apparatus 

Drilled or molded 
sample 100 ± 6 mm  
diameter disc, a length 
of 50 ± 3 mm  

Drying at 50 ± 
2 °C and humidity 
80% ± 0.5 

At least 8 days 

ASTM 
C642 
[30] 

Absorption, 
laboratory test, 
gravimetric 
measures 

Large samples, 
volume >350 cm3 (or 
approximately 800 g) 

Oven dried and 
then completely 
immersed 

UNI EN 
12,390–8 
[9] 

Constant pressure, 
500 kPa, depth 
penetration 
measure after 
splitting 

Laboratory-cast cubic, 
cylindrical or 
prismatic specimens. 
Surface to be tested 
>150 mm, other 
dimension >100 mm 

Not declared Apparatus 
ISO/DIS 7032. 
Duration 72 ± 
2 h  

DIN 
12,390-8 
[10] 

Laboratory, 
unidirectional flux, 
non steady-state, 
depth penetration 
measure after 
splitting 

Laboratory-cast cubic, 
cylindrical or 
prismatic specimens. 
Surface to be tested 
>150 mm, other 
dimension >100 mm 

Not declared Apparatus 
ISO/DIS 7032. 
Duration 72 ± 
2 h  

BS EN 
12,390-8 
[8] 

No precision data 
available. 
Unidirectional flux, 
non steady-state, 
depth penetration 
measure after 
splitting 

Laboratory-cast cubic, 
cylindrical or 
prismatic specimens. 
Surface to be tested 
>150 mm, other 
dimensions >100 mm 

Not declared Apparatus 
ISO/DIS 7032. 
Duration 72 ± 
2 h  

RILEM 
TC 
230-PSC 
[4] 

Permeability: 
increasing pressure 
(0.15–0,30 MPa), 
calculation of 
permeability 
coefficient. 
Absorption: 
gravimetric 
measures 

Circular disks, 
diameter 150 mm and 
height 50 mm 

Oven dried, 50 °C, 
test at 20 ± 2 °C  

Minimum 14, 
maximum 
27 days, 
Cembureau 
permeameter
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Fig. 6 a Least-square linear fitting of concrete strength versus intrinsic permeability ratio (data 
from [23]); b water absorption versus cubic strength in concrete (data from [34–36]) 

As documented in Table 2, at least along the last three decades of the first half 
of the last century, specimens cast (or cut) in tile-like form having thickness in the 
range from approximately 1–5 cm have been ordinarily employed in unidirectional 
SF permeability measurements, and the ensuing results have been considered reliable 
enough to support the design and construction of hydraulic infrastructures as impor-
tant as the Colorado Hoover dam. It is worth noting that, although the testing methods 
of this period specific for concrete were mainly intended for new-cast materials, and 
the perspective of assessing the quality of the existing concrete-made built environ-
ment was far, such a thickness range suits the opportunity (very desirable at present 
times) of extracting tile-like specimens from the concrete cover in an existing RC 
structure to conveniently minimize the first term of the triad of diagnostical decision 
factors invasiveness/reliability/insight symbolized in Fig. 7 (left). 
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Fig. 7 Preliminary diagnostic decision factors correlated to the proposed flowchart of integrated 
actions for the diagnosis on an existing RC structure
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The withdrawal of large concrete samples for permeability testing, and in general 
for determination of material properties, appears not advisable owing to its invasive-
ness. The size of the samples prescribed by current standards appears to be indicated 
for cast-in-place specimens in new RC constructions only. The review of the exper-
imental methods for permeability determination has been purposedly limited herein 
to the first half of last century, due to the strong change in the experimental approach 
occurred in the decades after 1950 during which the bursting increase of RC heritage 
(even of low quality) has pushed towards laboratory and in-situ methods which prob-
ably, at least in the intentions of the regulators, were designed to be more expeditious 
(see, e.g., Figg [37]). It is the opinion of the authors that an advancement towards a 
more comprehensive knowledge of the material properties of existing RC construc-
tions can be achieved by exploiting permeability testing strategies implemented in 
the first half of the past century and which appear also currently implementable for 
more agile testing of smaller specimens which can be easily obtained, by carving in 
tile-like shape, from parts of concrete cover. Such testing procedures appear advis-
able to improve current approaches for permeability testing both by virtue of their 
reduced invasiveness and of their superior documented reliability and repeatability. 

Measurement of permeability, absorption and porosity from cover sampling 
provides a first valuable basis of diagnostic information of reduced invasiveness 
cost, up to the limit of near-zero-invasiveness in case of presence of spalled concrete 
cover regions for which concrete cover disposal and substitution is scheduled. These 
measures can give to professionals in charge of the structural diagnosis a compre-
hensive set of information about the physical–mechanical properties of concrete. 
A testing procedure can be thus designed which envisages measurement of perme-
ability, as well as of absolute porosity and absorptivity, from samples carved from 
concrete cover by employing the repeatable low-controlled-error methodologies 
described in detail by Madgwick [12] on thin tile-like specimens. Testing appa-
ratuses similar to those devised by this author or by other authors such as McMyllan 
and Lyse [24] can be employed for this purpose. From such basis of permeability 
data, projections can be drawn of the time required for water, oxygen and carbon 
dioxyde to penetrate up to a sufficient depth (and in sufficient stoichiometric quan-
tity) to determine a degree of corrosion progression significant for possible further 
concrete spalling and for possible structurally significant reduction of rebar section. 

Such a near-zero-invasiveness watertightness database on concrete cover—which 
at the discretion of the responsible engineer or architect can be optionally integrated 
and consolidated at a more advance stage of the diagnostic investigation by strength 
and permeability data from a more invasive campaign—provides in any case a first 
fundamental pool of information from which strength and other mechanical param-
eters to be employed in structural assessment can be inferred on a statistical basis 
from correlations such as those in Fig. 6. 

The inferences from permeability of concrete strength and of the time required by 
oxidizing agents to penetrate across predetermined safety thresholds provide funda-
mental information for the technical appraisal of the service-life of the structure
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on the basis of which environmental LCA-based criteria and value-for-money deci-
sions can be implemented to identify (based also on a permeability-based appraisal 
of replacing materials) optimal OMI and/or EMI interventions and to schedule 
intervention periodicities. 

Figure 7 shows a proposed flowchart for integrating actions of surveying, 
sampling, LCA evaluation and decision-making on an existing RC construction for 
which a refurbishment intervention is planned or under appraisal. In this flowchart 
the 1926 data from BBRS is regarded as a standard reference and the determina-
tion of the physical properties obtainable by application of Madgwick’s standard to 
concrete cover specimens is pivotal both for the choice of the structural assessment 
strategy and for the choice of the refurbishment intervention. 

5 Conclusions 

The study summarized in this contribution shows, on a historical documental basis, 
that, while most recent active standards currently consist of measurements of water 
intake, the preferred practices in the first half of the past century were based on steady-
state open-flow methods. Compared to the former, the advantages, emerged from the 
whole study (Monaco et al. [7]) and herein summarized, of open-flow testing methods 
are: (1) the possibility of appreciating the solvent action of water in a given mixture 
and detect the possible presence of significant additions of soluble components; 
(2) documented higher reliability and repeatability; (3) shorter test durations; (4) 
lower invasiveness. Lower invasiveness is granted, in particular, by the possibility of 
employing tile-like specimens, which can be sampled from the outer concrete cover 
of RC members so as to preserve integrity of the stirrups-confined core, and/or even 
from spalled regions or from regions undergoing incipient delamination. 

Despite being almost one century old, the methodologies described by Madgwick, 
based on air and water flow, stand out for their relative simplicity without detriment 
to repeatability and accuracy. The full set of properties investigated by Madgwick 
(porosity, absolute porosity, permeability, capillary head) defines a group of funda-
mental diagnostic parameters employable to obtain projections of the time required 
by water, oxygen and carbon dioxide to penetrate inside the concrete and possibly 
reach rebars. Permeability data for concrete mixtures reported by Glanville appear 
consistent with measurements for cement pastes obtained by Powers and coworkers. 
Since these data are supported by exhaustive information on concrete mixes as well as 
by compressive strength data, the actual requirements of Life Cycle Impact Assess-
ment for refurbishment of existing buildings could consider these concretes as a 
standard class to set for comparison with existing concretes having, in general, low-
quality mixes affected by uncertainties in mix proportions, use of admixtures (such 
as gypsum) and manufacturing. 

Recommendations for future research proceeding along the direction traced in 
this study include a theoretical and experimental Life Cycle Impact Assessment of a 
concrete building element, object of appraisal for ordinary maintenance planning and
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possible extraordinary maintenance, aiming at careful bounding of experimental and 
theoretical uncertainties. Such research would benefit from a supplementary inves-
tigation of general correlations of practical relevance in air and water permeability 
testing, specifically suited for thinner tile-like samples, and from a second supple-
mentary investigation examining the specific role of the amount of space available 
for capillary permeation through the cement paste. 
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Physical Methods and Scanning Electron 
Microscopy for Evaluation of Bioclogging 
in Geotextiles 

Maria Vitoria Morais , Leonardo Marchiori , António Albuquerque , 
and Victor Cavaleiro 

Abstract Wastewater induced biological clogging (or bioclogging) is a common 
mechanism in geotextiles used in several applications in environmental sanitation and 
environmental geotechnics works, such as earth-based wastewater treatment plants, 
earth ponds for mining residues and sanitary landfills. Permeability tests or weighing 
experiments are currently used for detecting physical clogging but are unable to detect 
the evolution of clogging caused by microbiological activity (bioclogging). The asso-
ciation of tracer tests, complemented with scanning electron microscopy (SEM) and 
weighting experiments would be an advance for the understanding and evaluation 
of bioclogging. Understanding how the biological parameters behave in a restricted 
way, without interference from physical and chemical parameters, could help in the 
definition of measures to avoid the problem and increase geotextiles lifespan. Prelim-
inary experiments carried out in Petri dishes with non-woven geotextile and domestic 
wastewater showed a quick adhesion and growth of biofilm in this material, allowing 
the development of a laboratory setup for bioclogging tests in porous materials. 

Keywords Non-woven geotextiles · Bioclogging · Biofilm · Permeability ·
SEM ·Weighing 

1 Introduction 

Geotextiles have been extensively used as protection and filter materials in 
earth-based wastewater treatment plants (e.g. stabilization ponds and constructed 
wetlands), infiltration systems, dams and ponds for storing mining residues and sani-
tary landfills. The occurrence of clogging in geotextiles is very common, leading to
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economic losses, negative environmental impacts, and extraction of natural resources 
for replacing degraded structures and materials. 

This phenomenon develops on a microscopic scale, involving the processes of 
blinding, blocking and internal clogging of the mesh, and has been evaluated using 
permeability tests and SEM [1–4]. Some methods may be developed together such 
as weighing method and tracer experiments [5]. Tracer tests, using non-conservative 
tracers, appear to be more accurate in detecting poor flow distribution and the develop-
ment of stagnant areas, dead volumes, hydraulic short circuits, internal recirculation, 
and longitudinal dispersion. Biofilm adhesion and growth in solid surfaces occurs 
at micro scale when in contact with wastewater biomass. Biological and chemical 
clogging are connected processes and more complex than physical clogging, as they 
are developed by the microorganism’s activity, essentially bacterial, and are sensi-
tive to temperature variation, organic substrates, inhibitory compounds, oxygen, and 
nutrients necessary for their maintenance and growth. Therefore, scanning elec-
tron microscopy (SEM) techniques may be associated to physical methods to better 
understand biofilm formation and compounds transport [1, 6]. 

Preliminary experiments of biofilm colonization in a non-woven geotextile were 
carried out in Petri dishes, with the use of a synthetic medium, to identify the 
predominant mechanism of obstruction, through SEM analysis at the end of 15 days, 
simulating applications of geotextiles as filter material. 

2 Methods for Bioclogging Evaluation 

2.1 Permeability and Permittivity Tests 

To evaluate the clogging rate in geotextiles, the most frequent test is the permeability 
and permittivity test. According to ASTM D 4491, permeability can be defined as the 
flow rate of a liquid under a differential pressure through a material, while permittivity 
is the volumetric flow rate of water per unit of cross-sectional area per unit of load 
under laminar flow conditions, in the normal direction through a geotextile [9]. Once 
microorganisms develop in the geotextile mesh, the biofilm fills the geotextile voids 
and changes its permeability. 

ASTM D1987, which test bioclogging of geotextiles or soil-geotextiles filters, is 
primarily oriented to landfill leachate but can be performed with any liquid sourced 
from a given location or synthesized from a predetermined mixture of biological 
microorganisms [7], this test consists on a flow column passing through a specimen, 
in a cylindrical configuration, internal diameter of 100 mm and height of 200 mm, 
consisting of a containment ring for placement of the geotextile cell, through of 
the flow between the upper and lower tubes to allow uniform flow. Some authors 
use a layer of soil, of variable size, adjustable to achieve the desired compaction in 
the empty spaces, before and/or after the geotextile layer [10–16]. The proportions 
of soil/cylinder height range from 2.0/4.0 to 2.5/4.0, the size of the cylinder used
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for the tests also varies among the studies already carried out [10, 12]. However, 
there is a warning against the use of this soil/geotextile combination regarding the 
difficulty of distinguishing which material is clogging, although it is the scheme that 
best represents the existing filtration systems. 

The specimens used for the tests must be sealed with covers that have inlet and 
outlet piping connections to allow flow from an upper reservoir, in cases of tests with 
constant head test, or standpipe in test cases with falling head test. 

Thus, it is possible to calculate the flow per unit area of the system through the 
aver-age flow that is measured during the test, where this value is divided by the cross-
sectional area of the geotextile for the flow per unit of flow. Reference [7] guides the 
calculation of permittivity for a constant load using Darcy’s formula (Eq. (1)): 

k 

e 
= ψ = q 

A(Δh) 
(1) 

where q = flow rate (m3/s); A = cross sectional area (m2); k = coefficient of perme-
ability (m/s); e = geotextile thickness (m), Δh = change in total head (m); and ψ = 
permittivity (s−1). 

For [7], it can normally take up to 40 days for biological activity to start, grow 
and reach an equilibrium condition. Although the standard provides the necessary 
guidelines for the detection of biological clogging, but there is no way to differentiate 
the parallel occurrence of physical and biochemical clogging. For differentiation it 
is necessary to verify through scanning electron microscopy [17]. 

The first permeability tests of geotextile filters in landfills were carried out by [8], 
in contact with leachate, and showed results of physical clogging with the deposition 
of larger particles causing the filling of the geotextile and, later, the formation of 
biofilms was evidenced, generating a clogging due to biological activity. 

For [4], regardless of the geotextiles used, the clogging process can be divided into 
three stages. Being the first stage around 1 day, when a reduction in permeability is 
al-ready noticed, second stage between 1 to 60 days, permeability can drop steadily, 
where it is likely that microorganism deaths due to lack of nutrients will occur, and 
the third stage, after 60 days, when a significant decrease in permeability is noticed. 

Silva [18] found a permeability reduction from 1.0 × 10–3 (cm/s) to 1.0 × 
10–8 (cm/s) for the time of 35 days. While [15] measured a reduction from 4.0 
× 10–3 (m/s) to 3.5 × 10–5 (m/s), [19] measured 8.0 × 10–1 (cm/s) to 6.0 × 10–3 
(cm/s) for the same time interval. Geotextile filters in landfill leachate collection 
systems, when clogged, can suffer a drop in hydraulic conductivity of 2–5 orders of 
magnitude [20]. 

2.2 Scanning Electron Microscopy 

The use of SEM is a qualitative method that helps in the differentiation of physical, 
chemical, biological clogging. It is necessary to correlate the SEM images with
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the permeability results, as the microscopic analysis always depends on the chosen 
sample and there may be places with greater or lesser density of biofilm, which tends 
to be a disadvantage in the evaluation of the results [4]. To differentiate physical from 
biochemical fouling, energy dispersive X-ray spectroscopy (EDS) analyzes can also 
be used coupled with SEM. 

In addition, performing the SEM in the cross section of the geotextile helps in 
differentiating the clogging mechanisms, whether blocking, blinding or internal clog-
ging. However, despite being a 2D image visualization method, it is possible to work 
the image angle and, during the execution of the method, it is possible to observe 
the entire mesh through the microscope and identify the main obturation processes 
present there. 

Some research [3, 18] used SEM for non-woven geotextiles in cross-sections and 
claimed that it was not possible to perform this type of analysis on geotextiles since 
preparation phase do not maintain geotextile’s structure intact, unable to prepare the 
specimen. In both studies, it was observed that the internal pores of the geotextile 
remained open after the permeability test, resulting in the idea of a blinding process. 

2.3 Weighing Experiments 

The weighing method was used by [12, 21] to measure clogging through the masses, 
used by Eq. (2). The test consists of weighing the geotextile samples before and after 
their contact with the liquid in question to be studied. 

R = m1 − m0 

m0 
(2) 

where R = clogging rate; m1 = weight of the clogged geotextile (g); m0 = weight 
of the virgin geotextile (g). When R is greater than 0, the mass of the geotextile is 
greater than its virgin mass, which means that clogging substances are trapped in 
the geotextile. The geotextile samples must be of the same size so that there is a 
comparison to be made. 

2.4 Tracer Experiments 

Tracing tests is one of the methods which evaluate deviations from the ideal flow 
of a system. Once the flow is considered quasi-permanent, this test can identify the 
fluid distribution and define a density function of the residence times of the volume 
elements that is commonly referred to as the residence time distribution curve (RTD) 
[22–24].
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One of the best methods to determine and analyze the flow paths of built-up filters 
is the evaluation of the variation of RTD moments (mean residence time and variance) 
through a tracer test, as normally used in reactor processes. Two ideal reactors are 
commonly considered: the plug-flow reactor and the steady-state continuous-flow 
reactor [25]. The detection of clogged zones, or dead volume zones, and hydraulic 
short-circuiting can be detected through the tracer recovery rate (i.e., the ratio between 
the total mass of tracer detected in the effluent (MS) and the mass initially introduced 
(M0)) [26]. These results help to evaluate the interferences present in the flow of the 
system. For geotextile filters, it is possible to measure the percentage of interference 
that biofilms may cause. 

Tracer tests involve the injection of a chemical (e.g. a salt such as sodium chloride 
(NaCl) or a dye such Blue Dextran, both non-conservative tracers), which is not 
reactive or does not interfere with biological processes inside a geotextile filter. A spot 
injection (i.e. a quickly injection of a defined volume) or a continuous injection (i.e. an 
injection of a defined volume in a time t) is normally used at the inlet, being evaluated 
the system’s response at the outlet through water sample collection for plotting the 
exit concentration–time curves. The variation of the salt or dye concentration in 
water at the inlet and outlet is measured using a conductivity meter (for salts) or a 
colorimeter (for dyes). The tests are executed for cleaning conditions (no biofilm) 
and for different times of biofilm development. As biofilm growth and biologging 
develops exit curves will be delayed and mean residence time, variance and tracer 
mass recovery will give answers on the extension of dead-volumes in the system 
(i.e. the extension of biologging). Despite not being a commonly used test to assess 
the degree of clogging of geotextiles, tracing tests can identify the mechanisms that 
cause flow resistance, since the tracer molecules follow different paths through the 
column vs time. Low values of mass recovery (MS/M0) may indicate the occurrence 
of retention mechanisms in the porous medium. 

3 Preliminary Tests on Biofilm Growing in a Non-woven 
Geotextiles 

Preliminary biofilm tests were performed in Petri dishes to assess the potential for 
biofilm growth on a non-woven geotextile without the presence of compound flow. 

Ten samples of non-woven geotextile with a weight of 30 g/m2 and 90 mm in diam-
eter were cut and placed in Petri dishes. Approximately 1 mL of biomass was added 
to each of the plates, previously acclimatized in a semi-continuous reactor, from 
lyophilized sludge from the Boidobra ETAR (Covilhã, Portugal), which contained 
6,680 mg/L SSV, 8,420 mg/L SST, 311, 2 mg/L COD, 135.3 mg/L C, 11.2 mg/L N-
NH4, C/N of 12 and pH of 7.4. The biomass was placed above the geotextile, inside 
an aqueous medium with initial concentrations of 450 mg COD/L, 25 mg NH4-N/L 
and 19 mg PO4-P/L. The Petri dishes were kept closed for a period of 15 days in 
a refrigerator with a temperature of 20°. At the end of the immersion period, the
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Fig. 1 Geotextile samples 
cut to metallize in gold 

samples that obtained a better development of the biofilm on the geotextile were 
selected to perform the SEM analysis. Small sections of the geotextile were cut, then 
covered in a glutaraldehyde solution, where they were left to rest for 12 h. Following 
the procedure used by [3], the samples were dehydrated in alcohols with concen-
trations of 50, 60, 70, 80, 90 and 100% of alcohol in mixtures of alcohol: distilled 
water. 

After dehydration, the samples were dried in a controlled environment of 25 ºC 
and SEM analyzes were performed. The procedure performed by [3] suggests the use 
of an oven at 35º for drying, however it was chosen not to do so because the structure 
of the chosen geotextile was too thin and could damage it. For the SEM procedure, 
the samples were glued on a carbon-based adhesive tape to bronze pieces (Fig. 1). 
The Scanning Electron Microscope (SEM) (Hitachi, model S-2700; RONTEC, USA) 
was used to perform the images. 

4 Analysis and Discussion 

The SEM images show the formation and stabilization of the biofilm with the immer-
sion of the geotextile for a period of 15 days (Figs. 2 and 3). It is assumed that the 
material found in the biofilm has its composition organisms of biological origin, 
since the material introduced was a lyophilized biomass. However, EDS tests are 
necessary to complement the chemical composition of the biofilm formed.

Figure 4 presents a SEM image of the geotextile in cross section. Although some 
authors demonstrate some difficulty in performing cross-sectional images, it was not 
necessary to discard any sample. A scalpel was used to make the cut. It is possible 
to distinguish the type of clogging, which can be internal clogging, blinding, or 
blocking. Looking at Figs. 2 and 4 it is possible to admit that the biofilm fills the 
entire cross-section of the geotextile, causing internal clogging. This type of behavior 
differs from those found [3] which found blinding, may be due to the weight of the 
geotextile, since the material tested was much thinner than the used in this study.
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Fig. 2 SEM images on 
geotextile samples (×200) 

Fig. 3 SEM images on 
geotextile samples (×500)

Fig. 4 SEM images on 
geotextile samples cross 
section (×85)
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After the results of these tests, a new laboratory setup was developed for allowing 
permeability tests in association with weighting and tracing, complemented with 
SEM, in geotextile samples, or other similar porous materials, fed with any type of 
wastewater, and that is now being used for continuing this research. 

5 Conclusions 

Despite the effectiveness of the tests above for monitoring the variation of perme-
ability in filter systems and the considerable number of studies on biological clog-
ging, most studies focus only on the concept of permeability, seeking to understand 
little about biofilms, their formation, composition, and activity. Currently, research 
showing images generated by SEM is limited to illustrative agents of the evolu-
tion of permeability, which sometimes generate ambiguity as to the active clogging 
mechanism (blinding, blocking and internal clogging of the mesh). 

The association of SEM and weighing methods and tracers developed in parallel 
would increase the knowledge of the development of biofouling, which could be an 
important step to understand the process of colony formation of these microorganisms 
and later, develop an interruption methodology for the problem and define measures 
to prolong geotextiles lifespan. To follow up on this preliminary investigation, an 
experimental setup was developed that is currently underway, which will allow the 
development of permeability, weighing tests and traces coupled with SEM analysis. 
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Abstract Dry-joint masonry structures are particularly vulnerable to earthquakes 
and their dynamic response strongly depends on the interaction between units. There-
fore, the precise characterisation of their behaviour is of paramount importance. This 
study performs an experimental campaign to estimate the normal interface stiffness 
of dry-joint masonry specimens. Owing to the lack of standardised experimental 
procedures, two experimental methods are herein presented, namely deformation-
based and vibration-based. Despite their fundamental differences, the results reveal 
very good agreement between the methods, which, in turn, capture well the marked 
non-linear dependency between the normal stress and the normal interface stiffness. 
Importantly, the outcomes of the present study also serve as a validation framework
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between the two methods, providing confidence for their independent or concurrent 
use. 

Keywords Normal interface stiffness · Dry-joint ·Masonry structures ·
Deformation-based tests · Vibration-based tests 

1 Introduction 

Dry-joint masonry structures are particularly vulnerable to seismic actions [1], while 
their safeguard is an important societal demand [2]. Nevertheless, a reliable descrip-
tion of their dynamic behaviour still faces challenges [3]. To this end, numerical 
models are commonly employed, which require from the user the choice of the 
units’ mechanical properties and the description of their interaction. Overall, the 
mechanical properties of units have a limited effect on the global behaviour of dry-
joint masonry assemblies, in contrast with their interaction which plays a decisive 
role [4–6]. As a matter of fact, dislocations and failures of such structures occur at 
the dry-joint interfaces. 

One of the main parameters that governs the interaction of dry-joints is the inter-
face stiffness. Despite its strongly non-linear nature [7, 8], researchers commonly 
assume constant values on an empirical basis [9–11], as dedicated experimental 
studies are scarce. In fact, there are no standardised experimental procedures avail-
able, while the scientific literature is dispersed in different fields of engineering [12]. 
In more detail, the experimental techniques found in the literature to characterise 
the interface stiffness may be categorised as: (i) deformation-based [13–16], (ii) 
vibration-based [10, 15, 17, 18], and (iii) wave-based [19–22]. The deformation-
based method measures directly the interface deformation of the joint upon loading. 
The vibration-based method relies on the identification of the dynamic properties of 
a system and consequently the estimation of the interface stiffness. Furthermore, the 
wave-based method quantifies the reflection of waves travelling through the joint and 
correlates it with the interface stiffness. Finally, it is worth highlighting that there are 
only a few studies that compared the different techniques without, however, notable 
outcomes in terms of agreement [14, 15, 23]. 

This work presents an experimental campaign for the characterisation of the 
normal interface stiffness of dry-joint limestone specimens. A wide range of the 
normal stress at the interface is investigated in order to explore and quantify the 
non-linear response of the normal interface stiffness. Moreover, given the lack of 
standardised experimental methods and comparative studies, the deformation-based 
and vibration-based methodologies are herein adopted and compared thoroughly.
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2 Experimental Campaign 

2.1 Material and Specimens 

The material adopted for the tests consists of limestone specimens of density ρ = 
2237.7 kg/m3. The experimental campaign involves the adoption of two different 
specimen geometries in accordance with the type of tests performed. In this regard, 
Fig. 1a and b show two representative cylinders employed for the deformation-based 
tests and five representative parallelepiped blocks used for the vibration-based tests, 
respectively. Moreover, Table 1 provides an overview of the geometrical specifica-
tions and the number of tests performed with respect to each method. Note that the 
dimensions of the specimens are in the order of several centimetres (5–15 cm) and 
thus of comparable scale with real masonry units (commonly spanning around 5– 
50 cm). Nevertheless, extrapolating the present results to masonry with larger units 
should be done with caution since size effects could be influential. 

Fig. 1 Limestone specimens: a half-cylinders employed for the deformation-based tests and b 
parallelepiped blocks of different heights adopted for the vibration-based tests 

Table 1 Geometrical characteristics of all specimens employed and total number of tests 

Type of test Radius 
R [mm] 

Height 
H [mm] 

Width 
B [mm] 

Length 
L [mm] 

Number of 
tests 

Elastic modulus and 
compressive 
strength 

69.6 (CoV = 
0.0%, N = 5) 

178.5 (CoV = 
1.1%, N = 5) 

5 and  5  

Deformation-based 64.7 (CoV = 
1.2%, N = 7) 

85.5 (CoV = 
1.8%, N = 7) 

10 and 10 

Vibration-based 200–750 (N = 
60) 

49.9 (CoV 
= 1.7%, N 
= 60) 

150.8 (CoV 
= 0.5%, N 
= 60) 

210
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The evaluation of the mechanical properties of the limestone units involves the 
determination of their compressive strength fc by means of uniaxial compression 
tests [24] on cylindrical specimens (Table 1). An average compressive strength fc 
equal to 47.6 MPa (CoV = 7.9%, N = 5) is found. In addition, the elastic modulus 
E is evaluated [24]. Uniaxial compression tests up to one third of fc are performed, 
and a mean value of 32.7 GPa is measured (CoV = 4.7%, N = 5) (Table 1). 

2.2 Deformation-Based Tests 

The deformation-based experimental method is often employed to characterise the 
interface stiffness of dry-joints [13–16]. This approach consists of imposing normal 
forces at the joint and measuring the corresponding relative displacement in the 
direction of loading. The normal interface stiffness kn is evaluated through the joint 
closure u j,n that occurs when normal stress σn is applied (Fig. 2a): 

kn = dσn 

du  j,n 
(1) 

Similarly to Young’s modulus evaluations [24], the experimental setup consists of 
an actuator loading the specimen in the normal direction, while it records the force 
through the actuator’s load cell and the displacement through external Linear Vari-
able Differential Transformers (LVDTs) (Fig. 2b). This time, the setup involves the 
introduction of a dry-joint by stacking two cylindrical specimens, whose dimensions 
are reported in Table 1. The displacement record of the LVDTs, uLV  DT  , includes two 
kinds of compliance: one attributed to the deformability of the bodies and another 
one stemming from the interface. Therefore, the joint closure u j,n can be obtained

Fig. 2 a Mechanical scheme describing the normal behaviour of the interface upon compres-
sion, and b joint-closure experimental setup 
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as follows: 

u j,n = uLV  DT  − σn · L LV  DT  

E 
(2) 

where L LV  DT  represents the specimen’s height monitored by the LVDTs (Fig. 2b), 
while E is the elastic modulus of the material. 

Two control procedures are adopted to investigate accurately the joint response 
for low and high stress levels. For high stress levels, force-controlled (FC) tests 
are employed. They consist of five loading–unloading cycles, which initiate in a 
contact state between the specimen and the actuator and proceed with progres-
sive loading/unloading cycles up to one third of fc. Nevertheless, since FC tests 
necessarily retain contact between the specimens, they are unable to estimate low 
stress levels with accuracy. In this regard, displacement-controlled (DC) protocols 
are employed. Similarly, five loading–unloading cycles compose the DC tests, yet 
each cycle is independently performed, with the actuator detached from the specimen 
both at the initiation and the end of the test. Overall, ten FC and ten DC tests are 
conducted, each one of them composed of five loading–unloading cycles. 

2.3 Vibration-Based Tests 

The vibration-based experimental method constitutes an alternative approach for 
characterising the interface stiffness of dry-joints [10, 15, 17, 18]. Herein, the dry-
joint under investigation is obtained from two specimens in contact (Fig. 3a): (i) 
a stocky bottom specimen glued to the ground, and (ii) a slender top specimen 
free-standing on the former. Four piezoelectric accelerometers measure the system 
dynamics. More specifically, one accelerometer is located in the bottom specimen to 
monitor the substructure dynamics (not related to the dry-joint under investigation), 
two accelerometers are placed anti-diametrically on the top of the free-standing 
specimen in the y-y direction, while a fourth accelerometer records in the x-x direction 
(Fig. 3a). The acquisition duration is 30 min with a sampling rate of 2000 Hz.

Two different experimental setups are adopted in this work. The first focuses on 
the influence of the normal stress variation on the normal interface stiffness. More 
specifically, five specimens of the same dimensions B = 49.3 mm (CoV = 0.3%, 
N = 5), L = 151.0 mm (CoV = 0.6%, N = 5), H = 398.6 mm (CoV = 0.1%, N = 
5) are loaded with progressive addition of steel plates (maximum of nine), each one 
of mass equal to 10.91 kg (Fig. 3a). Such configuration allows the study of normal 
stress at the interface up to 0.14 MPa. Finally, the connection between the plates and 
the top block is ensured by two glued L-profiles (Fig. 3a). The second experimental 
setup aims to investigate the effect of the surface variability on the normal interface 
stiffness. For this purpose, 60 specimens of equal plan dimensions and variable height 
(Table 1) are tested. The variation of the specimens allows investigating the influence
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Fig. 3 Vibration-based test: a experimental setup, and b rotational mode shapes over the x-x and 
y-y axes

of surface variability on the results, while the variation of their height permits the 
examination of a very low stress window between 0.004 MPa to 0.016 MPa. 

The normal interface stiffness is estimated by studying the system dynamics 
adopting the Enhanced Frequency Domain Decomposition (EFDD) method [25], 
which provides experimental evidence of the system’s frequency of vibration fexp. 
Assuming fixity of the bottom specimen and rigidity of the free-standing specimen, 
two rotational modes correlated to kn are identified, being over the x-x and y-y axes, 
respectively (Fig. 3b). The generalised mass Mgen and generalised stiffness Kgen 

of each mode can be estimated as the moment of inertia of the top specimen over 
the interface and the second moment of area of the interface, respectively. More 
specifically, for the mode over the x-x axis they read: 

Mgen = m
(

1 

12 
B2 + 1 

3 
H 

2)
+

(
madd

(
1 

12

(
B2 
add + H 2 

add

) +
(
H + Hadd 

2

)2
))

(3) 

Kgen = 1 
12 

kn B
3 L (4) 

and respectively for the mode over the y-y axis: 

Mgen = m
(

1 

12 
L2 + 1 

3 
H 

2)
+

(
madd

(
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12

(
L2 
add + H 2 

add

) +
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Kgen = 1 
12 

kn BL
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where m is the mass of the specimen, madd is the additional mass of the steel plates, 
and Badd , Ladd and Hadd are the geometrical dimension of the additional mass 
(Fig. 3a). Hence, the normal interface stiffness kn is computed by introducing Eqs. 
(3)–(6) into Eq. (7): 

Kgen,i = Mgen,i ·
(
2 · π · fexp,i

)2 
(7) 

3 Normal Interface Stiffness 

3.1 Deformation-Based Results 

Figure 4a plots the normal interface stiffness kn against the normal stress σn of one 
representative FC joint closure test for high stress levels under loading and unloading 
cycles. The joint shows a marked non-linear response with a stiffer behaviour as the 
normal stress σn increases. This is attributed to the increase of the actual area in 
contact at the micro-scale of the asperities [8, 26]. Furthermore, the joint appears 
to follow different load paths upon primitive loading, i.e. under normal stresses not 
previously attained, (e.g. A to B− (in red) or D to E (in yellow)), and non-primitive 
unloading (e.g. B+ to C (in blue)) or reloading (e.g. C to D (in green)). In more detail, 
the primitive loading path (e.g. A to B− (in red) or D to E (in yellow)) presents lower 
values in comparison with the non-primitive loading paths (e.g. B+ to C (in blue), or 
C to D (in green)). Moreover, the transition from primitive loading to unloading (e.g. 
B− to B+) presents a discontinuity in the interface stiffness, while the transition from 
non-primitive to primitive loading (e.g. C to D (in green)) occurs in a smooth manner.

Figure 4b collects the results of the normal interface stiffness kn from all the joint 
closure tests against the normal stress σn . This includes the tests for both the FC 
tests for higher stress levels and the DC tests for lower stress levels, while a further 
distinction is adopted for the primitive or non-primitive loading state. Figure 4b 
indicates a good continuity among the two test typologies (FC and DC), with the 
primitive loading determining a lower bound for the interface stiffness. Overall, the 
normal interface stiffness shows a gradual increase with the normal stress. Note that 
the marked scatter of the non-primitive stiffness data stems from the cyclic reverse 
of the tests (alike B− to B+ of Fig. 4a). 

3.2 Vibration-Based Results 

Figure 5a plots the modal frequencies identified after the vibration-based tests against 
the normal stress σn applied at the dry-joint. Herein, a distinction is made among 
the groups of tests that included the variation of slenderness and the addition of 
steel plates. As expected, for each normal stress level, the frequency of mode x-x
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Fig. 4 Normal interface stiffness of a one representative FC joint closure test under loading– 
unloading cycles for high stress levels, and b experimental data after 20 joint closure tests, both for 
FC tests for higher stress levels and the DC tests for lower stress levels

precedes the one of y-y, while both decrease with the increase of the specimens’ 
mass (which also causes an increase of the normal stress σn). Following the method-
ology described in Sect. 2.3 (i.e. Eqs. (3)–(7)), Fig. 5b transforms the experimental 
frequencies of Fig. 5a to values of normal interface stiffness kn . Figure 5b shows  
that the two identified modes (i.e. over the x-x and y-y axes) provide equivalent 
estimations of the normal interface stiffness, with the mode x-x having a slightly 
bigger scatter. Similarly with the deformation-based outcomes (Fig. 4), the interface 
stiffness increases with the normal stress, even for the low range of normal stress 
variation presented herein. 

Fig. 5 a Identified modal frequencies after 210 vibration-based tests, and b the corresponding 
normal interface stiffness
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Fig. 6 a Comparison of deformation-based and vibration-based methods in estimating the normal 
interface stiffness, and b closer look of a 

3.3 Comparison of Deformation- and Vibration-Based 
Results 

Considering the fundamentally different nature of the two experimental methods 
adopted, i.e. the deformation-based and vibration-based, it is of paramount impor-
tance to cross-validate their estimations. Therefore, Fig. 6 presents the normal inter-
face stiffness kn acquired by both methods, against the acting normal stress σn at 
the dry-joint. In general, Fig. 6 indicates a very good agreement between the two 
methods, both in terms of measured values and dependency on the normal stress. 
In more detail, the vibration-based results appear to match better with the prim-
itive loading data of the deformation-based approach, while the mode y-y of the 
vibration-based approach seems to provide a closer estimation in comparison with 
the deformation-based outcomes. To the best of the author’s knowledge, such a good 
agreement has not been attained in literature before. Furthermore, the comparison of 
Fig. 6 demonstrates that the two methods could be used alternatively by researchers 
to estimate the normal interface stiffness, depending on their available resources (e.g. 
equipment, specimens, time, etc.) or expected outcomes. 

4 Conclusions 

This study provides a detailed experimental quantification of the normal interface 
stiffness of dry-joint limestone specimens. Given the lack of standardised exper-
imental procedures, two conceptually different approaches are benchmarked and 
consequently compared, i.e. the deformation-based and vibration-based methods.
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The deformation-based method estimates the interface stiffness by measuring 
the stress-deformation joint closure response. The tests show a marked non-linear 
response, with an increase of the normal interface stiffness together with the normal 
stress. Moreover, the interface stiffness shows a strong dependency on the loading 
path, being smaller upon primitive loading with respect to non-primitive loading or 
unloading. 

The vibration-based method estimates the normal interface stiffness by measuring 
the dynamic characteristics of a system with a dry-joint. Two vibrational modes are 
identified herein and in turn employed to compute the normal interface stiffness. 
Both modes provide similar interface stiffness estimations and thus may be used in 
conjunction. 

Finally, despite their fundamental differences, the two adopted methods show 
notable agreement in estimating the normal interface stiffness. This match, on one 
hand cross-validates the two methods and on the other hand provides confidence in 
their alternative use. 

Future research on the topic could aim for the characterisation of the tangential 
interface stiffness, or extend the comparison with wave-based techniques. Eventually, 
the outcomes of the present campaign could be utilised to construct experimentally 
informed constitutive laws. 
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Thermal Properties of Polymer Floor 
Coating with Alternative Granite Powder 
Filler 

Kamil Krzywiński , Łukasz Sadowski , Katarzyna Fedoruk , 
and Adam Sieradzki 

Abstract The study presents the results of the thermal analysis of epoxy resin 
coating and waste granite powder as an alternative filler to quartz sand. For thermal 
analysis, differential scanning calorimetry and dilatometry method was used. The 
results show that adding granite powder to epoxy resin does not change glass 
transition temperature. It only reduces the specific heat capacity of the composite. 

Keywords Epoxy resin · Industrial floor · Granite powder ·Wastes 

1 Introduction 

The top layer of floor construction depends on the purpose. In housing construction, 
investors prefer to use wooden panels or ceramic tiles. In the storage hall, users need 
durable cementitious slabs. However, floors in high-quality industry buildings are 
often finished with epoxy resin (ER) coating. The epoxy resin protects lower layers 
(mostly concrete slabs) against chemicals, fuels, and oil aggression. The polymer 
layer allows for obtaining chemical aggression resistance. It is easy to clean up and 
can create a free-joint floor. The epoxy resin has higher mechanical properties than the 
concrete substrate [1, 2]. Therefore, it enhances the durability of floor construction. 

Usually, epoxy resin coating has from 1 to 3 mm in height. To obtain a thick 
epoxy resin coating, it is necessary to use a filler, for example, quartz sand. It also 
reduces production costs. However, this material is not renewable. Also, in many 
countries, the natural sources of sand are dwindling. Thus, the quartz sand should 
be replaced with any type of waste [3] with similar properties. In Poland, this kind
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of waste can be granite powder (GP) [4] obtained during the mechanical treatment 
of granite blocks or slabs and raw material extraction. It has similar properties to 
quartz sand. Therefore, the authors used waste granite powder as a potential filler in 
an epoxy resin coating. 

The glass transition temperature T g of epoxy resin can be affected by filler type 
[5, 6], curing temperature [7, 8], or hardener type [9, 10]. Accordingly, in this study, 
the authors presented studies related to the thermal properties of epoxy resin to 
consider its effect on glass transition temperature, which is crucial for mechanical 
properties. A decrease of T g of epoxy resin is undesirable. It is because epoxy resin 
loses its mechanical properties [9], changing its state from glassy to rubbery. 

2 Materials and Methods 

2.1 Epoxy Resin and Granite Powder 

The commercially available epoxy resin Sto BB OS (2020) was used in this study. The 
epoxy resin was prepared using components A and B with a weight ratio of 100:25. 
The components were mechanically mixed for 3 min using a drilling machine to 
obtain a uniform consistency. After 7 days of curing, specimens obtained designed 
strength. 

The waste granite powder sourced from Strzegom city, Poland, was used as a 
potential filler for epoxy resin coating. The material was stored in an oven for 1 day 
at 90 °C before it was used in epoxy resin. The maximum sieve size of the filler is 
0.14 mm. Figure 1 presents the size distribution of granite powder.

Three specimens with different content of granite powder were prepared for anal-
ysis. One reference sample without GP was also prepared to verify influence of 
filler on thermal properties of the composite. Table 1 presents the weight ratio of all 
prepared specimens.

2.2 Thermal Analysis 

The thermal properties of epoxy resin were studied using differential scanning 
calorimetry. The measurements were carried out with the METTLER-TOLEDO 
calorimeter using the FRS5 + sensor. Small particles of epoxy resin with a size 
of 1–3 mm and a weight of ~20 mg were locked in an aluminum pan. The measure-
ments were carried out in a temperature range from −100 °C to 130 °C (with a 
temperature ramp of 10 °C/min).
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Fig. 1 Particle size 
distribution of granite 
powder

Table 1 Description of the 
specimens with weight ratio 

Specimen Weight ratio 

Epoxy resin Hardener Granite powder (GP) 

ER_REF 100 25 0 

ER_2.5%GP 100 25 2.5 

ER_10%GP 100 25 10 

ER_15%GP 100 25 15 

ER_30%GP 100 25 30

3 Results and Discussion 

The differential scanning calorimetry results show that specific heat capacity c grows 
with increasing temperature (Fig. 2). The non-linear growth of c is typical for polymer 
materials [10]. A lower value of c for granite powder decreases the specific heat 
capacity of the composite. The difference between c curves in the temperature range 
from −20 °C to 80 °C is not constant. In lower temperatures (below 30°C), the Δc 
is more constant than those above 30 °C.

The obtained results made it possible to calculate the average c for three stages 
(glassy state, glass transition, and rubbery state). Equations of average c for each 
epoxy are presented in Table 2. For each specimen, glass transition T g was also 
estimated. It is visible that granite powder does not affect T g. All glass transition 
temperature results are in the range of 34.5 °C with an average difference of 0.86% 
compared to the reference sample. The glass transition temperature is close to the 
curing temperature, which significantly affects obtained results. Similar behavior was 
observed by Carbas et al. [7]. It can be stated that specimens with granite powder
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Fig. 2 Specific heat capacity of epoxy resin modified with granite powder

exhibit similar thermal behavior to reference epoxy resin. The glass transition zone 
is very similar for each specimen. The only significant change is a decrease of the 
specific heat capacity c, which in 34 °C is 1426, 1339, 1309, and 1185 J/kgK for 
specimen with the addition of 0, 2.5, 10, 15, and 30% or granite powder, respectively. 

Table 2 presents trend line equations presented in Fig. 3. Compared to reference, 
ER specimens with GP have a lower slope. It can also be noticed in Fig. 4. The  
lower slope of the trend line means that specific heat capacity growth is reduced 
for specimens with a higher volume of granite powder. It explains the difference 
between Δc in −20 °C and 80 °C for ER_REF and ER_30%GP, which is 156 and 
306 J/kgK. Trend lines slop decreases for the glassy and rubbery state. The slope for 
the reference sample is lower in glass transition temperature compared to specimens 
with 2.5 and 10% of GP.

Table 2 The trend line equations for three temperature stages 

Specimen Glassy state Glass transition Rubbery state 

ER_REF y = 5.49x + 1155 y = 11.8x + 1024 y = 3.44x + 1424 
ER_2.5%GP y = 5.26x + 1073 y = 12.3x + 920 y = 3.29x + 1349 
ER_10%GP y = 5.25x + 1047 y = 11.9x + 904 y = 2.93x + 1328 
ER_15%GP y = 4.63x + 1068 y = 10.4x + 939 y = 2.99x + 1293 
ER_30%GP y = 4.29x + 979 y = 9.0x + 877 y = 2.68x + 1175 
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Fig. 3 Trend lines of specific heat capacity for three different stages 

Fig. 4 The slope of the c trend lines is taken from Table 2 

4 Conclusions 

Based on the obtained results, it can be stated that the addition of granite powder to 
epoxy resin matrix does not decrease glass transition temperature T g. It means that 
the mechanical properties of polymer composite cannot be affected by the change of
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thermal properties of composite because glass transition temperature is stable for each 
epoxy resin with a different volume of granite powder. Adding GP decreases specific 
heat capacity, which can also affect thermal conductivity. Moreover, composites with 
a higher volume of GP tend to decrease the slope of c growth. This trend can be related 
to changes in thermal conductivity at different temperatures. 

Future works should focus on analyzing the mechanical properties of epoxy resin 
composite with different volumes of granite powder. Tests should be carried out in 
temperatures related to a glassy state, glass transition, and rubbery state. 
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3. Chowaniec, A., Sadowski, Ł, Żak, A.: The chemical and microstructural analysis of the adhesive 
properties of epoxy resin coatings modified using waste glass powder. Appl. Surf. Sci. 504, 
144373 (2020) 

4. Chajec, A.: Granite powder vs. fly ash for the sustainable production of air-cured cementitious 
mortars. Materials 14(5), 1208 (2021) 
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Absorption Tests of Binary and Ternary 
Mortar Mixtures and Their Relationship 
with Compressive Strength 

Nemesio Daza , Yoleimy Ávila , Andrés Guzmán , 
and Joaquín Abellán-Garcia 

Abstract As the environmental and circular economy issues have become one of 
the most important worldwide matters, the researchers have focused on reducing the 
carbon footprint of all kinds of cementitious materials. One of the most effective 
ways to reduce CO2 emissions is the partial substitution of cement with mineral 
admixtures in concrete and mortars without jeopardizing their mechanical and dura-
bility properties. The positive impact on the environment is especially relevant when 
those mineral admixtures come from industrial byproducts. However, international 
standards do not offer sufficient guidelines to characterize mortar mixtures that incor-
porate byproducts as mineral admixtures. Nonetheless, some of those waste mineral 
admixtures allow for improving properties, such as capillary absorption and mechan-
ical performance in mixtures. The method proposed in this research allows estab-
lishing the absorption capacity of the mortar through an experimental setup based on 
the porosity of the specimens. This research found a relationship between absorption 
and compressive strength, validating the inverse relationship between both properties 
and preparing the path for new standardizations for the mineral admixtures used. 

Keywords Mortars ·Waste mineral admixtures · Capillary absorption ·
Compressive strength · Sustainability
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1 Introduction 

At present, the scope of application of international standards is limited to tradi-
tional materials (i.e. cement, sand), which indirectly excludes new materials that have 
become relevant in the construction sector. For instance, ASTM C1403 [1], present 
the method for the water absorption rate by capillarity of mortar mixtures, which is 
determined with 50 mm side cubic specimens. The standard provides a methodology 
applicable to mixtures made from cement (OPC: Ordinary Portland Cement), sand, 
and water, with a slump flow of 110 ± 5 mm. However, it is not stated if this stan-
dard works in the same way in mortar mixes made with low w/c ratios (i.e., 0.485) 
and incorporating waste minerals admixtures. This limitation can also be observed 
in EN-1015–18:2003 [2] test method. The study of capillarity in binary and ternary 
mortar mixtures (sand, water, cement, and mineral admixtures) should be subjected 
to standard to provide an appropriate characterization of these mixtures compared 
to traditional mortar mixtures. This requirement is mainly because the addition of 
mineral admixtures could significantly affect the mechanical and durability proper-
ties of the cementitious material [3, 4]. These results, considering existing guidelines, 
should be consistent with the theory that mentions an inversely proportional relation-
ship between capillarity and compressive strength of mortar mixtures. Furthermore, 
some of the waste mineral admixtures utilized in the last decades could have a 
nonconventional chemical composition, such as the fluid catalytic cracking catalyst 
residue, that lead to reactions in the mortar that affect the material’s behavior [5]. 

Therefore, adapting current standards and standards allows the development of 
new study techniques updated to new robust technologies [6], whose primary focus 
is to reduce the carbon footprint of mortars, thus promoting sustainable development 
[7]. The absorption of water by capillarity test in mortar mixtures allows inferring 
the durability of the material [8]. In aggressive environments (i.e., sulfate attack, 
carbonation), a high absorption capacity is directly proportional to the number of 
interconnected pores, which would facilitate the internal migration of agents that 
weaken the structure [9]. However, the mortar mixtures made from the incorpora-
tion of treated industrial byproducts could lead to a cementitious material whose 
mechanical behavior also evolves differently over time depending on its curing ages. 

Mineral admixtures with pozzolanic features, such as silica fume, rice husk ash, 
fly ash, or sludge ash, when incorporated into the mortar mixtures, allow to obtain an 
increase in the ultimate strength [3, 4, 8]. Moreover, their incorporation in most cases 
improves durability properties because they allow a greater formation of C–S–H 
within the cementitious matrix, fulfilling the internal voids and leading to a less 
porous material with fewer entrances for harmful agents [9]. In contrast to the above, 
other mineral admixtures could negatively affect some of mortars’ mechanical 
or/and durability properties. For instance, the addition of phosphogypsum (PG), a 
byproduct generated from the phosphorus fertilizer industry, has been analyzed as a 
mineral admixture for mortar and pastes. Bhadauria and Thakare [10] reported that 
incorporating 5% of PG improves up to 4.32% of the compressive strength at 28 d 
of curing, while at three days of curing, there was an increase of 35.50%. However,
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the same authors also mention that the replacement of OPC by 10% of PG decreases 
the compressive strength of the mortar by 25.42% and 18.38% at 3 and 28 d, 
respectively. Hence, their study proved that a waste mineral admixture could provide 
the mortar with different mechanical behaviors at different dosages and curing ages. 

This research studied the relationship between water absorption by capillarity and 
compressive strength in binary and ternary mortars made with nitrophosphogypsum 
(NPG) and water treatment plant sludge ash (CS, from calcined sludge, at 600 °C 
for 2 h) as mineral admixtures, with a w/c ratio of 0.485. 

2 Materials and Methods 

2.1 Materials 

In the present study, an ordinary Portland cement (OPC) provided by the company 
ARGOS was employed. As mineral admixtures, two industrial byproducts were used 
as partial replacement of cement (10% weight to weight): CS obtained by calcination 
of water treatment plant sludge (WTPS) and NPG. The NPG samples were collected 
at the production site of a fertilizer generating industry located in Barranquilla, 
Colombia. The WTPS were supplied by the drinking-water-treatment plant of the 
local city utility company, which takes the water from the Magdalena River. The 
WTPS were received wet and were exposed to the sun for 36 h. For its part, the NPG 
was received dry. Both byproducts were individually calcined at 600 °C for 2 h, in 
a Nabertherm oven with a heating rate of the oven around 10 °C/min (600 °C/h) by 
using a cooling rate of −5 °C. /min (−300 °C/h) and forced draft (see Fig. 1a and b). 
Then, the calcined products were crushed in a Retsch model PM200 crushing mortar 
and passed through the No. 200 sieve. Once the materials were treated, the NPG and 
the CS obtained a yield of 72.26% and 9.71%, respectively.

The density of the waste mineral admixtures was determined from the parameters 
established in ASTM C188 [11], obtaining values of 2.83 and 2.82 g/cm3 for NPG 
and CS, respectively. Figure 2 shows the scanning electron microscopy (SEM) for 
the mineral admixtures considered, performed on the JEOL JSM-5600 model SEM 
equipment. NPG presented a crystalline morphology with an elongated appearance, 
with the presence of impurities adhered to the surface of the material. On the other 
hand, it was observed that the CS presented an inhomogeneous morphology in some 
areas with needle-like shapes and flat and porous surfaces. The most representative 
chemical oxides present for NPG are: 52.74% SO3, 39.80% CaO and 2.48% SiO2. 

Additionally, for CS are: 61.59% SiO2, 21.36% Al2O3 and 10.83% Fe2O3.
On the other hand, the fine aggregate used comes from the quarries of Santo Tomás, 

Atlántico. This sand has a fineness modulus of 1.98 according to standard ASTM C-
136 [12], a specific gravity of 2.61, water absorption of 0.78%, and humidity of 3.86% 
according to the ASTM C128 [13]. This sand was purchased from a commercial 
establishment. Finally, the freshwater used complies with the guidelines established 
in the ASTM C1602 [14].
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Fig. 1 Treated NPG (a) and treated WTPS (b)

Fig. 2 SEM images: a NPG, b CS

2.2 Mix Design, Mixing Procedure, and Testing Methods 

Mortar specimens with 50 mm× 50 mm× 50 mm dimensions were manufactured for 
the testing procedures. The mixing, molding, and curing procedures were conducted 
following the standards ASTM C305 [15], ASTM C109 [16], and ASTM C511 [17], 
respectively. The proportion in weight used to prepare the mortar mix design was 1:3, 
one part of binder for every three parts of sand. For its part, the water to binder ratio 
was maintained at a value of 0.485. Table 1 shows the proportions of the materials 
used for each of the types of mortar. Five types of mixtures were produced with 
different percentages of NPG and CS as cement replacement: 10% NPG with 0% CS 
(MN10S0), 10% CS with 0% NPG (MN0S10), 5% NPG with 5% CS (MN5S5), 0% 
NPG with 15% CS (MN0S15), and 5% NPG with 10% CS (MN5S10). A control 
test was elaborated only with OPC (M0) to establish comparisons.
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Table 1 Mix proportions in kg/m3 of mortars 

Mix Sand OPC NPG CS Water 

M0 1833.28 666.65 0.00 0.00 325.84 

MN10S0 1833.28 599.98 66.66 0.00 325.84 

MN0S10 1833.28 599.98 0.00 66.66 325.84 

MN5S5 1833.28 599.98 33.33 33.33 325.84 

MN0S15 1833.28 566.65 0.00 100.00 325.84 

MN5S10 1833.28 566.65 33.33 66.66 325.84 

For each of the considered dosage mixtures, six specimens were executed. Three 
specimens were used for the absorption test and the leftover three for the compressive 
strength tests. Both tests were conducted at 28 d. The compressive strength of the 
mortar mixtures was determined after 28 days of curing as established in the standard 
ASTM C109 [16]. 

For the absorption test, the procedure continues as follows. After the specified 
time, the absorption specimens were dried in the oven at a temperature of 100 °C 
(Fig. 3a)) until weighing at two-hour intervals showed an increase in mass loss of less 
than 0.2%. Fulfilling the above, they were removed from the oven and cooled at room 
conditions for 2 h (24 ± 8 °C and relative humidity of less than 80%). After that, 
the specimens were placed on 3 mm diameter separators into a container, ensuring 
a distance between the lower face of the specimens and the surface of 3 mm and 
immersion of 3.0 ± 0.5 mm (Fig. 3b)). Once the assembly was done, the container 
was sealed to prevent water evaporation (Fig. 3c)). Specimens were weighed after 
0.25 h ± 0.5 min, 1 h ± 2 min, four h ± 10 min, and 24 ± 15 min. Before each 
weighing, surface water was removed. Then, the measured weight was recorded. 
After each weighing, specimens were put back into the water setup assembly until 
the minimum immersion height of 6 mm was obtained according to the previous 
specifications. 

Fig. 3 Oven drying of specimens (a), test setup (b), covering to avoid water evaporation (c)
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The measurement of capillarity absorption (AT ) of 50 mm cubic mortar specimens 
was estimated according to Eq. (1). WT y W0 are the final and initial masses of the 
specimen for each instant in time T; L1 y L2 correspond to the submerged superficial 
lengths of the sample. Equation (2) corresponds to the calculation of the relative 
percentage of absorption %AT , where As represents the capillary water absorption 
of the mortar at 24 h. Also, the compressive strength measurement in MPa (σ) was  
measured with a compression testing machine, as established in ASTM C109 [16]. 

AT = (WT − W0)/(L1 × L2) (1) 

%AT = (AT − As) × 100% (2) 

Finally, a trend line was drawn between the capillary absorption capacity and the 
compressive strength of the mortar specimens. 

3 Results and Discussion 

3.1 Effect of Supplementary Cementitious Materials 
on the Capillary Absorption 

The results of the capillary absorption (AT ) test and standard deviation (Sd) for each 
instant T are presented in Tables 2 and 3. After 24 h of testing, the capillary absorption 
coefficients for all mixtures ranged between 0.890–1.018 g/cm2. 

The results obtained from the compressive strength are presented in Table 4. It  
is observed that the control test obtained the highest compressive strength capacity 
among the other mixes.

As shown in Fig. 4, the water absorption coefficient is not directly proportional 
to the percentage of OPC replacement. However, the graph shows similar trends 
for all mortar dosages with the measurement times. The MN10S0 mixture obtained

Table 2 Capillary absorption (AT ) in g/cm2 

Mix Time (h) 

0 0.25 0.5 1 4 24 

M0 0.000 0.201 0.280 0.371 0.640 0.912 

MN10S0 0.000 0.182 0.310 0.448 0.812 1.018 

MN0S10 0.000 0.166 0.252 0.348 0.619 0.892 

MN5S5 0.000 0.302 0.381 0.486 0.789 0.943 

MN0S15 0.000 0.249 0.319 0.418 0.710 0.900 

MN5S10 0.000 0.303 0.371 0.463 0.754 0.905
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Table 3 Standard deviation of AT in g/cm2 

Mix Time (h) 

0 0.25 0.5 1 4 24 

M0 0.000 0.006 0.009 0.014 0.024 0.002 

MN10S0 0.000 0.010 0.013 0.018 0.026 0.007 

MN5S5 0.000 0.009 0.010 0.016 0.012 0.007 

MN5S10 0.000 0.063 0.035 0.024 0.023 0.013 

MN0S10 0.000 0.005 0.010 0.008 0.005 0.007 

MN0S15 0.000 0.010 0.012 0.015 0.007 0.007

Table 4 Compressive 
strength (average and 
standard deviation) at 28d 

Max CStr (MPa) 

M0 34.01 ± 1.69 

MN10S0 17.67 ± 0.76 

MN5S5 28.86 ± 1.63 

MN5S10 32.68 ± 0.30 

MN0S10 31.32 ± 0.16 

MN0S15 28.21 ± 2.28

a water absorption coefficient 11.61% higher than the control mixture, contrasting 
with the result obtained by MN5S5 (only 3.40% higher than M0). The latter shows 
that although both typologies were made with a 10% replacement of OPC (weight to 
weight ratio), when the replacement is made entirely by NPG, the absorption capacity 
of the mortar mixtures increases. The mixtures made with CS as mineral admixture 
showed a slight decrease in the absorption coefficient. This is mainly due to the 
pozzolanic reaction given between portlandite - and free SiO2 in the CS [18], leading 
to a greater formation of C–S–H, which is the main hydration product associated with 
the ultimate strength of the mortar; furthermore, this reaction densifies the network of 
pores in the cementitious matrix. As a consequence, a smaller pore diameter reduces 
the mixture’s final absorption [3, 19]. As shown in Table 2, the incorporation of CS in 
dosages higher than 10% produces a change in the trend, increasing the AT value as 
the CS percentage rises [20]. This can be associated with the necessity of portlandite 
crystals (CH) to trigger the pozzolanic reaction. As the amount of cement reduces, so 
does the CH, and beyond that inflection point of partial substitution, further cement 
replacement does not produce more C-S–H gel but the contrary [21, 22].
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Fig. 4 Absorption curve by dosage 

3.2 Relationship Between Absorption and Compressive 
Strength 

Figure 5 shows the relationship between the capillary absorption of water and the 
compressive strength for all mixtures made at 28 d of curing. The results obtained 
confirm an inversely proportional relationship between water absorption and the 
compressive strength of the mortar mixtures after 28 days of curing [23].

Due to the pozzolanic properties of CS, the free calcium hydroxides -CH- and free 
SiO2 give rise to the formation of C–S–H, which is the main hydration product associ-
ated with the final strength of the mortar [18]. In the same way, it densifies the network 
of pores in the cementing matrix. However, because NPG interacts faster than OPC 
with water, the formation of gypsum takes place, which has a crystalline and fragile 
structure, conducting to the formation of ettringite (C–A–S–H), therefore leading 
to a decrease in the compressive strength of the mortar [9]. The implementation of 
mortars with high absorption properties negatively affects the processes derived from 
corrosion because it can store sulfates and chlorides in its pore network, deteriorating 
the mortar and avoiding its function as a protective layer of structural concrete [9], 
even giving way to other pathologies such as the formation of secondary ettringite.
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Fig. 5 Compressive strength versus absorption (28 d)

4 Conclusions 

The present investigation evaluated the applicability of the current standards to 
measure the properties of compressive strength and absorption of mortar mixtures 
when incorporating mineral admixtures obtained from industry byproducts. This 
work focused its efforts on analyzing the variability of results according to the type 
of mixture used. From the analysis, the following conclusions can be drawn:

. A relationship between compressive strength and absorption, measured according 
to current standards, is maintained in the binary and ternary mixtures proposed in 
this research.

. According to the OPC replacement ratio, binary and ternary mortar mixes made 
with CS and NPG did not show a linear behavior. The latter can be ascribed to the 
different chemical, physical and mechanical characteristics of the waste mineral 
admixtures added to the mortar, thereby leading to different chemical reactions 
inside the cementitious material. 

The following recommendations and future work are given:

. The estimation of the coefficient of capillary absorption based on the current 
standards allows a general view of the compressive strength results for mortar 
mixtures. However, it is recommended that the ages and measurement times be 
adjusted according to the characteristics of the waste mineral admixtures when 
used.

. Analogously to the case of the compressive strength test, the recording of the 
capillary absorption coefficient at different curing ages should also be considered. 
The latter is based on the fact that each waste mineral admixture, depending on
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its chemical composition, generates a different reaction kinetics than that of the 
OPC in conjunction with the other materials that compound the mortar mix.

. Future research that attempts to standardize methods of characterizing and eval-
uating the performance of waste mineral admixtures when used in mortar and 
concrete mixtures is encouraged. Green construction is growing rapidly, and 
current methods will not be appropriate in the near future for establishing 
comparisons between supplementary cementitious materials or “green” mineral 
admixtures. 

References 

1. ASTM International: ASTM C1403- 15: Standard Test Method for Rate of Water Absorption 
of Masonry Mortars. West Conshohocken, PA: ASTM International, 2015. https://compass. 
astm.org/EDIT/html_annot.cgi?C1403+15 

2. Asociación Española de Normalización y Certificación: UNE-EN 1015-18:2003: Methods of 
test for mortar for masonry - Part 18: Determination of water absorption coefficient due to 
capillary action of hardened mortar. AENOR, 2003 

3. Lothenbach, B., Scrivener, K., Hooton, R.D.: Supplementary cementitious materials. Cem. 
Concr. Res. 41(12), 1244–1256 (2011). https://doi.org/10.1016/j.cemconres.2010.12.001 

4. de Godoy, L.G.G., Rohden, A.B., Garcez, M.R., Da Dalt, S., Bonan Gomes, L.: Production of 
supplementary cementitious material as a sustainable management strategy for water treatment 
sludge waste. Case Stud. Constr. Mater. 12, e00329 (2020). https://doi.org/10.1016/j.cscm. 
2020.e00329 

5. Torres Castellanos, N., Fernández Gómez, J.A., Nuñez Lopez, A.M.: Effect of FC3R on the 
properties of ultra-high-performance concrete with recycled glass. DYNA 86(211), 84–93 
(2019). https://doi.org/10.15446/dyna.v86n211.79596 

6. Kawalkar, R., Dubey, H.K., Lokhande, S.P.: A review for advancements in standardization for 
additive manufacturing. Mater. Today Proc. 50, 1983–1990 (2022). https://doi.org/10.1016/j. 
matpr.2021.09.333 

7. Vishwakarma, V., Uthaman, S.: Environmental impact of sustainable green concrete. In: Liew, 
M.S., Nguyen-Tri, P., Nguyen, T.A., Kakooei, S. (Eds.) Smart Nanoconcretes and Cement-
Based Materials, Elsevier, pp. 241–255 (2020). https://doi.org/10.1016/B978-0-12-817854-6. 
00009-X 

8. Gao, Y., Cui, X., Lu, N., Hou, S., He, Z., Liang, C.: Effect of recycled powders on the mechanical 
properties and durability of fully recycled fiber-reinforced mortar. J. Build. Eng. 45, 103574 
(2022). https://doi.org/10.1016/j.jobe.2021.103574 

9. Alaghebandian, N., Mirvalad, S., Javid, A.A.S.: Durability of self-consolidating concrete and 
mortar mixtures containing ternary and quaternary cement blends exposed to simulated marine 
environment. Constr. Build. Mater. 259, 119767 (2020). https://doi.org/10.1016/j.conbuildmat. 
2020.119767 

10. Bhadauria, S., Thakare, R.B.: Utilisation of phosphogypsum in cement mortar and concrete. 
In: 31st Conference on our world in Concrete & Structures, Singapore, 2006, p. 9. http://cip 
remier.com/100031016 

11. ASTM International: ASTM C188-17: Standard Test Method for Density of Hydraulic Cement. 
ASTM International, West Conshohocken, PA (2017). https://doi.org/10.1520/C0188-17 

12. ASTM International: ASTM C136/C136M-19: Standard Test Method for Sieve Analysis of 
Fine and Coarse Aggregates. West Conshohocken, PA: ASTM International. https://www.astm. 
org/Standards/C136

https://compass.astm.org/EDIT/html_annot.cgi?C1403+15
https://compass.astm.org/EDIT/html_annot.cgi?C1403+15
https://doi.org/10.1016/j.cemconres.2010.12.001
https://doi.org/10.1016/j.cscm.2020.e00329
https://doi.org/10.1016/j.cscm.2020.e00329
https://doi.org/10.15446/dyna.v86n211.79596
https://doi.org/10.1016/j.matpr.2021.09.333
https://doi.org/10.1016/j.matpr.2021.09.333
https://doi.org/10.1016/B978-0-12-817854-6.00009-X
https://doi.org/10.1016/B978-0-12-817854-6.00009-X
https://doi.org/10.1016/j.jobe.2021.103574
https://doi.org/10.1016/j.conbuildmat.2020.119767
https://doi.org/10.1016/j.conbuildmat.2020.119767
http://cipremier.com/100031016
http://cipremier.com/100031016
https://doi.org/10.1520/C0188-17
https://www.astm.org/Standards/C136
https://www.astm.org/Standards/C136


Absorption Tests of Binary and Ternary Mortar Mixtures and Their … 241

13. ASTM International: ASTM C128-15: Standard Test Method for Relative Density (Specific 
Gravity) and Absorption of Fine Aggregate. ASTM International, West Conshohocken, PA 
(2015). https://doi.org/10.1520/C0128-15 

14. ASTM International: ASTM C1602-C1602M-18: Standard Specification for Mixing Water 
Used in the Production of Hydraulic Cement ConcreteStandard Specification for Mixing 
Water Used in the Production of Hydraulic Cement Concrete. ASTM International, West 
Conshohocken, PA (2018). https://doi.org/10.1520/C0511-21 

15. ASTM International. ASTM C305-20: Standard Practice for Mechanical Mixing of Hydraulic 
Cement Pastes and Mortars of Plastic Consistency. ASTM International, West Conshohocken, 
PA (2020). https://doi.org/10.1520/C0305-20 

16. ASTM International: ASTM C109/C109M - 21: Standard Test Method for Compressive 
Strength of Hydraulic Cement Mortars (Using 2-in. or [50-mm] Cube Specimens). ASTM 
International, West Conshohocken, PA (2021). https://doi.org/10.1520/C0109_C0109M-21 

17. ASTM International: ASTM C511–21: Standard Specification for Mixing Rooms, Moist Cabi-
nets, Moist Rooms, and Water Storage Tanks Used in the Testing of Hydraulic Cements and 
Concretes. ASTM International, West Conshohocken, PA (2021). https://doi.org/10.1520/C05 
11-21 

18. de Medeiros-Junior, R.A., Munhoz, G. da S., de Medeiros, M.H.F.: Correlations between water 
absorption, electrical resistivity and compressive strength of concrete with different contents 
of pozzolan. Rev. ALCONPAT 9(2) (2019). https://doi.org/10.21041/ra.v9i2.335 

19. Adewuyi, A., Baithshupile, O., Franklin, S.O., Udasi, G.K., Kanyeto, O.J.: Assessment of 
potentials of treated wastewater sludge ash as a partial replacement of cement. J. Multidiscip. 
Eng. Sci. Stud. 2(12), 5 (2016). http://www.jmess.org/wp-content/uploads/2016/12/JMESSP 
13420253.pdf 

20. Liu, Y., et al.: Effect of alum sludge ash on the high-temperature resistance of mortar. Resour. 
Conserv. Recycl. 176, 105958 (2022). https://doi.org/10.1016/j.resconrec.2021.105958 

21. Krejcirikova, B., Ottosen, L.M., Kirkelund, G.M., Rode, C., Peuhkuri, R.: Characterization of 
sewage sludge ash and its effect on moisture physics of mortar. J. Build. Eng. 21, 396–403 
(2019). https://doi.org/10.1016/j.jobe.2018.10.021 

22. de Lima, F., Ingunza, D., del Pilar, M.: Effects of Sewage Sludge Ashes Addition in Portland 
Cement Concretes, pp. 189–191 (2015). https://doi.org/10.2991/cmes-15.2015.55 

23. da Silva Calderón, B., García, A., Pineda, P., García, R.: Valorization of phosphogypsum in 
cement-based materials: limits and potential in eco-efficient construction. J. Build. Eng. 102506 
(2021). https://doi.org/10.1016/j.jobe.2021.102506

https://doi.org/10.1520/C0128-15
https://doi.org/10.1520/C0511-21
https://doi.org/10.1520/C0305-20
https://doi.org/10.1520/C0109_C0109M-21
https://doi.org/10.1520/C0511-21
https://doi.org/10.1520/C0511-21
https://doi.org/10.21041/ra.v9i2.335
http://www.jmess.org/wp-content/uploads/2016/12/JMESSP13420253.pdf
http://www.jmess.org/wp-content/uploads/2016/12/JMESSP13420253.pdf
https://doi.org/10.1016/j.resconrec.2021.105958
https://doi.org/10.1016/j.jobe.2018.10.021
https://doi.org/10.2991/cmes-15.2015.55
https://doi.org/10.1016/j.jobe.2021.102506


Precision of Test Methods for Hot Mix 
Asphalt 

José Neves , Cláudia Silva, and Ana Duarte 

Abstract The paper presents the Portuguese experience in the precision evaluation 
of test methods for hot mix asphalt (AC 14 surf and AC 20 base). The repeatability and 
reproducibility values were determined based on Proficiency Test Schemes involving 
several laboratories. The tests were performed from 2007 until 2021. The paper anal-
yses the soluble binder content, maximum density (Method A), bulk density (Proce-
dure B), and Marshall properties (stability and flow). The results were compared 
with the European standards’ precision data. The analysis confirmed a wide varia-
tion of the precision data. Precision was not always constant, but, in some cases, it 
did seem to be influenced by the characteristics of the bituminous mixture, contrary 
to the variation presented in the test standards. In general, a lower reproducibility 
was observed. 

Keywords Hot mix asphalt · Precision · Proficiency test schemes · Repeatability ·
Reproducibility · Test methods 

1 Introduction 

Precision is a general term related to the dispersion of results between independent 
tests performed on the same or similar samples under predetermined conditions, in 
general, the repeatability and reproducibility conditions. The repeatability expresses 
the precision of the test results obtained in the same laboratory, with the same oper-
ator, and under other identical conditions. Reproducibility refers to the precision of 
results obtained from the same test method but carried out by different laboratories 
and operators under various test conditions (e.g., different equipment).
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Usually, the standard tests present the precision data related to the corresponding 
results. This information could be helpful in certain experimental activities, e.g., 
test methods validation and measurement uncertainty determination. However, it is 
always important to update information related to precision data from new exper-
iments that more realistically can express the specificities of a sector, region, or 
country. Proficiency Testing Schemes (PTS) are interlaboratory comparisons that 
consist of the organization, execution and evaluation of tests carried out on the same 
or similar samples by several laboratories (at least two), according to a pre-established 
protocol. PTS provide information to the participants enabling the performance and 
quality assessment of their laboratory routines. The precision evaluation of the test 
methods is another objective of the PTS. 

RELACRE is the Association of Accredited Laboratories of Portugal that, since 
1990, represents the testing community of several sectors, including the construc-
tion sector [1]. RELACRE is a member of the European Federation of National 
Associations of Measurement, Testing and Analytical Laboratories (EUROLAB). 
Within the activities of the Technical Committee of Construction Materials [1], 
RELACRE organizes PTS of the test’s methods for bitumen binders and bitumi-
nous mixtures annually, among other construction materials (e.g., concrete, aggre-
gates, and soils). PTS have allowed studying the repeatability and reproducibility 
of several laboratory methods on various types of materials and conditions [2, 3]. 
One of the major challenges of this type of PTS is the lack of reference materials. 
The number of participants usually requires many samples, sometimes prepared in 
complex conditions to guarantee homogeny properties. 

The main contributions of the paper are: 

(1) Information on the precision of the various tests carried out under the PTS. 
(2) Comparison of the results with precision data of the correspondent European 

standards. 

The paper describes the RELACRE experience on the precision evaluation of 
tests for hot mix asphalt: asphalt concrete (AC 14 surf and AC 20 base). Precision 
was evaluated regarding repeatability and reproducibility conditions based on PTS 
performed from 2007 until 2021. 

2 Methodology 

2.1 Materials 

Tests were carried out on Asphalt Concrete—AC 14 surf and AC 20 base—following 
EN 13108-1 [4]. The bituminous mixtures were produced in accordance with the tech-
nical requirements of the Portuguese Road administration CETO (“Infraestruturas 
de Portugal”) [5]. Figure 1 presents the grain size distributions of the bituminous 
mixtures (upper and lower limits of the required range).
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(a) AC 14 surf 35/50 (b) AC 20 base 35/50 

Fig. 1 Limits of the grain size distribution of the aggregates of the bituminous mixtures 

Table 1 presents the petrographic origin of the aggregate—limestone, basalt, and 
granite—and the grade of the bitumen— 35/50 and 50/70 (penetration expressed 
in 10–1 mm)—for all the PTS (2007–2021). Tables 2 and 3 contain the bitumen 
specifications and aggregates, respectively, in accordance with CETO [5].

Table 1 Bituminous 
mixtures 

Year HMA Aggregate 
(petrographic origin) 

Bitumen 
(penetration grade 
0.1 m) 

2007 AC20 base Limestone 50/70 

2008 AC20 base Limestone 50/70 

2009 AC20 base Limestone 50/70 

2010 AC20 base Limestone 35/50 

2011 AC20 base Basalt 50/70 

2012 AC20 base Limestone 35/50 

2013 AC20 base Limestone 35/50 

2014 AC20 base Limestone 35/50 

2015 AC14 surf Granite 35/50 

2016 AC14 surf Granite 35/50 

2017 AC14 surf Granite 35/50 

2018 AC14 surf Granite 35/50 

2019 AC14 surf Granite 35/50 

2020 AC14 surf Granite 35/50 

2021 AC14 surf Granite 35/50
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Table 2 Specifications of the bitumen [5] 

Property Standard Unit Values 

35/50 50/70 

Penetration EN 1426 0.1 mm 35–50 50–70 

Softening point EN1427 ºC 50–58 46–54 

Durability RTFOT 
(EN 12,607-1) 

Penetration EN 1426 0.1 mm ≥ 53 ≥ 50 
Softening point EN 1427 ºC ≤ 11 ≤ 11 
Variation in mass EN 12,607-1 % ≤ 0.5 ≤ 0.5 
Penetration Index EN 12,591 – ≥ 1.5 

≤ 0.7 
≥ 1.5 
≤ 0.7 

Fraass breaking point EN 12,593 ºC ≤ -5 ≤ -8 

Fire point EN ISO 2592 ºC ≥ 240 ≥ 230 
Kinematic viscosity (135 ºC) EN 12,595 nm2/s ≥ 370 ≥ 295 
Paraffin wax content EN 12,606-2 % (m/m) ≤ 4.5 ≤ 4.5 
Solubility EN 12,592 % ≥ 99.0 ≥ 99.0 

Table 3 Specifications of the aggregates [5] 

Property Standard Unit Values 

AC 20 base AC 14 surf 

Assessment of fines—Methylene blue value EN 933–9 g/kg ≤10 ≤10 

Particle shape—Flakiness index EN 933–3 % ≤30 ≤20 

Resistance to fragmentation—Los Angeles 
coefficient 

EN 1097–2 – ≤40 ≤30 

Resistance to wear—micro-Deval 
coefficient 

EN 1097–1 – ≤25 ≤15 

Water absorption EN 1097–6 % ≤2 ≤1

2.2 Experimental Procedure 

RELACRE has organized the PTS according to ISO/IEC 17043 [6], which provides 
the requirements for developing and managing PTS. 

Most of the laboratory participants were accredited entities according to EN 
ISO/IEC 17025 [7]. A code number was attributed to identify each laboratory and to 
ensure confidentiality. The laboratory pivot was responsible for the asphalt mixture 
production and the samples preparation according to the EN 12697-28 [8] of Hot  
Mix Asphalt (HMA). Figure 2 shows the bituminous mixtures used to prepare the 
specimens and evaluate the soluble binder content and the maximum density. In 
these tests, three determinations were performed by each laboratory. In Fig. 3 it 
can be observed the specimens compacted in accordance with EN 12697-30 [9] and 
applying 50 blows to each side. Three specimens were distributed to each participant
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Fig. 2 Bituminous mixtures production 

Fig. 3 Specimens preparation 

of PTS to determine Marshall properties (Stability and Flow) and bulk density. In 
each laboratory, the same operator tested three samples in repeatability conditions 
(three replicates). 

3 Results and Discussion 

In general, the statistical analysis of results was based on ISO 5725 [10, 11]. 
Cochran’s and Grubbs’s tests were used to detect and remove outlier data. Statis-
tical analysis of parameters was based on ISO 5725-1 [10], ISO 5725-2 [11], and 
ISO 13528 [12]. 

The following parameters were determined: 

• Average (y) and standard deviation (s) of the averages. 
• Variances of the repeatability (sr 2) and of the reproducibility (sR 2). 
• Coefficients of variation of the repeatability (CVr) and of the reproducibility 

(CVR). 
• Repeatability (r) and reproducibility (R) limits.
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The evaluation of the precision was established for the following tests methods and 
test parameters of the CEN series of EN 12697 standards for bituminous mixtures: 

• EN 12697-1—Soluble binder content by the centrifuge extractor method, 
including the determination of the residual mineral matter in the binder extract 
by incineration (Method B.1.5) [13]. 

• EN 12697-5—Determination of the maximum density (Procedure A—Volumetric 
procedure) [14]. 

• EN 12697-6—Determination of bulk density of bituminous specimens (Procedure 
B: Bulk density—Saturated surface dry (SSD)) [15]. 

• EN 12697-34—Marshall test [16]: Stability (F) and flow (S). 

An example of statistical parameters is presented in Table 4 related to the PTS 
performed in 2021 [17]. This table contains the precision values of repeatability and 
reproducibility for each parameter of laboratory tests. The limits of repeatability and 
reproducibility depend on the correspondent standard deviations (equal to the square 
root of the variations) according to the relationships of the Eqs.(1) and (2). 

r = 2.83sr (1) 

R = 2.83SR (2)

European standards provide precision data obtained from experiments on mate-
rials from different geographical regions within the European Union. Table 5 contains 
the summary of the repeatability and reproducibility limits presented in the standard 
and obtained for the most similar conditions obtained in PTS. In the cases of EN 
12697-1 and EN 12697-6, precision limits are expressed in function of the oversize of 
the aggregate on an 11,2 mm test sieve. This parameter (A), expressed in percentage, 
was estimated for the bituminous mixtures according to the grain size distribution 
presented in Fig. 1. The values were interpolated and are A = 21.1 (AC 14 surf) and 
A = 33.1 (AC 20 base).

In general, the precision data of European standards is constant, only depending on 
the material type in some parameters. In this paper, the precision limits of PTS were 
analyzed for each type of bituminous mixture to obtain relationships in the function 
of the correspondent parameter value (average value of the participant laboratories). 
In next analysis it was tried to establish a linear tendency of the variation of the 
results. The objective was only to confirm precision data’s constant or not constant 
variation. 

Figure 4 shows the repeatability (Fig. 4a) and reproducibility (Fig. 4b) of the 
determination of soluble binder content by the centrifuge extractor method. The 
dispersion of results in both cases is high. The quality of the results was worse than 
the precision presented in Table 5 [13] for the case of reproducibility. Neves et al. 
[18] presents a more detailed study on the precision concerning the binder content 
determination by centrifuge extractor.
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Table 4 Precision values of PTS performed in 2021 [17] 

Parameter Precision values 

y s sr 2 sR 2 CVr(%) CVR (%) r R 

EN 12697-1 

Soluble 
binder 
content 
(%) 

4.9 0.13 6.42 × 10–3 22.1 × 10–3 1.64 3.03 0.23 0.42 

EN 12697-5 

Maximum 
density 
(Mg/m3) 
Procedure 
A 

2.469 0.0213 1.27 × 10–4 5.40 × 10–4 0.46 0.94 0.032 0.066 

EN 12697-6 

Bulk 
density 
(Mg/m3) 
Procedure 
B 

2.355 0.0115 9.44 × 10–5 19.4 × 10–5 0.41 0.59 0.028 0.039 

EN 12697-34 

Stability 
(kN) 

11.0 1.65 0.527 3.07 6.60 15.9 2.1 5.0 

Flow 
(mm) 

3.2 0.31 0.0241 0.110 4.85 10.4 0.4 0.9

Table 5 Precision data of the European standards [13–16] 

Standard Parameter Repeatability r Reproducibility R 

EN 12697-1 
(Experiment 2) 

Soluble binder content 
(%) 

0.39 (AC 14) 
0.46 (AC 20) 

0.53 (AC 14) 
0.60 (AC 20) 

EN 12697-5 
(Procedure A) 

Maximum density 
(Mg/m3) 

0.011 0.022 

EN 12697-6 
(Procedure B) 

Bulk density 
(Mg/m3) 

0.023 (AC 14) 
0.027 (AC 20) 

0.035 (AC 14) 
0.042 (AC 20) 

EN 12697-34 
(Asphalt Concrete) 

Stability (kN) 1.7 2.2 

Flow (mm) 0.7 0.8

Figure 5 presents the repeatability (Fig. 5a) and reproducibility (Fig. 5b) of 
the maximum density obtained by Procedure A, the volumetric test method using 
the pycnometer. Both repeatability and reproducibility showed higher results than 
expected for the test standard EN 12697–5 [14]. In the case of the reproducibility 
limit, it was observed a tendency to increase in function of the maximum density.
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(a) Repeatability (b) Reproducibility 

Fig. 4 Precision of soluble binder content

(a) Repeatability (b) Reproducibility 

Fig. 5 Precision of maximum density 

In Fig. 6 it is observed the repeatability (Fig. 6a) and reproducibility (Fig. 6b) 
of the bulk density, determined according to the Procedure B of the EN 12,697-
6 [15] (Saturated surface dry method). In this case, precision data reveals better 
performance than the reported values in the test standard (see Table 5). In the case 
of reproducibility, it seems to exist a decreased tendency of the limit R depending 
on the bulk density. 

(a) Repeatability (b) Reproducibility 

Fig. 6 Precision of bulk density
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Repeatability Reproducibility 
(a) Stability 

Repeatability Reproducibility 
(b) Flow 

Fig. 7 Precision of Marshall properties 

Figure 7 illustrates de variation of the precision data for Marshal properties: 
stability (Fig. 7a) and flow (Fig. 7b). It was observed a high dispersion of the results 
and limits of repeatability (r) and reproducibility (R) are higher than values presented 
in EN 12697-34 [16] (see Table 5). 

Portuguese experience revealed a significant difference from the precision data 
presented in the European test standards. In general, the repeatability and repro-
ducibility limits were higher, which means that the precision data of test standards 
could be too conservative. Some trends were observed that deserve to be studied in 
more detail. In some cases, it could be possible to demonstrate that precision is not 
constant but depends on the parameter value of the type of bituminous mixture. 

4 Conclusion 

The paper described the Portuguese experience on the precision evaluation of test 
methods for hot mix asphalt (AC 14 surf and AC 20 base). The repeatability and 
reproducibility values were determined based on the results obtained on Proficiency
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Test Schemes (PTS) that have involved several test methods and laboratory enti-
ties. The paper analyzed the precision values obtained between 2007 and 2021 and 
compared them with the correspondent precision data presented in the European 
standards. It was concluded that some differences were observed. 

The precision values can be helpful to stimulate the analyses of methods and 
equipment performance and, consequently, the improvement of future PTS. 
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Assessment of Mechanical and Physical 
Behaviour of Sandstones Through Quasi 
Non-destructive Tests 

Marco Ludovico-Marques and Carlos Chastre 

Abstract An experimental programme was carried out in order to assess physical 
properties, such as porosity and mechanical behaviour, through compression and 
drilling strength of sandstones, classified as lithic arkose. These stones are similar 
to those found on St. Leonard’s church at Atouguia da Baleia village in the Western 
region of Portugal. This monument’s façades were selected because of the extent 
and depth of the most important degradation pattern exhibited, the alveolization. 
The Drilling Resistance Measurement Test is an important way to survey the extent 
of stone weathering on historical building stones due to the correlation of porosity and 
compressive strength with the drilling strength parameter. It is also a less intrusive and 
quasi-non-destructive portable test. The drilling time is even lower than other tests 
duration for lower porosity materials. Absolute differences between experimental 
and predicted values of porosity obtained on these sandstones through correlations 
with drilling strength are in general lower than 13%. Considering the best correlation, 
these absolute differences are up to 6%. 

Keywords Drilling strength · Compressive strength · Porosity · Sandstones 

1 Introduction 

Sandstones of historical buildings in Atouguia da Baleia monuments were studied, 
aiming at the mineralogical characterization and the evaluation of their experimental 
physical and mechanical behaviour to assess stone weathering. St. Leonard’s Church 
façades were selected (Fig. 1) because of their degradation patterns, being the most 
important the alveolization (ICOMOS-ISCS) [1], which was caused by the prolonged
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salt effect and its closeness to the sea, since it was built in the Middle Ages. Its 
construction started presumably in the twelfth century. The petrographic study and 
the physical characterization of the stone used made it possible to obtain the intrinsic 
signature of the same, in order to identify similar stones and allow the extraction of 
them from walls in the church vicinity [2–4], once the coeval-quarry was not found. 
A major increment of physical parameters, such as porosity values, up to 40–50% 
[5] can be obtained during weathering of sandstone blocks. Physical and mechanical 
weathering prevails over chemical weathering during buildings’ lifetime, set aside 
sulphation of surfaces and acid rains effect on carbonate natural stone cements. 

Ultrasonic pulse velocity (UPV) and the Schmidt hammer (rebound hammer) are 
two examples of simple and not expensive NDT that can be used to assess porosity 
and allow the estimate of the elastic parameters and prediction of the extent of stone 
weathering [6, 7] on building blocks. 

The compressive strength of sandstones is dependent on porosity; however, several 
days are required for testing supported on Archimedes principle or at least several 
hours if mercury intrusion porosimetry is considered to determine the open porosity. 
The previous extraction of stone samples with adequate fitted dimensions that respect 
the monument integrity is needed and these test procedures are destructive. 

An alternative is to use a true non-destructive test (NDT) such as the RILEM test 
of water absorption under low pressure [8], a much quicker test, requiring only from 
several minutes to one hour for open porosity values higher than 15%. The drilling 
strength obtained by the Drilling Resistance Measurement Test (DRMT) [2–4] is a  
less intrusive and quasi-non-destructive test that can be used to assess not only the

Fig. 1 Portal of St. Leonard’s South façade showing alveolization patterns 
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compressive strength of stones, but also the porosity of blocks and other structural 
elements in order to determine the extent of stone weathering. The drilling time could 
be higher than the Karsten tube test duration for higher porosity materials; however 
its portability is a major advantage when service life surveys based on extent of 
weathering are required. 

2 Experimental Programme 

The petrographic study carried out on representative samples revealed four typologies 
of sandstones similar to those found on St. Leonard’s church and surrounding ancient 
buildings, classified as lithic arkose, according to Folk [9], with carbonate cement. 
The observations of thin sections of these representative samples carried out under a 
polarizing microscope (Fig. 2), allowed to obtain their mineral composition through 
modal analysis. Varieties A and B are composed of around 30–32% quartz and 34– 
40% carbonates, and varieties C and M of about 20–25% carbonates and 40–51% 
quartz. All varieties have about 4–6% of mica minerals and around 3–7% of matrix, 
clays minerals included. Kaolin clay was identified through Scanning Electronic 
Microscopy (SEM). The average size of grains of quartz and feldspar in the sandstone 
varieties A and B ranges from 0.1 to 0.13 mm (fine grained), 0.15–0.18 mm to 
0.24 mm in varieties C and M (medium to fine-grained).

Microporosity settled as the percentage of pores radii lower than 7.5 μm [10], 
of 80–85% in variety B, more than 90% in variety C and about 75% in variety M, 
was obtained by mercury intrusion porosimetry. 5 cm-long cubic specimens were 
sawed from stone blocks of varieties B, C and M in order to carry out open porosity, 
compression and drilling strength tests, because only these three typologies were 
found in the monument. 

2.1 Open Porosity and Densities 

Recommendations of RILEM [8] and EN1936 [11] were followed to determine 
porosity (n). The specimens were saturated under vacuum and then Archimedes 
principle was used to obtain pore volumes accessible to water through hydrostatic 
weighing, allowing to calculate porosity. Bulk and real densities were also determined 
through the relation of values of the dry mass of the samples and their total volumes, 
encompassing porosity values in the former property and not considering them in 
the latter parameter. 

The average values of porosity of sandstones range from 4.1% of variety A and 
6.9% of variety B to 12.7% of variety C and 18.5% of variety M. The average values 
of bulk density vary from 2594 kg/m3 (typology A) and 2510 kg/m3 (typology 
B) to 2343 kg/m3 (typology C) and 2179 m3 (typology M). The average values 
of real density range from 2705 kg/m3 (variety A) to 2697 kg/m3 (variety B) and
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Fig. 2 Thin-section observations under polarizing microscope (crossed nicols) of the four 
sandstone varieties (magnification: ×40). a A, b B, c C, d M

2684 kg/m3 (variety C) and 2671 kg/m3 (variety M). Porosity values obtained by 
mercury intrusion porosimetry vary between 6.6% of typology B, 12.8% of typology 
C and 16.3% of typology M. Slight differences were obtained between values of 
open porosity assessed by water and by mercury intrusion, due to the variation of 
wettability between water and mercury values and to the different ranges of injection 
pressures used. 

2.2 Compressive Strength 

A Seidner servo-controlled press, model 3000D, with load capacity up to 3000 kN 
and a piston stroke of 50 mm was used to carry out monotonic uniaxial compression 
tests with an axial displacement control rate of 10 μm/s in order to achieve the 
compressive strength (σc) [3].
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2.3 Drilling Strength 

The Drilling Resistance Measurement Test (DRMT) was used to determine the 
drilling strength (σd) of three sandstone varieties. A stepper-controlled movement of 
a drilling head on a slide towards the stone specimens on a holder was performed by 
a portable micro drilling device with a load cell [2]. Figure 3 shows the micro drilling 
device with laboratory configuration. The drilling head is handled on a telescopic 
support rod when the tests are carried out in situ. Maximum drill hole depths up to 
25 mm were carried out on sandstone specimens, through Diaber tungsten drill bits 
5 mm in diameter and a triangular tip. A speed rotation of 600 rpm and an advancing 
rate of 10 mm/min was the drilling parameters followed because allowed to obtain an 
adequate range of drilling strength values. Drilling strength profiles were corrected 
of tip wear due to abrasion on the same stone type with the same drill bit, according to 
Singer et al. [12]. Abrasion increases linearly with drilling length and the correction 
factor of tip wear allows to calculate the corrected drilling strength values through a 
regression analysis.

3 Results 

Experimental results of drill strength obtained on cubic samples of typologies B, C 
and M downwards the drilling profiles are shown on Fig. 4. Table 1 shows the values 
of the former parameter and the corresponding values of porosity recorded on these 
samples.

Figure 5 exhibits the experimental data of compressive strength and porosity 
obtained on thirty-nine cubic specimens belonging to the four varieties of sandstones 
studied, being the drilling strength values reported on varieties B, C and M.

It is possible to obtain the Eq. (1) from the correlation between compressive 
strength and porosity values reported on Fig. 5: 

σc = 178.7e−0.096n (1) 

Equation (2) is a correlation between porosity and drilling strength data given in 
Table 1. 

n = 19.8 − 12.82σd (2) 

Equation (2) is indicated in Fig. 5a and the coefficient of determination R2 = 
0.995. 

Equation (3) is the correlation between compressive strength and drilling strength 
values, through Eqs. (1) and (2) (Fig. 5a). 

σc = 178.7e1.2σd−1.9 (3)
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Fig. 3 Laboratory configuration of DRMTS portable apparatus. a Test equipment, b image of 
specimen holder showing drills on surface of a sample of variety M

Equation (4) is another correlation found for porosity, settled as a function of 
drilling strength data shown in Table 1. It is reported in Fig. 5b and the coefficient 
of determination R2 is also 0.995. 

n = 18.8 − 12.5σd (4) 

Equation (5) allows to determine the compressive strength from drilling strength 
data, through Eqs. (1) and (4). 

σc = 178.7e1.2σd−1.8 (5)
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Fig. 4 Drilling strength profiles obtained on sandstone specimens of varieties B, C and M 

Table 1 Drilling strength parameters obtained by DRTMS on specimens of the three sandstones 
varieties, carried out at 600 rpm–10 mm/min, related to porosity values 

Specimens—drills n (%) σd (MPa) 

BP7—1 7.0 1.0 

BP7—2 7.0 1.0 

CP4—1 13.9 0.5 

CP4—2 13.9 0.4 

M139—1 18.6 0.1 

M139—2 18.6 0.1 

M139—3 18.6 0.1

The Eq. (6) is another correlation with a good agreement between experimental 
and predicted values of porosity obtained from drilling strength values (Fig. 5c). 

n = 21.225e−1.082σd (6) 

Compressive strength and drilling strength of sandstone specimens are strongly 
correlated with their porosity values [2] and also the values of this latter parameter 
and the values of drilling strength, as shown.
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Fig. 5 Experimental data reported of σc (red dots) and σd (green dots) related to n. a and b 
Correlations of σc with n and n as a function of σd. c Correlation of n with σd
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Table 2 Absolute differences between predicted porosity values and experimental results 

Samples/drills σd (MPa) n 
(%) 

Predicted 
n by  
Eq. (2) 

Predicted 
and exp. 
absolute 
difference 
n (%)  

Predicted 
n by  
Eq. (4) 

Predicted 
and exp. 
absolute 
difference 
n (%)  

Predicted 
n by  
Eq. (6) 

Predicted 
and exp. 
absolute 
difference 
n (%)  

BP7—1 1 7 7 0.3 6.3 11.1 7.2 2.7 

BP7—2 1 7 7 0.3 6.3 11.1 7.2 2.7 

CP4—1 0.5 13.9 13.4 3.8 12.6 10.8 12.4 12.5 

CP4—2 0.4 13.9 14.7 5.3 13.8 0.7 13.8 1 

M139—1 0.1 18.6 18.5 0.4 17.6 6 19 2.4 

M139—2 0.1 18.6 18.5 0.4 17.6 6 19 2.4 

M139—3 0.1 18.6 18.5 0.4 17.6 6 19 2.4 

Table 2 shows the values of porosity predicted by Eqs. (2), (4), and (6) through the 
values of drilling strength. Absolute differences between predicted porosity values 
and experimental results of porosity values are also reported. These values of absolute 
differences are generally lower than 13% and up to 6% regarding predicted porosity 
values calculated from Eq. (2). 

Absolute differences obtained through Eq. (2) are the lowest values in comparison 
with those determined respectively by the Eqs. (6) and (4). Average values of absolute 
differences between predictions of porosity obtained from Eqs. (2), (6), and (4) and 
the corresponding experimental results are the following: 1.6, 3.7, and 7.4%. 

In just one sample the predicted value of porosity supported on Eq. (2) gives  the  
highest absolute difference. 

4 Conclusions 

The experimental programme described allowed to evaluate porosity through 
compression and drilling strength of sandstones (lithic arkoses), similar to the stones 
on the façades of St. Leonard’s church at Atouguia da Baleia village. 

Porosity values obtained by Eqs. (2), (4), and (6) have good agreement with exper-
imental data of the sandstones tested. Absolute differences between the predicted and 
experimental values of porosity given by correlations with drilling strength are in 
general lower than 13%, being up to 6% when the best correlation of Eq. (2) is  
considered. 

The Drilling Resistance Measurement Test can survey the extent of stone degra-
dation on stones of monuments based on the correlation of porosity and compressive 
strength with the drilling strength parameter.
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to Investigate Ground Settlement 
Response of Large-Scale Masonry 
Building Models 
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Sinan Acikgoz, Muhammed Marasli, and Alper Ilki 

Abstract Underground construction activities such as tunnelling and deep excava-
tions in urban areas may impact a significant number of surface structures and cause 
damage. Tunnelling-induced damage can often be repaired, but at great expense, due 
to significant repair costs and associated project delays. Within this context, damage 
caused by excavation-induced ground movements on heritage masonry buildings 
requires further attention, due to the cultural value and vulnerability of these assets. 
There is a need for experimental studies to better understand the structural response 
of these buildings to excavation-induced ground movements. In this study, a test setup 
was designed and constructed to examine the response of an experimental building 
model, replicating historic masonry structures, against differential settlement effects. 
The settlement apparatus relies on controlled jacking of large steel beams to apply 
differential displacements to the building. A specific tunneling scenario was consid-
ered for the design of the settlement apparatus. The constructed test setup is validated 
by evaluating the displacement profiles of the steel beam for different tests, with or 
without building. Differences between the differential settlements experienced by the 
steel beam and the building highlights how building weight and progressive damage 
may increase compliance to ground movements. 
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1 Introduction 

Underground construction activities such as tunnelling and deep excavations usually 
result in changes in the stress state of soil. This leads to vertical and horizontal ground 
movements on the surface. The vertical component of resultant ground movement 
is called settlement. Masonry structures are quite sensitive to differential effects of 
settlements (non-uniform variation of vertical ground movements) due to their low 
tensile strength. 

Numerous researchers have studied the interaction between buildings and 
excavation-induced ground movements through analytical [1], semi-analytical [2] 
and numerical methods [3]. In contrast, experimental studies in this area are scarce. 

Laefer et al. [4] constructed 1/10 scaled low-rise reinforced concrete (RC) frame 
structures in a testbed filled with dry sand and tested them by subjecting to the simu-
lated ground settlements caused by an adjacent model excavation. Giardina et al. [5] 
produced one 1/10 scaled masonry wall specimen [1.5(l) × 0.05(w) × 1.2(h)] m and 
then subjected it to an artificial hogging-type settlement profile which imitated the 
settlement effects caused by a tunnelling activity in the vicinity of the represented 
masonry building. The wall specimen was built on a steel I beam connected to a 
fixed and rigid steel frame. The settlement profile was created by applying vertical 
displacements at one end of the steel I beam. Ritter et al. [6] conducted a series of 
geotechnical centrifuge tests to investigate the settlement response of the masonry 
specimens. They investigated the impact of tunnelling activities in the sand. Scaled 
masonry building models were produced by 3D printing, adopting an adjusted mate-
rial density to account for scaled stress states of small, printed walls. The lack of 
large-scale building models with realistic building features (e.g. floor structures) are 
noteworthy. 

In addition to these experimental studies, there are several well-documented case 
studies [7]. However, field investigations feature significant uncertainties concerning 
building and soil characteristics and present limited data on structural response. Due 
to these limitations, field investigations often do not allow systematic evaluation of 
building damage response to settlements. Therefore, there is a need for further exper-
imental work on large-scale settlement response of building models, with detailed 
instrumentations to better understand the structural settlement response. 

The current study explains the design methodology and construction of a settle-
ment test setup. The appropriateness of the setup is validated with site measure-
ments. The experimental settlement response of one large scale (1/2) masonry 
building model is briefly discussed to highlight the repeatability of the applied settle-
ment profile and demonstrate the different structural responses of the building with 
different weight.
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2 Masonry Building Model and Design of a Settlement Test 
Setup 

2.1 Building Model 

Masonry building model, representative of Akaretler Row Houses (the prototype 
buildings) in Istanbul, Turkey, were constructed. The properties of prototype build-
ings were previously characterized [8]. The Akaretler Row Houses were built around 
1875 in the south part of Istanbul and are considered one of the best examples of the 
civil architecture of their period because of their neoclassical facades, ornaments, and 
location. Although the original load-bearing masonry walls were partly conserved, 
some parts of the existing floors were demolished. It is also reported that some vaulted 
floors were replaced with RC slabs during the previous restorations. Solid clay bricks 
were used in the construction of the walls. The bond pattern was cross-bond (English 
bond), and mortar joints were 10–35 mm thick in horizontal and 10–20 mm thick in 
vertical directions. The walls were constructed over strip foundations made of stone 
units. A general view of Akaretler Row Houses, its load-bearing walls and RC slabs 
are presented in Fig. 1. 

Before constructing building model, the size, geometry and position of repeating 
architectural features on load bearing walls (i.e. walls’ length&height, windows’ 
length&height, the positions of openings and the size of lintels) were determined. 
The experimental model captured these characteristics at half-scale, but neglected 
some decorative aspects (like balconies). The model (3O-RF) is shown in Fig. 2.

The building model consists of two masonry walls connected via RC floors at two 
elevations: mid-height and top level of the walls (Fig. 2). The building model features 
a cast in-situ RC slab floor structure; this was inspired by the retrofitted slab floors of 
the Akaretler row houses. The RC slab cross-section size was chosen with reference 
to Akaretler Row Houses and reinforcement was chosen to ensure elastic response. 
The relatively large scale of the experiments allowed investigating the influence of 
this type of floor structure, which was not investigated in previous research.

Fig. 1 Akaretler row houses, load-bearing masonry walls and RC floors [8] 
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Fig. 2 Half-scaled building model with additional weight loads (7.8 tonnes for each floor)

The influence of vertical loads (comprised partly of the building self-weight) on 
the settlement response of buildings has previously been examined through numerical 
studies [9]. Special attention was paid to the application of vertical loads during the 
settlement tests. Vertical load analysis performed for the prototype building consid-
ering a specific tributary area for floor and other loads (i.e. roof loads) revealed 
that base stress under the ground storey walls is expected to be around 0.2 MPa. 
To achieve comparable stresses at base of the walls of the scaled building model, 
additional weight loads were used (Fig. 2). For this purpose, RC blocks having 1 m 
length, 1 m width and 0.6 m height were placed slowly and symmetrically on both 
mid- and top floors. Note that top storey walls and top floor were constructed after the 
placement of mid-floor additional loads. For the model building, 7.8 tonnes of addi-
tional load was placed per floor. Later, the amount of additional loads was increased 
to explore structural response to settlements. 

The presence of two identical parallel walls for the building model enabled a 
critical evaluation of the repeatability of structural response. 

2.2 Settlement Scenario 

Buildings may be located at different positions in a settlement trough (Fig. 3). The 
convex section of the settlement profile is called the “hogging zone”. This zone is
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Fig. 3 A typical settlement trough due to tunnelling and different possible positions of surface 
buildings 

Table 1 Parameters that 
represent the tunnel 
excavation scenario 

Max settlement, Sv,max (m) 0.090 

Tip settlement, vtip (m) 0.050 

Volume loss, Vl (%) 1.1 

Tunnel diameter, D (m) 12.2 

Distance of the inflection point from the tunnel centre, 
ix (m) 

5.50 

Trough width parameter, K 0.25 

Tunnel axis depth, zo (m) 22 

considered to impose higher damage risk to masonry buildings. The current settle-
ment test setup was designed to replicate a part of the hogging zone of a tunnelling 
project scenario in sand. Table 1 presents the parameters regarding the adopted 
scenario. According to this, the tunnel is 12.2 m in diameter (D) and 22 m deep 
from the surface (z0). The volume loss (V l) associated with this scenario is 1.1%. 
Building is located 5.5 m away from the tunnel centre in the hogging zone. This 
distance also corresponds to distance of the inflection point from the tunnel centre 
(ix). The soil parameter (K) is chosen as 0.25 for sand soil. The max settlement 
(Sv,max) above the tunnel centre is 90 mm. The max settlement under the building is 
50 mm. 

2.3 Design of Settlement Test Apparatus 

Building model was constructed directly on steel IPE 330 beams (Fig. 2). These 
beams were used not only as supports but also to generate settlements. Settlements 
were created by deforming steel beams by utilizing the screw jacks connected at the
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Fig. 4 Stress distribution and vertical support reactions of IPE 330 steel beams at 60 mm tip 
displacement 

free ends of the beams. The cross-section properties of IPE beams were determined 
considering total vertical loads (from building self-weight and additional loads) and 
the settlement effects. Figure 4 shows the support reactions and Von Mises stress 
distributions under the action of both vertical loads and settlement effects at the max 
tip displacement (max vertical displacement applied by screw jack) of 60 mm. As can 
be seen in this figure, the steel beam reaches almost yielding (350 MPa) at mid-length 
top flange sections at this level. Majority of the tests required the prototype building 
to experience up to 50 mm settlement, corresponding to 25 mm of displacement at 
the beam free end. However, in some tests, the 60 mm design limit was exceeded 
to explore damage for greater differential settlements, up to 90 mm. Since the beam 
had significant plastic reserve capacity, additional displacements and local yielding 
did not cause issues. 

Steel beams were connected to heavy RC foundation blocks through moment-free 
pin connections at two locations (Fig. 2). Since all the construction and tests were 
carried out in an open space (no strong floor), heavy RC foundation blocks were 
needed to provide a rigid supporting system for IPE steel beams. For the building 
model (3O-RF in Fig. 2), the volume and, accordingly, the weight of the RC founda-
tion blocks were increased by adding top sections. In this way, any possible lifting 
of RC blocks due to tension forces transferred from the back and front pin supports 
during the settlement tests was prevented. 

The design of pin connections was made as per AISC 360 section D5.2 [10] 
by considering the calculated support reactions. According to this, the minimum of 
tensile rupture of pins, shear rupture of hinge plates and bearing strength of the hinge 
plates considered as the governing failure mode in the design. Herein, the bearing 
strength of the hinge plates controls the design. The design of base plates was made 
as per another AISC design guide [11]. The base plates were anchored to the heavy 
RC foundation blocks using four M24 chemical anchors.
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Fig. 5 Details of lateral bracing 

Since IPE steel beams had to be loaded up to (and sometimes beyond) elastic 
limits, preventing any potential lateral buckling and torsion of the parallel IPE 330 
beams was critical. To this end, the span lengths of parallel IPE beams between 
the pin connections were reduced by adding lateral braces made up 50 × 50 × 5 
and 35 × 35 × 5 mm equal steel angles (Fig. 5). In addition, stiffener plates with 
15 mm thickness were welded between the top and bottom flanges of IPE beams at 
pin support regions and free ends to support webs and prevent flanges’ bending. 

2.4 Site Validations for Settlement Test Setup Before 
the Construction of the Building Model 

Prior to building construction, it was desirable to test the settlement apparatus to 
observe whether IPE steel beams could replicate desired hogging type settlement 
profile when deformed. Therefore, the beams were tested in-situ before constructing 
masonry building model. Figure 6 shows bare steel beams, screw jacks, pin supports, 
RC foundation blocks and instruments to measure the beam deflections due to applied 
settlements. The parallel beams were bent in the desired hogging form by rewinding 
threaded rods connected to the screw jacks, up to the elastic limit of 60 mm displace-
ment at the beam free end. To validate the appropriateness of achieved in-situ hogging 
settlement profile, the vertical displacements of steel beams were measured using 
six Linear Variable Displacement Transducers (LVDTs) and recorded by a computer 
(Fig. 6). Figure 7 compares the experimental settlement data obtained with LVDTs, 
the deformed shape according to finite element analyses and Gaussian empirical 
function (with parameters defined in Table 1). As can be seen, in-situ settlements of 
IPE steel beams without masonry superstructure model are in line with both numer-
ical and empirical target functions for the settlement profile. On the other hand, 
vertical displacements obtained during 3O-RF building Test 1 (building is present 
on the steel beams and 7.8 tonnes additional load is applied per floor) are very close to 
theoretical and empirical displacements derived for the case without superstructure.

During the construction of masonry building model, the parallel steel beams were 
supported by temporary supports located close to the free end of parallel beams.



274 K. D. Dalgic et al.

Fig. 6 Settlement test setup validations
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Fig. 7 Comparison between the in-situ bare test setup vertical displacements (without building 
model) and theoretical deformed shapes for bare test setup

3 Experimental Testing of the Masonry Building 

Temporary supports were removed just after the installation of screw jacks before 
each settlement test. Due to vertical loads, the deflections of IPE steel beams remained 
small (less than 1 mm in the vertical direction at mid-span) following the construction 
of the masonry building model and the displacement of additional loads. 

Figure 8 shows the schematic drawings of the front wall of the building model 
(3O-RF) after being tested under the effect of varying levels of vertical loads and 
similar differential settlements. While Fig. 8a corresponds to the aforementioned 
reference case for the vertical loading scheme (7.8 tonnes per floor), Fig. 8b, c 
show the instances in which vertical load levels were increased or the application
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(a) 
Test 1 

(b) 
Test 2 

(c) 
Test 3 

Fig. 8 Settlement tests for the reference building model (3O-RF) 

of the additional loads changed (i.e., a part of additional loads was loaded from 
the ground storey window sills). The overall response and the distribution of wall 
damage were similar to the previously published numerical predictions [12]. The 
monitored displacements and the overall symmetry in damage patterns on parallel 
walls (front and back walls) confirmed that the walls experienced similar damage 
when subjected to the same settlement profiles. 

Gap formation between masonry walls and supporting IPE steel beams was a clear 
indication of the low level of conformity. The largest gaps between the steel beam and 
the building were observed during Test 1. The introduction of additional vertical loads 
on Test 2 reduced the gap openings, but did not increase the differential settlements 
experienced by the building. During these tests, the building model experienced 
slight damage. Test 3 explored a different weight arrangement, while subjecting the 
building to the same settlement profile. The formation of damage during the early 
stages of the test allowed the building to follow the steel beam and experience the 
same differential settlements as the beam. These series of tests demonstrate how 
the settlement apparatus was used to explore the influence of a key aspect (building 
vertical load) on settlement induced damage.
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4 Conclusions 

The design of a settlement apparatus to apply realistic hogging settlement profiles to 
realistic half-scale masonry building is discussed in this paper. The apparatus features 
two parallel steel beams supported on two hinges in their own planes and connected 
laterally. They simulate excavation induced differential settlements when jacked at 
their free end. Test results (without and with building on the steel beams) show 
that the settlement apparatus effectively captures the expected settlement profiles, 
with good repeatability. In the paper, a small subset of results are presented, where 
a building model is tested under varying vertical loads while being subjected to 
a specific settlement profile, to observe how building loads influence settlement-
induced damage. The settlement apparatus might also allow the investigation of other 
key aspects, such as the influence of window openings and different floor systems 
on settlement induced damage; these aspects will be the subject of future studies. 
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Metrological Characterization 
and Traceability of the Strain Column 
Measurement Standard 

Luís Martins , Ricardo Mendes , Alexandre Pinheiro , 
and Álvaro Ribeiro 

Abstract This paper describes the development of experimental methods for the 
metrological characterization and traceability of an in house produced strain column 
measurement standard, for use in hardened concrete compression machine testing. 
The performed characterization included the determination of dimensional (diam-
eter, height) and geometrical quantities (flatness, shape, parallelism, perpendicu-
larity, circularity and cylindricity) using a three-dimensional coordinate measuring 
machine, and the evaluation of the strain measurement accuracy and uniformity. 
Traceability to the International System of Units (SI) was achieved by calibration 
using a laser interferometer. The obtained estimates and measurement uncertain-
ties supported its conformity assessment, considering the applicable EN 12390-4 
normative tolerances and adopted decision rule (hypothesis test, without guard bands, 
assuming a type I error of 1% and a Gaussian probability density function). This work 
allowed concluding that the produced strain column complies with all the norma-
tive technical requirements and can be used in the metrological testing of hardened 
concrete compression machines. 

Keywords Strain column · Testing machine · Hardened concrete 

1 Introduction 

The experimental activity performed by LNEC—the Portuguese National Laboratory 
for Civil Engineering in the Civil Engineering context, contributes significantly to 
the safety and quality improvement of civil construction. The performed activities 
include the experimental study of construction materials such as concrete, which is 
the focus of this paper. 

This type of material is used in numerous and relevant infrastructures and public 
constructions, namely, in buildings, dams, geotechnical, hydraulic and transport 
structures. In particular, the physical and chemical experimental testing of concrete
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contributes for knowledge improvement about the behavior and performance of 
this type of material, during its life cycle. Within the several available tests which 
contribute for this assessment, special attention is given in this paper to the experi-
mental determination of hardened concrete compression resistance, with a normative 
framework given by standard EN 12390-3 [1]. This framework has a high impact in 
the quality of the compression resistance results since it defines the technical require-
ments related to the main material resources which intervene in the mentioned test, 
namely, molds, specimens, and compressive testing machines. 

In the specific case of hardened concrete compression machines, with a norma-
tive framework given by standard EN 12390-4 [2], a set of requirements is defined 
regarding the compression force (measurement, control, and transmission) and their 
construction, namely, the main components: plates, spacers, and accessories. In the 
geometrical perspective, standard EN 12390-4 [2] mentions the periodic metrological 
testing of the compression machine for verification of the upper plate (self-alignment 
and movement restriction) and of the remaining components alignment. 

This test implies the use of a normalized [2] standard measurement—a strain 
column—which corresponds to a metallic cylinder (composed by a steel, chromium, 
and nickel alloy) instrumented with thermally compensated electrical strain gauges 
in four points, forming two diametrical opposing pairs in the central region of its 
lateral surface, as shown in Fig. 1. 

Each point corresponds to a complete Wheatstone bridge, composed by four strain 
gauges, two of them related the measurement of the axial strain and the remaining 
two to the measurement of the circumferential strain. The maximum permissible 
compression load that can be applied to the strain column corresponds to 2000 kN. 

This paper describes the performed studies aiming the dimensional and geometric 
metrological characterization of a strain column produced by LNEC, and the estab-
lishment of its measurement traceability to the International System of Units (SI),

Fig. 1 Location of the strain gauges in the column [2] 
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through the definition of a dedicated calibration method, noticing that no informa-
tion about this is provided in standard EN 12390-4 [2]. These studies contributed 
for the accurate knowledge of the instrumental measurement uncertainty and repro-
ducibility of the produced measurement standard and, consequently, for confidence 
and comparability enhancement of the experimental results obtained in hardened 
concrete compression machines. 

The experimental application context of the strain column in the metrological 
testing of hardened concrete compression machines is briefly described in Sect. 2 
of this paper while, in Sect. 3, the developed experimental methods are described 
in detail, including the normalized strain uniformity test mentioned in Annex A.3 
of [2]. The obtained experimental results (measurement estimates and uncertainties) 
are presented in Sect. 4, including the corresponding conformity assessment [3–5] 
related to the strain column requirements compliance, considering the applicable 
normative tolerances and decision rule. The conclusions of this work are mentioned 
in Sect. 5 of the paper. 

2 Metrological Testing of Compression Machines 

As mentioned in the Introduction, the strain column is used in metrological testing 
of hardened concrete compression machines for the verification of: (i) the self-
alignment of the upper plate; (ii) the alignment of components; and (iii) the upper 
plate movement restriction. 

The same test method is used for the first two mentioned verifications [2], which 
consists in the inclination of the upper plate in specific directions, followed by 
the application of a compressive load to a certain force step where readings are 
simultaneously obtained from each of the four strain column measurement chains. 
The self-alignment of the machine’s upper plate is expressed through the difference 
between the maximum and minimum strain ratios in each measurement point. The 
machine components alignment is given by the average value of the strain ratio in 
each measurement point. 

With respect to the verification of the upper plate movement restriction, the 
normalized test method [2] consists of the displacement of the strain column relative 
to the plate axis, previously to the load application and for a known and specific 
set of positions in the lower plate, without any adjustment in the upper plate. The 
movement restriction is evaluated in two directions in all the testing steps, based on 
the variation of the strain ratio per displacement unit. 

Standard EN 12390-4 [2] provides the maximum permissible values for each of 
the mentioned verifications, required for the conformity assessment of the tested 
compression machine.
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3 Experimental Methods 

3.1 Dimensional and Geometrical Characterization 

This section describes the experimental method applied in the dimensional and 
geometrical characterization of the strain column during its mechanical produc-
tion stage. In the conformity assessment context, a set of normative requirements 
is defined in [2] for the strain column which includes its diameter, height, flatness, 
shape and parallelism of the upper and lower surfaces, perpendicularity of the upper 
and lower surfaces relative to the vertical axis, circularity and cylindricity. Table 
1 summarizes the mentioned measurement quantities and corresponding tolerance 
intervals and descriptions. 

Considering the quantities and normative tolerances mentioned in Table 1, the  
three-dimensional coordinate measurement contact method was selected for the 
dimensional and geometrical characterization of the strain column [6]. This method 
consists in the determination of three-dimensional spatial coordinates of points 
located in surfaces of the interest object, in this case, the upper, lower, and lateral 
surfaces of the strain column. The collected coordinates are then used as input 
information in computational algorithms for the virtual construction of geometrical

Table 1 Dimensional and geometrical requirements of the strain column 

Quantity Tolerance interval Description 

Diameter 100 mm ± 1 mm Dimensional requirement 

Height 200 mm ± 1 mm Dimensional requirement 

Flatness 0.0 mm – 0.03 mm Each of the upper and lower surfaces of the column 
must be comprise between two parallel planes with a 
maximum relative distance of 0.03 mm relative to each 
other 

Shape Not applicable Each of the upper and lower surfaces of the column 
cannot be convex, i.e., they must be plain or concave 

Parallelism 0.00 mm – 0.06 mm Each of the upper and lower surfaces of the column 
must be comprised between two parallel lines relative 
to the opposite surface with a maximum distance of 
0.06 mm between them 

Perpendicularity 0.00 mm – 0.03 mm The column’s axis must be comprised between parallel 
lines, perpendicular to one of the surfaces (top or 
down), with a maximum relative distance of 0.03 mm 

Circularity 0.00 mm – 0.02 mm The circular cross-section of the column in any plane 
perpendicular to its axis must be comprise between two 
concentric circles with a maximum relative distance of 
0.02 mm 

Cylindricity 0.00 mm – 0.04 mm The lateral surface of the column must be comprised 
between two coaxial cylinders with a maximum 
relative distance of 0.04 mm 
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elements (such as lines, circumferences, and planes) which support the calculation 
of the dimensional and geometrical output quantities. 

This measurement method is experimentally implemented using a three-
dimensional coordinate measurement machine (CMM) as a reference equipment. 
In this study, an SI traceable DEA Gamma 2203 CMM was used, being charac-
terized by an instrumental measurement accuracy of 0.005 mm, and a resolution 
equal to 0.001 mm in a measurement interval of 1.5 m × 1 m  × 1 m. This CMC  
is located at the LNEC’s Applied Metrology Laboratory, in a controlled environ-
ment laboratorial room (air temperature between 20 °C ± 1 °C and relative humidity 
lower than 65%), which allows minimizing the uncertainty component related the 
thermal and hygroscopic expansion/contraction linear effects. To assure the correct 
environmental conditioning, the strain column was placed in the laboratorial room 
12 h before its measurement, while the CMM was activated one hour before. 

Preliminary operations included the strain column cleaning with a soft cloth and 
isopropyl alcohol, and the CMM parameterization using a standard sphere for the 
position and radius determination regarding the applied contact stylus. 

3.2 Calibration 

This section describes the developed method for the calibration of the strain column, 
aiming the SI traceability of this measurement standard and the determination of its 
instrumental measurement uncertainty. The obtained value is required for the metro-
logical confirmation of the strain column, being the normative target instrumental 
measurement uncertainty equal to 0.1% or 5·10−6 (whichever is greater) [2]. Due to 
this accuracy level requirement, the proposed calibration method is based in laser 
interferometry [7]. 

This technique is based in the interference optical phenomenon of two laser beams 
with the same wavelength. The emitted laser beam passes through an optical splitter 
which allows, simultaneously, the beam propagation to a mobile retroreflector and the 
return of the original emitted beam. The interference of the two laser beams—original 
and reflected—allows generating a set of fringes in a photoelectronic detector. Any 
change of the retroreflector position in the optical circuit is reflected in a variation of 
the interference fringes counting in the detector. Additional rigorous knowledge about 
the laser wavelength and the refraction index of the propagation medium (indirectly 
obtained from air temperature, relative humidity, and atmospheric pressure), allows 
the determination of the retroreflector displacement. 

The experimental implementation of this calibration method was performed using 
LNEC’s laser interferometer (brand Renishaw, model XL-80), which was used as 
the reference standard, with a known instrumental relative measurement uncertainty 
of 5·10−6. In addition, a compressive uniaxial testing machine was used to install the 
strain column and a force transducer, as shown in Fig. 2.

The laser interferometry optical circuit was defined in the testing machine, being 
composed by: (i) a laser unit (with source and photodetector) fixed in the lower
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Fig. 2 Experimental apparatus for the strain column calibration

plate; (ii) a beam splitter horizontally and vertically aligned with the laser unit and 
the machine loading axis, respectively, and place on top of a rigid spacer (used for 
load transmission between the strain column and the lower plate of the machine); 
(iii) a retroreflector vertically aligned with the beam splitter and the machine loading 
axis, fixed to a rigid spacer placed between a force transducer and the strain column. 
An environmental measurement station related to the laser interferometer was placed 
nearby the described optical circuit, namely, the air temperature sensor and the mate-
rial temperature sensor (fixed to the strain column to compensate for the thermal 
expansion/contraction linear effect). 

This apparatus allowed applying known compressive force steps to the strain 
column and to record its dimensional variation between load steps and the corre-
sponding reference strain, which was compared with the electrical readings of the 
four measurement chains on the strain column. 

3.3 Uniformity 

The characterization of the strain uniformity was performed by a standard test method 
(see Annex A.3 of [2]), consisting in the successive application of compression force 
steps to the strain column in four testing positions—0°, 90°, 180°, and 270°—relative 
to its axis, keeping the upper surface parallel and centered relative to the upper load 
plate of a testing machine (class 1 or better). This test can be performed for load levels 
equal to 200 kN, 800 kN, and 2000 kN (or the maximum capacity of the machine, if
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lower than 2000 kN), and other intermediate optional levels (400 kN and 1600 kN, 
for example). 

The strain readings, related to each of the four gauges in the column, were recorded 
for the several testing positions and applied load steps and used for the following 
calculations: (i) the average strain reading; (ii) the strain ratio; (iii) the average strain 
ratio. 

3.4 Conformity Assessment 

In this work, the performed conformity assessment of the tested strain column 
applied, as the decision rule, a hypothesis test (without guard bands) assuming a type 
I error of 1% and a Gaussian probability density function, Φ, using Eqs. (1) and (2) 

PC = Φ 
( 
y − TL 
u(y) 

) 
(1) 

PC = Φ 
( 
TU − y 
u(y) 

) 
(2) 

where PC is the conformity probability, TL and TU are, respectively, the normative 
tolerance lower and upper limits, y is the measurement estimate and u(y) is the  
standard measurement uncertainty [4]. 

4 Results 

4.1 Dimensional and Geometrical Characterization 

Table 2 presents the probabilistic formulation of the uncertainty components iden-
tified for the dimensional and geometrical measurement of the strain column, 
considering the applied experimental method and reference equipment.

Due to the linearity of dimensional or geometrical measurement model, the 
combined measurement uncertainty was obtained by the application of the Uncer-
tainty Propagation Law [8], being expressed by Eq. (3) 

u(L) =
/
u2(L)s,i + u2(L)s,d+u2(L)s,r + u2(L)s,0 + u2(L)s,res + u2(L)i,rep + u2(L)i,tem 

(3) 

Measurement estimates of the strain column diameter are shown in Table 3, which 
were computationally obtained from five virtual circumferences, approximately with
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Table 2 Uncertainty budget for dimensional and geometrical measurements 

Uncertainty 
component 

Source of 
uncertainty 

Probability 
distribution 

Standard uncertainty Degrees of 
freedom 

u(L)s,i Instrumental 
accuracy 

Gaussian 0.0025 mm 50 

u(L)s,d Instrumental drift Triangular 0.0015 mm/
√
6 50 

u(L)s,r Instrumental 
repeatability 

Gaussian 0.003 mm 50 

u(L)s,0 Measurement 
zero 

Uniform 0.0005 mm/
√
3 50 

u(L)s,res Resolution Uniform 0.0005 mm/
√
3 50 

u(L)i,rep Test repeatability Gaussian s n − 1 
u(L)i,tem Thermal effects Uniform 1 °C·11.5·10−6 °C−1·L 

mm/
√
3 

50

the same relative distance between them and uniformly distributed along the strain 
column axis. 

With respect to the strain column height, its measurement was supported in two 
virtual planes, representing the upper and lower surfaces, and in the determination of 
the maximum and minimum distances between them. The obtained results are shown 
in Table 4, being the presented height estimate the average value of the measured 
distances. 

Table 3 Strain column diameter results 

Diameter @ 1/6 
of the height 
(mm) 

Diameter @ 1/3 
of the height 
(mm) 

Diameter @ 1/2 
of the height 
(mm) 

Diameter @ 2/3 
of the height 
(mm) 

Diameter @ 5/6 
of the height 
(mm) 

100.016 100.013 100.012 100.011 100.009 

Average value 
(mm) 

95% expanded uncertainty (mm) Tolerance 
interval (mm) 

Conformity 
probability (%) 

100.012 0.0085 [99; 101] 100 

Table 4 Strain column height results 

Height values Test #1 
Measured value 
(mm) 

Test #2 
Measured value 
(mm) 

Test #3 
Measured value (mm) 

Maximum 199.932 199.932 199.934 

Minimum 199.904 199.905 199.906 

Average value (mm) 95% expanded 
uncertainty (mm) 

Tolerance interval 
(mm) 

Conformity probability 
(%) 

199.919 0.017 [199; 201] 100
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The spatial coordinates of points collected in the upper and lower surfaces also 
allowed determining the parallelism between them and their individual flatness and 
geometrical shape. Considering the upper surface has a reference surface, the perpen-
dicularity quantification was supported in the virtual construction of a plane represen-
tative of that surface, while the axis was obtained from five circumferences equally 
distributed along the strain column. The results are shown in Table 5. 

The computational construction of the virtual circumferences allowed quanti-
fying, simultaneously, the circularity and the cylindricity of the strain column, being 
the obtained results shown in Tables 6 and 7, respectively. 

Table 5 Geometrical results of the upper and lower surfaces 

Test identification Parallelism estimate 
(mm) 

Flatness estimate (mm) Perpendicularity 
estimate (mm)Upper surface Lower surface 

# 1 0.027 0.020 0.014 0.020 

# 2 0.027 0.021 0.014 0.022 

# 3 0.028 0.021 0.015 0.021 

Average value 
(mm) 

0.027 0.021 0.014 0.021 

95% expanded 
uncertainty (mm) 

0.0081 0.0081 0.0081 0.0081 

Tolerance interval 
(mm) 

[0.00; 0.06] [0.00; 0.03] [0.00; 0.03] [0.00; 0.03] 

Conformity 
probability (%) 

100 99 100 99 

Table 6 Circularity results 

Circularity @ 1/6 
of the height 
(mm) 

Circularity @ 1/3 
of the height 
(mm) 

Circularity @ 1/2 
of the height 
(mm) 

Circularity @ 2/3 
of the height 
(mm) 

Circularity @ 5/6 
of the height 
(mm) 

0.004 0.004 0.006 0.005 0.005 

Average value 
(mm) 

95% expanded uncertainty (mm) Tolerance 
interval (mm) 

Conformity 
probability (%) 

0.005 0.0081 [0.00; 0.02] 100 

Table 7 Cylindricity results 

Test #1 (mm) Test #2 (mm) Average value 
(mm) 

95% expanded 
uncertainty 
(mm) 

Tolerance 
interval (mm) 

Conformity 
probability 
(%) 

0.014 0.010 0.012 0.0095 [0.00; 0.04] 100
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4.2 Calibration 

Table 8 presents the probabilistic formulation of the uncertainty components identi-
fied for the strain measurement in the performed calibration, considering the applied 
experimental method and reference equipment. 

Being the strain measurement model expressed by Eq. (4) 

ε = 
ΔL 

L0 
, (4) 

and defined by the ratio between the strain column height variation, ΔL, due to the 
compression load, and its initial height value, L0, the application of the Uncertainty 
Propagation Law [8] provides the following expression, Eq. (5), for the corresponding 
combined measurement uncertainty 

u(ε) =
/
c2 ΔL · u2(ΔL) + c2 L0 

· u2(L0) (5) 

where cΔL = 1/L0 and cL0 = −ΔL/L0 
2.

Table 8 Uncertainty budget for the strain measurement in the calibration 

Uncertainty 
component 

Source of 
uncertainty 

Probability 
distribution 

Standard uncertainty Degrees of 
freedom 

u(L0) Initial height of 
the strain 
column* 

Gaussian 0.0084 mm 63 

u(ΔL) Measured height 
variation 

Gaussian 0.00010 mm 150 

u(ΔL)s,i Instrumental 
accuracy 

Gaussian 2.5·10−6·ΔL mm 50 

u(ΔL)s,d Instrumental 
drift 

Triangular 1.0·10−6·ΔL mm/
√
6 50 

u(ΔL)s,0 Measurement 
zero 

Uniform 5.0·10−5 mm/
√
3 50 

u(ΔL)s,res Measurement 
resolution 

Uniform 5.0·10−5 mm/
√
3 50 

u(ΔL)i,e Short-term 
stability 

Uniform 5.0·10−5 mm/
√
3 50 

u(ΔL)i,tem Thermal effects Uniform 0.1 °C·11,5·10−6 °C−1·ΔL 
mm/

√
3 

50 

*Obtained from the dimensional characterization (see Table 4) 
ΔL—height variation estimate (a maximum value of 0.5085 mm was observed for a compression 
force close to 2000 kN) 
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Table 9 Strain column calibration results 

Load level (kN) Estimate (10−6) 95% expanded uncertainty 
(10−6) 

95% expanded uncertainty 
(%) 

200 411.17 0.51 0.12 

400 661.89 0.51 0.077 

600 901.74 0.51 0.056 

800 1140.71 0.52 0.046 

1600 2077.22 0.54 0.026 

2000 2532.53 0.56 0.022 

Table 9 shows the obtained estimates and (absolute and relative) expanded uncer-
tainties (in a 95% level of confidence) for the strain measurements performed at 
different compression load levels. 

These results can be compared with the target instrumental uncertainty (5·10−6 or 
0.1%) defined in the normative framework of the strain column [2], showing that the 
tested strain column complies with normative accuracy requirement, i.e., its instru-
mental uncertainty is always lower or equal to the target instrumental uncertainty 
(even for the relative instrumental uncertainty related to the 200 kN step, considering 
the rounding of the relative target instrumental uncertainty). 

4.3 Uniformity 

The average strain estimate, ε, is determined from the four strain readings related to 
the corresponding measurement points in the strain column, for each load level. In this 
work, the standard measurement uncertainty, u(ε), of the average strain was assumed 
as the combination (using the Uncertainty Propagation Law) between the target 
standard uncertainty, u(εn), of the individual strain measurements (equal to 2.5·10−6), 
and the average experimental standard deviation related to the strain measurement 
sample. 

In addition, being the strain ratio, Rn, defined by Eq. (6) 

Rn = 
εn − ε 

ε 
= 

εn 

ε 
− 1 (6)  

the application of the Uncertainty Propagation Law [8] allows expressing the 
corresponding combined measurement uncertainty as Eq. (7) 

u(Rn) =
/
c2 εn · u2(εn) + c2 ε · u2(ε) (7) 

where cεn = 1 
ε and cε = − εn 

ε2 
.
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Table 10 Results of uniformity strain test 

Load 
level 
(kN) 

Estimates and expanded uncertainties of the average strain ratio 

0° 90° 180° 240° 

200 0.008 89 ± 0.000 65 −0.000 73 ± 0.000 49 −0.009 53 ± 0.000 43 0.001 37 ± 0.000 58 
400 0.002 88 ± 0.000 14 −0.001 48 ± 0.000 13 −0.002 69 ± 0.000 12 0.001 29 ± 0.000 14 
600 0.001 57 ± 0.000 06 −0.001 12 ± 0.000 06 −0.001 33 ± 0.000 06 0.000 87 ± 0.000 06 
800 0.003 34 ± 0.000 46 −0.006 49 ± 0.000 34 −0.005 25 ± 0.000 33 0.008 39 ± 0.000 50 
1600 0.000 70 ± 0.000 11 −0.003 14 ± 0.000 09 −0.002 10 ± 0.000 10 0.004 55 ± 0.000 14 
2000 −0.004 63 ± 0.000 07 0.004 24 ± 0.000 49 −0.002 18 ± 0.000 08 −0.007 43 ± 0.000 

07 

The measurement uncertainty of the average strain ratio, u
(
Rn 

)
, was quantified 

by the maximum uncertainty value considering the sample of experimental strain 
ratio values observed in the four measurement points in the strain column. Table 10 
shows the estimates and 95% expanded measurement uncertainties of the average 
strain ratio obtained for the applied load levels in the uniformity test. 

Considering the normative tolerance intervals defined for the uniformity test 
(±0.02 for a load close to 200 kN, and ±0.01 for a load higher than 200 kN) [2], the 
conformity probability obtained for all positions and load levels was equal to 100%. 

5 Conclusions 

The metrological study of the strain column produced by LNEC allows concluding 
that this measurement standard complies with the normative requirements—dimen-
sional, geometrical, accuracy and uniformity—related to its use in the metrological 
testing of hardened concrete compression machines. This conclusion is supported 
in the performed conformity assessment based in the adoption of a decision rule 
(hypothesis test, assuming a type I error equal to 1%), which considers both the 
normative tolerances related to each requirement [2] and the obtained experimental 
results (estimates and measurement uncertainties). 

Future work in this field will be focused on the determination of the strain column 
instrumental drift, based in regular calibration results, and the evaluation of its impact 
in the instrumental measurement uncertainty of the studied reference standard.
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Experimental Design for Building 
Retrofit Studies: The Assessment 
of the Thermal Behaviour of a Solar 
Passive Retrofit Solution 

Sara Brito-Coimbra , Daniel Aelenei , Maria Glória Gomes , 
and António Moret Rodrigues 

Abstract Most of Portuguese residential building stock is obsolete in terms of 
thermal comfort and, as a result, they have poor energy performance. One of the 
main reasons for the poor performance are structural thermal bridges on façades, 
which are areas where thermal energy is significantly lost during the heating season. 
To solve this problem, a novel approach of the Trombe wall system, named Solar 
Bridge Retrofit Solution (SBRS), was proposed. This paper presents the experimental 
measuring procedure designed to assess the thermal behaviour of the SBRS, during 
the heating and cooling season. Several experimental results are also presented and 
analysed. 

Keywords Experimental design · Thermal behaviour · Trombe wall · SBRS 

1 Introduction 

Most of the Portuguese residential buildings are obsolete in terms of thermal comfort 
and energy efficiency and need to be retrofitted towards today’s standards of thermal 
and energy performances. These buildings are characterized by high heating energy 
demands, which is particularly concerning for a country with “mild climate” condi-
tions [1, 2]. These statements come in contrast to the great solar availability in 
Portugal, which, according to Brito-Coimbra et al. [3], is not widely leveraged to 
research and develop new solar passive systems or approaches. To fill this gap, 
Aelenei et al. [4] designed an innovative approach based on the use of the classical 
Trombe wall system applied to structural thermal bridge areas of the façade.
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The proposal of new innovative approaches is crucial to the development of 
building design. However, the feasibility of new proposals must be assessed. This can 
be done by means of properly designed experimental studies that ensure adequate 
and reliable data for the assessment. 

This communication addresses the experimental design study to assess the thermal 
behaviour of the retrofit system proposed by Aelenei et al. [4]. 

2 The Retrofit Solution 

According to 2011 Portuguese Census [5], nearly 33% of residential buildings were 
built between 1971 and 1990. Typically, the façade design of these buildings consists 
of a reinforced concrete structure filled with non-bearing masonry walls and does 
not include a thermal insulation layer, as shown in Fig. 1. 

Portuguese residential buildings are mostly thermally retrofitted with External 
Thermal Insulation Composite Systems (ETICS) (see Fig. 2a). However, to leverage 
the solar availability in Portugal, Aelenei et al. [4] proposed an innovative solu-
tion that only targets structural thermal bridge areas of the façade, while allowing 
to implement ETICS in the remainder opaque areas. The complementary solution 
consists of a Trombe wall system which, instead of targeting large areas of the South 
façade, it is only applied in the frame structure (concrete columns, beams, slabs, 
etc.) area of the façade, where the structural thermal bridges are located. As Fig. 2b 
shows, for the masonry wall above, the proposed retrofit solution applies only to 
the concrete column area. This retrofit approach is mainly designed to be applied to 
residential buildings built during 1970–1990 [1].

This novel approach has the same working principle of the classical Trombe 
wall. During daytime hours, the transmitted part of the solar radiation goes into 
the air space, between the external transparent skin and the external wall, creating 
a greenhouse effect. However, by targeting the structural thermal bridges (concrete 
columns and beams), the solar radiation absorbed activates a large amount of thermal 
mass, which can store the thermal energy for long periods of time, in addition of 
transferring part of the energy to the indoor environment. In this way, this system

Fig. 1 Conceptual drawing of a non-retrofitted façade of a 1971–1990 Portuguese residential 
building: a prior to the painting b following the painting and its c horizontal cross section: 
1—concrete column; 2—masonry wall; 3—wall finish 
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Fig. 2 Conceptual drawing of the horizontal cross section of a façade retrofitted with a ETICS; b 
ETICS and SBRS: 1—ETICS; 2—masonry wall; 3—concrete column; 4—frame of the glazing; 
5—external transparent skin layer (glazing); 6—air cavity of the SBRS; adapted from [4]

will not only lower the heat losses but also allows for solar heat gains, which, in the 
case of the traditional approach that uses ETICS, is not possible. 

By combining a solar passive technology (Trombe wall system) with retrofit 
of thermal bridge areas, this innovative solution was named Solar Bridge Retrofit 
System (SBRS) [4]. 

To assess the thermal behaviour of the SBRS during the heating season, and its 
behaviour during the cooling season, multiple monitoring campaigns were devised 
during the year 2020 and 2021. The experimental design consisted of monitoring and 
recording various parameters (i.e., temperatures, heat fluxes, solar radiation), during 
both winter and summer time. In addition, a thermographic survey was carried out 
during wintertime. Furthermore, the experimental study was also designed to allow 
studying the influence of ventilation of the air space during summertime (see Fig. 3b). 
For more details of the SBRS please refer to [1]. 

Fig. 3 Conceptual drawing of a façade with SBRS—a without and b with vents at the external 
transparent skin layer. 1—external transparent skin layer (glazing); 2—masonry wall retrofitted 
with ETICS; 3—frame of the glazing; 4—vents
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3 The Design of the Experimental Setup 

The experimental study consisted of the design, construction, instrumenting and 
monitoring of a test cell built on the rooftop of the Department of Civil Engineering 
at NOVA FCT, in Caparica, Portugal (see Fig. 4). Due to roof structural limitations, 
only one test cell was built for testing. For this reason, only one configuration could 
be tested at a certain time over multiple monitoring campaigns. The test cell measures 
1.1 × 3.0 × 1.20 m in width, depth and height, respectively. The constructive design 
of the South facing wall resembles the façade design of 1971–1990s residential 
buildings: cavity wall centred by a concrete column (see Fig. 5a, b). The calculated 
thermal transmittance of the cavity wall and the concrete column is 1.1 and 2.9 W/m2 

K, respectively. The SBRS consists of a double-glazing mounted on a plastic frame 
(PVC), distanced 5 cm from the outer surface. 

Fig. 4 Photo of the test cell built to study the thermal behaviour of the SBRS 

Fig. 5 Construction of the test cell: a cavity wall being constructed; b the wall after plastering; c 
the wall after thermal insulation
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Fig. 6 Temperature sensors (thermocouples type T) being installed within the cavity of the masonry 
wall: a front view of the sensor in the air space of the cavity wall; b top view 

The remaining test cell envelope elements (walls and roof) consists of a 
lightweight structure made of (from the inside to the outside) an OSB (Oriented 
Strand Board) layer (1.8 cm), and EPS insulation layer (4 cm) (see Fig. 5c). The 
calculated U-value of this lightweight solution is 0.71 W/m2 K. 

The design of the test cell and location of different sensors to acquire data regarding 
the thermal behaviour of the proposed system were planned in the beginning of the 
experimental design. Figure 6 shows the temperature sensors (thermocouples) being 
placed inside the cavity wall during the construction of the test cell. 

Table 1 shows the list of equipment employed during the monitoring campaigns 
and the corresponding accuracy. The map with the location of the equipment across 
the test cell and the SBRS is illustrated in Fig. 7.

Thermohygrometers were used to measure the temperature and relative humidity 
of the outdoor environment and indoor environment inside the test cell. To measure 
surface temperatures of the wall and external transparent skin, the temperature of 
the air cavity of the masonry wall and the temperature of the air space of the SBRS, 
thermocouple type-T were used. Furthermore, for measuring the heat flux at inner 
and outer surface of the wall, heat flux sensors were used. Also, to measure wind 
velocity and direction and the horizontal global solar radiation, a wind sensor and 
pyranometer were placed in the vicinity of the test cell, respectively (see Fig. 8).

To avoid miss readings error due to the direct solar radiation exposition, the 
thermocouples used to measure the temperatures at the outer surface of the South 
wall and on the external transparent skin were screened [6]. 

Because in this study there were required nearly 30 sensors (depending on 
the monitoring campaign), two dataloggers were used, namely a Delta-T DL2e 
datalogger and a Delta-T GP2 datalogger for continuous data acquisition. Both 
dataloggers were placed inside the test cell to record data every 10 min. 

To analyse the temperature distribution (qualitative analysis) at the inner surface of 
the wall where the SBRS was applied, a thermographic survey was carried out using 
an infrared thermographic camera FLIR™ C3. The thermograms were obtained with 
the camera placed at a distance of 2.0 m from the inner surface of the South facing 
wall and 30-min intervals, from 6 pm to 12 am.



296 S. Brito-Coimbra et al.

Table 1 List of equipment used during the monitoring campaign 

Equipment Symbol (units) Measurement Accuracy 

Thermocouple type T T1 up to T19 (°C) Inner/outer surface temperature 
of the wall/glazing 
Temperature of the air cavity of 
the masonry wall 
Temperature of the air cavity of 
the SBRS 

±0.5 °C 

Tout (°C) Outdoor air temperature 

Thermohygrometer 
(Probe) 

Tint (°C) 
RHint (%) 

Indoor air temperature 
Indoor relative humidity 

±0.1 °C 
±2% 

Thermohygrometer 
(TinyTag®) 

Tout (°C) 
Tint (°C) 
RHout (%) 
RHint (%) 

Outdoor air temperature 
Indoor air temperature 
Outdoor relative humidity 
Indoor relative humidity 

±0.1 °C 
±3.0% 

Heat flux sensor F1 up to F3 (W/m2) Heat flux at the inner/outer 
surface of the wall 

±3% 

Pyranometer P1 (W/m2) Horizontal solar radiation <7 W/m2 

Wind sensor WV (m/s) 
WD (°) 

Wind velocity 
Wind direction 

±1.1% 
±4° 

Fig. 7 The map with the location of the sensors across the test cell and SBRS (horizontal cross-
section of the test cell)
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Fig. 8 Sensors: a pyranometer, b wind sensor (location in the experimental setup); c wind sensor

4 Results 

The results shown and discussed in this section refer to data obtained during sunny 
days of the monitoring campaigns devised during March 2020 (winter monitoring 
campaign) and September 2021 (summer monitoring campaign). The 15th of March 
represents a typical day of the heating season. The 8th and 18th of September are 
two typical days of the cooling season. However, throughout the day on the 8th of 
September, the vents at the external transparent skin layer were opened and, as a 
result, the air space of the SBRS was vented, whereas on 18th of September the 
vents were closed. 

4.1 Results from the Heating Season 

Table 2 summarizes the main features of the measured temperatures of the outdoor 
environment (Tout), indoor environment (Tint), SBRS air space (T18), inner surface 
of the concrete column (T1), masonry wall within SBRS (T3) and masonry wall 
covered with ETICS (T6), at 135 cm from the thermal bridge between the concrete 
column and masonry wall. The table also presents the main features of the horizontal 
global solar radiation (P1). 

As can be seen from Table 2, the minimum, maximum and average temperature of 
the inner surface of the concrete column and masonry wall within SBRS were higher 
than the surface temperature of the masonry wall covered with ETICS. Among the

Table 2 Summary of the results in terms of temperatures (Tout, Tint, T18, T1, T3 and T6) and 
horizontal global solar radiation (P1) 

P1 
(W/m2) 

Tout 
(°C) 

Tint 
(°C) 

T18 
(°C) 

T1 
(°C) 

T3 
(°C) 

T6 
(°C) 

T18—Tout 
(°C) 

T1—Tint 
(°C) 

Min – 10.6 14.0 13.2 14.4 14.2 13.9 – – 

Max 836 24.4 18.4 34.0 18.3 18.1 17.9 9.6 −0.1 

Avg 216 16.2 15.9 21.5 16.2 15.8 15.6 5.3 0.3 
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Fig. 9 Temperatures, heat flux and solar radiation during 15th March 2020—closed vents 

three surfaces, the inner surface of the concrete column experienced the highest 
temperatures values. These results are pointing out the fact that the frame structure 
does allow for solar heat gains during the heating season when the façade is retrofitted 
with SBRS. Besides, in average, the temperature of the inner surface of the concrete 
column (T1) was higher than the indoor air temperature (Tint), which means that 
the heat flux was mainly in the direction pointing from the concrete column to 
indoors (heat gains). The heat flux density of the inner surface of the concrete column 
measured with the F1 sensor during a 24 h period (15th March 2020) is illustrated 
in Fig. 9. 

Positive value means heat flux occurs from the column to the indoors (heat gains), 
whereas negative value means heat flux occurs from indoors to the column (heat 
losses). The figure also shows the outdoor air (Tout), indoor air (T1) and inner 
surface of concrete column (T1) temperatures, together with the horizontal global 
solar radiation (P1). 

As is seen from Fig. 9, except for the period between 12:00 and 16:00 when the flux 
is negative, the SBRS exhibits heat gains, which is what is desired during the heating 
season. Besides, this heat flux direction occurs mainly during the night-time hours, 
which is the period when residential buildings are typically occupied. Therefore, the 
proposed retrofit solution, the SBRS, helps enhancing the indoor thermal comfort 
during the heating season. 

4.2 Results from the Cooling Season 

Two SBRS configurations were tested during the cooling season. One with the vents 
opened and another with the vents closed. Table 3 summarizes the main features of the
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Table 3 Summary of the results in terms of temperatures (Tout, Tint, T18 and T1) and horizontal 
global solar radiation (P1) 

8th September 
(vents opened) 

P1 
(W/m2) 

Tout 
(°C) 

Tint 
(°C) 

T18 
(°C) 

T1 
(°C) 

T18—Tout 
(°C) 

T1—Tint 
(°C) 

Min – 19.0 26.8 20.7 24.9 – – 

Max 993.9 25.3 28.5 32.7 26.6 7.5 −2.0 

Avg 542.5 20.8 27.5 23.8 25.7 3.1 −1.8 

18th September 
(vents closed) 

P1 
(W/m2) 

Tout 
(°C) 

Tint 
(°C) 

T18 
(°C) 

T1 
(°C) 

T18—Tout 
(°C) 

T1—Tint 
(°C) 

Min – 15.9 24.7 21.9 24.5 – – 

Max 940.5 25.8 27.0 43.8 27.3 18.0 0.3 

Avg 515.8 19.7 25.8 29.4 25.8 9.7 0.0 

measured outdoor environment (Tout), indoor environment (Tint), SBRS air space 
(T18), inner surface of the concrete column (T1) temperatures on 8th of September 
2021 (open vents) and on 18th of September 2021 (closed vents). The table also 
shows the main features of the horizontal global solar radiation (P1). 

As is seen from Table 3, the temperature difference between air cavity (T18) and 
outdoor (Tout) in the case with open vents and in the case with closed vents was, 
on average, 3.1 °C and 9.7 °C, respectively. These results support expectations that 
the natural ventilation of the cavity may prevent the unwanted heat gains during the 
cooling season. Therefore, the ventilation of the air space significantly impacts the 
thermal behaviour of the proposed retrofit solution. 

The heat flux density of the inner surface of the concrete column measured with 
F1 sensor during a 24 h period of 8th and 18th of September of 2021 is illustrated in 
Figs. 10 and 11, respectively. Positive value means heat flux occurs from the column 
to the indoors (heat gains), whereas negative value means heat flux occurs from 
indoors to the column (heat losses). Both figures also show the outdoor air (Tout), 
indoor air (T1) and inner surface of concrete column (T1) temperatures, along with 
the horizontal global solar radiation (P1).

As can be observed from Fig. 10, when the SBRS vents are opened, the heat flux 
is negative, meaning that it occurs from indoors to the concrete column (heat losses), 
which is what is desired during the cooling season. However, when the SBRS has 
the vents closed (Fig. 11), the heat flux occurs mostly from the concrete column to 
the indoors (heat gains), which is not wanted during the cooling season.
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Fig. 10 Temperatures, heat flux and solar radiation during 8th September 2021—opened vents 

Fig. 11 Temperatures, heat flux and solar radiation during 18th September 2021—closed vents

5 Conclusion 

As a result of a rigorous experimental design, it was possible to investigate the thermal 
behaviour of the proposed retrofit solution, the Solar Bridge Retrofit System, during 
the cooling and the heating season. The experimental design showed that SBRS: 

– is relatively easy to be applied to façades (good integration). 
– fulfils both energetic and constructive functions. 
– helps enhance winter thermal performance and can be adapted to summertime.
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The data presented in this study, collected during experimental campaigns, is an 
asset to validate a numerical model. All in all, it can be stated that the results obtained 
from an experimental study are crucial for the overall proposal of new constructive 
solutions. 

Acknowledgements This study was supported by the Portuguese Foundation of Science and Tech-
nology (FCT), doctoral grant PD/BD/135171/2017 under the Eco Construction and Rehabilitation 
(EcoCoRe) doctoral program. The authors also gratefully acknowledge the support of Vítor Silva 
and Jorge Silvério from FCT NOVA for their contribution in the construction of the experimental 
test cell and in the installation of the SBRS. And, the authors are gratefully acknowledging the 
contribution of João Gomes from CAIXIAVE for supplying the double-glazing and the PVC frame. 

References 

1. Abreu, M.I., Oliveira, R.: O contexto atual da reabilitação energética do parque edificado 
em portugal. In: Congresso Construção 2012, pp. 1–12. https://bibliotecadigital.ipb.pt/handle/ 
10198/10310 (2012). Accessed 12 Dec 2017 

2. Magalhães, S.M.C., Leal, V.M.S.: Characterization of thermal performance and nominal heating 
gap of the residential building stock using the EPBD-derived databases: the case of Portugal 
mainland. Energy Build. 70, 167–179 (2014). https://doi.org/10.1016/j.enbuild.2013.11.054 

3. Brito-Coimbra, S., Aelenei, D., Gloria Gomes, M., Moret Rodrigues, A.: Building façade retrofit 
with solar passive technologies: a literature review. Energies 14(6), 1774 (2021). https://doi.org/ 
10.3390/en14061774 

4. Aelenei, D., Brito-Coimbra, S., Glória Gomes, M., Moret Rodrigues, A.: Solar bridge retrofit 
system: an innovative solution to renovate structural thermal bridge areas. Energy Build. 236, 
110784 (2021). https://doi.org/10.1016/j.enbuild.2021.110784 

5. INE: Censos 2011 Resultados Definitivos (2012). ISBN 978-989-25-0148-2 
6. Stazi, F., Mastrucci, A., di Perna, C.: Trombe wall management in summer conditions: an exper-

imental study. Sol. Energy 86(9), 2839–2851 (2012). https://doi.org/10.1016/j.solener.2012. 
06.025

https://bibliotecadigital.ipb.pt/handle/10198/10310
https://bibliotecadigital.ipb.pt/handle/10198/10310
https://doi.org/10.1016/j.enbuild.2013.11.054
https://doi.org/10.3390/en14061774
https://doi.org/10.3390/en14061774
https://doi.org/10.1016/j.enbuild.2021.110784
https://doi.org/10.1016/j.solener.2012.06.025
https://doi.org/10.1016/j.solener.2012.06.025


Condition Assessment of a Metallic 
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and António Gaspar 

Abstract This work describes the experimental evaluation of the structural condi-
tion of a metallic runway beam located in a heavy industry facility. The study involved 
carrying out an ambient vibration test, aiming the identification of the modal parame-
ters of the beam, in addition to a static test under the action of a transportation vehicle 
carrying heavy raw material. The static test was mainly focused on the measurement 
of deformations and displacements on critical sections of the beam. The results of 
both tests will be useful for the experimental calibration of the numerical model of 
the beam developed by the designers, which will provide support for the structural 
rehabilitation and strengthening of the runway beam. 
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1 Introduction 

The increasing environmental concerns and the restricted budget of many infrastruc-
ture managers has been led to an increasingly reuse of existing metallic structures. In 
most cases, this reuse involves some type of structural rehabilitation/strengthening 
to prepare the structure for more severe loading and environmental conditions. To 
guarantee the success of these strengthening operations, recent studies [1–3] stand 
out the need to have a deep knowledge about the current structural integrity condi-
tions for the optimal design of strengthening solutions and, afterwards, evaluate their 
effectiveness. 

Mirza et al. [4] studied the effectiveness of retrofit techniques in increasing the 
fatigue life of railway bridge beams. To guide the retrofit actions, numerical and 
experimental studies were carried out on a beam from an old bridge, with 120 years 
of use, and a new one. Based on these studies, cracks were introduced in the numerical 
model in critical locations, and, in the areas affected by the stress concentration of 
the crack, structural strengthening actions were proposed. These actions proved to be 
quite effective in smoothing the stress field in the critical region as well as extending 
the fatigue life of the beam. Another important finding of the study was the lower 
strength capacity of the old beam when compared to the numerical predictions. 
This was attributed to the existence of damage, which was increasingly accumulated 
during its use, and was not properly defined in the numerical simulation. 

Due to these uncertainties regarding the integrity of an existing structure as well 
as the imprecisions in modeling some complex structural behaviors, most of authors 
[1, 5–7] use numerical models calibrated with experimental data to plan, execute and 
evaluate the performance of strengthening structural interventions. 

Based on calibrated numerical models, Ghorbanzadeh et al. [5] conducted a para-
metric study to find optimal geometries for structural details intended to strengthen 
beam-column joints in metallic structures. Based on these studies the authors 
proposed an optimized solution to reinforce existing pinned steel connections. 
Results indicated a significant increase in the tensile resistance and rotation capacity 
of the joint, increasing its robustness to prevent progressive collapse of a building 
under extreme loading scenarios, as well as accomplishing the design standards 
requirements. 

Rodrigues et al. [1] proposed a strain monitoring system based 80 fiber optic 
sensors to monitor all stages of the structural rehabilitation of a historic railway 
bridge. The monitoring system, with the support of a calibrated numerical model, 
proved to be crucial for understanding the structural behavior of the bridge and 
planning the stages of replacement of the damaged elements. Once the rehabilita-
tion works were completed, the monitoring system allowed the evaluation of the 
effectiveness of the strengthening strategies, as well as the calibration of an updated 
numerical model of the bridge, to serve as a basis for further interventions during 
life cycle. 

Given the importance of properly characterizing the structural behavior for reha-
bilitation interventions, this work presents the stages of an experimental condition



Condition Assessment of a Metallic Runway Beam Based on Dynamic … 305

assessment of a metallic runway beam. The runway beam is part of an overhead crane 
designed to transport very high loadings inside a large-scale industrial facility. The 
structural behavior of the beam was evaluated based on two types of tests. First, an 
ambient vibration test was performed to estimate the natural frequencies, damping 
coefficients and modes of vibration resorting to dedicated modal identification tech-
niques. Second, the deformations and displacements were monitored at several points 
of the beam during the bridge crane operation transporting heavy loads. The data and 
conclusions derived from these tests will better guide the designers in the elaboration 
of optimal solutions for the structural strengthening. 

2 The Metallic Runway Beam 

The runway beam under study (RWB7) is connected to an identical neighboring 
beam (RWB9). Both beams are simply supported on metallic pillars and have a span 
length of 15.0 m (Fig. 1a). The connection between RWB7 and RWB9 is performed 
by bracings disposed in the form of a plane truss on the horizontal plane, which is 
connected to the top flanges of the main beams. A transport vehicle, which is part of 
an overhead crane, runs on the RWB7 beam moving heavy raw material through an 
industrial facility.

The cross section of the beams (Fig. 1b) is a welded I profile with a height of 
1820 mm and a width of 450 mm. The thickness of the web plates and the flanges 
is equal to 20 mm and 30 mm, respectively. On the outer face of both flanges there 
are reinforcement plates. These reinforcement plates are 550 mm wide, 30 mm thick 
and welded to the flanges at their ends. The runway beam includes an A100 type 
rail attached to the upper face of the reinforcement plate by proper fixing devices. In 
Fig. 1b the typical cross-sections of the runway beam and rail are presented, as well 
as the rail fixing devices. 

3 Ambient Vibration Test 

The ambient vibration test of the runway beam aimed to estimate the natural 
frequencies, damping coefficients and mode shapes in the vertical and transversal 
directions. 

3.1 Experimental Setup 

Figure 2 depicts the measurement positions used during the ambient vibration test. 
A testing technique based on fixed reference points (marked in red in Fig. 2) and 
mobile points (marked in yellow in Fig. 2) was adopted. The response was evaluated
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(a) 

(b) 

15.0 m 

RWB9 

RWB7 

Fig. 1 Runway beams: a overview and b cross section of RWB7 beam

in terms of accelerations in a total of 20 measurement points. Points 1–8 and points 
13–20 were located on the lower flange of beams RWB7 and RWB9, respectively, 
and points 9–12 were located on the upper flange of beam RWB7. The points were 
disposed in a regular mesh to facilitate the visualization of the mode shapes.

In total 10 high-sensitivity piezoelectric accelerometers PCB model 393B12, with 
a measurement range of ±0.5 g, a sensitivity equal to 10 V/g and a frequency range 
of 0.15–1000 Hz, were used during the tests. The accelerometers were fixed to the 
runway beam trough welded angles as presented on the details of Fig. 2. Since only 10 
accelerometers were available, the test was conducted in four different experimental 
setups keeping the reference accelerometers in the same position. 

The data acquisition was performed by means of a NI cDAQ-9178 system using 
three modules NI 9234 for IEPE-type accelerometers with a resolution of 24 bits. 
The time series were acquired over periods of 8 min with a sampling frequency of 
2048 Hz, posteriorly decimated to a frequency of 256 Hz.
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Fig. 2 Ambient vibration test: fixed (red) and mobile (yellow) accelerometers positions

3.2 Modal Identification 

The identification of modal parameters was performed by applying the Enhanced 
Frequency Domain Decomposition method (EFDD). The average and normalized 
singular values of the spectra matrix of all experimental setups, obtained by applying 
the EFDD method, are presented in Fig. 3. The identification of the most relevant 
natural frequencies was performed by evaluating the abscissa in correspondence with 
the peaks of the curve of the first singular value. In the Fig. 3 the peaks corresponding 
to the 7 identified vibration modes of the runway beam, whose natural frequencies 
are ranged between 4.29 and 61.98 Hz, are highlighted by red circles. 

Fig. 3 EFDD method—average and normalized singular values of the spectral density matrices 
and identified operational modes
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Fig. 4 Modal configurations for 1st to 7th modes (undeformed/deformed shapes) and indication 
of derived experimental modal parameters 

The modal configurations, natural frequencies and damping coefficients associ-
ated with each of the 7 identified modes are presented in Fig. 4 based on a perspective 
view. 

The analysis of modal configurations allows to identify modes associated with 
bending/torsion movements of beams and support columns with very good definition. 
Mode 1 is possibly associated with the bending movement of the support pillars in the 
transverse direction, which can be indirectly confirmed by the rigid body translation 
movement of the beam. Mode 2 is associated with the transverse bending movement 
of the lower flanges of both beams, with negligible vertical movements and practically 
no transverse movements at the supports. It is interesting to notice the absence of 
movements of the upper flange of RWB7 beam. In mode 3 transverse and differential 
bending movements occur between the upper and lower flanges of the beams with 
no significant vertical movements. Mode 4 is associated with the second transverse 
bending movement of the lower flanges of both beams. Once again, the upper flange 
of RWB7 has a negligible movement in the transverse direction. Mode 5 refers to 
the out-of-phase first vertical bending mode of each of the beams. This out-of-phase 
bending causes a global torsion effect, since when one beam goes up the other 
goes down and vice versa. In this mode the beam also presents some transversal



Condition Assessment of a Metallic Runway Beam Based on Dynamic … 309

displacements that cannot be neglected. Mode 6 is related to the 3rd transverse 
bending movement of the lower flanges of both beams. The movements of the upper 
flange in the transverse direction appear to be synchronous with the movements of 
the lower chords. In this case the beam also shows some vertical displacements that 
cannot be neglected. Finally, mode 7 refers to the second vertical bending movement 
of each of the beams. The modal configuration is anti-symmetrical and formed by two 
semi-waves. Like in mode 5, the movements of both beams are out-of-phase, resulting 
in a non-uniform global torsion effect. Regarding the modal damping coefficients, 
all values remained between 0.47 and 4.47%, and a reduction of the damping values 
occur with the increase of the natural frequency. 

4 Static Tests Under Operational Live Loads 

In this section, the details and results of the static tests conducted under the action of a 
heavy loading from the transport vehicle are presented. These tests aim a better under-
standing of the structural behavior of the runway beam under the loading schemes 
to which is normally subjected. During the tests were performed the measurement 
of deformations, displacements, and temperatures in various sections of the RWB7 
beam. 

4.1 Experimental Setup 

This subsection describes the instrumentation installed on the runway beam for 
measuring the displacements and deformations during the operation of the trans-
portation vehicle carrying heavy raw material at high temperatures. The instrumen-
tation was divided into two groups: (i) transducers for measuring deformations and 
temperatures, and (ii) transducers for measuring displacements. 

Strain and Temperature Measurements. The strain measurement system involved 
the installation of 14 electrical resistance strain gauges in critical locations of the 
beam. This system also included two thermos-resistors for measuring the temper-
atures on the beam surface. Figure 5 presents the positioning scheme adopted for 
the 14 strain gauges (E1 to E14) and the two temperature sensors (TR1 and TR2). 
All the strain gauges were weldable encapsulated sensors, model LS31HT-6/350VE 
from HBM, with pre-installed wires, self-compensated for the effect of temperature 
and with a nominal resistance equal to 350 Ω ± 0.4%. This strain gauge model was 
selected due to its high resistance to aggressive environments with high temperatures, 
being compatible with the industrial conditions in which the test was conducted. 
The connection of the strain gauges to the acquisition system was carried out in a 
three-wire 1/4 Wheatstone bridge circuit. The thermos-resistors are RS-Pro weldable 
sensors, model Pt 100, and are connected to the data acquisition by 2 wires.
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Fig. 5 Location zones of strain gauges (E1 to E14) and thermos-resistors on (TR1 and TR2) the 
runway beam. Dimensions in (mm) 

Displacement Measurement. The displacement measurement system involved 
measuring the vertical displacements of the runway beam, as well as measuring 
the relative vertical displacement between the upper flange reinforcement plate and 
its top flange. This last measurement intended to track a possible gap between these 
two components. The measurement of the vertical displacements of the beam was 
performed using a precision topographic system based on a Leica TCRM 1203 total 
station and topographic reflective targets (prisms type) fixed to the beam in 7 indi-
vidual positions depicted in Fig. 6 (T1 to T7). The measurement technique is based 
on optical principles and ensures measurement errors on the vertical displacements 
less than ±1 mm. The relative displacement measurement involved the installation 
of a spring-type LVDT, model DCTH 1000A from RDP. The LVDT was fixed to 
the beam’s web by means of a welded plate and clamps, and the extremity of the 
external shaft was in direct contact with the under face of the reinforcing top plate 
(Fig. 6). Therefore, a punctual drilling of the upper flange of the beam was carried 
out, as detailed in Fig. 6.

Data Acquisition System. The data acquisition of the static tests under operational 
loads was performed by means of a NI cDAQ-9188 system and using NI 9236 
modules for signal conditioning of strain gauges, NI 9217 modules for conditioning 
the thermo-resistance signal and NI 9239 modules for conditioning the LVDT signal.
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Fig. 6 Displacement measurement setup: Indication of the positioning of topographic targets (T1 
to T7) and LVDT

4.2 Loading Strategy 

The loading strategy consisted of positioning the heavy load transport vehicle in two 
different positions. The first position (Fig. 7a) is the one that resulted in the highest 
shear force value (Vmax). The second position (Fig. 7b) induces the highest bending 
moment value (Mmax). Both positions were estimated with the support of a numerical 
model. A schematic representation of the crane over the beam in the positions of Vmax 

and Mmax is presented in Fig. 7. 

Fig. 7 Positions of the bridge crane wheels, of extensometers E1 to E14 and of the LVDT on the 
runway beam for the maximum values of: a shear force (Vmax), and b bending moment (Mmax)
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The exact position of the bridge crane wheels is aligned or very close to some 
sensors’ positions. For example, in the positioning of the bridge crane for Vmax, it  
is visible that wheel 3 is on the alignment of the strain gauges E12/E13/E5, while 
in the positioning for Mmax, the same wheel is on the alignment of the strain gauges 
E8/E9/E3. In case of Vmax positioning, there is also a proximity of the wheel 2 to the 
strain gauge E14 and to the LVDT. 

4.3 Results and Analysis 

Figure 8 presents the stress records (derived from the deformations), the relative 
displacements between the reinforcing top plate and the upper flange of the beam 
and the temperature for the Vmax and Mmax positions. In the time histories the Vmax 

position was reached approximately at 16:11, while the Mmax position was reached 
approximately at 16:14. 

Based on the results it is possible to observe that the stress values in the strain gauge 
pairs E9/E3, E11/E4 and E13/E5 are quite similar, however, with compressive stresses 
on the upper flange and tension stresses on the lower flange. This was expectable 
since the sensors are installed at approximately the same distance from the geometric 
center of the I profile. 

On the other hand, the stress values recorded on the upper face of the reinforcing 
top plate (E8, E10 and E12) do not follow the assumption of a linear variation of 
stresses in the section. The stresses recorded at these locations seem to be closely 
dependent on the position of the wheels, i.e., on the fact that the wheels positions 
are (or not) close to the section where the sensor is installed. This finding seems to 
indicate a relevant local behavior of the reinforcement plate due to a poor transmission 
of stresses with the upper flange. 

The stress values recorded on the strain gauge E14, positioned in the direction 
transverse to the beam axis, seem to corroborate the fact that there is an important 
local behavior of the reinforcing plate, since they are highly dependent on the position 
of the load. As examples, it should be refereed the Vmax position, where the second 
wheel (see Fig. 7) is positioned in the vicinity of the strain gauge E14, and the Mmax 

position, where there are no wheels close to the strain gauge E14. In the case of 
Vmax position, there was a very significant increase in the stresses in the transverse 
direction, while in the Mmax position these values are practically null. 

Furthermore, the values of the relative displacement between the reinforcement 
top plate and the upper flange reveal that these plates are not effectively connected. 
This can be seen by the result regarding the position of Vmax, for which the 2nd 
wheel is close to the LVDT section, and there is a visible variation in the relative 
displacement when the vehicle leaves this position. Once again, this finding confirms 
the local behavior of the reinforcement plate: it tends to contact with the upper flange 
in the case of a nearby wheel; or tends to recover and remain a gap with the removal 
of the wheel. Regarding the temperature levels, it remained almost constant near 
45 °C.
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 ◄Fig. 8 Measurement results on the static test under operational loads for Vmax and Mmax positions: 
strain gauges, LVDT and temperature sensors 

Fig. 9 Measurement of vertical displacements based on a topographical survey for targets T1 to 
T7: a Vmax position, and b Mmax position 

The values of the absolute vertical displacements derived from the topographic 
survey for the Vmax and Mmax positions are presented in Fig. 9a, b respectively. The 
maximum displacement values were obtained in the ½ span section and are equal 
to 13.3 mm/13.5 mm for Vmax and Mmax positions, respectively. The results also 
evidence a consistent deformed configuration of the beam, which is virtually visible 
by sequentially analyzing the displacements between positions of targets T2 to T6. 
Non-zero vertical displacements were also recorded in both supports (targets T1/T2 
and T6/T7) and with values of the same magnitude in most situations.

5 Conclusions 

In this work, the results of the experimental condition assessment of a metallic runway 
beam were presented. The study included two phases, an ambient vibration test and 
a static test under operational live loads. 

The ambient vibration test was intended to characterize the natural frequencies, 
damping coefficients and modal configurations of the RWB7 beam in the transverse 
and vertical directions. The application of the EFDD method to the experimental 
records allowed the identification of 7 global vibration modes with frequencies ranged 
between 4.29 and 61.98 Hz and referring to bending/torsion modes with very good 
definition. 

The static test under operational live loads involved the measurement of strains, 
temperatures, and displacements in different parts of the RWB7 beam, as well as 
the relative displacement between the reinforcement top plate and the upper flange. 
Additionally, the absolute vertical displacements of the runway beam were measured 
with the support of a precision topographic survey. The results led to conclude that the
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reinforcement top plate was not properly connected to the beam upper flange. This 
finding was proven due to the non-linear distribution of the stresses along the beam 
cross section and particularly at the level of the reinforcement top plate. Additionally, 
it was possible to observe an important local structural behavior strongly dependent 
on the position of the loads, as stated by the transverse stresses in the reinforcement 
top plate and in the relative displacements measured between the reinforcement top 
plate and the upper flange. 

In future developments, the calibration of a numerical model of the runway beam 
will be performed based on the results of the ambient vibration test, as well as the 
results of the static tests under operational live loads. The model calibration strategy 
will involve an iterative methodology based on genetic algorithms [8, 9]. The updated 
models will give an important contribute for the designers in achieving optimized 
strengthening solutions, and consequently, an extension of the beam life cycle. 
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Modelling and Validation of Models



Numerical Simulation of RC Beams 
Strengthened by Post-tensioning 

Márcia Duarte, Carla Marchão , and Rita Gião 

Abstract In the present paper, a numerical simulation performed in the structural 
analysis framework OpenSeesPy (Python interpreter for OpenSees) of post-tensioned 
strengthening solutions for RC beams in frame systems, proposed by Gião and 
Muhaj, is presented. Two reference specimens (VR2 and CB1) and three strengthened 
specimens were evaluated—one specimen strengthened with non-adherent exterior 
post-tensioning strands (VPE) and the other two specimens strengthened with inte-
rior post-tensioning strands with anchorages by bonding (CB2 and CB3). The two 
strengthened solutions under analysis aimed to improve the hysteretic behaviour of 
the beams and, if the techniques are applied to frames, avoid the development of 
unidirectional plastic hinges. The models were loaded simultaneously with cyclic 
horizontal displacements and significant gravity loads. The numeric results are anal-
ysed and validated by comparison with the experimental ones. The strengthened 
solutions displayed greater energy dissipation and minor residual deformations than 
the reference specimens, showing to be adequate seismic strengthening techniques. 
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1 Introduction 

The seismic design is essential to promote an adequate structural response, allowing 
structures to dissipate the energy transmitted by the earthquakes, through plastic 
deformations without significant loss of their resistance—Ductile behaviour. In fact, 
seismic design without taking advantage, directly or indirectly, of the non-linear 
behaviour would result in a substantial increase of resistance and, consequently, in 
a significant increase of the building cost. In this sense, Eurocode 8 [1] introduces a 
design philosophy—Capacity Design—which recommends that reinforced concrete 
structures located in seismic regions must assume ductile failure mechanisms, with 
energy dissipation and present a residual resistance avoiding global or local struc-
ture collapse. Taking advantage of the high redundancy degree of frame systems, 
the non-collapse fundamental requirement leads to the formation of plastic hinges in 
strategic locations, previously defined and designed for this purpose. It is intended 
to avoid, for example, the concentration of hinges in columns of a single floor— 
Fig. 1a—Soft-storey—which corresponds to an unwanted fragile failure mechanism. 
Thus, the columns in frames systems are designed, considering an increase in resis-
tance, inducing the formation of plastic hinges in the beams—Strong column—weak 
beam principle—which corresponds to the desirable mechanism associated with the 
formation of plastic hinges at the beams ends and at the column base—Fig. 1b. This 
type of mechanism exhibits a reversible behaviour associated with the formation of 
reversible hinges. 

However, if the span is relatively large and/or the gravity load is significant, a 
second hinge may form in the span. In these cases, when subjected to a seismic load, 
the beam-bearing capacity is attained for hogging moments (near the column) and 
for sagging moments (in the span). This behaviour corresponds to the formation of 
two hinges in each direction. However, when the frame system sway occurs in the 
reverse direction, there is no full inversion of the hinge plastic behaviour, leading to

Fig. 1 Frame system failure mechanisms (adapted from Gião [7]) 
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a residual deformation in the beam, and consequently to a progressive accumulation 
of deformation-unidirectional hinges [2–6]. Thus, the failure mechanism associated 
with the formation of this type of hinge does not present a reversible response and 
is characterized by a progressive accumulation of deformation. 

NZS 3101-2 [9] considers the existence of unidirectional plastic hinges in the 
failure mechanisms of frame systems and recommends that these types of plastic 
hinges should be avoided in ductile frames through additional reinforcement in the 
beams span. 

The fact that the improvement of the global structure response can be attained 
through the strengthening of the beams in beam-column connections, justifies the 
research for new RC beam-column connection solutions with high seismic perfor-
mance. Several techniques might be used to strengthen RC beams, such as: rein-
forced concrete jacketing; steel plates; fiber reinforced polymer sheets or plates; etc. 
Following a Damage Avoidance Design approach, Gião [7] and Muhaj [8] proposed 
strengthening solutions with external post-tensioning in order to limit damage and 
attain high seismic performance of structural systems, eventually reducing repair cost 
and building downtime after a seismic event. The present paper aims to assess the 
ability to simulate numerically the behaviour of the strengthening solutions proposed 
by Gião [7] and Muhaj [8] when subject simultaneously to cyclic horizontal loading 
and significant gravity loading. Both strengthening techniques consist of applying 
post-tensioning to the beams, to reduce deformation and increase strength capacity 
and energy dissipation. 

2 Description of the Experimental Specimens 

2.1 Reference and Strengthened Specimens 

As mentioned above, in frame systems, assuming the strong column—weak beam 
seismic principle, the non-linear behaviour is concentrated in the beam critical zones. 
Gião [7] and Muhaj [8] presented two experimental research works focused on the 
improvement of the beam’s behaviour, to enhance the global structure response. The 
tested specimens consisted of cantilevers with a length of 1.5 m, that corresponded 
to a simplification of a reinforced concrete frame with a 4.5 m span, considering 
that the point of the null moment was located at a third of the span of the beam. It 
should be noted that a T cross section was considered for the beam, to reflect the 
contribution of the slab. 

The column was modelled using a rigid block, whose geometry was conditioned 
by the test setup and the subsequent need to fix the specimen to the strong floor. 

In order to improve the plastic hinges’ behaviour, in both experimental campaigns 
were presented strengthening solutions by post-tensioning, to increase energy dissi-
pation capacity and reduce residual deformations. The geometry and reinforcement 
of the specimens tested by Gião [7] are  shown in Fig.  2.
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Fig. 2 Beam specimen—overall geometry and reinforcement details (adapted from Gião [7]) 

Beam VR2 is the reference specimen. Beam VPE was strengthened by the appli-
cation of two exterior post-tensioning strands, with mechanical anchorages at both 
ends, with the layout shown in Fig. 3. 

The geometry and reinforcement of the specimens tested by Muhaj [8] are  shown  
in Fig. 4. 

Fig. 3 Specimen VPE—detailing of the strengthening solution [7]—front elevation 

Fig. 4 Beam specimen—overall geometry and reinforcement details (adapted from Muhaj [8])
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Fig. 5 Specimen CB2—detailing of the strengthening solution [8]—front elevation 

Fig. 6 Specimen CB3—detailing of the strengthening solution [8]—front elevation 

Beam CB1 is the reference specimen. Beams CB2 and CB3 were strengthened 
through the application of two interior post-tensioning strands, with anchorages by 
bonding at both ends in a predefined length (achieved through the injection of adhe-
sive material). The post-tensioning layouts used in specimens CB2 and CB3 are 
presented in Figs. 5 and 6, respectively. 

2.2 Materials Characterization 

The mechanical properties of the materials used in the analysed specimens are 
summarised in Tables 1 and 2.
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Table 1 Concrete mechanical properties 

Specimen fcm (MPa) fctm (MPa) E (GPa)  

VR2 44.8 3.78 34.5 

VPE 41.7 3.61 33.8 

CB1 25.2 2.26 28.3 

CB2 37.9 2.80 33.2 

CB3 39.2 3.05 33.2 

Table 2 Reinforcing steel mechanical properties 

Specimen ϕ (mm) fy (MPa) εy (%) ft (MPa) εu (%)  

VR2 and VPE 8 475.2 0.24 621.7 10.3 

10 454.1 0.23 576.8 15.34 

16 472.7 0.24 601.4 15.42 

CB1 8 555.3 0.28 650.0 10.8 

12 541.5 0.27 630.4 15.4 

CB2 and CB3 8 547.4 0.27 640.5 10.5 

12 515.6 0.26 618.9 12.3 

2.3 Test Setup and Procedure 

The experimental campaigns were conducted at the Laboratory of Heavy Structures 
of NOVA School of Science and Technology. The specimens were fixed vertically 
to the strong floor and horizontally to the reaction wall (by post-tensioning bars), as 
shown in Fig. 7. The horizontal load was applied using an actuator with ±500 kN 
load capacity and 500 mm (±250 mm) displacement range.

The load test procedure [10] is illustrated in Fig. 8. The first step corresponds to the 
imposition of a pre-established gravity load, followed by the subsequent steps (where 
FC means force-controlled, DC means displacement-controlled): (i) (DC) Imposition 
of pre-established displacement (+Δ); (ii) (FC) Unloading until the value of the 
gravity load is re-established; (iii) (DC) Imposition of a pre-established displacement-
controlled unloading (−Δ); (iv) (FC) Loading until the value of the gravity load is 
re-established.

Each amplitude displacement is repeated for three cycles, starting from the refer-
ence amplitude: Δ = ±1.0·d0, ±2.0·d0, ±3.0·d0, ±4.0·d0, ±5.0·d0, ±6.0·d0, …, up 
to failure. Evaluation of the cycle’s amplitude was based on first yield displacement, 
which was estimated experimentally before starting the cyclic test of both beams. 
First yield displacement was estimated by monitoring the strain in the longitudinal 
reinforcement while imposing horizontal displacement on the specimen.
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Fig. 7 Test setup [8]

Fig. 8 Loading 
history—typical load cycle 
[10]

2.4 Experimental Results 

The load-displacement relations obtained by Gião [7] for beams VR2 and VPE are 
shown in Fig. 9. The significant points of these diagrams are presented in Tables 3 
and 4.

The load-displacement relations obtained by Muhaj [8] for beams CB1, CB2 and 
CB3 are shown in Fig. 10. The significant points of these diagrams are presented in 
Table 3.



326 M. Duarte et al.

Fig. 9 Experimental results obtained by Gião [7]: a VR2 and b VPE 

Table 3 Notable points for specimens VR2 and VPE experimental hysteretic response [7] 

VR2 VPE 

Force (kN) Displ. (mm) Force (kN) Displ. (mm) 

Yielding (+) 202.0 12.6 250.0 9.7 

Yielding (−) −63.4 −4.5 −78.9 −2.5 

Maximum force (+) 212.5 24.0 260.1 22.8 

Maximum force (−) −51.7 46.5 −82.2 −3.62 

Table 4 Notable points for specimens CB1, CB2 and CB3 experimental hysteretic response [7] 

CB1 CB2 CB3 

Force (kN) Displ. (mm) Force (kN) Displ. (mm) Force (kN) Displ. (mm) 

Yielding 
(+) 

98.5 12.5 127.6 13.0 136.0 16.8 

Yielding 
(−) 

−14.6 −1.2 −47.9 −3.8 −54.6 −5.4 

Max. Force 
(+) 

100.3 75.9 126.9 51.3 139.7 44.8 

Max. Force 
(−) 

−33.4 39.7 −51.6 0.1 −54.6 −5.4
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Fig. 10 Experimental results obtained by Muhaj [8]: a CB1, b CB2 and c CB3 

3 Numerical Simulation of the Strengthened Specimens 

3.1 Elements 

The behaviour of the experimental specimens was simulated in OpenSeesPy using 
distributed plasticity elements with force formulations (nonlinearBeamColumn) 
[11]. The numerical models were built using 3 nonlinearBeamColumn elements. The 
first two, next to the restraint, were discretized considering 3 integration points, while 
in the third, due to its extension, only 2 points were considered (Fig. 11). It should 
be noted that the elements extension was determined considering the post-tensioned 
strands layout and the location of the rigid elements represented in Fig. 11. 

Next to the restraint, a fictitious element of zero length (zero-length section 
element) was considered in order to simulate the effect of a possible reinforcement 
slipping. 

It should be noted that both the above-mentioned elements neglect the shear 
deformation effect. This behaviour was considered indirectly through a new element

Fig. 11 Elements used in the numerical models: a general design and b post-tensioned strands 
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with a linear elastic response, whose slope of the elastic curve corresponded to 
the shear stiffness of the sections. This element was then added, in parallel to the 
nonlinearBeamColumn and zero-length section element, in order to simulate the 
shear deformation. 

For the strengthened beams, the post-tensioned strands were modelled using 
elements with axial stiffness only (truss) and OpenSeesPy material “Steel02” [11], 
in the case of non-adherent sections, or “Bond SP01” [11], for adherent ones. The 
strands were then associated with the beam through elasticBeamColumn elements 
with a modified moment of inertia so that they could be considered rigid elements. 

3.2 Section Discretization 

The numerical models admitted that the beams had a T-section along their entire 
length to simulate the presence of the slab. Regarding their geometry, the dimensions 
of the experimental specimens were respected (Fig. 12). 

Each of the sections was discretized into fibers (Fig. 13), to which the behaviour 
of a UniaxialMaterial was assigned. 

This discretization reflected the delimitation of the concrete confined by the stir-
rups. Two confined cores were thus considered, one in the web and the other in 
the flange of the beams. The characteristics of each of these cores were determined 
by taking into account the spacing of the stirrups and the length of the elements,

Fig. 12 Beam cross-section geometry: a Gião [7] and  b Muhaj [8] 

Fig. 13 Beam cross-section fibers: a Gião [7] and  b Muhaj [8] 
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as proposed by Yang and Jeremic [12] and Coleman and Spacone [13]. Addition-
ally, fibers were considered for reinforcing steel and, when relevant, post-tensioned 
strands. 

For the beams VR2 and CB1, four different sections were considered, the first 
corresponding to the zero-length element and the remaining to each of the nonlin-
earBeamColumn elements. As mentioned, the parameters regarding the confined 
concrete in the nonlinearBeamColumn elements were obtained as proposed by Yang 
and Jeremic [12] and Coleman and Spacone [13]. 

As for the strengthened beams, since the prestress applied to VPE was non-
adhesive, the model was defined using cross sections identical to VR2 (with the due 
adaptations to the material properties), adding in parallel an element with only axial 
stiffness (truss element) associated with OpenSeesPy material “Steel02”. 

In beams CB2 and CB3, a fiber was added to the cross-section of the zero-length 
element for the simulation of the post-tensioned strands’ behaviour, while the nonlin-
earBeamColumn elements maintained the same section of beam CB1 (with the neces-
sary changes to the material properties). The post-tensioned strands were modelled as 
shown in Fig.  11, assigning them the properties “Bond SP01” OpenSeesPy material 
to the adhesive section and “Steel02” to the non-adhesive section. 

3.3 Numeric Results 

The experimental hysteretic response of the two reference specimens (VR2 and 
CB1) and the three strengthened specimens (VPE, CB2 and CB3) are presented and 
compared with the numerical results in Figs. 14 and 15, through force-displacement 
diagrams. The failure criterion adopted in the numerical simulation corresponds to 
the instant when the materials of the fiber section exceed ultimate stresses/strains. 
As observed, the numeric simulation can reproduce the hysteretic response of the 
experimental models. Discrepancies between experimental and numerical results 
are more pronounced in terms of displacements than in terms of forces. In fact, the 
numerical models presented a reasonable accuracy in terms of forces.

Tables 5 and 6 present the numerical results for the notable points of the hysteretic 
response.

For specimens VR2 and VPE, it can be observed that the strengthened solution 
reduced residual deformation and enhanced load capacity. A strength increases of 
24% was observed in both directions. 

For specimens CB1, CB2 and CB3, the strengthened solutions also exhibit a defor-
mation decrease and load capacity increase. In specimen CB2, a strength increase of 
approx. 30%, in relation to the reference specimen CB1, was observed in both direc-
tions. In the case of specimen CB3, the strength increase in the hogging direction 
was 40–50%. 

In terms of displacement, the reduction was similar in both strengthened solu-
tions. In the hogging direction, the observed displacement decrease was consider-
able and there was an inversion of the sign of the displacements in the sagging
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Fig. 14 Comparation between numeric simulation and the experimental response of Gião’s 
specimens VR2 and VPE [7] 

Fig. 15 Comparation between numeric simulation and the experimental response of Muhaj’s 
specimens CB1, CB2 and CB3 [8]

Table 5 Notable points of the numerical hysteretic response for VR2 and VPE models [1] 

VR2 VPE VPE/VR2 ratio 

Force (kN) Displacement 
(mm) 

Force (kN) Displacement 
(mm) 

Yielding (+) 194.52 9.47 240.95 8.60 1.24 0.91 

Yielding 
(−) 

−32.11 2.80 −42.68 −5.11 1.33 – 

Maximum 
force (+) 

208.42 109.99 257.66 24.16 1.24 0.22 

Maximum 
force (−) 

−49.12 2.39 −57.71 −6.15 1.17 –

direction, corroborating the suggestion of a more recentred behaviour, with reduced 
deformation and damage for the strengthened solutions.
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4 Conclusions 

The main objective of the present study was to numerically evaluate the perfor-
mance of strengthening solutions, proposed by Gião [7] and Muhaj [8], for RC 
frame beams subjected simultaneously to cyclic horizontal and significant gravity 
loads. Two reference specimens (VR2 and CB1) and three strengthened specimens 
were simulated—one strengthened with non-adherent exterior post-tensioned strands 
(VPE) and two strengthened with interior post-tensioning strands with anchorages 
by bonding (CB2 and CB3). 

The simulation and numerical analysis were developed with the framework 
OpenSeesPy (a recent Python interpreter for OpenSees [11]), using elements of 
distributed plasticity with force-based formulations (nonlinearBeamColumn). The 
sections were discretized into fibers, to which the non-linear behaviour of the 
materials was attributed. 

According to the obtained results, presented in this paper, can be concluded that 
the numerical results reproduce adequately the beams’ experimental behaviour, vali-
dating the numerical model’s ability to simulate reasonably the hysteretic response. 
The strengthened solutions show a reduction of deformation and enhanced load 
capacity and exhibit a more recentred and adequate hysteretic behaviour. 
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Abstract Road accidents are still one of the biggest public health problems in the 
world, and research must be stepped up to tackle the issue. The present study describes 
the development of a statistical model for predicting accidents occurring on motorway 
segments over the period 2015–19. The case study comprises 218 tangents and curves, 
separately for either direction, of motorway A29 in Portugal, which is operated by 
Ascendi under a concession awarded by the Portuguese state. Exposure, geometric 
design variables, and annual trend were incorporated to the model, considering a 
negative binomial probability distribution, and a flexible function form allowing 
non-constant elasticity values was utilized. In addition to the exposure variables, the 
geometric design risk factors found to be significant were the horizontal curvature, 
and the presence of deceleration lane. A significant decreasing in accident annual 
trend was also observed. The fitted model was validated using cumulative residual 
plots. The results obtained allowed the prediction of accident frequency as well as 
the identification of the design risk factors. 
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1 Introduction 

Road accidents are still one of the biggest public health problems in the world. In 
Portugal, data from the National Road Safety Authority (ANSR) indicate that in the 
year 2019 there were 626 deaths nationwide, resulting in an economic and social 
cost of 1.6% of the National gross domestic product [1]. According to data from 
the Portuguese Association of Concessionary Companies of Motorways or Bridges 
with Tolls (APCAP), in 2019 there were 2,358 accidents with victims on motorways 
under concession to companies belonging to this association, which is 1% less than 
the figure for 2018 [2]. The Strategic Plan for Road Safety 2021–2030—Vision Zero 
2030, currently being drawn up by ANSR, sets the primary goal of achieving the mark 
of zero deaths and serious injuries on Portuguese roads and highways by the year 
2030. In this context, the objective of this study is the development of a model that 
predicts the frequency of accidents on motorways, which will allow the identification 
of the main geometric design factors that contribute to the occurrence of accidents. 
The construction of prediction models will also act as a decision support tool for the 
selection and implementation of strategic measures and road safety management. 

This paper presents the application of the model to the case of the A29 motorway in 
Portugal, which is operated by Ascendi under a concession awarded by the Portuguese 
state. For this first exploratory analysis, it was necessary to create a database suit-
able for the selected segmentation approach and based on Ascendi existing data. 
Thus, from the total accident data (with and without victims) from 2015 to 2019, a 
generalized linear model with negative binomial (NB) distribution was adjusted. 

2 Background 

Although road accidents are random and non-predictable events (it is impossible to 
determine where, when, and how an accident will occur), the number of accidents 
may be subject to causal or intervention analysis. The characteristics of the road 
infrastructure, vehicles and driver behavior can affect the probability of an accident 
occurring. As such, the long-term accident frequency (expected number of accidents 
per unit of time) results from a causal process. This expected number of accidents is 
not constant, i.e. it varies in time and space, and is an integer and non-negative number. 
The variation attributed to various causal factors is defined as the systematic compo-
nent and can, at the outset, be influenced and controlled. For the purposes of road 
safety policy strategy, it is this systematic component that is of interest to study [3]. 

In this context, the statistical analysis of accident frequency has been based on 
generalized linear models (GLM), traditionally assuming Poisson distribution to 
represent the random component. With this in mind it is possible to apply numerous 
proven efficient inference methods [4]. Indicating a single factor that generated a 
given accident is a complex and often inaccurate task, since several aspects make 
up a combination of risks that resulted in this event. The main conditions, failures
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or actions that cause the traffic accident are called contributing risk factors, which 
indicate the circumstances that gave rise to the accident, thus giving indications on 
how it could be avoided [5]. 

Accident frequencies fluctuate over time at a given observation point. Such fluc-
tuations make it difficult to determine whether changes in the observed accident 
frequency occur because of changes in site conditions or natural fluctuations [6]. 
When a period with a comparatively high accident frequency is observed, it is statis-
tically likely that the next period will be followed by a comparatively lower frequency. 
Similarly, a period of low accident frequency will probably be followed by a period 
of high accident frequency. This tendency is known as regression to the mean (RTM). 
The bias of RTM effect is accounted for when treatment effectiveness, i.e. the reduc-
tion in accident frequency or severity, and site selection is based on a long-term 
average accident frequency. However, variations in site conditions over time make 
it difficult to attribute changes in expected average accident frequency to specific 
conditions. These also limit the number of years that can be included in a study. 
If longer time periods are studied, to improve the accident frequency estimate and 
take account of natural variability and RTM, it becomes likely that changes in site 
conditions have occurred during the study period. One way around this limitation is 
to estimate the expected average accident frequency for the specific conditions for 
each year in a study period by developing accident prediction models, which can 
incorporate certain characteristics of the network. 

2.1 Statistical Modeling 

NB is a probability distribution largely used for accident prediction models based on 
crash count data [7]. The NB model is an extension of the Poisson model to overcome 
possible overdispersion in the data. The NB probability distribution assumes that the 
Poisson parameter follows a Gamma probability distribution. The model results in 
a closed-form, mathematical equation to handle the relationship between the mean 
and variance structures. The NB model is derived by rewriting the Poisson parameter 
for each observation i as: 

λi = E(yi) = EXP(βi · Xi + εi ) (1) 

where Xi is a vector of explanatory variables, β i is a vector of unknown regression 
coefficients, and EXP(εi) is a gamma-distributed error term with mean 1 and variance 
α2. Adding the latter term allows the variance to differ from the mean as: 

VAR[yi] = E[yi] [1 + α · E[yi]] = E[yi] + α · E[yi]2 (2) 

Poisson regression is a limited model of the NB regression model as α approaches 
zero, which means that the selection between these two models depends on the value 
of α. The  α parameter is usually known as the overdispersion parameter. Accident
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data are indeed usually overdispersed. The degree of overdispersion in a NB model, 
is estimated along with the coefficients of the regression equation [8]. 

An ordinary log-linear function is used to represent the relationship between 
explanatory variables and the dependent variable (accident frequency). However, 
this function assumes constant elasticity for the estimation parameters, which is a 
limitation in the analysis of the effects of explanatory variables on accident risk [7]. 

Interaction effects between explanatory variables have been studied in the road 
safety research, normally assessed by logistic regression. Ferreira and Couto [9] 
examined the possibility of using a flexible function form allowing non-constant 
elasticity values, exploring the use of the translog function usually used in the field 
of economics to let the elasticity vary with the values of other explanatory variables. 

To select the proper relationship between the dependent variable and explana-
tory variables, a method proposed by Hauer and Bamfo was applied [10]. Basi-
cally, the Integrate-Differentiate method consists of drawing an Empirical Integral 
Function for each explanatory variable and then comparing the shape with the pre-
established graphs of well-known functions (power, gamma, exponential or polyno-
mial functions). The function with the most similar shape is selected to represent 
the relationship between the dependent variable and the explanatory variable being 
investigated. 

2.2 Design Risk Factors 

Exposure factors in highway safety comprise segment length, traffic flow and compo-
sition, which are fundamental to undertake meaningful and statistically sound anal-
yses [6]. Furthermore, accurate highway geometric design parameters are essential 
contributing factors for establishing the relationship between accident frequency and 
explanatory factors [11–13]. Literature suggests that the geometric design param-
eter that most affects road safety is the horizontal curvature or curvature change 
rate (CCR) [6, 14–16]. In addition to horizontal curvature features, cross-sectional 
design features have been found to affect the safety of multilane highway facilities, 
mainly lane width and shoulder width [17–19]. Safety performance functions have 
been developed to quantify the risk associated to highway exits and entrances [20]. 
Previous research has found that highway accidents are more frequent on deceleration 
lanes and exit ramps than on acceleration lanes and entrance ramps [21–23]. 

3 Data Description 

The concession Costa da Prata has a length of approximately 105 km, and comprises 
four motorway sections, namely, A44, A29 and, partially, A25 and A17. From a 
preliminary analysis, it was found that A29 motorway stands out from the others, 
with an average accident occurrence of over 50% of all crashes of the concession for
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Fig. 1 Location of the 
section studied of A29 
motorway (edited from 
Openstreetmap) 

Porto 

Aveiro 

the period under study. The A29 is a 53 km long suburban motorway that connects 
A25 motorway, in the north-east of Aveiro, to the A20 motorway located in south of 
the Porto metropolitan area and Freixo’s Douro bridge (Fig. 1). In the 5 years under 
analysis (2015–2019), a total of 599 accidents occurred. 

For the development of the model, the annual average daily traffic (AADT) per 
direction, for each of the five years, and the length of the segment were contemplated 
as variables of exposure to accidents. Concerning the segmentation, the tangents 
and curves were considered including the counterpart spirals within the latter ones, 
and separately for each direction. The segmentation thus defined makes it possible 
to consider the horizontal alignment features at an optimal level of aggregation to 
analyze each segment with accuracy [24]. For each of the segments, the geometric 
and operational elements describing them were calculated, according to the variables 
presented in Table 1. The accident location precision was equal to or less than 10 m 
as provided by the concessionaire database, which made it possible to assign them 
accurately to the corresponding segment.

Geometric variables include cross sectional features such as right shoulder width, 
roadway width, and number of lanes. Horizontal curvature is contemplated in the 
binary variable “Curve” (0 if tangent, 1 if curve) and in CCR, measured as the ratio 
of deflection angle to length (gon/km). Proportion of acceleration or deceleration 
lane refer to the share of length of such lanes overlapped with the segment (there 
could be more than one), and it is therefore a unitless variable. It must be noted that, 
if more than one deceleration lane is overlapped with the segment the value of this
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Table 1 Statistical description of variables 

Variable Average Standard deviation Min. value Max. value 

Number of accidents 0.55 1.0 0.0 10.0 

Length (m) 482,9 353.4 15.0 2112.0 

AADT (vehicles/day) 13,971.7 6945.9 5022.0 24,024.0 

Percentage of heavy vehicles 13.6 6 4.8 25.2 

Right shoulder width (m) 2.90 0.63 1.50 3.75 

Roadway width (m) 3.63 0.12 3.50 3.75 

Number of lanes 2.2 0.5 2 4 

Proportion of acceleration lane 0.20 0.39 0.0 2.0 

Proportion of deceleration lane 0.20 0.37 0.0 1.74 

Curve 0.61 0.49 0 1 

CCR (gon/km) 37.9 35.7 0.0 109.9 

Year 3 1.58 1 5

variable may exceed 1. According to previous studies, a variable reflecting the crash 
annual trend was also included in the model [25]. The total number of segments is 
218, which corresponds to 1,090 observations for the period studied. 

Several authors pointed out potential that covariates showing variability in space 
such as weather effects, driver population, and land use are rarely measured or 
accounted for in highway safety models [26]. Given that the segments belong to 
a single connected motorway and the total distance covered is relatively short, it can 
be assumed that these variables do not greatly affect the model performance, and 
therefore the potential effect of spatial autocorrelation is little. 

Figure 2 illustrates the evolution of average traffic volumes and accidents per year 
over the studied period. A decreasing trend in the number of crashes is observed. 
Considering the accidents occurring each year on a segment as independent observa-
tions instead of grouping them for the whole period under study allows a time trend 
to be included in the model, which might help increase the variation explained by 
the model.

4 Methodology 

For the fit of the accident prediction model, the integrate-differentiate method by 
Hauer and Bamfo [10] was applied to the explanatory variables used in this study. It 
consists of seeking the functional form relating the expected accident frequency to 
each independent variable. For each independent variable, the values are sorted and 
the difference between the nearest higher and nearest lower variable value divided 
by two determines a range which is multiplied by the counterpart accident count. 
An empirical integral function is obtained by adding up these values similarly to
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Fig. 2 Evolution of average traffic volumes and accidents per year

the integration midpoint rule. Representing the plot of cumulative area versus the 
variable under consideration one can estimate the functional form behind the empir-
ical integral function (Fig. 3). This procedure revealed that the relationships between 
accident frequency and both AADT and segment length could be described by the 
exponential function. In the case of the rest of variables, the exponential function was 
also found to be the most suitable to describe the aforementioned relationship, except 
the annual trend, which was included as power function. However, its mathematical 
modelling can be done interchangeably as an exponential function. 

The estimation of the regression parameters was performed on NLOGIT 5 
software, using the maximum likelihood method.
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5 Results and Discussion 

5.1 Fitted Model 

The results obtained through the application of the model with BN distribution are 
shown in Table 2. The variables that did not show statistical significance (confidence 
level below 90%) were excluded. The estimate of the variable length was obtained 
for the values in km, and the estimate of AADT was obtained for the counterpart 
values in vehicles per day and direction. 

The estimated value of the overdispersion parameter suggests the existence of 
overdispersion of crash occurrence, confirming that the negative binomial distribution 
is more appropriate than the Poisson distribution. The model equation is: 

λi = EX  P(−2, 3032 + 0, 8101 · L + 0, 0714 · AADT  

+ 0, 4505 · PDL  − 0, 464 · Cur  ve + 0, 013 · CC R) · 0, 9417Y ear (3) 

A Durbin-Watson test was performed to check whether there is a correlation in the 
disturbances obtained from the model estimation [27]. The D-W statistic was 1.952 
and its associated p-value was 0.1371 which indicates that the null hypothesis could 
not be rejected at the 90% confidence interval, concluding that there is no significant 
autocorrelation in the residuals. Therefore, the authors’ assumption about spatial and 
temporal autocorrelation was verified. 

In order to analyze the relevance of each variable in the model, it is now important 
to interpret whether the estimated values for the coefficients indicate the relationship 
between the accidents and the explanatory variables in accordance with what is 
referred to in the literature and what is expected. The sign of the estimates indicates 
that the exposure variables, AADT and segment length, have a positive effect on the 
occurrence of accidents, showing that an increase of the AADT and length leads to 
an increase in the estimated number of accidents.

Table 2 NB model results Variable Estimate Standard deviation p-value 

Constant −2.3032 0.2622 0.0000 

Length 0.8101 0.1845 0.0000 

AADT 0.0714 0.0102 0.0000 

Proportion of 
deceleration lane 

0.4505 0.1032 0.0000 

Curve −0.4640 0.2129 0.0293 

CCR 0.0130 0.0026 0.0000 

Year −0.06010 0.0340 0.0769 

Overdispersion 
parameter 

0.4825 0.1109 0.0000 
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Table 3 Goodness of fit 
measures 

Variable Value 

Log likelihood function −1013.26 

Restricted log likelihood −1035.96 

SD 1028.74 

Pearson’s Chi-square 1043.91 

The variables that represent the geometric characteristics of the segments showing 
statistical significance are the proportion of the length of deceleration lanes and the 
type of segment, i.e., tangent or curve (binary variable). In this case, it turns out that 
the higher the proportion of deceleration lane length overlapped with the segment, 
the higher the estimated number of accidents. Contrary to expectations, it turns out 
that tangents are associated with an increase in the estimated number of accidents 
when compared with curved segments. The pseudo-elasticity of this variable can be 
computed from the estimate [28], resulting in an increase of 59% in the crash count 
when the segment is a tangent. In the case of the latter, as expected, the greater the 
CCR, the higher the estimated number of accidents. 

Finally, the estimate of the variable year, which measures the annual trend, 
suggests that the number of crashes decreases 5.8% per year. 

Goodness of fit measures of NB model are shown in Table 3. In addition to log 
likelihood function and restricted log likelihood, two commonly used measures are 
the scaled deviance (SD) and the Pearson’s χ 2 statistic. Both values are close to the 
number of the degrees of freedom (1083), indicating a good model fit [29]. 

5.2 Model Validation 

Goodness of fit measures are limited to describing how the accident prediction model 
fits overall. To further assess the quality of the fitted models in terms of absence of 
bias, cumulative residual (CURE) plots have been used [30]. This validation method 
was applied to the distribution of cumulative residuals for quantitative explanatory 
variables. It consists of verifying graphically that the cumulative residuals for the 
data sorted by the values of each variable fall within certain limits and are balanced 
around the null value. The upper and lower limits for each observation i, would be 
given by 2σ

/\,
i where σ

/\,
i has the following expression: 

σ
/\,

i = ±σ
/\

i ·
/

1 − 
σ
/\2 

i 

σ
/\2 

n 

(4) 

where σ
/\,

i is the limit of the residuals accumulated for the variable of analysis; σ
/\

i is 
the square root of the variance σ

/\2 
i ; σ

/\2 
i is the variance of the accumulated residuals 

up to the i-th segment; and σ
/\2 

n is the variance of the total accumulated residuals in 
the segment sample.
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CURE plots of five model variables are displayed in Fig. 4. The length CURE 
plot shows a balanced line round the abscissa axis, although it exceeds the ±2σ

/\,
i 

limits slightly for the segments with shorter length. The AADT CURE plot reveals 
a slightly less balanced trace which lies within the boundaries in all ranges except 
for the segments with less traffic volume. Regarding the CCR CURE plot, it fits 
adequately into the residuals range, delimited by the dashed line, and is balanced 
around the abscissa axis. Noting that the variable proportion of deceleration lane 
accounts for the ratio of length of deceleration lane to overlapped length with the 
segment, the CURE plot of this variable can be conceived. In this case, although the 
line remains within the boundaries, a slight bias is observed given that the values 
below 1 lay on negative CURE whereas the values greater than 1 yield positive 
CURE. Finally, year CURE virtually do not exceed the boundaries while showing 
somewhat balanced layout.

6 Conclusions 

The present study describes the development and validation of a statistical model 
for predicting accidents occurring on motorway segments in Portugal based on data 
from the period 2015–19. This study allowed an analysis of the existing database 
and the best approach to data treatment and segmentation to be considered. 

In line with the results of previous studies, variables measuring geometric design 
risk factors, namely CCR, curve and the presence of a deceleration lane, as well 
as annual trend were significant and showed good performance in the model vali-
dation. Concerning the variables quantifying risk exposure, although their level of 
significance is unquestionable, the cumulative residuals slightly exceeded the ±2σ

/\,

interval for certain limited ranges. These results suggest that a model with better fit 
might be obtained if the sample is stratified. 

There are some interesting topics to focus on and explore as future work develop-
ments. It is recommended that the study be expanded to the entire concession Costa 
da Prata, as well as to the other motorways in the Ascendi network. With the expan-
sion of the database, it will be possible to identify risk factors, as well as to compare 
these same factors on the different motorways operated by the concessionaire. The 
expansion of the model sample will allow the development of accident modification 
functions. It is also expected that, in the future, this type of model will be considered 
for accident prediction, constituting a decision support tool to improve road safety. 
Furthermore, the development of a random parameter model is suggested to take the 
segment sample heterogeneity into account.
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8. Ambros, J., Jurewicz, C., Turner, S., Kieć, M.: An international review of challenges and 
opportunities in development and use of crash prediction models. Eur. Transp. Res. Rev. 10(2) 
(2018) 

9. Couto, A., Ferreira, S.: A note on modeling road accident frequency: a flexible elasticity model. 
Accid. Anal. Prev. 43(6), 2104–2111 (2011) 

10. Hauer, E., Bamfo, J.: Two tools for finding what function links the dependent variable to 
the explanatory variables. In: Proceedings of the International Co-operation in Theories and 
Concepts in Traffic Safety 1997 Conference, pp. 1–18 (1997) 

11. Sameen, M.I., Pradhan, B.: Assessment of the effects of expressway geometric design features 
on the frequency of accident crash rates using high-resolution laser scanning data and GIS. 
Geomat. Nat. Haz. Risk 8(2), 733–747 (2017) 

12. De Santos-Berbel, C.: A methodology for sight distance analysis on highways, alignment 
coordination, and their relation to traffic safety. Doctoral thesis. Universidad Politécnica de 
Madrid, Madrid (2017) 

13. Khedher, M.B.B., Yun, D.: Generalized linear models to identify the impact of road geometric 
design features on crash frequency in rural roads. KSCE J. Civ. Eng. 26(3), 1388–1395 (2022) 

14. Montella, A., Colantuoni, L., Lamberti, R.: Crash prediction models for rural motorways. 
Transp. Res. Rec. 2083, 180–189 (2008) 

15. Haynes, R., Lake, I.R., Kingham, S., Sabel, C.E., Pearce, J., Barnett, R.: The influence of road 
curvature on fatal crashes in New Zealand. Accid. Anal. Prev. 40(3), 843–850 (2008) 

16. Cafiso, S., Montella, A., D’Agostino, C., Mauriello, F., Galante, F.: Crash modification func-
tions for pavement surface condition and geometric design indicators. Accid. Anal. Prevent. 
149, 105887 (2021) 

17. McLean, J.: Review of accidents and rural cross section elements including roadsides. Research 
Report ARR 297. Australian Road Research Board, Vermont South (1996) 

18. Prinsloo, B., Goudanas, C.: Development of a crash prediction model for rural Roads in NSW. 
In: Proceedings of the 21st Australian Road Research Board and 11th Road Engineering 
Association of Asia and Australasia Conference (2003) 

19. Turner, S., Bone, I., Jackett, M.: New Zealand accident prediction models and their applica-
tions. In: Proceedings of the 21st Australian Road Research Board and 11th Road Engineering 
Association of Asia and Australasia Conference (2003) 

20. Zhao, J., Guo, Y., Liu, P.: Safety impacts of geometric design on freeway segments with closely 
spaced entrance and exit ramps. Accid. Anal. Prev. 163(June), 106461 (2021) 

21. Bauer, K.M., Harwood, D.W.: Statistical models of accidents on interchange ramps and speed-
change lanes. Report No. FHWA-RD-97-106. Federal Highway Administration, Kansas City 
(1997)



Accident Prediction Model Applied to Motorway A29 in Portugal 345

22. Lord, D., Bonneson, J.A.: Calibration of predictive models for estimating safety of ramp design 
configurations. Transp. Res. Rec. 1908, 88–95 (2005) 

23. Twomey, J.M., Heckman, M.L., Hayward, J.C., Zuk, R.J.: Accidents and safety associated with 
interchanges. Transp. Res. Rec. 1385, 100–105 (1993) 

24. Da Costa, J.O., Jacques, M.A.P., Pereira, P.A.A., Freitas, E.F., Soares, F.E.C.: Portuguese two-
lane highways: Modelling crash frequencies for different temporal and spatial aggregation of 
crash data. Transport 33(1), 92–103 (2018) 

25. Lord, D., Persaud, B.N.: Accident prediction models with and without trend: application of the 
generalized estimating equations procedure. Transp. Res. Rec. 1717, 102–108 (2000) 

26. Agüero-Valverde, J., Jovanis, P.: Analysis of road crash frequency with spatial models. Transp. 
Res. Rec. 2061, 55–63 (2008) 

27. Abdulhafedh, A.: How to detect and remove temporal autocorrelation in vehicular crash data. 
J. Transp. Technol. 07(02), 133–147 (2017) 

28. Washington, S.P., Karlaftis, M.G., Mannering, F.L.: Statistical and Econometric Methods for 
Transportation Data Analysis, 2nd edn. Chapman and Hall/CRC, Boca Raton (2010) 

29. McCullagh, P., Nelder, J.A.: Generalized Linear Models. Chapman and Hall, New York (1998) 
30. Hauer, E.: The Art of Regression Modeling in Road Safety. Springer, London (2015)



Numerical Modeling of Reinforced 
Concrete T-Beams 

Helisa Muhaj, Carla Marchão, Válter Lúcio, and Rita Gião 

Abstract ATENA Engineering 3D software was used to build various numerical 
models of a RC specimen that was tested in the Laboratory of Heavy Structures of 
NOVA School of Science and Technology. Specimen CB0 was the reference one of 
a broader experimental campaign. The sensitivity analysis was carried out after the 
experimental campaign, aiming to understand better the influence of different factors, 
such as the FE type and size, and the fracture energy. The obtained results were 
compared with the experimental results of beam CB0. The behaviour of the numerical 
model built with 40 mm quadrilateral FE was found to be the most appropriate one. 

Keywords Sensitivity analysis · RC beams · Numerical modelling ·
Triangular/quadrilateral finite elements 

1 Introduction 

Beam CB0 was the reference specimen of an experimental campaign that aimed 
to study different seismic strengthening solutions [1]. The specimen was tested 
following a loading procedure that combines the gravity load with the cyclic displace-
ments, simulating a seismic situation (as proposed by Gião et al. [2]. Since the exper-
imental campaigns are more complex than the numerical studies (i. e. take longer, are 
more expensive, need numerous devices for monitoring, have limited results, etc.), 
the need for numerical analysis arose.
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The finite element software ATENA Engineering 3D [3, 4] was used to simulate the 
behaviour of beam specimen CB0 under static incremental loading. Previous studies 
have shown that the application of this loading protocol [5] does not influence the 
failure mode of the tested beams. 

Two types of finite elements (FE) were considered for the study of the behaviour 
of beam CB0, namely triangular (3-noded/tetra) and quadrilateral (4-noded/brick) 
FEs. The FE’s size ranged from 50 to 80 mm for triangular FE and from 40 to 
80 mm for quadrilateral FE. Moreover, two different formulations were used for 
defining the fracture energy. All the results are compared between them as well 
as with the experimental results. The computational time, the cracking pattern and 
more importantly, the overall performance of the numerical models was considered 
for defining parameters that better replicate the experimental test. 

The conclusions of the sensitivity analysis presented in this paper were then used 
to model different strengthened beams that were part of the experimental campaign 
(these results are outside the scope of the current paper). The numerical models could 
predict the behaviour of these beams and various parameters could be monitored 
before performing the experimental tests. The concrete principal strains, stress evolu-
tion along the conventional mild steel reinforcement as well as along the prestressing 
steel strands (bonded/unbonded lengths), cracking pattern, etc., could be investigated 
before the actual tests. 

2 The Experimental Campaign 

2.1 Specimen CB0 

The performance of full-scale RC T-beam, referred herein as specimen CB0 (and 
as VR2 in the original document), was studied experimentally by Gião et al. [2]. 
The length of the beam represented 1/3 of the beam’s clear span. The specimen 
represented the length between the beam-column joint and the contraflexure point 
of the beam under a combination of cyclic loading with gravity load. 

Specimen CB0 reinforcement details and cross section are presented in Fig. 1a, b.
The experimental campaigns were conducted at the Laboratory of Heavy Struc-

tures of NOVA School of Science and Technology. As shown in Fig. 2, the specimens 
were fixed vertically to the strong floor and horizontally to the reaction wall. The hori-
zontal load was applied using an actuator with ±500 kN load capacity and 500 mm 
(±250 mm) displacement range.
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Fig. 1 Beam CB0: a Geometry and reinforcement details and b cross-section [2]

Fig. 2 Test setup [5] 

2.2 The Experimental Results 

Load-displacement diagram of specimen CB0 is shown in Fig. 3. The load capacity 
of specimen CB0 was 212.5 kN, while the ultimate displacement was 111.6 mm. The 
adopted failure criterion in the experimental test was the decrease of load capacity 
below 85% of its maximum value. Excessive residual deformations were observed 
at failure.

This specimen had concrete failure, as it can be noticed in Fig. 4. Concrete crushing 
and buckling of the longitudinal bars were observed in the compressed region of the 
beam (Fig. 4c). Moderate concrete spalling was observed in the tensioned region of 
the beam (see Fig. 4b).
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Fig. 3 Load-displacement diagram of specimen CB0 [2]

Fig. 4 Beam CB0: a side view of cracking pattern at failure, b cracking pattern in the tensioned 
region of the beam; c rupture of the bottom longitudinal bars by buckling [2] 

3 Sensitivity Analysis 

3.1 Numerical Models of Beam CB0 

ATENA 3D is an engineering program based on the finite element method, which is 
suitable for modelling reinforced concrete structures. In all the ATENA models that 
are presented in this publication, concrete was modelled through ‘S-beta Material’,
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Fig. 5 ATENA Engineering 3D S-Beta model [6], concrete uniaxial stress-strain law [11] 

presented in Fig. 5 [6]. This concrete model includes nonlinear concrete behaviour 
in compression and nonlinear fracture mechanics of concrete in tension. The hard-
ening/softening plasticity model is based on Menetrey and Willam [7] failure surface. 
The compressive strength of concrete after cracking is reduced based on Modified 
Compression Field Theory (MCFT) of Vecchio and Collins [8] and Bentz et al. 
[9]. Concrete tensile behaviour is based on Rankine failure criterion. Tension crack 
propagation is modelled based on exponential Hordijk crack opening law [10]. 

The experimental values of the concrete compressive strength were considered in 
the numerical models. The value of the elasticity modulus was reduced by 10% due to 
the use of limestone aggregates [12] and the tensile strengths had also a reduction of 
10% to consider shrinkage, as proposed in ATENA documentation [3, 4]. The critical 
compressive displacement and plastic strain at compressive strength were calculated 
following Eqs. (1) and (2), respectively, according to ATENA documents [13]: 

wd = −5 × 10−4 (in m) (1) 

and 

εcp = fc/E (2) 

where: 

f c is concrete compressive strength 
E is concrete modulus of elasticity 

Fracture energy GF is calculated by Eq. (3) in accordance with fib Model Code [14]: 

GF = 73 × f0.18 cm (3)
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where fcm = fck + 8 MPa represents the mean compressive strength of concrete in 
MPa, and and GF units are N/m. 

The crack opening displacement, w, is obtained from strains according to Crack 
Band Theory [15] and modified by the orientation factor proposed in Cervenka et al. 
[16]. The shear factor coefficient is 20, which represents the default ATENA value 
based on experimental results of Walraven and Reinhardt [17]. The crack model 
coefficient value ranges between 0 and 1, representing respectively rotational [8, 18] 
and fixed crack model [19]. The rotated crack model coefficient, equal to 0.5, was 
chosen for all models, i.e., crack lines are fixed as soon as they are opened so far that 
the softening law drops to 0.5 times the initial tensile strength [4]. 

The FE models in ATENA were built in full scale and their geometry, reinforce-
ment details and support conditions replicated the experimental specimen (CB0). 
The models were built using macro-elements which have distinct material character-
istics (steel/concrete/etc.) and can be refined into finite elements with defined sizes 
and types. The types of solid finite elements available in ATENA Engineering 3D 
are tetrahedron and brick elements, shown in Fig. 6a, b. [6]. These elements are also 
referred in ATENA documentation as tetra and brick elements, respectively. Numer-
ical models of beam CB0 with both tetrahedron and brick FE with different sizes 
were built and compared in the sensitivity analysis. 

The reinforcement bars in all numerical models were modelled as one-dimensional 
bars, characterized by multilinear stress-strain curves obtained from the experimental 
results. Buckling of reinforcement was considered by following the instructions of 
ATENA documentations [4]. The interface between steel reinforcement bars and 
concrete [6] was modelled with a bond-slip relationship according to fib Model 
Code [14]. 

ATENA Standard Newton-Raphson algorithm with 40 iterations per step was used 
as solution method in all the numerical models that are presented in this publication. 
The geometry and reinforcement details of beam CB0 numerical model are shown in 
Fig. 7a, b. Bond between reinforcement bars and concrete in this analysis (according 
to fib Model Code [14]) was considered. Stress-slip diagrams of reinforcement bar

Fig. 6 Geometry of 3D solid elements in ATENA Engineering 3D: a tetrahedron and b brick 
(quadrilateral) [6] 
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main diameters of beam CB0 are shown in Fig. 8. Both types of FEs available in 
ATENA Engineering 3D were considered for studying beam CB0 behaviour, namely 
tetrahedron and brick FEs. The finite element’s size ranged from 40 to 80 mm. The 
load was applied as an incremental point load on a steel plate, positioned 1500 mm 
from beam support (i. e. the column block), similarly with the experimental tests (see 
Fig. 7a). 

Concrete experimental characteristics and all the other characteristics that were 
required to simulate the concrete model of beam CB0, are given in Table 1. 

E is the modulus of elasticity 
ν is the Poisson’s ratio 
fcm is the mean compressive strength 
fctm is the tensile strength 
wd is the critical compressive displacement, (default value) 
εcp is the plastic strain at compressive strength

a) b) 

Fig. 7 Numerical model of beam CB0: a overall geometry; b reinforcement geometry 

Fig. 8 Bond stress-slip 
diagrams for all bar 
reinforcements in beam CB0 
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Table 1 ATENA 3D Sbeta Material parameters for beam CB0 

Beam 
Model 

E 
(GPa) 

ν 
(-) 

fcm 

(MPa) 
fctm 

(MPa) 
wd 

(m) 
εcp 

(-) 
rc,lim 

(-) 
CB0 31.05 0.2 44.81 3.03 -5E-04 1.44E-03 0.8 

Beam 
Model 

GF (Vos [20]) 
(N/m) 

GF (MC 2010 [14]) 
(N/m) 

e 
(-) 

β 
(-) 

CB0 94.6 144.7 0.52 0
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rc,lim is the reduction of compressive strength due to cracks (default value) 
GF is the fracture energy 
SF is the shear factor (default value) 
e is the failure surface eccentricity and defines the roundness of the failure 

surface (default) 
β is the multiplier for the plastic flow direction (for β = 0 the material volume 

is preserved) 

3.2 Influence of Size and Type of Finite Elements 

The cracking pattern and concrete principal strains in models built with tetrahe-
dron FEs are presented in Fig. 9. The mesh size considered in the models was 
50 mm, 60 mm, 70 mm and 80 mm and the obtained results are shown in Fig. 9a–c 
and d respectively. The sizes of the FEs were chosen within recommended limits 
[3], whereas models with mesh size smaller than 50 mm could not be built due to 
limitations on the maximum number of FE that can be analyzed by the program. 

a) 

b) 

c) 

d) 

Fig. 9 CB0—principal concrete strain and crack pattern of models built with tetrahedron FE (i. e. 
3-noded or tetra FE) with mesh size: a 50 mm, b 60 mm, c 70 mm, d 80 mm (the minimum crack 
width shown is 5 × 10–4 m)
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The numeric models with different mesh sizes presented acceptable results in 
terms of orientation and cracking distribution—Fig. 8—indicating that the FE models 
provide a suitable simulation. However, the model with 50 mm FE size shows a more 
precise and exact cracking pattern. 

In numerical models with larger mesh size (in the present case, 80 mm), it is 
difficult to capture local cracking. For instance, in the region of beam discontinuity 
where the T-section turns into a rectangular section (see Fig. 7), almost no damage 
is observed (see Fig. 9d). In the numerical model with mesh size 50 mm, shown in 
Fig. 9a, the color of the iso-area of concrete strain indicates a higher level of strains 
and the cracking in this region is more noticeable. A similar development of cracking 
pattern was observed during test of beam CB0, shown in Fig. 4. For same mesh size, 
the model had convergence problems, thus the ultimate displacements had distinct 
values. Therefore, the results given in Fig. 9 are shown for the same level of applied 
displacement on beams (i. e. 40 mm). 

The principal strain iso-areas and cracking patterns of numerical models with 
brick FE (i. e. 4 noded or brick FE) with sizes 40 mm, 50 mm, 60 mm, 70 mm 
and 80 mm are shown in Fig. 10. The cracking pattern of models shown in Fig. 10 
gets sharper as the FE size decreases. Moreover, the sections that suffer the highest 
concrete strains can be detected easier.

The cracking pattern observed in models with quadrilateral FE differs from the 
previous models built by triangular elements with relatively large FE size (70 mm 
and 80 mm). However, the models with different types of FE turn more similar as 
the size of the FE decreases. 

The load—displacement curves obtained from the analysis of models with tetra-
hedron and brick elements with the same mesh size are plotted in Fig. 11a–d for all the 
FE sizes that were described early (40–80 mm). In general, models with tetrahedron 
FE were characterized by a slightly higher initial stiffness and load capacity when 
compared to the models built with brick elements. In the present study, the models 
with brick FE had, in general, inferior ultimate displacement when compared with 
models built with tetrahedron FE (except for mesh size 40 mm). Moreover, the models 
with brick elements needed less computing time when compared with models with 
tetrahedron elements, since the total number of FE in these models was much lower 
than in models with tetrahedron elements.

Between the described models, whose results are summarized in Fig. 11, the  
behavior of numerical model with brick FE with 40 mm size was very similar with 
the experimental behavior of beam CB0. 

3.3 Influence of Fracture Energy 

All the numerical models that were presented earlier used the fib Model Code [14] 
expression to calculate the fracture energy, GF, given by Eq. (4): 

GF = 73 × f0.18 cm × z (4)
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a) 

b) 

c) 

d) 

e) 

Fig. 10 CB0—principal concrete strain and crack pattern for models built by brick FE with different 
mesh sizes: a 40 mm, b 50 mm, c 60 mm, d 70 mm, e 80 mm (the minimum crack width displayed 
is 5 × 10–4 m)

However, in literature, different authors have proposed other expressions to esti-
mate the fracture energy. For comparison, apart from the models presented earlier (in 
which the fracture energy was calculated according to fib Model Code [14]), another 
model for beam CB0 was built following the Vos [20] expression for fracture energy: 

GF = 2.5 × 10−5 × fctm (5) 

where fctm represents the mean tensile concrete strength in MPa. 
The obtained results are given in Fig. 12. The initial stiffness of the numerical 

model built following Vos [20] formulation was slightly lower than that of the model 
built following fib Model Code [14] formulation. The peak load of both models was 
almost identical, as well as the post-peak behaviour up to a beam rotation of around 
4.0% (see Fig. 12). However, the model with fracture energy based on Vos [20] 
expression had a significant drop of load after 4.0% beam rotation, whereas the other 
model followed the experimental hysteretic curve up to beam failure.
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c) d)
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Fig. 11 CB0—load-displacement diagrams for similar mesh sizes and different FE: a 40 mm brick, 
50 mm brick and tetrahedron, b 60 mm brick and tetrahedron, c 60 mm brick and tetrahedron and 
d 80 mm brick and tetrahedron
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Fig. 12 CB0—load-displacement diagrams for two different values of the fracture energy, based 
on Vos [20] and fib model code [14] formulations
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The numerical model built considering fib Model Code [14] fracture energy 
resembled better the experimental results. 

4 Conclusions 

Based on the performed sensitivity analysis, it can be concluded that the numerical 
models built with brick FE of 40 mm size had a similar performance with the beam 
tested experimentally. 

A very reasonable agreement was observed between the experimental and 
numerical overall performance. 

The initial stiffness, the maximum load, as well as the ultimate displacements 
of the numerical model were very similar to the results observed experimentally. 
Moreover, the cracking patterns were also comparable. 

Regarding the computational time, the numerical model with brick FEs required 
much less time than the model with tetrahedron FEs. 
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3. Červenka, V., Červenka, J.: ATENA program documentation part 2-2, User’s Manual for 
ATENA 3D (2015) 
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13. Červenka, J., Jendele, L.: ATENA program documentation, Part 6, Input File Format (2016)

https://doi.org/10.1016/j.conbuildmat.2017.01.131
https://doi.org/10.1016/j.conbuildmat.2017.01.131
https://doi.org/10.1016/j.engstruct.2013.11.012
https://doi.org/10.1016/j.engstruct.2013.11.012
https://doi.org/10.1002/suco.201800255
https://doi.org/10.1002/suco.201800255
https://doi.org/10.14359/10416
https://doi.org/10.14359/10416
https://doi.org/10.14359/16438


Numerical Modeling of Reinforced Concrete T-Beams 359

14. fib Model Code. Model Code 2010—Final Draft, vol 1, Bulletin 65. Federation Internationale 
Du Beton, Lausanne, Switzerland (2012) 

15. Bažant, Z.P., Oh, B.H.: Crack band theory for fracture of concrete. Mater. Struct. 16, 155–177 
(1983) 
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Estimation of River Flow Discharges 
Using Image Processing 

Rodrigo Santos and João Nuno Fernandes 

Abstract In the scope of water resources management, the regular measurement of 
river flow discharge is an essential tool to control and monitor natural variances and 
the prevention of damages in case of extreme events. The proposed method is based 
on Large-scale Image Velocimetry (LSPIV) i.e. on the analysis of a sequence of 
images and the measurement of the 2D velocity field at the surface of a watercourse. 
The present study consisted on the evaluation of this technique for the measurement 
of flow discharge based on experimental cases. The size and shape of the tracers 
and the relation between the depth-averaged and surface velocities were investigated 
by means of laboratory and in situ experiments. In addition, two LSPIV freeware 
software were tested and the quality of their results were analysed and compared to 
traditional measurements. The accuracy of the measurements seems to reach accept-
able thresholds and the results were promising. Nevertheless, for a wider use of this 
technique, further research should be taken to solve specific issues. 

Keywords Water resources management · River discharge ·Measurements ·
LSPIV · Tracers. 

1 Introduction 

Effective management of water resources should be based on reliable information, 
among which frequent monitoring of river flow discharge is essential. Among others, 
this information is required to control and ensure the consumption needs of volumes 
of water in urban and rural areas, the production of hydropower and the management 
of extreme events such as droughts or floods.
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River discharge monitoring is also important for the implementation of bilateral 
agreements in relation to international rivers to balance the use of water resources 
in order to benefit different countries avoiding diplomatic issues and protect surface 
water, groundwater and ecosystems. 

Furthermore, compliance with current legislation requires reliable and flexible 
mechanisms for constant monitoring of flows in rivers. 

Taking into account the importance of the evaluation of river discharges, flow 
measurement technologies have undergone into several changes to make them faster 
and more effective. The optimization of surface runoff recording systems must be 
carried out through rigorous planning and prior knowledge of the general charac-
teristics of fluvial regimes. In this way, for relevant streams, it is essential to carry 
out measurements at strategic points and in relevant cross sections along the river 
and understand the contribution of the various sub-basins and possible retention in 
reservoirs or lakes. 

Following the classification of Boiten [1], flow measurement methods can be 
divided into (i) Section-velocity method,(ii) Structural method and (iii) Flow curve 
method. 

The section-velocity method is an isolated measurement that consists on the inte-
gration of the average section velocity by the cross-sectional area of the watercourse. 
The structural method is a continuous measurement that uses the installation of fixed 
hydraulic structures to compute the flow discharge by using a known rating curve (i.e. 
relationship between the flow and the hydraulic head). Finally, the flow curve method 
is a continuous measurement based on the evaluation of the flow by measuring the 
hydrometric level. In this case, the relationship between these two quantities must 
be regularly calibrated. A continuous record of levels in this section is then used 
to compute the flow discharge. Once the flow curve expression has been calibrated, 
monitoring the flow over time becomes simpler. Due to the constant alteration of river 
sections, caused by sediment transport and consequent phenomena of sedimentation 
or erosion, frequent calibration of the rating curve should be performed. 

Large Scale Particle Imaging Velocity (LSPIV) uses sequential images of the flow 
surface with a known frequency and computes the 2d velocity. So far, it has been 
used in several research projects (see, for instance, [2]). 

The present work aims at evaluating the possibility of LSPIV to determine the 
flow discharge in river reaches with known geometry. Issues such as the type and 
size of tracers to be used or the accuracy of this technique will be investigated by 
means of laboratorial and in situ experiments. 

2 Methods 

The section-velocity method is based on the continuity equation and on the definition 
of flow (Q) i.e. the integration, over the area, A, of the velocity, V, perpendicular to 
that area, Q = {

VdA.
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From an operational point of view, the measuring cross section must be selected 
according to the alignment of the flow with the downstream direction (typically a 
straight reach). 

The main features to measure flow discharges using LSPIV are: (i) the cross 
section area; (ii) the particle image velocity technique (e.g. its accuracy) and (iii) the 
relation between depth-averaged and surface velocities. 

The cross section area can be obtained by regular surveys of the bathymetry. The 
frequency depends mainly on the nature of the bed material. Downstream alluvial 
reaches are characterized by temporal changes whereas mountain reaches feature a 
more stable and fixed bed due to their rocky nature. Depending on the river width and 
flow discharge, area may be obtained by traditional (e.g. scaled ruler) or ultrasound 
methods. The issues related to this component will not be covered in this work, i.e. 
cross sectional area is considered to be known a priori. 

After the video recording of the river surface, the first step of particle image 
velocimetry (PIV) technique must be the improvement of the image quality. It is 
convenient to filter the images to increase the contrast and enhance the identification 
of the tracers. The evaluation of the displacement of the tracers between two images 
is made through cross-correlation. This statistical method tries to identify the pattern 
of each particle in successive interrogation areas (IA), one per time step (see [3] for  
further details). Tracers will then be searched in a Search Area (SA), included in IA. 

Statistical analysis of cross correlation is then performed to determine the 
displacement of the tracers. In a pair of consecutive images, the pixel with a higher 
similarity index is assumed to have the higher probability of displacement. This 
process will be applied to all IAs. 

Using the same concept, LSPIV differs from PIV as it is applied to wider areas and 
it uses different lighting and image capture methods. Generally, PIV uses high-speed 
cameras, while LSPIV uses common cameras and doesn’t need laser light source to 
illuminate the particles. Therefore, LSPIV has advantages over PIV, as it can be used 
in more situations, resulting in a more practical method. On the other hand, PIV has a 
higher definition and acquisition frequency, especially useful for turbulence studies. 

First LSPIV tests were performed in Japan in the mid-1990s [4–7] introduced the 
concept of LSPIV as one PIV extension for large discharge areas in-situ conditions. 
The author identified reflections caused by the sun and the existence of standing 
waves as the main limitation of this method. 

After the measurement of surface velocity, the next feature to look into for the 
measurement of flow discharge in river using LSPIV is the relation between the 
depth-averaged (Va) and the surface (Vs) velocities. Taking into account the vertical 
logarithm profile of the velocity, several authors tried to characterize the coefficient, 
C, between these two velocities, i.e., C = Va /Vs. Bed roughness, Reynolds number 
and hydraulic radius were identified as the main factors for the change of C (see, for 
instance, [8]). 

Hauet et al. [9] proposed a simple relationship for C depending on the hydraulic 
radius, Rh. For shallow waters (Rh < 1 m),  C is approximately 0.8 and it increases 
linearly reaching 0.9 for Rh equal to 5 m. Furthermore, Hauet et al. [9] observed the 
increase of C with the decrease of the bed roughness.
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Le Coz et al. [10] identified the main source of errors for LSPIV measurements, 
namely, the existence of suspended material interfering with the performance of the 
equipment, wind that introduces significant disturbance in the flow and movements 
of the camera. The uncertainties of the LSPIV measurements were studied by Kim 
[11] and Muste et al. [12] that estimated an average error of approximately of 10%. 

To ensure the quality of the LSPIV measurement, according to USGS [13], 
minimum requirements for the camera are a resolution of 640 × 480 pixels and 
a frequency of 15 frames per second. The video recording must have a duration of at 
least 1 min, in order to have the possibility to choose the best period of the recording. 
A minimum of four fixed reference points should be included so that distances can 
be easily known. 

3 Experimental Procedure 

The estimation of the river discharge in rivers with image processing techniques may 
involve several uncertainties and difficulties. The general procedure is presented in 
Fig. 1. 

In this work, 2 software were tested to obtain the surface velocities from the 
surface recordings, PIVlab [3] and Fudaa [14]. 

Experimental measurements in laboratorial and in-situ facilities will allow the 
evaluation of the tracers and the LSPIV method in the estimation of the flow discharge. 
The comparison between real and estimated flow discharges is used to evaluate the 
accuracy of the method. 

The experiments were conducted in 2 different channels where the discharge was 
known and the measurement with traditional methods was possible. Figure 2 shows 
the cross sections of these channels, namely, (i) compound channel with a central

Fig. 1 Procedure to estimate river flow discharge using LSPIV 
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Fig. 2 Main characteristics of a compound channel; and b trapezoidal channel 

main channel and two lateral floodplains; and (ii) trapezoidal channel with lateral 
banks with slope 1:1. 

The experiments were divided into the following parts: 

A. Trapezoidal section of the compound channel (using central single channel) 

A1 using PIVlab, one flow and two tracers 
A2 four flows and two software 

B. Compound channel 

B1 using PIVlab, one flow and three tracers 
B2 two software and three flows 

C. Trapezoidal channel 

Two software, one flow and three tracers. 

For parts A and B, a GoPro 3 camera with a resolution equal to 1280 × 960 pixels 
and an acquisition frequency equal to 47.95 Hz was used. 

For part C, a drone (Hubsan ZINO PRO) was used. It is equipped with a 4 k  
definition (3840 × 2160 pixels) and acquisition frequency of 30 Hz. 

Regarding the tracers, 6 different types were used, namely, polystyrene spheres 
with 3 mm of diameter, and squared papers of 1, 2, 2.5, 4 and 8 cm. 

ADV vectrino (Nortek) was used to evaluate the velocity in parts A and B whereas 
an Acoustic Doppler Current Profiler (ADCP, Aquadopp Profiler 1 MHz from Nortek) 
was used in part C.
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4 Results 

4.1 Part A 

For the trapezoidal cross section, an interrogation area of 0.6 m wide and 0.5 m long 
was chosen. Recordings of 1.5 min were considered in this case. 

In component A1 (Simple trapezoidal section, flow Q = 20 l/s, 2 tracers 
and 1 software—PIVlab), the aim was to compare the results obtained with two 
different tracers, namely, polystyrene spheres or squared papers. Measurements were 
performed only in one half of the channel due to the symmetry of the channel. 

Main results are presented in Fig. 3. 
Tracers made of polystyrene spheres had much smoother and more regular surface 

velocity curve than 2.5 cm side papers. Even during the experiments, it was much 
easier to seed the flow with the spheres as these tracers provided a better dispersed 
and uniform pattern. 

Using the coefficient C provided by Hauet et al. [9] to calculate the average 
velocities with the polystyrene spheres for concrete channels with hydraulic radius 
lower than 1 m, flow discharge for the entire channel was 17.2 l/s corresponding to 
a total error of 13.9%. 

In component A2, four flow discharges (5, 10, 15 and 20 l/s) and two software 
were analysed. All tests were performed with polystyrene spheres as tracers. Results 
are presented in Fig. 4.

The general pattern of velocities is rather similar to the velocities obtained with 
ADV. PIVlab results present a parabolic surface velocity profile in which the velocity 
increases in the inclined margin and remains constant in the remaining section. With 
Fudaa the formats of surface velocity graphs are not so regular and similar to each 
other. Surface velocities obtained with Fudaa are slightly higher than those obtained 
with PIVlab and ADV.
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Fig. 3 Photograph of the channel with squared paper (top left) and polystyrene spheres (lower left) 
as tracers and results of the velocities (purple squares stand for the results with ADV) 
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Fig. 4 Velocity comparison for two software and several flow discharges

Assuming a coefficient C to calculate the average velocities equal to 0.9, the 
average error on the calculation of flow discharge was about 16% using Fudaa and 
4% using PIVlab. 

Regarding the results in this component it was observed that to obtain the same 
flow discharge a coefficient C equal to 0.93 to 1.0 with PIVlab and from 0.75 to 0.82 
with Fudaa was needed. 

4.2 Part B 

In order to obtain the average velocities through the ADV, measurements were taken 
at 20 different points of the cross section. 

In the first part, B1, three tracers were tested (polystyrene spheres and two types 
of squared papers with 4 cm and 8 cm) and only PIV lab was used to evaluate the 
surface velocities. 

The velocity distributions for LSPIV tests and using ADV are presented in Fig. 5.
Comparing the surface velocity obtained with these tracers with the depth-

averaged velocities from ADV, it can be confirmed that the results with polystyrene 
spheres as a tracer seem more coherent. 

The surface velocities obtained with the three tracers shows a small decline in the 
center of the section where the velocity should reach its maximum. This decline can 
be explained by the insufficient density of tracers in the central section.
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Fig. 5 Velocity comparison for three tracers

Using typical values for coefficient C (as presented for part A), the average errors 
in the prediction of the total discharge were 4% for spheres, 28% for squared papers 
4 cm and 57% for squared papers 8 cm. It is clear that these two last tracers were 
unable to effectively characterize the surface velocity of water as they provide much 
lower surface velocities. Therefore, polystyrene was used in the remaining laboratory 
tests. 

For part B2, three flow rates and two software were tested. The objective was to 
study the behavior of the coefficient C and to understand which software produces 
better results. Total discharge of 38.80 l/s, 46.60 l/s and 58.90 l/s were used. 

Figure 6 presents the results for this part B2. 

Fig. 6 Comparison of the surface velocities obtained with the LSPIV and the average velocities of 
the ADV in the compound cross section
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The results for the velocities obtained using Fudaa and PIVlab are rather similar. 
Comparing the velocity values in the different sections, it can be seen that in the 
floodplain (covered with synthetic grass) the surface velocities increase with the 
flow and are higher than the depth-averaged velocities. In the main channel (made of 
polished concrete) the surface velocities are slightly higher than the average velocities 
and converge more or less to the same value in the center of the section. This suggests 
that the use of a single coefficient for the whole channel may be incorrect. Near the 
interface, the results may be affected by the flow structures typically observed in 
compound channels, namely the large-scale horizontal cells and the secondary flow. 

In test B2, a possible variation of the coefficient C, applied to the surface velocities 
was tested in order to obtain the corrected depth-average velocities and the flow 
discharge in each subsection (main channel and floodplains). 

Using the results of PIVlab, the better agreement of the velocities in each sub-
section were obtained using an average coefficient C equal to 0.97 in the main 
channel and equal to 0.66 in the floodplains. In part A2, a coefficient equal to 0.99 
was obtained for a single trapezoidal section. 

In all cases, it is important to highlight the difficulty in ensuring a good distribution 
of tracers on the water surface. 

4.3 Part C 

Similarly to the laboratory tests, the velocity section method was used to find the flow 
rate. Velocity was measured initially with an ADCP and then using LSPIV method. 

It should be noted that the ADCP provides a velocity profile in depth, starting to 
measure about 10 cm below the level of the device and acquiring values every 10 cm. 
With this device it is possible to have a rough idea of the bathymetry, as the results 
near the bottom are incoherent. 

As it was not possible to recover the tracers, only paper was used because they 
are easily biodegradable and therefore less harmful to the environment. Analyzing 
the laboratory tests, it was possible to conclude that better results were obtained with 
small tracers. In this case, squared tracers with 1, 2 and 4 cm were used. 

The results obtained for this component are presented in Fig. 7.
The results obtained with PIVlab are rather regular and relatively superior to the 

depth-averaged velocities obtained with ADCP. The surface velocity plot is very 
similar to those obtained in the laboratory, where the surface velocity increases at 
the beginning of the section and then tends to remain constant towards the center of 
the section. The surface velocities obtained with the tracers of 1 and 2 cm of side 
are very similar and somehow superior to the velocities obtained with the tracer of 
4 cm. For this software, the size of the tracers is not critical. 

Regarding the results of Fudaa (Fig. 7b), there is much more influence of the 
tracers. The 1 and 2 cm side tracers present surface velocities relatively higher than 
the average velocities of the ADCP and very similar to the velocities obtained with 
the PIVlab.
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Fig. 7 Depth-averaged velocities with ADCP and surface velocities with LSPIV with several tracers 
a using PIVlab and b using Fudaa

Using the section-velocity method with the bathymetry and the velocities obtained 
with ADCP, the resulting flow discharge is 1.12 m3/s. 

From the theoretical framework and the results obtained in the laboratory, the 
coefficient C is expected to be between 0.9 and 1. As the concrete was not so smooth 
as in the laboratory and there was some vegetation in the bottom of the channel, 
it is expected an increase of the difference between the depth-average and surface 
velocities and a coefficient C of 0.9 was chosen. 

With the exception of the measurement with 4 cm tracer with Fudaa, the error 
obtained for the flow discharge is rather small. The measurement with PIVlab resulted 
in an average error of 2.7%, which is quite satisfactory. 

For the results of PIVlab, the average value of the coefficient C to obtain the 
theoretical flow discharge is 0.875. 

5 Conclusions and Further Research 

The use of the LSPIV method for the measurements of flow discharges in rivers was 
analysed in this paper. Knowing the bathymetry of the section, this method allows a 
simple and quick assessment of flow rates, presenting several positive points when 
compared to the traditional devices. 

The performance of two software—PIVlab and Fudaa—was evaluated. Despite 
the similar results, it was clear that the velocities were better estimated using PIVlab. 
This software also proved to be easier and faster to apply. Some other differences 
are related to the options related to the pre-treatment in PIVlab with the possibility 
to enhance the images in order to emphasize tracer appearance. 

It was observed that a good density and an uniform pattern of tracers are essential 
to obtain good results with LSPIV. This was one of the main differences between 
laboratory and field tests. In the laboratory, the tracers were placed on the surface 
of the water from one of the sides. From this positioning it was quite difficult to 
guarantee a good density and uniformity of tracers in the measurement cross section.
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In the field test, the tracers were thrown from a bridge, at about 5 m above the water 
level, which allowed a better density and coverage. 

In almost all cases, the coefficient applied to surface velocities to obtain the 
depth-average velocities increased with the increase in the hydraulic radius. 

For reaches with low roughness, such as polished concrete, the coefficient must 
be between 0.95 and 1. With higher roughness, such as gravel, pebbles or vegetation, 
the coefficient must be between 0.85 and 0.95. 

LSPIV confirmed to be a good alternative for the measurement of velocities in 
rivers and, therefore, a good possibility for estimating the flow. In the cases analysed 
in this work, the LSPIV presented an average error of 5% in the calculation of the 
flow. 
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Damage Evolution in Physical Scale 
Model Tests of a Stretch 
of the Breakwater of Peniche Harbour 

Rute Lemos , Conceição Fortes , João Alfredo Santos, 
and Ana Mendonça 

Abstract During physical scale model tests of rubble mound breakwaters, the 
assessment of the eroded volume of the armour layer subjected to incident sea 
waves can be determined from consecutive surveys of the surface of the armour 
layer after each test run. This enables one to assess the damage level of the struc-
ture by comparing erosion profiles and by the eroded volume between consecutive 
surveys of the tested section. The present study aimed to evaluate the damage evolu-
tion of a section of the Peniche harbour west breakwater, whose armour layer is 
made of tetrapods, A dimensionless damage parameter was computed, based on the 
eroded volume at the end of each test. The test program consisted of three test series 
(A, B and C) with different durations and wave conditions sequences, considering 
the low-water level (water depth of 0.20 m at the toe of the structure) and high-water 
level (0.24 m) and sea states with peak periods Tp = 1.70 s and Tp = 1.98 s and 
significant wave heights, Hm0, ranging between 0.12 m and 0.19 m. The model was 
built and operated according to Froude’s similarity law, with a geometrical scale of 
1:50. The eroded volume assessment was done by means of armour layer surveys 
based on the Time of Flight (ToF) methodology, using a Kinect sensor position. 
The surveys produced 3D surface models, at the beginning and the end of the test 
series, when the whole extension of the armour layer was dry and visible, and after 
each intermediate test, when part of the armour layer was submerged. A comparative 
analysis was made, based upon the damage level obtained with the three different 
test series (with different durations and wave conditions sequences). 
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1 Introduction 

To optimize the hydraulic design of rubble-mound breakwaters, physical scale model 
tests are often necessary and overtopping and hydraulic stability tests are the most 
common ones. 

The assessment of the damage evolution (in stability tests) during scale model 
tests of rubble-mound breakwaters is traditionally made by comparing the erosion 
profiles, which are representative of the tested section, and by determining the eroded 
volume of the tested section between consecutive surveys. Armour layer damage is 
then characterized by parameters based either on the number of displaced armour 
units, as is the Nod parameter [1], or on dimensionless parameters based on the 
eroded area of a profile of the armour layer, such as S (Broderick and Ahrens 1982) 
or the eroded depth, E [2, 3]. 

Recently, several techniques have been developed for surveying the outer envelope 
of the armour layer of rubble-mound breakwaters in scale model tests. A review 
of these techniques can be found in Campos et al. [4]. Such techniques include 
photogrammetry, LIDAR and Time of Flight systems, which enable very accurate 
3D surface models of the armour layer of the breakwater model to be obtained. In 
this context, [5] and [6] used a procedure for reconstructing submerged scenes from 
stereo-photos where the refraction at the air-water interface is corrected, thus allowing 
the surveys of the armour layer surface to be made without the need to empty the 
flume or tank where the tests take place. More recently, Musumeci [7], Sande et al. 
[8] and Lemos et al. [6] used a methodology using a position sensor which enabled 
to gather 3D scans of armour layers composed by cubipods and Antifer cubes. 

This paper describes three scale model test series (A, B and C) whose objective 
was to evaluate damage evolution of a stretch of the Peniche harbour west breakwater 
whose armour layer is made of tetrapods. 

For test series A (a long-duration test series), each wave condition was run until 
damage stabilization occurs, beginning with the lowest water level in an increasing 
intensity sequence. Test series B and C were intended to simulate damage from a 
sequence of individual storms with a well-defined duration. Test Series B was carried 
out with increasing water levels whereas test series C was carried out with decreasing 
water levels. 

After this introductory section, the experimental facilities and the tests carried out 
are presented in Sect. 2. Section 3 presents the procedures for surveying the armour 
layer, whereas in Sect. 4, the results obtained are presented and discussed. The paper 
ends with the conclusions chapter. 

2 Physical Model and Test Conditions 

The experiments were performed at the Ports and Maritime Structures Unit (NPE) 
of the Hydraulics and Environment Department of the Portuguese Laboratory for
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Civil Engineering (LNEC), in the COI1 wave flume, which is approximately 50 m 
long, with an operating width of 0.8 m and an operating water depth of 0.8 m. 
The flume is equipped with a piston-type wave-maker that combines both irregular 
wave generation and dynamic absorption of reflected waves identified with two wave 
gauges located in front of the wave paddle (Fig. 1). 

The model was built and operated according to Froude’s similarity law, with a 
geometrical scale of 1:50. The armour layer was made of 160 kN tetrapods laid on 
a slope of approximately 2:3. The prototype cross-section is presented in Fig. 2. 

The bottom of the wave flume has a 26 m long smooth slope (1.6%), followed 
by a 4.3% slope that represented the sea bottom in front of the breakwater section 
(Fig. 3).

Ten resistive-type wave gauges were deployed along the wave flume. The wave 
gauges AW1 and AW2 measured the wave conditions near the wavemaker, while 
probes S1 to S5 characterized the wave propagation along the flume. 

The wave parameters used to describe the test conditions are those obtained close 
to the wave generator. 

Figure 4 illustrates an overview of the cross-section built in the flume.

Fig. 1 Overview of the irregular wave flume COI1 

Fig. 2 Section location and characteristics 
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Fig. 3 Bottom and layout of the resistive wave gauges along the flume

Fig. 4 Cross section of Peniche breakwater and resistive wave probes along the flume 

The tests were carried out considering two sea water levels: the low-water level 
(LWL), with a water depth of 0.20 m at the toe of the structure and a depth of 0.66 m 
at the deepest part of the flume and the high-water level (HWL), with a water depth 
of 0.24 m at the toe of the structure and a depth of 0.70 m at the deepest part of the 
flume. 

The wave conditions considered were peak periods of 1.70 s and 1.98 s (12 s and 
14 s at prototype, respectively) and significant wave heights, of 0.12 m, 0.14 m and 
0.16 m. (6.0 m, 7.0 m and 8.0 m at prototype, respectively). Table 1 summarizes the 
considered test conditions.

The longest test series, series A, aims to confirm the stabilization of damage of the 
armour layer when subjected to a sea state with constant characteristics. Thus, a given 
test condition, characterized by a significant wave height (Hm0) and peak period, (Tp) 
with a duration of 1000 waves, is repeated until the number of armour units displaced 
from their original position does not change at the end of two consecutive tests. 

Then, the test series continues, using the next test condition, with increasing 
energy. The test sequence started with the mean water level, and then it changed to 
the high-water level. 

Test series B and C have limited test durations. Test B was conducted with 
increasing water levels and peak periods and test C with decreasing water levels 
and peak periods. 

Each test series was carried out without reconstruction of the model.
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Table 1 Water levels and wave conditions for test series A, B and C 

Series Test Tp (s) Hm0 (m) Depth at the 
toe (m) 

Test duration 
(s) 

Number of 
test runs 

Test runs 

A 1 1.70 0.12 0.13 1680 Until damage 
stabilization 

T59–T61 

2 1.70 0.14 0.13 1680 T62–T65 

3 1.70 0.16 0.13 1680 T66–T69 

4 1.98 0.14 0.17 1980 T70–T73 

5 1.98 0.16 0.17 1980 T74–T77 

6 1.98 0.18 0.17 1980 T78–T81 

B 1 1.70 0.12 0.13 1680 1 T82 

2 1.70 0.14 0.13 1680 4 T83–T86 

3 1.70 0.16 0.13 1680 4 T87–T90 

5 1.98 0.18 0.17 1980 4 T91–T94 

6 1.98 0.16 0.17 1980 4 T95–T98 

C 4 1.98 0.14 0.17 1980 2 T99 and T100 

5 1.98 0.16 0.17 1980 4 T101–T104 

6 1.98 0.18 0.17 1980 4 T105–T108 

2 1.70 0.14 0.13 1680 4 T109–T112 

3 1.70 0.16 0.13 1680 4 T113–T116

3 Materials and Methods 

The definition of damage in rubble mound breakwaters depends on aspects such 
as the typology, design, armour unit type, or the functional requirements of the 
structure. Damage is usually defined by the degree of reshaping of the armour layer 
and therefore associated to the failure mode and can be quantified by the eroded 
volume or number of units removed [9]. 

Damage characterization can be achieved by using an adequate damage descriptor, 
as the commonly used displacement counting method, where damage, D, can be 
related to any definition of movements including rocking. The relative number of 
moving units can also be related to the total number of units inside a vertical strip of 
width Dn (the nominal diameter) stretching from the bottom to the top of the armour 
layer. For this strip displacement definition [1] used the term Nod for units displaced 
out of the armour layer and Nor for rocking units. The disadvantage of Nod and Nor 
is the dependence of the slope (strip) length [10].
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Table 2 Thresholds of S for different damage levels, for non-overtopped two-layers conventional 
breakwaters, according to [12] and the Rock Manual (2007) (adapted from Campos et al. [4, 9]) 

Dimensionless eroded parameter (S) 

Threshold 1 Threshold 2–3 Threshold 4 

Cot 
α 

Damage 
initiation 

Start of 
damage 

Iribarren’s 
damage 

Initiation of 
destruction 

Intermediate 
damage 

Destruction Failure 

1.5 1.5 2 2.5 6.5 3–5 12 8 

2 2 2 3 8 4–6 14 8 

3 2.5 2 3.5 9.5 6–9 16 12 

4 3 3 4 11 8–12 18 17 

The damage descriptor used in the present work was the dimensionless damage 
parameter S = Ae 

D2 
n 
S = Ae 

D2 
n 
S = Ae 

D2 
n 
, defined by Broderick [11] where Ae is the eroded 

area of the profile and Dn is the nominal diameter of the block. S can be interpreted 
as the number of squares with side length Dn50 which fit into the eroded area. 

The improvements and availability of accurate 3D survey techniques based on 
scanning instruments as LIDAR and photogrammetry techniques, as well as the 
development of artificial vision algorithms make it possible to combine different 
damage descriptors. 

This was the case of the present study. As the damage parameter S is less suitable 
in the case of complex types of armour units like tetrapods, due to the difficulty in 
defining a surface profile, to minimize this uncertainty it was decided to compute the 
mean eroded area by using the total eroded volume of the entire armour layer. 

By dividing the eroded volume (Ev) at the end of a test run by the section usable 
width (X, in this case 0.72 m), one obtained the section mean eroded area (Ae =
Ev 

X Ae = Ev 

X ) and subsequently, the dimensionless damage parameter S = Ae 
D2 

n 
. 

Table 2 summarizes the thresholds of S, for different damage levels, according to 
[12] and the Rock Manual (2007). 

The equipment used for damage evolution assessment was the Microsoft Kinect© 
position sensor that was placed above the breakwater, to get a 3D model of the armour 
layer. 

The acquisition of depth values by the Kinect© is determined by the Time of 
Flight (ToF) method, where the distance between the points of a surface and the 
sensor is measured by the time of flight of the light signal reflected by the surface. 
In other words, ToF imaging refers to the process of measuring the depth of a scene 
by quantifying the changes that an emitted light signal encounters when it bounces 
back from objects in a scene. 

The Kinect sensor was positioned 1.5 m from the crest of the structure in a fixed 
structure above the flume (Fig. 5a) and its survey parameters were: Voxel (volume 
pixel) for meter: 256; Voxel volume resolution for the three coordinated axis x, y and 
z: 512 voxel. That means that the volume of each scanned scene is 2 m x 2 m x 2 m. 
The acquisition distance range was between 0.5 m and 8 m.
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Fig. 5 a Position sensor Kinect. b Ground control points 

Note that the voxel is a 3D unit of the image, just as for digital photographs, a 
pixel is a 2D unit of the image. It is a volume element that represents a specific grid 
value in 3D space. 

Surveys were carried out without water in the flume, at the beginning and at the 
end of each test series, and with water at the end of each intermediate test. 

To reference the point clouds resulting from the surveys, 12 ground control points 
(GCP) were used, Fig. 5b. They were materialized with coloured buttons placed at the 
bottom of the channel, in front of the toe of the armour layer and on the superstructure. 
The coordinates of these control points were obtained with a total station before the 
start of the test series. 

The post-processing of surveys conducted with water in the flume, comprised 
a previous alignment of the point clouds with a cloud obtained without water in 
the flume, to correct the submerged part of the survey, as the infrared light from the 
sensor has little capacity to cross water depths greater than 0.05 m. This fine alignment 
was performed using the Iterative Closest Point, ICP algorithm [13] available in the 
open-source software CloudCompare [14]. 

The eroded volume computation relied on the gridding process of the cloud(s), 
by choosing a grid step. This step defines the size of the elementary cells used in the 
volume computation. To compute the volume, CloudCompare sums the contribution 
of each cell. This contribution is the volume of the elementary parallelepiped corre-
sponding to the elementary cell area, multiplied by the distance difference between 
clouds (dV = grid step * grid step * distance). 

In the present work, after several experiences with grid steps ranging from 1 to 
10 mm, the best combination of point density and depth estimation was obtained 
with a step of 2 mm. Steps smaller than 2 mm conducted to an overestimated depth, 
while grid steps higher than 2 mm led to an important loss of point density.
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4 Results and Discussion 

From the damage characterization resulting from the survey of the armour layer of 
the entire breakwater usable section, it was possible to compute the overall eroded 
volume. Thus, an averaged eroded area was computed by dividing the eroded volume 
by the section width (0.72 m). Note that, as the eroded area is an average value, 
eroded areas in different individual profiles can differ from this value, depending on 
the heterogeneity of the damage location. Figure 6 shows the point cloud resulting 
from surveys carried out with the Kinect© sensor at the beginning and at the end 
of series A (before Test 59 and after Test 81, respectively), as well as the map of 
distances between both point clouds. 

The results presented in Table 3 show the damage values (S) measured at the 
end of each test run, with a duration of 1000 waves, corresponding to a given wave 
condition tests 1 to 6, for test series A. According to Table 2, the damage level is 
clearly at “start of damage” with small variations with the water level and with the 
peak period, increasing with the significant wave height (Fig. 7).

For test series B (Fig. 8 and Table 4) the damage evolution trend was quite different 
from the long-duration test A. Damage increases with the water level and with the 
peak period. At the end of the LWL tests, the damage level denotes a start of damage 
but at the beginning of tests with HWL the damage level rose to “Intermediate 
Damage” (Fig. 9).

For test series C (Fig. 10 and Table 5) there is a “start of damage” level, showing 
no evolution during the test series. Damage stabilization occurred at the end of the 
tests with HWL, with almost no variation during tests conducted with LWL and Tp 
= 1.70 s (Fig. 11).

For test series C there is a “start of damage” level, showing no evolution during the 
test series. Damage stabilization occurred at the end of test with HWL, with almost 
no variation during tests conducted with LWL and Tp = 1.70 s (Fig. 10).

Fig. 6 Survey conducted at the beginning and at the end of test series A. a Clouds of points of 
initial and final surveys. b Distance map (blue: erosion; red: deposition) 
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Table 3 Dimensionless 
damage parameter obtained 
during test Series A 

Test Test run Number of waves S (Ae/Dn2) 

1 59 1000 1.40 

60 2000 1.40 

61 3000 1.50 

2 62 4000 1.30 

63 5000 1.40 

64 6000 1.60 

65 7000 1.30 

3 66 8000 1.30 

67 9000 1.40 

68 10,000 1.30 

69 11,000 1.30 

4 70 12,000 1.40 

71 13,000 1.40 

72 14,000 1.40 

73 15,000 1.70 

5 74 16,000 1.40 

75 17,000 1.40 

76 18,000 1.50 

77 19,000 1.50 

6 78 20,000 1.40 

79 21,000 1.60 

80 22,000 1.90 

81 23,000 1.90 

Fig. 7 Damage evolution during test series A
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Fig. 8 Survey conducted at the beginning and at the end of test series B. a Clouds of points of 
initial and final surveys. b Distance map (blue: erosion; red: deposition) 

Table 4 Dimensionless damage parameter obtained during test series B 

Test Test run Number of waves S (Ae/Dn2) 

1 82 1000 1.60 

2 83 2000 1.20 

84 3000 1.40 

85 4000 1.40 

86 5000 1.20 

3 87 6000 1.20 

88 7000 1.50 

89 8000 1.80 

90 9000 1.70 

5 91 10,000 2.30 

92 11,000 2.90 

93 12,000 3.00 

94 13,000 2.80 

6 95 14,000 3.00 

96 15,000 2.80 

97 16,000 2.90 

98 17,000 2.20

5 Conclusions 

This paper described the three scale model test series (A, B and C) with different 
test sequences and durations, whose objective was to evaluate damage evolution of 
a stretch of the Peniche harbour west breakwater. 

Damage measurement was made using the Kinect© position sensor, which proved 
to be quite effective in obtaining three-dimensional surface models of the armour
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Fig. 9 Damage evolution during test series B

Fig. 10 Survey conducted at the beginning and at the end of test series C. a Clouds of points of 
initial and final surveys. b Distance map (blue: erosion; red: deposition)

layers (tetrapods) of the breakwater model. It was possible to obtain damage measure-
ments, such as volume and eroded area. The comparison between initial and final 
clouds of points resulting from the model survey, enabled to compute the eroded 
volumes. 

The damage descriptor S computation was based upon the eroded volume and 
evolved with different trends for the three-test series. 

For the longest test series, series A, which aims to confirm the stabilization of 
damage of the armour layer when subjected to a sea state with constant characteristics, 
the damage level is a “start of damage” with small variations with the water level 
and with the peak period, increasing with the significant wave height. 

Regarding test series B conducted with increasing water levels ant peak periods, 
damage increases with the water level and with the peak period. 

Results obtained with test series C, with decreasing water levels and peak periods, 
showed no evolution during the test series. Damage stabilization occurred at the end 
of test with HWL (start of damage), with almost no variation during tests conducted 
with LWL and Tp = 1.70 s.
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Table 5 Dimensionless 
damage parameter obtained 
during test series C 

Test Test run Number of waves S (Ae/Dn2) 

4 99 0 2.00 

100 1000 2.00 

5 101 2000 2.00 

102 3000 2.10 

103 4000 2.00 

104 5000 1.90 

6 105 6000 2.10 

106 7000 2.00 

107 8000 2.10 

108 9000 2.00 

2 109 10,000 1.90 

110 11,000 1.90 

111 12,000 1.90 

112 13,000 1.90 

3 113 14,000 1.90 

114 15,000 1.90 

115 16,000 2.00 

116 17,000 1.90 

Fig. 11 Damage evolution during test series C

Test series B and C, with the same wave conditions, but with different sequences, 
conducted to a different damage evolution. Despite both tests conducted to a mild 
damage, series B proved to be the most unfavourable test sequence. 

Future work will comprise tests with localized damage, with more extensive 
damage levels, to test a dimensionless damage parameter based upon localized eroded 
volume, as well as on the dimensionless eroded depth.
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SfM Photogrammetry as a Tool 
to Monitor Slope Erosion and Evaluate 
Bio-Stabilization Treatment 

Román Fernández Rodríguez and Rafaela Cardoso 

Abstract Soil erosion in slopes mainly occurs due to runoff water. Biocementation 
may be an alternative to traditional stabilisation methods to prevent this phenomenon. 
In this research, enzyme induced calcium carbonate precipitation (EICP) was tested 
to analyse its efficiency in preventing soil erosion. To do so, two small slopes made of 
uniform-graded size sand were built in the laboratory and subjected to a water thread 
with constant flow to simulate runoff water. The first was the control test, untreated, 
while the second was treated by spraying with enzymes and feeding solution. The 
formation of ravines was monitored during and after the runoff test by using structure 
from Motion (SfM) photogrammetry. Image acquisition was performed with a mobile 
phone and a point cloud was generated to analyse the slopes surfaces and quantifying 
the amount of erosion on each slope. Finally, the percentage of carbonate precipitated 
in the enzymatically-treated slope was calculated after the end of the test. 

Keywords SfM photogrammetry · Slope erosion · Laboratory test · EICP ·
Bio-cementation 

1 Introduction 

The study on the mechanisms of soil erosion is fundamental to design efficient 
remediation solutions. When triggered by heavy rainfall episodes, soil erosion mainly 
occurs due to runoff water. This type of erosion can lead to significant economic and 
environmental impact at the design and maintenance of earth structures such as roads 
and earth dams [1]. This phenomenon is aggravated in semi-arid areas, especially 
in non-cohesive soils [2]. Considering a climate change scenario, in which extreme
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precipitations would become more frequent, it is worth to explore new solutions to 
improve the resistance of soil to erosion by runoff. 

The biocementation treatment can be suitable to prevent slope erosion by runoff 
water and its potential for this purpose is investigated in this paper. Biocementa-
tion is a relatively new technique. It consists in using biological agents (bacteria or 
enzymes) to produce calcium carbonate (biocement), which acts binding the grains 
and improving soil strength and stiffness. This is an eco-friendly soil treatment tech-
nique alternative to the use of Portland cement. [3]. Examples of the use of this 
technique for several purposes can be found in the literature such as improving the 
load bearing capacity of foundation soils [4], improving the properties of compacted 
earth in building applications [5] or minimising coal dust pollution in open-pit coal 
mines [6]. 

When enzymes are used to achieve the precipitation of biocement the technique 
is called enzymatic induced calcium carbonate precipitation (EICP). In these cases, 
urease enzymes (generally obtained from plants) are used. The role of the enzymes 
is to catalyse the hydrolysis of the urea (CO(NH2)2) present in the feeding solution 
supplied during the soil treatment Eq. (1). Subsequently, a precipitate of calcium 
carbonate (CaCO3) is produced in the presence of calcium ions, also supplied in the 
feeding solution Eq. (2). 

CO(NH2)2 + 2H2O → 2NH4 + CO2− 
3 (1) 

C2+ 
a + CO2− 

3 → CaCO3 (2) 

The efficiency of EICP to prevent ravine formation in slopes is investigated in 
this paper, by comparing the evolution of breach formation in a treated and untreated 
small scale sand slopes under the action of a continuous water thread. In this way, 
the aim was to be able to compare the results of the erosion test when carried out on 
a soil in its natural state and after having been enzymatically treated. 

Structure from motion (SfM) photogrammetry was adopted, using cell phone 
photographs taken during the erosion test, to define topographical models to monitor 
the evolution of the erosion channels. The accuracy of the models thus obtained was 
checked in previous tests using a terrestrial laser scanner (TLS) [7]. 

The experimental setup of the slopes and the evolution of the breach are described, 
as well as the conditions under which accurate results can be found when using SfM 
photogrammetry.
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Fig. 1 Experimental setup and grading size distribution curve of the sand used 

2 Materials and Methods 

2.1 Materials and Experimental Setup 

Two small slopes (15 cm high, 30 cm long and 29 cm wide, 27° inclination) were 
built in the laboratory with commercial river sand, uniform graded size with average 
diameter D50 = 0.3 mm (classifies as poorly graded sand SP according to the Unified 
Soil Classification System). The grading size distribution curve is in Fig. 1. The  
minerals present are only quartz and feldspars. This sand, in dry state, was carefully 
placed to ensure homogeneous void ratio (e) of 0.78. For this void ratio, permeability 
measured in a constant water head test is 2 × 10−4 m/s The first slope was the control 
test, untreated, while the second was treated by spraying with enzymes and feeding 
solution. Details are provided in the following section. 

Three days after the end of their treatment, a water thread with constant flow was 
applied on each slope to simulate runoff water. A water tank was used to guarantee 
a constant flow rate of 0.12 L/min, controlled by using a tap. The outlet pipe had a 
diameter of 5 mm and was positioned 1 cm above the top of the slope. All components 
can be seen in Fig. 1. 

2.2 Slopes Treatment 

One of the slopes was treated by biocementation to promote the precipitation of 
calcium carbonate in the soil pores and analysing effectiveness of this layer in 
preventing water erosion. The treatment consisted in spraying first 100 ml solu-
tion of distilled water and powder urease enzyme with a concentration of 3 g/L, 
followed by spraying 200 ml of feeding solution. This solution was prepared using 
0.5 M equimolar solutions of urea and calcium chloride (source of calcium) and 1:10 
diluted growth medium [8]. This process was repeated for 5 consecutive days. The
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second slope was the control case, untreated and used as a reference. It was sprayed 
with 300 ml of water every day for 5 days, just to ensure that both slopes had the 
same water content before the beginning of the erosion test. 

2.3 Determination of Calcium Carbonate Content 

The calcium carbonate content is the relationship between the mass of calcium 
carbonate and the total mass of the soil. The mass of calcium carbonate is the mass 
loss of the soil caused by being washed with hydrochloric acid (HCl 0.5 M), all 
measurements were done in previously oven dried soil samples at 104 ºC for 24 h [9]. 

3 Experimental Results 

Figure 2 shows the surface condition of the slopes after 9 min of testing. As can 
be seen, on the untreated slope an erosive channel developed along its entire length 
while on the slope treated by bio-cementation there was any erosion due to runoff 
water for the same test time as the reference slope. 

The percentage of carbonate precipitated in the treated slope was calculated 
using acid dissolution (HCl 0.5 M), obtaining a value of 1.8%. This confirms that 
biocementation has occurred, explaining the resistance to runoff erosion observed.

Fig. 2 State of the slopes 
after 9 min of testing (top 
view) 
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4 SfM Breach Monitoring 

Each slope was photographed before, during and after the tests using a Huawei 
mobile phone with a 13 MPx camera. These images were later treated on a Structure 
from Motion (SfM) photogrammetry-based application, named Eyescloud3D 
(https://www.eyescloud3d.com) to obtain high-density point clouds. This technique 
is based on the acquisition of overlapping images and the use of algorithms to 
perform the images matching process, determining the points of union between them 
[10]. To obtain accurate results when using this technique some basic rules must 
be considered when taking the photographs, specifically: avoid casting shadows on 
the object, maintain the same distance between camera and object in all photos and 
guarantee a high percentage of overlap between the pictures. 

The point clouds so obtained were later imported into Cloud Compare soft-
ware (www.cloudcompare.org) to analyse the geometry and evolution of the erosion 
channel produced during the runoff test in each slope. Figure 3 summarises the image 
acquisition process using the untreated slope as example. 

Figure 4 presents the evolution of the topography in a vertical cross section 2 cm 
distant from the tap for both slopes. Although the erosive channel reaches its 
maximum depth right under the tap, it was decided to select this little further area 
downstream to draw the topographic profiles and analyse the evolution of the erosion 
process because it is when the breach is wider and minimises the shadow effect. As 
reported in [7], when the erosion channels are deep and narrow shadows can reduce 
the accuracy of SfM reconstructions. With the exception of these drawbacks, in that 
same paper it is specified that the average error when comparing SfM and TLS 
reconstuctions is 0.5 mm (with an uncertainty of ±0.7 mm).

The formation of the breach and its evolution over time is perfectly visible in 
the untreated slope, while in the enzyme-treated slope there is almost no changes in 
its surface. This confirms both the efficiency of the EICP treatment against breach

Fig. 3 Image processing 

https://www.eyescloud3d.com
http://www.cloudcompare.org
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Fig. 4 Transverse profiles of 
the erosion channel (left) and 
profiles position (right). 
Units in mm

formation and the capability of SfM photogrammetry to monitor and compare the 
evolution of these erosional processes over time. 

5 Conclusions 

A significant improvement was obtained with the biocementation treatment even with 
relatively low amounts of precipitated carbonate. This proves that EICP treatment 
can be a good alternative to other traditional soil stabilisation methods. 

Low-cost SfM photogrammetry performed with a mobile phone has a great poten-
tial to be used in the monitoring of soil treatments effectiveness to prevent erosion, 
although further work is needed to determine its applicability to a real scale case. 

Acknowledgements The authors would like to thank the Foundation for Science and Technology 
(FCT, I.P.) of Portugal for funding project BIOSOIL (Ref PTDC/ECI-EGC/32590/2017). 

References 

1. Powledge, G.R., Ralston, D.C., Miller, P., Chen, Y.H., Clopper, P.E., Temple, D.: Mechanics of 
overflow erosion on embankments. ii: Hydraulic and design considerations. J. Hydraul. Eng. 
115(8), 1056–1075 (1989). https://doi.org/10.1061/(ASCE)0733-9429(1989)115:8(1056) 

2. Chehlafi, A., Kchikach, A., Derradji, A., Mequedade, N.: Highway cutting slopes with high 
rainfall erosion in Morocco: evaluation of soil losses and erosion control using concrete arches. 
Eng. Geol. 260, 105200 (2019). https://doi.org/10.1016/j.enggeo.2019.105200 

3. Almajed, A., Tirkolaei, H.K., Kavazanjian, E., Hamdan, N.: Enzyme induced biocementated 
sand with high strength at low carbonate content. Sci. Rep. 9, 1–8 (2019). https://doi.org/10. 
1038/s41598-018-38361-1 

4. Van Paassen, L., Ghose, R., van der Linden, T., van der Star, W., Van Loosdrecht, M.: Quan-
tifying biomediated ground improvement by ureolysis: large-scale biogrout experiment. J. 
Geotech. Geoenviron. Eng. 136, 1721–1728 (2010)

https://doi.org/10.1061/(ASCE)0733-9429(1989)115:8(1056)
https://doi.org/10.1016/j.enggeo.2019.105200
https://doi.org/10.1038/s41598-018-38361-1
https://doi.org/10.1038/s41598-018-38361-1


SfM Photogrammetry as a Tool to Monitor Slope Erosion and Evaluate … 395

5. Cuccurullo, A., Gallipoli, D., Bruno, A.W., Augarde, C., Hughes, P., La Borderie, C.: Earth 
stabilisation via carbonate precipitation by plant-derived urease for building applications. 
Geomech. Energy Environ. 30, 100230 (2022). https://doi.org/10.1016/j.gete.2020.100230 

6. Wu, M., Hu, X., Zhang, Q., Zhao, Y., Sun, J., Cheng, W., Fan, Y., Zhu, S., Lu, W., Song, C.: 
Preparation and performance evaluation of environment-friendly biological dust suppressant. 
J. Clean. Prod. 273, 123162 (2020). https://doi.org/10.1016/j.jclepro.2020.123162 

7. Fernández Rodríguez, R., Ponte, M., Bento, R., Cardoso, R.: Potential of mobile application 
based on structure from motion (SfM) photogrammetry to monitor slope fast erosion by runoff 
water. Catena 216(Part A), 106359 (2022). https://doi.org/10.1016/j.catena.2022.106359 

8. Centeno, D.F., Borges, I., Duarte, S.O.D., Monteiro, G.A., Cardoso, R.: Comparison of exper-
imental techniques for biocementation of sands considering homogeneous volume distribu-
tion of precipitated calcium carbonate. In: 4th European Conference on Unsaturated Soils 
(E-UNSAT 2020), vol. 195, E3S Web Conf. (2020). https://doi.org/10.1051/e3sconf/202019 
505004 

9. Choi, S.G., Park, S.S., Wu, S., Chu, J.: Methods for calcium carbonate content measurement of 
biocemented soils. J. Mater. Civ. Eng. 29, 06017015 (2017). https://doi.org/10.1061/(asce)mt. 
1943-5533.0002064 

10. Carrivick, J., Smith, M., Quincey, D.: Current applications of structure from motion in the 
geosciences. In: Structure from Motion in the Geosciences, pp 124–158. John Wiley & Sons 
Ltd (2016). https://doi.org/10.1002/9781118895818

https://doi.org/10.1016/j.gete.2020.100230
https://doi.org/10.1016/j.jclepro.2020.123162
https://doi.org/10.1016/j.catena.2022.106359
https://doi.org/10.1051/e3sconf/202019505004
https://doi.org/10.1051/e3sconf/202019505004
https://doi.org/10.1061/(asce)mt.1943-5533.0002064
https://doi.org/10.1061/(asce)mt.1943-5533.0002064
https://doi.org/10.1002/9781118895818


An Open-Source 2D Digital Image 
Correlation Software: Case Study 
on the Hyperelastic Behaviour 
of Silicone-Based Material 

João C. A D. Filho , Luiz C. S. Nunes , and José Xavier 

Abstract Digital Image Correlation (DIC) is an optical-numerical method used to 
compute displacement and strain fields of target surfaces. This method has been 
widely implemented in the study of structures and to perform inspections, at several 
observation scales. Several software have been already proposed to carry out DIC 
measurements. In this study, a new integrated open-source DIC software is presented, 
so-called iCorrVision-2D. This DIC software includes a build-in grabber and post-
processing modules that are not usually available on other open-source or commercial 
DIC software. The accuracy of this software is verified using an experimental dataset 
of silicone-based specimens subjected to uniaxial tensile test. The isotropic hyper-
elastic behaviour of the silicone-based specimens was investigated using the Neo-
Hookean, Mooney-Rivlin, Lopez-Pamies, Ogden and Yeoh models. Results indicate 
that this software can be efficiently used to reconstruct the displacement and strain 
maps, yielding consistent mechanical properties for the hyperelastic material. This 
case study is important to illustrate the reliability of DIC on measuring deformations 
that have been used to extract relevant mechanical properties. This software can then 
be used consistently for other engineering applications. 
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1 Introduction 

The Digital Image Correlation (DIC) is a non-contact optical method that can be 
used to compute the full-field deformations of a specimen subjected to any loading 
condition [1]. Recently, the use of DIC is gathering great interest across several 
scientific areas, including civil engineering. For instance, this optical method was 
implemented on the study of fiber reinforced concrete beams [2] and used to charac-
terize bifurcated cracks on bridges [3]. One of the advantages of DIC over classical 
counterparts is the capability of measuring displacements and strains without direct 
contact. Moreover, it can be used in non-destructive tests, in-situ monitoring [4] 
and in fracture mechanics [5, 6]. Therefore, several inspections of structures can be 
carried out using DIC. 

Currently, a great number of DIC commercial and open-source software were 
developed [7]. Among the commercial solutions, we can highlight MatchID [8], 
VIC-2D [9] (Correlated Solutions) and ARAMIS (GOM) [10]. Open-source or open 
access codes have also been proposed in the past years to overcome license cost and 
propose specific-based algorithms and capabilities. However, most of them require 
a licensed platform to be executed. For instance, NCorr [11, 12] is a well-known 
open-source DIC software written in Matlab. On the other hand, although there 
are some solutions that were developed in Python, for example py2DIC [7], there 
are no open-source projects with integrated grabber and post-processing modules. 
Inevitably, users are restricted to use proprietary software for image acquisition and 
for visualization. It is clear that there is a gap within open-source DIC solutions 
regarding the development of an integrated system. Moreover, some commercial 
and open-source software can be black boxes with respect to DIC settings. Some 
important parameters, such as sub-pixel interpolation factor, are not available for 
direct modifications using the graphical user interface (GUI). 

The main purpose of this work is to present a new complete open-source DIC 
software written in Python computational language, so-called iCorrVision [13, 14], 
in particular its DIC-2D version (iCorrVision-2D). For validation purposes, an exper-
imental uniaxial tensile test was performed using specimens made of silicone rubber-
like material. The mechanical behaviour of the silicone is investigated by means of 
the DIC measurements. The algorithm is tested for the reconstruction of homoge-
neous full-field displacements and strains of the specimens subjected to an uniaxial 
loading condition. The objective is to investigate the accuracy of the method on 
extracting the non-linear hyperelastic mechanical response of the material. 

2 DIC Overview 

There are already a great number of open- and closed-source DIC solutions avail-
able in the literature and market. Over the past decades, the DIC systems (hard-
ware and software) were gradually improved to functional solutions. Among the
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commercial software, the closed-source algorithms developed by Correlated Solu-
tions [9], GOM [10], MatchID [8], LaVision [15], EikoSim [16], Dantec Dynamics 
[17], CorreliSTC [18] and Imetrum [19] can be highlighted. On the other hand, 
to overcome license limitations and the closed access to the base algorithm, some 
academic-based open-source codes have been recently formulated, such as Digital 
Image Correlation Engine (DICe) [20], NCorr [11, 12], py2DIC [7], YaDICs [21], 
µDIC [22, 23], RealPi2dDIC [24], ADIC2D [25], ADIC3D [26], UFreckles [27] 
and GPUCorrel [28]. Figure 1 gives an overview of the number of publications in 
Scopus database and the year of the first published work of each DIC software. The 
predefined searching keywords were set using digital image correlation (DIC) and 
the given name of each DIC software. As can be seen, the GOM Correlate software 
[10] is the most cited commercial software within all considered DIC solutions, 
followed by VIC  [9] and MatchID [8]. Among the open-source software, NCorr has 
received great attention from the scientific community since its first publication [11, 
12]. Moreover, Fig. 2 depicts the percentage of publications of each open-source 
or free access DIC software. As it can be concluded, NCorr and DICe were the 
most used software among all available solutions. Both software have an intuitive 
graphical user interface (GUI) that can be used for visualization. 

Fig. 1 Amount of publications in Scopus for different DIC software 

Fig. 2 Percentage of 
publications in Scopus for 
different open-source or free 
access DIC software
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3 iCorrVision-2D 

Figure 3 illustrates the user graphical interface of the iCorrVision-2D correlation 
module that was written in Python computation language. It should be mentioned 
that the use of Python is justified by the large open-source scientific computing, 
image processing and visualization libraries, such as Numpy, Matplotlib, OpenCV 
and SciPy. This free, dynamic and object-oriented language is often used in literature 
to develop several open-source projects [7]. The iCorrVision-2D software includes 
the image acquisition (iCorrVision-2D Gabber) and post-processing (iCorrVision-
2D Post-processing) modules that can be used to capture the images of specimens 
being tested and for visualization, respectively. As can be seen, the user can control 
a great number of correlation parameters, such as the reference subset size (RSS), 
search subset size (SSS), subset step (ST), interpolation strategy, filtering options, 
correlation function and correlation criterion. It should be remembered that some 
of these DIC settings are not available for modifications regarding both commercial 
and open-source projects. Therefore, it is easy to customize the correlation according 
to the test using the GUI without the necessity of modifying the base algorithm. 
However, care must be taken when selecting these parameters. Usually, a parametric 
analysis is recommended before carrying out the correlation. 

DIC is a powerful subset-based optical method that can be used to extract full-
field measurements. This optical method does not require fiscal contact with the 
samples and can be used in both destructive and non-destructive tests. For in-plane 
measurements, a high-resolution camera coupled with macro zoom lens is required 
to capture instantaneous image sets of the specimens at the beginning and during 
the test. In order to perform the template matching between the captured images, 
the plane surface of the specimens must be coated with a random speckle pattern. 
The image correlation is performed using DIC algorithms by means of correlation 
functions. For further information, see reference [1].

Fig. 3 iCorrVision-2D correlation module 
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4 Materials and Methods 

4.1 Specimen and Experimental Set-Up 

Four tensile specimens were manufactured from a RTV-2 silicone rubber (poly-
dimethylsiloxane—model 4-150 RTV from Moldflex®, São Paulo—Brazil). The 
mixture of the liquid rubber-like material with catalyst was performed using a mass 
ratio of 100:3, following the manufacturer recommendations. A flat sheet of silicone 
with 200 × 150 × 3 mm3 of dimension was fabricated and the material was cropped 
using a sharp blade into test pieces with 150 × 15 × 3 mm3 of dimension. It should 
be highlighted that the dimensions were in accordance with the Saint–Venant prin-
ciple to ensure a uniform stress field at the middle portion of specimens. Figure 4a 
schematically illustrates the silicone-based tensile specimens. 

The uniaxial tensile tests were conducted at room temperature of 25 ºC under 
quasi-static loading condition, with a cross-head velocity of 8 mm/min. Figure 4c 
shows the experimental set-up used in this work where a 50 kgf (≈500 N) load cell 
was used to measure the applied load. The mechanical test was coupled with an 
optical system consisting of a high-resolution Basler Ace camera (A1300 − 200 um) 
camera mounted on a 1/2” 13–130 mm MLH-10X Close-up Manual Zoom lens. The 
optical axis of the camera-lens system was carefully aligned to be perpendicular to 
the specimen surface. Therefore, the sensor was positioned parallel to the flat ROI, 
defining a direct conversion factor between the image plane (in pixels) and object 
plane (in millimeters). Moreover, in order to mitigate the effect of lens distortion, 
the region of interest (ROI) was focused at the center of the field of view (FOV). To 
guarantee the matching between images, the surface of the specimens was coated 
with a random speckle pattern produced by an overspray of black paint, as illustrated 
in Fig. 4b. Light sources were used to enhance the quality of the captured images. 
Table 1 shows the DIC setting used to configure the iCorrVision-2D software.

Fig. 4 a Schematic 
representation of the tensile 
specimen, b depicted region 
of interest (ROI) with 6 × 6 
mm2 and b adopted 
experimental arrangement 
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Table 1 iCorrVision-2D DIC 
settings for tensile tests 

Correlation parameters Value 

Reference subset size (RSS) 21 

Target subset size (SSS) 101 

Mean calibration factor 
(pixels/mm) 

1274.77/14.72 

Steps 20/20 

Image interpolation and sub-pixel 
level (bicubic spline) 

10×/40× 

Correlation criterion 0.9 

Correlation criterion and 
configuration 

Incremental/Eulerian 

Correlation function TM_CCORR_NORMED 

4.2 Isotropic Hyperelastic Models 

The strain energy function (W ) of a hyperelastic material can be written as function 
of the deformation gradient tensor F [29], given by 

F = 
∂x 
∂X 

= 
∂u 
∂X 

+ I with u = x − X, (1) 

where x and X are the current (deformed) and reference (undeformed) configurations, 
respectively, u is the displacement vector that can be extracted from DIC measure-
ments and I is the identity matrix. For isotropic materials, W is dependent on the 
first three strain tensor invariants [29] 

I1 = λ2 
1 + λ2 

2 + λ2 
3, I2 = λ2 

1λ
2 
2 + λ2 

2λ
2 
3 + λ2 

3λ
2 
1 and I3 = λ2 

1λ
2 
2λ

2 
3, (2) 

where λi are the principal stretches with i = 1, 2, 3. 
Table 2 shows the main isotropic hyperelastic strain energy functions available in 

literature, such as the Neo-Hookean [30], Mooney-Rivlin [30], Lopez-Pamies [31], 
Ogden [30] and Yeoh [32] models. It is known that the rubber-like material used 
in this work exhibits a hyperelastic behaviour. The parameters Ci (with i = 10, 20, 
30 and 01), μi (with i = r and p) and αi (with i = r and p) can be represented 
by non-negative material constants that can be estimated using inverse optimization 
algorithms, such as Levenberg–Marquardt. From W and F, the Cauchy stress tensor 
(true stress) can be encountered as follows [29] 

σ = (det F)−1 F 
( 

∂W 

∂F 

)T 

. (3)

From Eqs. (1), (2) and (3) and the strain energy functions given in Table 2, the  
true stress tensor can be found in terms of the principal stretches.
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Table 2 Hyperelastic constitutive models for isotropic materials 

Material model Strain energy function (W ) 

Neo-Hookean [30] WNH  = C10(I1 − 3) (4) 

Mooney-Rivlin [30] WMR  = C10(I1 − 3) + C01(I2 − 3) (5) 

Lopez-Pamies [31] WLP  = 
MΣ 
r=1 

31−αr 

2αr 
μr 

(
I αr 1 − 3αr 

)
(6) 

Ogden [30] WO = 
nΣ 

p=1 

μp 
αp 

(
λ αp 
1 + λ αp 

2 + λ αp 
3 − 3

)
(7) 

Yeoh [32] WY = 
3Σ 

n=1 
Cn0(I1 − 3)n (8)

5 Results and Discussion 

The experimental dataset was extracted from the uniaxial tensile test performed in this 
work (see Sect. 4.1). The potentialities of iCorrVision-2D software in reconstructing 
the full-field displacements and the mechanical behaviour of a rubber-like material 
can be investigated using this proposed case study. The captured images of the tensile 
tests were used as input of the iCorrVision-2D software with the DIC settings summa-
rized in Table 1. For illustrative purposes, Fig. 5a, b show the computed full-field 
u1- and u2-displacements (x1- and x2-directions), respectively, extracted in the last 
image, prior to the complete failure. The iCorrVision-2D Post-processing module 
was used to generate figures for visualization. As can be seen, the reconstructed 
displacements are homogenous, as expected, and since the uniaxial tensile test was 
performed in x1-direction, the u1-displacement is higher than u2-displacement. 

Figure 6a illustrates the mean measured force and the standard deviations as 
function of the cross-head displacement of the universal testing machine. A good

Fig. 5 a u1- and  b u2-displacements (x1- and  x2-directions) extracted from DIC measurements 
using iCorrVision-2D 
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Fig. 6 a Applied force (N) as a function of the cross-head displacement of the universal testing 
machine and b true stress as function of true stretch obtained by DIC 

repeatability of results can be observed. In fact, a small dispersion of results is 
expected for homogeneous isotropic materials, such as the rubber used in this work. 
The true stress oriented in x1-direction can be encountered by means of the measured 
force as follows 

σ11 = λ1 
F 

Ao 
with λ1 = 

l f 
lo 

, (9) 

where Ao is the initial cross-sectional area, defined by the initial width times the 
initial thickness of the tensile test pieces, lf is the deformed length and lo is the initial 
length in x1-direction that were obtained by means of DIC measurements. 

From the computed stress and stretch, the material parameters can be estimated 
by means of the Levenberg–Marquardt algorithm using the isotropic hyperelastic 
constitutive equations (see Sect. 4.2). Figure 6b shows the mean Cauchy stress as 
function of the true stretch of the tensile silicone-based specimens and the recon-
struction of the hyperelastic mechanical response using the models shown in Table 
2. The  R2 statistical factor was used to evaluate the degree of reconstruction of the 
constitutive curves. Such factor can be determined by 

R2 = 1 − 
SSres  
SStot  

with SSres  = 
Σ 

i 

(yi − fi )2 , 

SStot  = 
Σ 

i 

(yi − y)2 and y = 
1 

n 

nΣ 

i=1 

yi , (10) 

where n is the size of the dataset, yi is the measured values and f i is the predicted 
values. 

As can be seen from Fig. 6b, it is clear that the Neo-Hookean and Mooney models 
cannot describe the mechanical response of the rubber-like material used in this work. 
On the other hand, the Ogden, Lopez-Pamies and Yeoh models can be employed
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Table 3 Adjusted 
coefficients of the Yeoh model 

C10 [MPa] C20 [MPa] C30 [MPa] 

0.0599 0.0129 0.0155 

and the statistical factor R2 of the reconstructions using Ogden and Yeoh models 
was exactly 1, which means that an exact match was found. From Fig. 6b, it can 
be observed that the Yeoh model is able to describe with satisfactory accuracy the 
mechanical response of the silicone material. Table 3 shows the adjusted coefficients 
for the Yeoh model. 

6 Conclusions 

In this work, a new open-source DIC software, so-called iCorrVision-2D, is 
presented. The accuracy of the algorithm was verified for a case study consisting 
in the reconstruction and identification of the mechanical behaviour of an isotropic 
hyperelastic material. Uniaxial tensile tests were performed using silicone-based 
specimens. Five different models commonly used in literature were employed to 
describe the mechanical behaviour of the silicone. Results indicated that the Yeoh 
model is the most appropriate model to be employed for such material, giving a 
coefficient of determination R2 equal to 1. Additionally, the iCorrVision-2D soft-
ware demonstrated to be a robust DIC solution to extract deformations with satisfac-
tory accuracy and spatial resolution from the measured full-field displacements. The 
proposed iCorrVision-2D software plays an important role in open-source DIC solu-
tions due to the capability of maintaining the entire DIC chain from image acquisition 
to the post-processing of results under the same integrated system. Therefore, third 
party software are not required for iCorrVision-2D users. Besides, the proposed soft-
ware was implemented in Python computational language to remove its dependence 
on licensed platforms (e.g., Matlab). It should be emphasized that iCorrVision-2D 
stands out over other open- and closed-source DIC software due to its great number 
of functionalities and DIC parameters that can be accessed and modified by the end 
user. The proposed iCorrVision-2D software, along with documentation and manual, 
can be found on the GitHub repository as follows: https://github.com/jcadf/iCorrV 
ision_2D. This software can be used and tested in several engineering applications. 
Moreover, new modules and functionalities can be developed in future releases to 
increase the range of applicability of the given software. 
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Versus Digital Image Correlation 

Afonso Mesquita , Eliana Inca , Cláudio Martins , 
and Sandra Jordão 

Abstract In the context of the tempered laminated glass panels submitted to the 
wind’s action effect, such panels are commonly used in the construction of build-
ings’ facades, taking into account their notable resistance to mechanical actions while 
maintaining the characteristic of luminosity requested by the architectural options. 
This work approaches the characterisation of the structural behaviour of laminated 
glass panels punctually supported by bolts fixed on glass surface with structural 
adhesive. Each panel, fixed by means of 4 stainless steel articulated connectors, 
includes an EVASAFE® or PVB interlayer between the two foils of the laminated 
structural glass, being subjected to air pressure applied through the laboratory’s pres-
surised air system and controlled by means of a valve. The pressure value is obtained 
using a mechanically calibrated sensor connected to a specific software through a 
compatible datalogger. The data collected by the strain gauges/displacement trans-
ducers are compared with those provided by digital image correlation (DIC) equip-
ment. The maximum stress is also calculated at the central point on each panel. The 
technology of instrumentation and data acquisition using digital image correlation 
presents advantages in terms of efficiency and reduction of error in experimental 
tests as long as the optical reliability is ensured, making it advantageous in the case 
of structural glass compared to the traditional methods for data acquisition. Four 
measurement points are displayed for the desired comparison. A good result between 
both technologies were obtained for displacements and strains on the critical points 
in that panels. 
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1 Introduction and Research Considerations 

The experimental campaign that is underway within the scope of the GF Seismic 
Project [1], in course at the Civil Engineering Department of the University 
of Coimbra, encompassed the study of tempered laminated glass panels with 
EVASAFE®, PVB and SENTRYGLAS® interlayer films, including different types 
of fixing bolts. 

The correspondent first phase has addressed the problem of the structural 
behaviour of each panel, individually analysed, when subjected to a distributed load 
perpendicularly applied to the plane of the glass, such as that corresponds to the 
wind action [1, 2]. The inherent second phase encompasses the testing of a sector of 
a full-scale facade with 9 panels and the study of the respective structural behaviour 
under the effect of the seismic action, imposed by a reference building, previously 
analysed according to the guidelines of the EC8. 

Taking advantage of the enormous potential that the new digital image correla-
tion (DIC) systems present nowadays, a comparison was made in the strains and 
displacements data recorded between that type of system and the more traditional 
data acquisition system. As in any applied research activity with laboratory tests, 
there is the need to obtain reliable records of the physical quantities to be measured. 
Effectively, the dataloggers equipments (that has been in use for decades, with succes-
sive upgraded versions) allows the recording of data based on electrical resistance 
extensometry (for strains) and linear variable differential transducers (for displace-
ments). As a matter of fact, the DIC corresponds to a non-contact technology that is 
independent of the material under analyse or the length-scale in cause, and that can be 
used in a wide variety of applications to investigate and characterise the deformation 
of solids, the glass panels in this particular case. 

In the first phase of the mentioned project, the threaded shanks of the respective 
stainless steel connectors were bolted to plates included in the layout system built 
for the idealised tests initial phase of the project, as reproduced in Fig. 1. To carry 
out each test, that layout requires the placement of the glass panel on the 4 supports, 
materialised by the articulated head bolts, which are supported on the plates of the 
corresponding beams (HEA) that are connected to the transversal beams (HEA) 
bolted to the support columns (HEB) of the whole frame.

The stainless steel connectors bonded to the surface of the outer face of the glass 
panel, related to the analysed tests in the present work, correspond to one of the 
three options produced by the Fitechnic® system [3], marketed by Pentagonal Lda 
company [4], in what concerns to the possibilities of point fixed laminated glass 
panels (PFLGP). The tempered laminated glass panels were fabricated with lateral 
dimensions of 1490 mm × 1490 mm and a nominal thickness equal to 10 mm + 
1,52 mm + 6 mm, corresponding to the external foil, interlayer and internal foil, 
respectively. Geometrically, a width of 10 mm and a depth of approximately 17 mm 
(almost that thickness) characterise the mentioned joints on the panel’s perimeter. 

Thus, for each tested panel and according to Fig. 1, the experimental correspondent 
procedure has involved the following steps:
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Fig. 1 Layout of part B of the 1st phase of GF Seismic Project: reaction frame, steel box and glass 
panel test element; internal forces of bi-axial bending due to orthogonal load (air pressure)

i. the application of the structural adhesive (Sika® [5]) on the heads of the four 
stainless steel bolts, which axis is located at 80 mm from each corner of panel, 
according to the fabricators’ recommendations (Fitechnic® [3] for stainless steel 
bolts—AISI 316 and Vidromax [6] for the glass panels); 

ii. the instrumentation positioning on the inner face of the panel with 29 electrical 
strain gauges, which results points are not discuss in the presented analysis; 

iii. the closure of the steel box and the application of a silicone sealant (Sika® [7]) 
around the entire perimeter of the correspondent joints between that box and the 
glass panel, in order to provide an airtight air gap; 

iv. the instrumentation positioning on the outer face of the test piece, regarding to 
the thickest foil of the panel, equally instrumented with electrical strain gauges 
(28 in the previous tests of the first laboratorial campaign, but reduced to 15 
in the last three tests considered in this work, T26/27/28, following [8, 9]), 
as presented in Fig. 2. This reduction was due to the DIC optical restrictions 
concerning the brightness and the quality of the image capture in the usable area 
of the panel for the records.
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Fig. 2 Instrumentation of glass panels (outer face)—identification of the centre point (O) 

It must be said that the referred outer face of the general glass panel positioned in 
the air steel box would correspond to the internal face of the panel if it were framed 
in the context of a real building, once the bolts are always positioned towards the 
inside of the panes. 

In the cases under analysis on the selected area for comparison with results 
between TML/HBM datalogger and DIC, the electrical strain gauge includes rect-
angular rosettes, being arranged along the axes I-I, II-II and III-III (Fig. 2), where 
the 2 diagonals are aligned with the centres of each of the diametrically opposed bolt 
pairs. 

The rosette nº 7, identified in Fig. 2, was positioned at the point of intersection 
of the I-I and II-II axes, which are 10 mm away from the true geometric centre of 
the panel, as concretised on the internal face of the panel. Although the point for 
recording the strains is not correspondent with the geometrical centre, it was the best 
approximation for practical implementation for the correspondent comparison with 
the DIC records. 

In order to record the orthogonal displacements of the critical points of glass 
panels during the phase of the load (air pressure) increase, were selected trans-
ducers (LVDTs—TML®, Fig.  3). For this purpose, the points for the positioning of 
the various measurement sensors were previously identified using simple numerical 
models, selecting those that showed the highest values of the referred kinematic 
parameters. Regarding the outer face of the panel, a plastic strap connected to a wire 
transducer was used near its centre point for measuring the correspondent orthogonal 
displacement (LVDT 1—point A), whose identification follows the scheme presented 
in Fig. 3, exploring the free space near the rosette nº 7e. This same figure also includes 
the identification and arrangement of the guidelines for the experimental records and 
graphical interpretation within the panel’s geometry.

A total of 4 wire transducers were positioned in order to be able to record, on the 
basis of that type of sensor, the value of the orthogonal displacement at selected points
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Fig. 3 Instrumentation of the glass panels outer face with displacement transducers (wire LVDTs): 
Selected area for comparison with results between TML®/HBM® and DIC system

on the outer face of the panels. However, a practical difficulty for the comparison at 
the same point between two different data collection systems resides in the fact that 
it is not optically feasible to measure through the DIC system the displacement or the 
strain in a given point if it has some other object fixed therein belonging to another 
displacement or strain value collection system. By analogy with the previous tests, 
3 LVDTs were also placed at the rear face of the air steel box, in order to evaluate its 
movement, although restricted by 4 threaded rods to the HEA beams of the resistant 
frame of the layout illustrated in Fig. 1. In Fig.  3 is shown the arrangement of the 
wire transducers on the outer face of the panels and their recording lines, with 3 
possibilities (vertical, horizontal and diagonal directions). 

The comparison of the results obtained between the initially mentioned technology 
(extensometry and LVDTs—datalogger TML®), assumed to be traditional, with the 
digital image correlation—DIC, following [10–12], is complemented by a numerical 
analysis based on Abaqus® software. Thus, the results of displacements outside of the 
original panel’s plane, as well as the correspondent strains in the 4 points considering 
the horizontal, vertical and diagonal midlines (according to the marked area in the 
first quadrant of the outer face of the tested panels), were extracted in accordance 
with [13]. 

2 Digital Image Correlation Considerations 

The use of the DIC equipment for the acquisition of data laboratory requires knowl-
edge of the hardware and software associated with the selected optical and compu-
tational system, as well as a set of concepts inherent to the fundamentals of its 
operation.
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Although not being the specific purpose of this work to detail the intrinsic aspects 
of the systems used in digital image correlation, a brief synthesis of the main 
concepts and considerations are presented in order to interpret the basic parame-
ters that compromise the image acquisition by the system used in the analysed tests. 
As references, the concept, methods and displacement/strain field calculation are 
well detailed in [10] and, specially, in [11]. According to several authors [10–12, 
14], the technology underlying the digital image correlation (DIC) allows successful 
performing the mechanical characterisation in terms of surface deformations of a 
structural element (or structure), either in two or three dimensions, without the need 
for physical contact with it, being assumed, nowadays, as a powerful and very useful 
technology. The methodology established by DIC is based on the analysis of several 
points on the surface of a specimen, through the successive capture of images. A 
correlation algorithm is used, in which the correspondence is made between two 
consecutive images, referring to moments before and after the deformation of the 
object to be evaluated. In general, the initial image is divided into several sections, 
called subsets, and those are searched for in the next image. Each subset corresponds 
to a set of pixels, and the objective of the algorithm is to determine its new position, 
trying to identify which are the intensity values of those pixels in terms of cartesian 
coordinates (x, y, z). The algorithm determines the movement that a certain block has 
made when moving from one configuration to another, in the context of a previously 
selected area (search zone of the algorithm), designating this area as the region of 
interest, obtaining, thus, the desired displacements and, through them, determining 
the correspondent strains. 

In order to ensure that there is not more than one correspondence for a certain 
block, the surface of the specimen under analysis is previously prepared with the 
application of white or grey matte paint (therefore, with no brightness) over which a 
rain of black paint is applied through a random pattern (speckle). To ensure that this 
matching is done in a more accurate way, a stochastic pattern applied uniformly over 
the surface of the specimen under study is recommended. The experimental proce-
dure for implementing this technique is essentially subdivided into three fundamental 
steps, contemplating the preparation of the specimen, the data acquisition and the 
data analysis. The images are obtained through a high performance digital camera 
for focusing and photography. The illumination of the test piece during the image 
acquisition is of utmost importance, considering the intention to obtain the best 
possible accuracy regarding the visualisation of the desired target. The described 
technology is able to perform in plane (DIC-2D) and out-of-plane (DIC-3D) defor-
mation measurements. For 3D measurements, more than one camera is required, 
ensuring the necessary setup and calibration. The implementation of the digital image 
correlation methodology for the 3D case leads to the possibility of obtaining the out-
of-plane displacement of the structure, thus allowing a wider set of information about 
the behaviour of the structure under analysis. 

As a synthesis of the work performed by Yuan et al. [10], was studied the scheme 
of the setup used in its test in order to collect measurements, by means of DIC tech-
nology, for the characterisation of the bending deformation of a specimen referring 
to a monolithic glass panel, with 1,0 m side, subjected to a wind load. The points
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tested were considered by those authors with measurement through digital indica-
tors (respectively located in the upper right and lower left quarter of the external 
surface of the glass panel, according to the symmetry). In that study, Di represented 
the displacement measured at 8 points outside the plane of the glass selected for the 
purpose through digital transducers (with 0,01 mm precision). Ej represented the 
strain at 8 points marked for characterisation of the surface deformation by means 
of rosettes. Thus, the differences concerning the referred example and the present 
specimens are well identified in terms of the used layout as well as the inherent 
panels geometric characteristics. Nevertheless, the methodology adopted is similar 
in what concerns the DIC equipment dispositions and the stereo system for 3D 
applicability, which means the binocular stereovision for the imaging system, as 
specifically detailed in Fig. 4 for the performed tests, according the recommenda-
tions proposed in [11]. The deformed shape of the panel FE model [13] is indicated 
in the Fig. 4 also. The painted panel as well as the reduced area for measurements 
when the influence of the layout supporting beams and the lateral boards of the panel 
are discounted by optical difficulties is included too. A starting point and the general 
correlation zone is considered for panels. The sequence of photos and images inserted 
in Fig. 4 describes the general setup adopted for tests T26/27/28 using the DIC equip-
ment—Dantec [15] and the generalised scheme considered for its implementation 
procedures. Specifically, are illustrated the global layout used to test the painted 
glass panel, the illumination (left, right and superior projectors), both cameras to 
capture the optical images, the baseline distance between them, as well as the focal 
distance, important for the optical images of the panel’s movement. The area of the 
panel, including the points where are positioned the strain gauges and the terminal 
points of the wire transducer displacement, is also visible in the monitor of the DIC 
equipment.

Figure 4 indicates the graduated scale table for the DIC calibration also. The 
calibration target corresponds to a reference square that consists of a defined shape 
grid pattern manufactured to a surface, being used to calibrate the projection of a 
DIC experiment together with the Dantec Dynamics’ DIC software (Istra4D). Each 
target has its own identification and properties, including background and foreground 
colour, format and layout, serial number, nominal grid square size, thickness and stan-
dard deviations of the square grid intersections. In the analysed cases, the referred 
DIC equipment [15] is certified and is calibrated in Istra4D according to the target’s 
physical properties. The mentioned calibration process involves the measurement 
of the x, y and z intersection coordinates. The relevant parameters for DIC equip-
ment were selected according to general information given by Infaimon company 
(programme and mentioned equipment) [15] as well as by the calibration attempts 
proposed by the ISISE Laboratory Manager. In addition, the correspondent values 
initially considered for the 3D DIC equipment parameters, which were introduced 
in the Istra4D software (3D camera calibrating settings) are summarized in Fig. 5.
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Fig. 4 Experimental setup for tests T26/27/28 using digital image correlation equipment at 
Structural Mechanics Laboratory—ISISE, Civil Engineering Department, University of Coimbra: 
Implementation procedures of 3D (Stereo)—DIC technology, adapted from [11]
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Fig. 5 DIC relevant parameters: data referent to cameras 1 and 2—Dantec/Istra4D [15] 

3 Results 

3.1 Introduction 

The list of control points for each test is presented in order to export the DIC results. 
With reference to Figs. 2 and 3, five points were considered: (i) Centre point corre-
sponding to LVDT 1 and rosette R7; (ii) Left point-centre line corresponding to 
LVDT 2 and rosette R55; (iii) Upper point-centre point corresponding to LVDT 4 
and rosette R35; (iv) Point on diagonal line corresponding to LVDT 17 and rosette 
R70. For each point in the previous tests an “area” is defined, which referring to the 
closest polygon near the desired strain gauge, selecting in the software the following 
options for the desired physical parameters: 

(a) Displacement according to z (out of plane)—Displacement (z direction); 
(b) Engineering strain, (principal directions 1/2)—Eng. Principal Strain 1 & 2; 
(c) Lagrangian strain, (principal directions 1/2)—Lagrang. Principal Strain 1 and 

2. 

3.2 Test 26 (Glass Panel with EVASAFE Interlayer Film) 

Figure 6 presents the superposition of the load–displacement diagrams concerning 
the LVDTs 1, 4 and 17, according to the previous numbering. The continuous lines 
are considered for DIC results, while the dashed lines refer to the datalogger TML® 

results. As referred on Fig. 3, the panel’s centre point (745 mm; 745 mm) was used 
on DIC equipment (Dantec®) to obtain the correspondent orthogonal displacements’ 
values (under z direction). Several zones exhibit a graphical coincidence between 
the datalogger’s and DIC recorded values.

Figure 7 presents the superposition of the load-strain diagrams concerning the 
principal values ε1 and ε2 in the rosettes 7, 35 and 70. The continuous lines are 
adopted for DIC results while the dashed lines are representative of the datalogger 
TML® results. A more consistent graphical coherence is visible in the case of ε2 for
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Fig. 6 Test E26: comparison TML/DIC for displacements (LVDT 1/4/17); DIC—area results

rosettes nº7/35/70, while such coherence for the first principal strain is not observed 
for the first two cases. 

For the same test (T26), Fig. 8 presents for rosette nº 7 the comparison between 
TML® and DIC results for Lagrangian and Engineering principal strains, ε1 and 
ε2, taking into account an introduced correction once observed a timing delay and 
an optical error, treated with a smooth function (procedure repeated for several 
diagrams). The graphical evolution of the Lagrangian and Engineering principal 
strains (continuous lines for DIC results) are coincident for both cases represented 
in the mentioned figure. 

Fig. 7 Test E26: comparison TML/DIC for princ. strains ε1 and ε2: rosettes 7/35/70 

Fig. 8 Comparison TML/DIC for lagrangian and engineering principal strains
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Fig. 9 Test E27: TML/DIC results for displacements and principal strains 

3.3 Test 27 (Glass Panel with PVB Interlayer Film) 

Figure 9 presents the superposition of the load–displacement diagrams concerning 
the LVDTs 1, 2 and 17. A well agreement is observed between TML and DIC 
results for displacement in such positions during the loading phase (Fig. 9a and b). 
If considered the comparison for the results related to a point and a surrounding 
area, marked in the DIC, for the maximum displacements (z axis), it can be observed 
that the presented graphical superposition is quite close for them and include some 
coincident zones (Fig. 9b). Thus, extracting results in the considered point or circle, 
around that point (O), has basically the same effect. The principal strains (Fig. 9c) 
are very close. 

3.4 Test 28 (Glass Panel with PVB Interlayer Film) 

In what concerns test T28, the load–displacement diagrams are similar concerning the 
tests T26 and T27 (Fig. 10). For principal strain ε2 the graphical evolution between 
HBM® and DIC results is relatively close but for strain ε1 such comparison it is much 
more distant (as observed in the second and third diagrams of Fig. 10). 

Fig. 10 Test E28: HBM/DIC results for displacements and principal strains (R7; R70)
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3.5 Comparison Ratios 

For the 3 considered tests are presented in Table 1 the values of displacement, prin-
cipal strain and principal stress obtained for the centre/relevant points (A or B, and 
O, Fig. 3) correspondent to the TML® (or HBM®) datalogger and Dantec® DIC 
results, respectively. The determination of the experimental principal stresses (σ 1 
and σ 2), at the referenced points, is based on the utilization of the expressions of the 
theory of elasticity, as presented in [8, 9], according the mentioned simplification 
on the panel´s interlayer film and considering the Young’s modulus and Poisson’s 
ratio of the glass material. The considered strains in the values selected for Table 1 
correspond to the Lagrangian principal strain, instead of the Engineering principal 
strain, both provided by the DIC software. The measurements recorded by datalog-
gers, connected to devices as the strain gauges and transducers, revealed lower values 
for principal strains in tests T26 and T27 but higher for test T28 (ε1). Regarding the 
displacements along the z-axis, the values recorded on dataloggers were higher for 
tests 26 and 27 but little lower for T28.

In general, the determined ratios between the TML or HBM results and DIC 
results, whether for displacements, strains or stresses, are relatively close to 1. 
However, the DIC results for principal strain ε1 for test 28 and shear strain γ for test 
27 constitutes exceptions. The farthest cases (for regular cases) concern the principal 
strain ε2 in test 26 and the principal stresses in test 28, with a gap of 15, 62 and 
23%, respectively. All the other cases show much smaller percentage differences, 
which demonstrated that the introduced DIC technology not only was capable of 
achieving full-field bending deformation measurements for the glass panel but also 
could obtain comparable measurement results in comparison with the conventional 
dataloggers technologies. 

4 Conclusions 

The deformations of the tested glass panels were measured according two different 
equipment and technologies, being compared with each other. It should be mentioned 
the fact that, any possible light errors make it difficult to capture images by the 
DIC and consequently the accuracy of the evaluation of displacements and the 
determination of the strains. However, it can be observed that the general values 
obtained through the DIC equipment are quite similar to the ones registered by the 
TML®/HBM® equipment. The mean value for the displacement ratio (including the 
three tests) is equal to 1,03 while the same mean for the principal strain ε1 is equal to 
1,3. For principal strain ε2 the correspondent mean value is equal to 0,92. Concerning 
the principal stresses ratio, a global result of 1,18 and 0,95 were obtained respectively 
for σ 1 and σ 2, which are, naturally, dependent of principal strains. Thus, based on 
those observations and independently of the exact localization of the centre point of 
each panel and measurement reference, it can be concluded that the ratio between
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datalogger’s results over the DIC is relatively near of the unity for the most part 
of the presented results that characterise the behaviour of the panels. It is therefore 
concluded that the DIC equipment provides reliable results with regard to the records 
of traditional dataloggers, with advantages contactless equipment, fewer material and 
time consumed for practical preparations. 
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Image Analysis Techniques 
to Characterize Scaled Embankment 
Failures 

Solange Mendes, Sílvia Amaral, Teresa Alvarez, Rui Aleixo, 
António Muralha, Teresa Viseu, and Rui M. L. Ferreira 

Abstract The present work consists in the application of image analysis techniques 
to characterize the failure by overtopping of a scaled embankment dam that was 
experimentally tested in a medium-scale facility located at the National Labora-
tory of Civil Engineering. These techniques were used to describe the failure of the 
small-scale dam by defining the 3D profile of the dam body in several time instants. 
This was performed with depth images and with the characterization of the surface 
velocities of the flow near the breach based on the application of Particle Tracking 
Velocimetry (PTV) algorithm. The characterization of the 3D reconstruction of the 
failed dam and surface velocity maps in the breach vicinity were based on the post 
processing analysis of high-definition (HD) digital images and depth images, strate-
gically acquired around the dam. This work assesses the usefulness of image analysis 
techniques for the applications herein presented. 

Keywords Image analysis techniques · Depth sensors · 3D reconstruction ·
Particle image velocimetry · Surface velocity maps 

1 Introduction 

The continuous advance in image quality of the current cameras and also the 
constant improving of the recording frequency followed by the development of image 
processing algorithms have allowed to expand the knowledge in several applications. 

Measurement techniques based on image acquisition and post-processing, here-
after referred to as image acquisition techniques, are being increasingly used in 
different fields of engineering. They allow data to be obtained in space and time,
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making possible to characterize a wide range of variables, even with a rapidly varying 
nature and in a non-intrusive manner. 

Other authors have also used image acquisition techniques, in order to directly 
acquire information from the images captured, such as, Misra et al. [1] who described 
a method for the estimation of the instantaneous air–water interface of a hydraulic 
jump through an image processing method, namely, textured segmentation from 
particle image velocimetry (PIV) images. 

In the specific case of embankment failure tests, the image acquisition techniques 
have been used in several studies over time, to determine breach erosion evolution, 
near-breach velocities, and dam morphology. For instance, Dupont et al. [2] evaluated 
the time evolution of the dam profile erosion from the images captured with a video 
camera by means of an original image processing algorithm. 

In Bento et al. [3] the evolution of breach cross section results from the trace 
of a laser sheet with the free surface and the submerged embankment body was 
determined by digital image post-processing, specifically, by image analysis over a 
simple thresholding algorithm, likewise used by Soares-Frazão et al. [4]. 

Near-breach flow velocities were analyzed by using three video cameras to obtain 
3-dimensional velocity measurements as referred in Orendorff et al. [5]. 

Regarding dam morphology, Amaral et al. [6] performed a complete character-
ization of the breach digital model terrain evolution by using a Kinect Sensor. As 
explained in the above studies, the approaching flow velocity and the breach geom-
etry are variables that can suffer rapid variations. Some image acquisition techniques 
were used in this study for the 3D reconstruction of the failed dam body in several 
time instants and in the characterization of the flow surface velocities near the breach. 

The image acquisition techniques here presented are based in the data analysis of 
a zoned embankment dam failure test performed in an experimental facility located 
at the National Laboratory for Civil Engineering, specifically developed to perform 
these types of tests. 

Note that this failure test uses a reduced scale but does not reproduce any real 
dam, being an approach to allow the study of the failure process of embankment 
dams by overtopping. 

This process involves both hydraulic and geotechnical phenomenology, so that 
obtaining similarity conditions regarding the mechanical behavior of the failure 
evolution and its characteristics cannot be defined just by similar hydraulic consid-
erations. On the one hand, the forces that dominate the hydraulic processes are the 
gravity and the inertia, of which a Froude similarity could be used, but on the other 
hand, erodibility in this type of test also depends on soil strength properties that do 
not obey this similarity. 

The problem of scaling factors in this type of testing, in particular, how the 
embankments erodibility should be scaled was studied in detail by the team and 
is explored in Amaral et al. [7]. 

In this work Sect. 2 presents the details of the dam breach experiment performed 
under the scope of this study, namely the experimental facility where it was 
conducted, the geotechnical characterization of the soils composing the embank-
ment, the instrumentation and monitoring methods used in data acquisition and which
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variables were monitored. Section 3 concerns the application of image analysis tech-
niques to the data acquired in the failure test, namely, the lateral erosion of the breach, 
the water levels variation in the downstream settling basin, the surface velocity maps 
near the breach and the 3D characterization. Section 4 presents the final conclusions 
and some remarks which were designed based on the image analysis applications 
used in this study. 

2 Dam Breach Experiment 

2.1 Experimental Facility 

The experimental test was conducted in an experimental facility, corresponding to a 
medium-scale channel with 1.2 m wide and 0.45 m high. This channel is equipped 
with an elevated reservoir that allows the supply of flow up to about 30 l/s. The main 
channel allows the creation of a 1.3 m3 reservoir, in which a ∅200 bottom sewer is 
implemented, for rapid emptying purposes, in case it is necessary to interrupt the 
experiment. Downstream the main channel, there is a settling basin with 3.7 m long, 
2.0 m width and 0.6 m depth where the sediments removed from the dam body are 
deposited, preventing their inflow into the recirculation circuit. In the downstream 
channel, perpendicular to the latter, the effluent flow exits through a calibrated v-notch 
weir (Fig. 1). 

Fig. 1 Plant and front view of the experimental facility
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2.2 Experimental Procedure 

The experimental protocol for the failure by overtopping of the scaled embankment 
dam in the facility previously described, after the geotechnical process of construction 
the embankment on site, is summarized in the following steps: 

(1) water fill of the elevated reservoir to its maximum filling capacity (Fig. 1 no. 1); 
(2) water fill of the reservoir (Fig. 1 no. 5) to a level of about 0.20 m below the crest 

of the dam; 
(3) fill the downstream sediment settling basin (Fig. 1 no. 8); 
(4) assembly of all the equipment’s and lighting system in the respective positions 

and obtain calibration images for the post-processing purposes; 
(5) finish filling the reservoir up to the level of the breach; 
(6) turn on all the image acquisition equipment’s and light support; 
(7) Initiate the experiment by opening the control water inflow; 
(8) manual deployment of the seeding particles into the flow on the reservoir during 

the test. 

The experiment was interrupted to characterize the morphology of the breach. For 
this purpose, the inflow was stopped and simultaneously the bottom outlet was opened 
in the reservoir, interrupting the continuous failure process, until such time as the 
constructed experimental embankment is eroded by the overtopping phenomenon. 

2.3 Geotechnical Characterization of the Soils 

The soils adopted in the body of zoned embankment test were carefully selected 
considering the geotechnical characteristics required for the dam core and the side 
slopes. Note that in this type of study, the erosion phenomena are very dependent on 
the geotechnical conditions of the soil, not only in respect to the grain size distribution 
curves, but also in what concerns the implemented material conditions, i.e., the water 
content and compaction degree. 

In this experiment, a zoned embankment dam with 0.45 m heigh, 1.2 m wide 
and with a crest 0.17 m was constructed with a fine silty-sand in the upstream and 
downstream slopes and clay soil in the central core, according to the unified soil 
classification system (USCS) [ASTM D2487 [8]]. The drains and filters were also 
designed to ensure the transition between the slopes and the core (Fig. 2).

The soils selected for each part of the dam were submitted to geotechnical tests 
for the determination of their intrinsic characteristics. These included the particles 
density test, Casagrande test for the evaluation of liquidity limit, determination of 
plasticity limit, grain size distribution analysis by sieving and sedimentation and 
Standard Proctor compaction test (Fig. 3 and Table 1). The degree of compaction and 
water content adopted in the experimental embankment dam were those based on the 
optimal values from the standard Proctor test (Table 1) which were monitored during
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Fig. 2 Zoned dam cross section

Fig. 3 Grain size distribution curves of the materials used in the side slopes, core and drain and 
filters of the experimental zoned embankment dam

construction through the collection of samples from each lift with the consequent 
geotechnical analysis. 

2.4 Monitored Variables and Equipment’s 

The layout of the experimental facility and the equipment’s used are shown in Fig. 4. 
In such manner, based on image analysis techniques, the extraction of the temporal 
variations of the following variables was possible:
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Table 1 Main geotechnical characteristics of the experimental embankment dam 

Materiais γd 
máx w RC Δw wL/wP/PI k (m/s) G 

Areia siltosa 19.94 9.8 95 −0.6 17.5/–/– 1.2 × 10–7 2.67 

Argila 17.20 17.6 98 −1.1 41.1/22.3/18.8 – 2.68 

γd 
máx—maximum dry unit weights (KN/m3); w—water content (%); RC—relative compaction 

(%);Δw—deviation from optimal water content (%); wL—liquid limit (Atterberg limits) (%); wP— 
plastic limit (Atterberg limits); PI—Plasticity Index (%); k—soil permeability (m/s); G—particles 
density (–)

Fig. 4 Layout of the image acquisition equipment used in the experimental set-up 

1. temporal evolution of the lateral erosion of the breach; 
2. water levels inside the downstream settling basin; 
3. surface velocity maps in the breach proximity; 
4. 3D reconstruction of the dam morphology. 

The monitoring layout required for the characterization of the previous vari-
ables encompassed 2 HD video cameras (Fig. 4–C1, C2), 2 motion sensors (Kinect 
sensor—holding 2 internal cameras, 1 Red Green Blue camera and 1 depth camera, 
Fig. 4–K1, K2), a video camera with an acquisition rate suitable for PTV applica-
tions (1 GoPro acquiring at a rate of 30fps, Fig. 4–GP) combined with 2 high-power 
floodlights placed in each side channel wall upstream the dam (Fig. 4–F). 

Variable 1 was extracted from the images of the HD video camera 1 C1 placed 
above the experimental embankment, monitoring the breach lateral erosion from a 
top point of view. Variable 2 was determined by processing the footage of HD video 
camera 2 placed about 1 m above the settling basin monitoring a graduated scale. 

Variable 3 was based on the data acquired with a GoPro camera installed on the 
top of the dam body immediately before the entrance of the flow in the delimited 
breach that allowed high-speed acquisition of images, and is, therefore, suitable to 
calculate surface velocity maps through PTV applications. To ensure good contrast 
between the tracer particles and the flow, the image quality was increased by two 
floodlights paired with soft boxes placed on each side of the channel. 

Variable 4 was measured by using two motion-sensing devices (Kinect sensors) 
that were combined to obtain 3D reconstructions of the dam morphology before,
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during and after the failure. One was placed on the top of the dam, aligned with 
its centreline and the other was moved around the dam to obtain a complete scan 
of the 3D volume to reconstruct. To obtain a reliable characterization through these 
motion-sensing devices the dam body survey at the target instants was conducted 
dry, i.e., without the presence of flow under the breaching dam, thus avoiding errors 
caused by the presence of water. That is, at each failure instant measured, the water 
level in the upstream reservoir was lowered and water flow throughout the dam was 
stopped. To ensure a common referential in all 3D reconstructions, four targets with 
known coordinates were fixed to the channel walls. 

3 Results of the Application of Image Analysis Techniques 
to the Acquired Data 

3.1 Temporal Evolution of the Lateral Erosion of the Breach 

The breach lateral erosion (variable 1) was obtained from the footage recorded from 
the HD video camera 1 (Canon) installed on the top of the dam (Fig. 4C1). This 
equipment was placed on the top of the dam body, perpendicular to the crest, 2.5 m 
above monitoring the breach lateral evolution during the failure process. 

A post-processing procedure, subtraction Matlab algorithm, was applied to pairs 
of consecutive images, allowing the characterization of the breach width across time 
(lateral erosion of the breach). 

This procedure consisted in calculating the pixel intensity in a given region of 
interest, the respective length of the dam crest, and evaluating the pixel difference 
between consecutive images that allowed the determination of the breach width 
increasing in three distinct sections: upstream, crest and downstream, as shown by 
Fig. 5.

Figure 6 shows the breach width variation across the failure evolution of the zoned 
embankment dam, where instant A stands out when there is total erosion of the initial 
breach of the embankment and instant B with the total falling of the downstream side 
of the experiment.

3.2 Water Levels Inside the Downstream Settling Basin 

The water level variation inside the downstream settling basin (variable 2) was deter-
mined by processing the footage HD video camera C2 (Fig. 4) that was placed at 
0.70 m from the facility side wall of the basin to visualize a graduated scale there 
installed from which the water level can be inferred, Fig. 7a).

This variable was evaluated with the application of a detection algorithm in 
Matlab, which consisted in the identification of the interface between the level and
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Fig. 5 Original image acquired with the top camera (C1) and corresponding sections for measuring 
the lateral evolution of the breach: upstream, at the crest and downstream

Fig. 6 Variation of the breach width during the experiment (lateral evolution of the breach). Instant 
A (t  = 10 800 s): total disappearance of the initial breach; Instant B (t = 16 450 s): complete collapse 
of the downstream side

the water, based on the variation of the pixel intensity, in the images recorded by the 
camera. This methodology is applied between the area of the figure corresponding 
to the submerged zone and the area of the figure corresponding to the emerged zone. 

Figure 7b) illustrates a part of the variation of the water level from the beginning 
of the test (t = 00:00:00 s) to the instant of the first stop, where the downstream level 
is no longer supplied by the breach effluent flow.
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Fig. 7 Measurement of downstream levels: a image captured by the HD camera C2–reference 
graduated-scale; b temporal variation of water levels within the sedimentation basin

3.3 Surface Velocity Maps in the Breach Proximity 

The surface velocity field in the breach approach area, variable 3, was determined by 
applying a Particle Tracking Velocimetry (PTV) algorithm written in Matlab [9, 11] 
using the images captured by the GoPro camera. One calibration board to cover all 
the dam body width (1.2 m) with 5 × 5 cm cells. This board was used for calibration 
of the images acquired with the referred equipment. Two calibration images were 
taken with the calibration board placed at the lowest and higher-level coordinates of 
the water, once during the failure process the water level in the reservoir will differ. 
This is of major importance to accurately convert pixels in spatial coordinates. 

Particle Tracking Velocimetry is a Lagrangian technique that relies on the identi-
fication of individual tracers in each frame of a footage and respective matching of 
particles between frames. In the present case, the matching procedure is based on the 
Voronoï tessellation of space allowing to better deal with the presence of velocity 
gradients in the flow [11]. Around each detected particle, the Voronoï polygons are 
drawn. By uniting the centers of the adjacent Voronoï polygons, one defines the so 
called Voronoï star. The Voronoï stars will be used to match the particles and to 
determine the displacement of the particles [11]. In this method each successfully 
identified and tracked particle will hold a velocity vector, v, and the velocity of the 
i-particle between frames j and j + 1 is given by: 

vi = 
ri, j+1 − ri, j 

dt  
(1) 

where ri,j+1 is the position vector of particle i in frame j + 1 and ri,j is the position 
vector of particle j in frame j. and dt is the time interval between consecutive frames. 

The operation sequence is here described with the visual aid of Fig. 8. Figure 8a 
depicts a raw flow image where the tracers are visible; in Fig. 8b the image is corrected 
for the distortion and the identified particles in frame j are visible in Fig. 8c; a zoom 
and Voronoï tessellation of space is shown in Fig. 8d; and, finally, Fig. 8 depicts the 
obtained velocity field.
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Fig. 8 a Raw image acquired by the GoPro camera; b rectified image; c detected particles. d zoom 
and Voronoï diagram; e computed velocity field and Voronoï diagram at time t (solid lines), and t 
+ dt (dashed) lines 

PTV holds a velocity vector at the location of each detected and successfully 
tracked particle. This means that the velocity field data points are randomly dispersed, 
that is, data is presented in a non-structured grid. Therefore, it is not trivial to analyse 
the spatial velocity distribution nor compare it with other instants, since the vectors 
will not be at the same locations. A binning procedure is used to determine a structured 
grid. This procedure consists in dividing the field-of-view in m × n intervals [9]. At 
each time instant the average velocity inside each bin is calculated. It is possible to 
consider a time average in each bin where the time averages are calculated bin by 
bin. This allows also to define statistical variables of the flow [10]. The binning is 
illustrated in Fig. 9 and Fig. 10a and b depicts the binned velocity field at two instants 
of the dam-breach process.
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Fig. 9 Example of application of the binning method. The field of view is divided into bins and in 
each bin, the average velocity is computed can be computed with the vectors present at each bin 

Fig. 10 Surface velocity fields a Binned mean velocity field during 203 s at t = 1320 s; b Binned 
mean velocity field during 159 s at t = 15,480 s 

3.4 3D Reconstruction of the Dam Morphology 

The 3D reconstruction of the dam morphology during the breaching process (vari-
able 4) was carried out with the aid of two motion-sensing devices, as presented in 
Sect. 2.3, Fig.  4. These sensors are composed of two internal cameras, an RGB and 
an infrared that allow both the acquisition of coloured and depth images. 

In this way, the 3D reconstruction of the failed dam was obtained from a set of 
acquisitions taken from the top and several other positions around the dam, assuring 
the georeferenced points were gathered (Fig. 11). It should be noted that to correctly
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Fig. 11 Layout adopted for the Kinect Sensor during testing and location of targets of known 
coordinates for the characterization of the 3D dam morphology during the failure 

characterize the evolution of the breach and avoid the problems caused by the pres-
ence of water, namely the variation of the refraction index, it was necessary to inter-
rupt the breaching process, by cutting the flow and emptying the upstream reservoir 
almost instantaneously. 

The process of georeferencing and cleaning the depth images acquired was carried 
out using the Cloud Compare software which included the following steps: (i) iden-
tification of the target points that were located in different places of the facility, in 
the point clouds; (ii) association of the real coordinates with the identified points, 
consequently georeferencing the point clouds to the same coordinate system; (iii) 
elimination of the points located out the area of “interest” (the points that clearly did 
not correspond to the dam); (iv) merging the several clouds composing the full scan 
into a single point cloud—final cloud; and (v) application of a noise filter to remove 
the outlier points, i.e., the points that clearly result from errors of measurement. 

After processing and cleaning all the acquired points, the final point cloud obtained 
for each analyzed instant was later imported into ParaView software: the dam in 
failure at the corresponding time instants was reconstructed and the contour lines 
were obtained. The experimental test used as an example had a total duration of 
07:42:19 s and was interrupted six times to perform this 3D characterization of the 
dam morphology during the failure. The 1st and 2nd stops can be classified as the 
breaching process initiation; the 3rd and 4th stops represent the process of mass 
detachment episodes and the 5th stop shows the configuration of the embankment 
nearly at the final moments of the experiment. Figure 12 demonstrates the 3D recon-
struction of the dam morphology corresponding to the 1st, 3rd and 5th stops that 
resulted from the application of ParaView software.

These 3D reconstructions of dam in several time instants of the failure make it 
possible to obtain longitudinal or cross-sectional profiles of the dam in failure at any 
location of interest, Figs. 13 and 14.
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Fig. 12 3D reconstruction of the breach morphology evolution: a 1st stop: t1 = 00:38:23 s; b 3rd 
stop: t3 = 04:10:48 s; c 5th stop: t5 = 07:13:28 s

Fig. 13 Evolution of the longitudinal profile of the failed dam in its centreline

4 Conclusions 

With the proposed methodology, it was possible to describe the failure process of a 
scaled zoned embankment dam in non-intrusive approach. From the post-processing 
of the acquired images, it was possible to: (i) determine the lateral evolution of the 
breach erosion with a subtraction algorithm analysis; (ii) the water level inside the 
downstream channel with a detection algorithm; (iii) the velocity field by means of 
a PTV approach and the (iv) 3D reconstruction of the dam morphology by means of 
the use of a Kinect sensor combined with two different software’s that allow point 
clouds treatment and multi-platform data analysis, respectively CloudCompare and 
ParaView. 

Concerning the evolution of the lateral erosion of the breach during the experiment, 
from the analysis of this variable it was possible to fully understand the evolutionary 
state of erosion for this zoned embankment test. Although the test in question lasted 
approximately 7 h it was noted that only up to third hour existed lateral erosion of 
the breach, after this instant a total disappearance of the initial breach took place, 
and thus the evolutionary process of the failure by overtopping was given only in the
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Fig. 14 Evolution of the dam morphology in each stop of the experiment in the cross-sections 
indicated above
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downstream side of the embankment. So, it can be said that for the evaluation of this 
variable the analysis from the images captured by C1 proved to be very functional. 

Regarding the analysis of the water level variation in the downstream sedimen-
tation basin, the algorithm created for the analysis of this variable was possible. 
However, being this a destructive test, the mixing of water with the earthfill masses 
that fall during the process, together with the tracer particles used to characterize 
variable 3, made difficult the application of this methodology, but not ineffective. 
Thus, we conclude that for this specific case the use of image analysis was more 
challenging to achieve for the measurement of downstream flow levels. 

The surface velocity field in the breach approach area was achieved through 
the application of the commonly used in this type of experiments, PTV technique. 
Some difficulties were encountered due to the environmental conditions where the 
experiment was made. 

The presence of the ceiling windows in the pavilion of the laboratory created 
difficulties in the image processing once the degree of light changed during the day 
and the experiment took several hours to finish. For this reason, two floodlights with 
soft boxes were used, to aid the light conditions but the reflection of the soft boxes 
was visible in the flow images from the GoPro camera, making the PTV algorithm 
identify the edge of the soft box reflection in the water as a particle, which included 
extra time in removing these false positives. This procedure proved to be suitable 
for obtaining accurate results and proved to be computationally efficient, despite the 
difficulties encountered during the experiment and the extra time spent assessing this 
variable, which was not initially foreseen. 

Lastly, the Kinect Sensor equipment has proven to be highly efficient for acquisi-
tion of point clouds for 3D surface reconstruction purposes. Therefore, the method-
ology adopted in the 3D reconstruction of dam morphology revealed to describe 
accurately the dam breach evolution in the analyzed time instants. 

In general, this work has demonstrated the potential of using methodologies based 
on digital image analysis for the non-intrusive characterization of hydraulic variables 
in the experimental context. 
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Monitoring the Madeira Airport 
Protection Breakwater Using Visual 
and Unmanned Aerial Vehicle 
Observations 

Rui Capitão , Maria Graça Neves , Pedro Sousa, António Cachaço, 
Francisco Barros, Paulo Tavares , Pedro Moreira , Conceição Fortes , 
Décio Rodrigues, and Elsa Franco 

Abstract An aerial monitoring system was developed for the maritime structures 
that protect the foundation columns of the Madeira Island Airport runway infrastruc-
ture, in the scope of the research project MEGE, to complement the already existing 
monitoring program of visual observations. For the aerial monitoring of the berm 
breakwater, with about 770 m in length, a fast data acquisition system was envis-
aged. Imaging techniques acquired through a high-resolution camera coupled to an 
unmanned aerial vehicle (UAV) were used, which allowed for a very fast and efficient 
automated procedure, compatible with the difficult accessibility to the structure on 
the seaside. Point clouds corresponding to the breakwater geometry were obtained 
from the set of aerial images from the camera on board of the UAV, using photogram-
metric techniques. In this paper, the two complementary parts of the monitoring of 
this structure are described and some results are presented. 

Keywords Visual monitoring · UAV monitoring · Berm breakwater 

1 Introduction 

In order to protect the foundation and the base of the columns that support the runway 
extension of the Madeira airport from the sea wave action, a berm breakwater was 
built, Fig. 1, along with the “Posto de Socorros a Náufragos” breakwater, being both 
structures under the jurisdiction of ANA—Aeroportos de Portugal, S.A. The berm 
breakwater has a development of about 770 m in length and is aligned from SW
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Fig. 1 General view of the berm breakwater and the foundation columns of the airport runway 
extension, April 2021 

to NE, parallel to the rows of columns, with a slope base level largely above the 
bathymetric of 13.6 m (ZH). 

The berm breakwater is a structure with dynamic behaviour, consisting of rocky 
blocks, with weights between 5 and 40 kN and a profile of 4(H):3(V). As this structure 
has a deformable slope, a safety line was defined in its design located at a distance 
(30 m) from the axis of the alignment of the seaside row of the outer columns, a 
line that must not be exceeded. In this case, intervention is required so as not to 
compromise the stability of the structure. 

Since it is a dynamic structure, it is quite important to know the evolution of this 
breakwater along its lifecycle, to identify the preliminary stages of damages and 
the need (or not) of repairing works in due time. This will avoid the progression of 
damages that could put the foundation in danger and the base of the columns that 
support the runway of the airport, as well it will avoid extra costs. In this frame-
work and following the LNEC’s OSOM+ program of visual observations [1], visual 
inspections were made in October 2009, June 2012 and December 2013, and a qual-
itative photo comparison of the different inspections has been performed. Although 
these visual campaigns give a general view of the evolution of the breakwater and 
identify the main damage problems, it does not characterize the whole breakwater 
in a more quantitative and detailed way (profiles, damage volumes, etc.). 

In this context, a research project, MEGE— “Structural Monitoring of Large 
Structures” was proposed with the aim of developing, implementing and operating 
a system to monitor the structural evolution of Madeira International Airport. The 
system has two components: the support structure of the runway extension and the 
berm breakwater that protects the former structure. This paper focuses on the analysis 
of the berm breakwater. 

For the berm breakwater the implemented process will add up to do the existing 
program of visual observations, and can be divided into two main phases, one 
corresponding to image acquisition and another to post-processing. The first oper-
ation corresponds to use the UAV and capturing the images. The second supports 
photogrammetric image processing for acquiring 3D point clouds. These point clouds
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are processed to detect possible changes in the breakwater shape that may have 
occurred in the time interval between the two flights. 

Ideally, monitoring campaigns should be performed at least once a year and after 
any relevant storm, comparing the campaign results (photos, point clouds, DEM 
models) obtained in the different instances and identifying possible changes in the 
geometric configuration of the breakwater. In this way, it is possible to identify move-
ments within the structure occurred between the two instances. With this detailed 
and accurate information, it is then possible to verify the condition of the struc-
ture and analyse in detail areas with stability problems, where blocks were either 
displaced from its resting positions or even broken. In addition, different surveys 
can be compared to examine the evolution of structural integrity and identify areas 
that require intervention to maintain structural function and stability throughout the 
expected lifespan. 

Here the work developed for OSOM+ program and MEGE project for the berm 
breakwater is presented. 

2 The Berm Breakwater 

The purpose of the berm breakwater is to protect the foundation and the base of 
the columns supporting the airport runway extension infrastructure in Santa Cruz 
(Madeira Island Airport) against sea wave action. 

Berm breakwaters are dynamic structures, consisting of rock-fill blocks that are 
significantly lighter than the weight of the protective armour elements of conven-
tional breakwaters, and also being the thickness of the protective layer much greater 
than that of those conventional breakwaters. In this type of structure, the profile is 
expected to deform under the action of waves, resulting in an S-shaped equilibrium 
configuration, in which the less inclined section of the profile, with higher resis-
tive capacity, is in the active zone of the breakwater [2]. Since this structure has a 
deformable slope, a safety line was defined in the project, from the axis of the align-
ment of the front row of the outer columns of the runway structure. According to the 
project design [3], this distance should not be less than 30 m. The berm breakwater 
profile was designed for a 50-year return period design wave, with a significant wave 
height, Hs, of 5.5 m and consists of an all quarry run rockfill core with a 4(H):3(V) 
slope, protected by a selected rockfill armour with weights between 5 and 40 kN and 
a thickness of 9 m. The design crest of the profile was 4.1 m (ML), ML being the 
mean level, corresponding to +1.4 m (CD), Fig. 2.

3 Visual Observation Monitoring 

Since 1986, LNEC has been systematically observing maritime structures based 
on structure monitoring campaigns (a program now-called OSOM+) to monitor
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Fig. 2 Cross-sectional profile of the berm breakwater (referred to the ML)

and predict the behaviour of offshore structures along the Portuguese coast and 
recommend timely maintenance interventions on these structures as needed. 

Regarding the evolution of this berm breakwater after its construction, the infor-
mation available at LNEC refers to visual inspections taken by LNEC technicians 
in October 2009, June 2012 and December 2013, and to information about surveys 
carried out in 2018, reported in [3]. Between the year of the first visual inspection 
(2009) and the year of the second (2012), this breakwater has undergone many of the 
expected changes in this type of structure (dynamic behaviour structure). The June 
2012 campaign witnessed the worsening of the degradation locations identified in 
2009, and the emergence of others. At that time, it turned out that the eastern half of 
the protection was much more affected than the western half [4]. The intense leakage 
of riprap blocks at the eastern end of the breakwater structure, in the NE zone, was 
the most worrisome situation at the time. It was thought to be caused by a presumed 
concentration of wave energy, possibly amplified by the effects risen by the proximity 
of a large rocky outcrop and by the near permanent maritime structures. However, 
the erosion line, even in the most eroded sections, was still beyond the safety line of 
the structure. 

Visual observations in 2014 confirmed that two sections of the structure were 
severely damaged: one is approximately located between the middle of the structure 
and the eastern edge of the structure, and the other is at the transition from the 
breakwater to the related infrastructure “Água de Pena” bathing area [4]. In these 
sections, the distance between the crest of the breakwater and the axis of the columns 
was less than 30 m, which is to say that, at some points, the safety line had already 
been exceeded by a few meters. 

In Fig. 3 one can observe the evolution of the berm breakwater profile at three 
instances in time: (a) in December 2013; (b) in October 2019 and (c) in April 2021. 
Note, however, that tide level conditions are different (lower) in the last observation.

In August 2018 topographic and 3D Multibeam surveys were carried out, the 
results of which were presented in [3], together with the results of surveys conducted 
in February 2014 and June 1999. That report states that in two sections the crest 
setback exceeds the design safety line: from column 14 to 22 (central zone), with 
about 160 m and between columns 29 and 33, in the NE zone, with about 30 m (see
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Fig. 3 Berm breakwater in: a Dec. 2013; b Oct 2019; c Apr. 2021

Fig. 4 for identification of referred columns). The crest setbacks registered in the 
whole structure were generally less than 2 m, reaching a maximum of 3.5 m in the 
central zone. 

In October 2019, the slope continued to show signs of degradation along the 
breakwater, with the eastern half of the protection being significantly more affected 
than the western half. It was noted that the safety margin was exceeded in front of 
some columns (14–22, 30 and 32). 

In April 2021 a visual observation was performed by LNEC for this breakwater, 
including the characterization of its current condition. 

Also, during the 2021 campaign, at certain points considered more relevant (see 
those in Fig.  5), measurements of the distance between the axis of the columns and the 
slope crest were taken. The measurements are displayed in Fig. 6, which shows the 
distances measured at each column and the 30 m line, considered in the project as the 
minimum safety value. The accuracy of the measurement is about ±0.4 m. Measure-
ment errors include uncertainty in defining points defined as vertices, uncertainty in 
orientation perpendicular to the column, and uncertainty due to the flexibility of the 
tape measure.

Fig. 4 Reference points on the berm breakwater 
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Fig. 5 Identification of sections (A to D) and reference points (10, 12, 14, 16, 18, 20, 21, 22, 24, 
26, 28, 30, 32, 34 and 35)—adapted from [3] 

Fig. 6 Distances (in m) 
from the axis of the 
outermost column to 
homonymous reference 
points 

In general, and referring to both Fig. 6 and a wide number of available photographs 
taken during the 2021 campaign, it can be seen that: 

. The slope shows a considerable number of rockfill elements moved in the area in 
sections A to D revealing some locations of degradation. In particular, in front of 
columns 16 and 21, the slope deterioration is readily apparent; 

. There is a lack of blocks in the area to the east of section A and sections B and C; 

. The safety margin has clearly been exceeded in front of columns 14, 16, 18, 20, 
21, 22, 30 and 32, with an approximate value varying between 3.7 m (column 32) 
and 0.9 m (column 22), below the safety line; 

. In front of column 18, rockfill blocks from the slope are still there, but there was 
no evolution compared to 2019. 

. In front of column 35, on the existing retaining wall, the same anomalies referred 
to in October 2019 were also observed, namely distances between blocks on the 
order of 7 cm, an area with the corner of a degraded block and a distance between 
blocks on the order of 7 cm and three deteriorated slabs. These distances did not 
change in the observation performed in April 2021.
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Table 1 Levels assigned to 
the current condition of the 
berm breakwater in 2021 

Section Level 

A 1 

B 3 

C 2 

D 3 

According to the campaign of April 2021, the following classifications were 
assigned to the current condition of the berm breakwater in the year 2021, see 
Table 1. In this Table, level 1 means that the element/section is in good condition, 
although showing occasional signs of slight degradation; level 2 indicates that the 
element/section is slightly degraded; and level 3 suggests that the element/section is 
degraded. 

From the results presented, one should highlight the need to intervene on the 
structure, especially in sections B and D, to ensure compliance with the distance 
from the crest to the design safety line. 

Presently, in June 2022, repair work is underway on this maritime structure to 
restore the originally intended project to ensure compliance with the distance from the 
crest to the design safety line. This work will likely be completed by November 2022, 
after which new inspections will be carried out both visual and aerial observations 
using the existing UAV System, described below. 

4 The Unmanned Aerial Vehicle (UAV) System 

4.1 Image Acquisition 

During the 2021 campaign, at the same time visual inspection was conducted, an 
aerial observation was also carried out. For this, a UAV system was used, comple-
mented with the appropriate control software. As the main body, a “DJI Matrice 600 
Pro” drone was selected with a payload consisting of a “DJI Ronin MX” gimbal and 
a “Phase One iXM-50” high-resolution camera. This camera offers a resolution of 
50 MP (Megapixel) at a maximum acquisition rate of 2 fps (frames per second) and 
was specially manufactured for aerial photography applications (see Fig. 7).

For control, it was necessary to use several applications, namely: 

(i) UgCS ground station software (SPH Engineering, Latvia), with which the flight 
mission plans were planned and executed; 

(ii) DJI Go flight controller application (DJI, China), which was used to configure 
the UAV flight parameters; and 

(iii) iX Capture image acquisition application (Phase One, Denmark), used to 
control the camera.
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Fig. 7 UAV system in flight to acquire aerial images

The images were acquired via programmed routes allowing the repeatability of 
acquisitions in both position and perspective. The route shown in Fig. 8 is the path 
travelled by the drone followed in one of its missions. Two acquisitions were made 
with the same route, just varying the camera angle as to obtain more perspectives 
and thus minimize blind spots in the point cloud. 

Flights over the berm breakwater follow a planned path first in the north-east 
direction, until near the end of the structure, where it is necessary to do a small 
detour towards the ocean before continuing until the end. Then, the path is repeated 
in the opposite direction, and with a different camera orientation. Figure 9 shows 
images of two complementary flights with the same route but different perspectives. 

Fig. 8 UAV flight mission 

Fig. 9 Images of the first flight over the berm breakwater and the drone’s direction of travel
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4.2 Photogrammetric Image Processing 

After the flight, the acquired images were processed using the Pix4DMapper software 
(Pix4D SA, Switzerland) and the resulting point clouds were processed using the 
CloudCompare tool (GPL software, cloudcompare.org). 

Due to the camera solution used, it was necessary to start the image acquisition 
before take-off. After each image acquisition, data from the camera’s XQD memory 
card was transferred to the computer and images in transit were deleted. After that, 
the images, initially recorded by the camera in proprietary format IIQ (Intelligent 
Image Quality file format), were converted to TIF (Tag Image file Format). The 
EXIF (EXchangeable Image file Format) information from these images was also 
transferred, in order to secure the GNSS (Global Navigation Satellite System) infor-
mation needed to use as input for processing with the Pix4DMapper photogrammetry 
software. Figure 10 shows the point cloud of the berm breakwater, for which a GSD 
(ground sampling distance) of 3.9 mm was obtained with an average reprojection 
error of 0.076 px (pixel) in the calibration. 

To minimize point cloud matching errors, it was also necessary to manually define 
the correct GPS accuracy values to the ones guaranteed by the UAV. This procedure 
allows the software to position the camera on each image in a precision volume two 
hundred times smaller than the volume referring to the precision selected by default. 
This increase in accuracy of location is translated into faster processing and better 
correlation, thus minimizing error occurrence. 

Image processing with Pix4DMapper is to be performed at two moments in time, 
before and after any event that causes changes in the geometric configuration of the 
berm breakwater. A software tool was developed to read and process the PLY format 
exported by Pix4D to get a regular profile along the breakwater length. Previously it 
was planned to carry out this operation with CloudCompare, but added development 
time was compensated by the increased automation and control, as well as the high 
computational demand of the CloudCompare’s graphical interface in a cloud with 
such a high number of points.

Fig. 10 Resulting point 
clouds of the berm 
breakwater, April 2021 
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Processing starts by rotating the entire point cloud at a predefined fixed angle, 
corresponding to the orientation of the breakwater with respect to the North direction, 
resulting in the axis system shown in Fig. 11. 

A spacing between profiles and the thickness of the profiles is then defined. For 
each profile, points within a range of Y coordinates are selected according to the 
location and thickness of the profile. Inside of this selection, bins were defined, 
evenly spaced in the X direction, and each one is matched by the mean altitude (Z 
coordinate) of its points, thus defining the profile. 

Another program was also developed that, after rotating this point cloud, allows 
exporting sections as new point clouds between two Y values. This facilitates further 
processing in CloudCompare due to the decrease in the total number of points to 
view and process at once. As an example, 1250 images were acquired in two distinct 
flights, which generated a cloud of approximately 370 million points. The cloud in its 
full extent is represented in Fig. 10 and an approximate view can be seen in Fig. 12. 

Fig. 11 Coordinate system 
used in the processing of 
clouds of points 

Fig. 12 Detail of the berm 
breakwater point cloud
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Fig. 13 Example of a berm breakwater profile and their approximate location (in white) in the 
point cloud 

Due to the large dimensions of the breakwater and its horizontal parallel orienta-
tion, the drone’s camera’s field of view actually covers only the breakwater. There-
fore, the point cloud contains few unwanted points, and as such, it is not necessary 
to delete cloud sections to continue processing. 

Based on the acquired information it is also possible to extract profiles along the 
breakwater. Figure 13 shows example profiles, as well as their representation in the 
point cloud, using a 0.2 m thick profiles and 0.1 m thick bins. By visually inspecting 
the obtained point clouds and profiles, it can be concluded that these are a good 
representation of the local geometry of the structure. 

5 Conclusions 

This work presents two different, but complementary parts of the monitoring system 
developed for the berm breakwater that protects the foundation columns of the airport 
infrastructure in Santa Cruz (Madeira Island Airport). This is a special maritime 
structure with about 770 m in length, that, due to its dynamic profile functioning, 
needs to be regularly inspected to verify its structural stability. 

Based on the OSOM+ program of visual observations, the first methodology was 
applied to verify its current condition and evolution and, if possible, to predict its 
future behaviour and enable recommendation of timely maintenance interventions. 
This made it possible to observe that many expected changes in this type of structure 
(with dynamic behaviour) have occurred at this breakwater. 

Under the MEGE project, a UAV system comprising an unmanned aerial vehicle 
carrying a camera, was also used for 3D model and profile acquisitions. Aerial 
images were acquired through pre-programmed routes, which allowed an increased 
repeatability of acquisition regarding both positioning and perspective. After the
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flights, acquired images were processed using Pix4DMapper and the resulting point 
clouds were processed. A custom software tool was prepared to read the point cloud 
and generate regular profiles along the breakwater length, with a predefined spacing 
between profiles and with the same reference axis. This system enabled a fast and 
efficient automated procedure to obtain 3D profiles of the whole breakwater. 

Results of the two different (but complementary) methodologies allows one 
to more soundly verify the evolution of this breakwater and establish a tentative 
repairing schedule in advance. 

In fact, repair work is currently underway on this marine structure to restore the 
original project. This work will likely to be finished by November 2022, after which 
a new inspection will be performed both by carrying out visual observation and aerial 
observation, using the existing UAV. 
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Management and Monitoring of Civil 
Works Using Geographic Information 
Technology 
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Abstract As part of the operation and maintenance of road infrastructure, was devel-
oped a methodology based on mobile applications with ESRI technology to support 
the management and monitoring of civil works, capable of obtaining multimedia 
records on site and geographical visualization of work carried out in the field of 
road infrastructure maintenance. The typology of works presented in the article is of 
vegetation maintenance of slopes and the preparation phase of the respective works 
consists both in the collection of slopes with visual inspections, as well as in the risk 
analysis of slopes with high density of invasive species and trees near the road. With 
the creation of maps and registration applications adapted for each project (vegeta-
tion maintenance service), it is intended to provide the Contractors with real-time 
geographical orientation, and consequently, a greater operational performance. The 
intelligent registration and storage of information collected on site, the management 
platform, integration and validation of data and the production of reports aim to 
support decision-making in the context of the management of these projects. The 
methodology presented aims to carry out the progressive digital transition of the 
procedures previously used, optimizing with the use of geographic technology the 
efficiency of the management of the civil works.
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Keywords Management and monitoring of civil works and services · Digital 
transition · Geographical visualization of civil works · Evidence recording ·
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1 Introduction 

Road transport networks assume a social and economic responsibility, of great 
impact, in the development of any country and the operation and maintenance of 
road transport must ensure an adequate level of service, in order to provide safety 
for road users. In the context of the management of road infrastructure, the main 
guidelines are the level of service and the safety of road users, based on preven-
tive action in the maintenance and conservation of them [1]. Aiming to ensure the 
above assumptions, it was developed a project based on the development of a solu-
tion capable of collecting georeferenced multimedia data on site and automatically 
storing its information in a specific database for each project. The solution allows, 
in real time, to locate and directly access the collected multimedia data, from a map 
built for each road maintenance work. Currently the solution [2] applies to vege-
tation maintenance works on geotechnical structures (Slopes). With this project, it 
is intended to contribute to the management and monitoring of civil works, using 
geographic information technology, since it aggregates the following tools: (i) density 
maps of invasive species and maps of risk trees near the road to optimize and prior-
itize interventions (e.g., vegetation maintenance work); (ii) real-time geographical 
visualization of the work to be carried out, thus providing substantial efficiency for 
both the asset manager and the contractor; (iii) intelligent collection and storage 
of information recorded on site; (iv) data management, integration and validation 
platform that supports decision-making in the context of project management; (v) 
production of global and detailed reports by concession, motorway or contract work. 
Figure 1 shows the various phases that constitute the methodology of management 
and monitoring of civil works.

This document is divided into 3 main chapters. It begins with an introduction, in 
which the scope of the work is contextualized, with a presentation of the main goals 
proposed and the respective tools and methodologies to achieve them. The second 
chapter describes the several steps of the methodology used. The last chapter presents 
the main conclusions and the future work.
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Fig. 1 Methodology workflow

2 Methodology 

2.1 Preliminary Analysis of Works 

The motorway network operated by Ascendi is located between the north and center 
of the Portugal and in the Greater Lisbon area (Fig. 2), connecting the coast to the 
interior of Portugal. This geographical dispersion promotes a wide variety of geolog-
ical, meteorological, topographic and hydrogeological characteristics in the soils [3], 
and consequently a substantial diversity of flora and fauna. This diversity of the flora 
implies greater attention and criteria in the definition of vegetation maintenance 
works, since it is pretend to achieve greater control over invasive species.

In order to achieve the proposed goal, invasive species density and species 
dispersal maps (Fig. 3) are used, from which a risk analysis is obtained. This analysis 
intends to locate the area of greatest density of invasive species.

This analysis is complemented by checking the map of trees near the road (Fig. 4). 
The areas with trees that are most close to the road are integrated into the lists of 
vegetation maintenance work aimed at the safety of users.

Visual inspection (observation) of slopes is a key activity of the Inspection Plan 
of these structures [1] since it allows to collect registration information, identify 
pathologies/occurrences, classifying them by states, in order to identify and monitor 
the evolution of pathologies and plan maintenance and/or conservation actions [4]. 

Aiming to properly perform these visual inspections, the vegetation maintenance 
work list is also composed of the slopes that will be inspected throughout the year 
(Figs. 5 and 6). The integration of the analyses mentioned provides the production 
of lists of optimized vegetation maintenance work and allows the prioritization of 
the areas for each year.
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Fig. 2 Map of Ascendi’s motorway network

2.2 GIS Information Integration Process 

After the definition of the list of vegetation maintenance work to be carried out on 
the slopes, the processing and integration of the respective information in GIS [5] is
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Fig. 3 Invasive species density and species dispersal maps

Fig. 4 Risk map of trees near the road

Fig. 5 Visual inspections campaigns
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Fig. 6 Analysis of the slopes with vegetation maintenance and visual inspections to be carried out

followed up, in order to obtain a georeferenced viewer integrated with the information 
contained in the list of works (Fig. 7).

The process consists of the following phases [6]: (i) crossing the list of identified 
works with the central database through matriculation which is unique for each slope, 
(ii) publication of a web layer with the resulting data that combine the registered lopes 
and their components with an indication that those will be the target of intervention, 
(iii) creation of a web map with the road network, the published web layer and the 
surface drainage for tablet/mobile application, (iv) inclusion of the asset components 
in the catalogue of the collection application on the website. 

2.3 Applications for on Site Data Collection 

The monitoring and management of civil works is a key activity on road mainte-
nance. In this context, a mobile solution was developed that combines the following 
applications: (i) ArcGIS Field Maps; (ii) ArcGIS Survey123. 

The first consists of a georeferenced map with the locations of the works to 
be carried out (see 1st image in Fig. 8) [7]. From this map the user selects the 
asset (Ex. Slope) for which he will collect data (evidence of work, such as road 
maintenance work). Data collection starts from the link described as “Register” 
that grants direct access to the second application—the registration form, in which 
evidence is collected according to the scheme represented in Fig. 8.

2.4 Evidence Validation Process 

After the onsite collection of multimedia data, the evidence validation process 
follows. This consists on the asset manager validation of the work performed (Fig. 9),
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Fig. 7 Integration process—a Integration Flow, b Georeferenced viewer with integrated informa-
tion

which is based on the verification of the conformity of all the contracted require-
ments in the lists of works [7]. The validation routine of the work aims to ensure the 
regularity of monitoring the vegetation maintenance work, as well as update with 
reliable data, the platform of management and monitoring of the work (Fig. 10).

2.5 Management and Control of Road Works 

The management and control platform of multimedia evidence collected on site, 
and updated in real time, consists of interactive management dashboards, combining 
the location of the assets with the respective information obtained, allowing the
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Fig. 8 Application use scheme—a Georeferenced Map and b Evidence registration form

Fig. 9 Evidence validation workflow
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Fig. 10 Process of validation of work evidences

manager of the project:—to ascertain the quality,—compliance of the work carried 
out, and—to support the decision-making as shown in Fig. 11. 

Fig. 11 Interactive dashboard for management and control of civil works



460 P. Varela et al.

3 Conclusions 

The use of geographic information technology has made it possible to optimize the 
management and monitoring of road infrastructures, providing greater efficiency 
in the analysis of the information collected, which is:—uniform,—standardized,— 
innovative, and—useful to confirm and highlight the work performed. In addition to 
the tools presented, this solution allows the obtaining of comprehensive and detailed 
reports of ongoing works and is an assistant in the management and control of 
the work. This solution is currently operational and is used in several vegetation 
maintenance works. It aims to use digital transition tools to achieve gains in terms 
of:—temporal efficiency,—quality control, and decision-making in the management 
of projects. 

With experience and the evolution of the volume of data collected, we conclude 
that this tool will tend to be increasingly effective, given that the detail of the asset 
manager’s analysis will increase, as will the quality of the multimedia evidence. As 
a future goal, the intention is to expand this methodology to all types of highway 
maintenance and conservation work. In addition to the features and gains mentioned 
above, this tool contributes to a more sustainable management of the projects, as it 
reduces the consumption of paper, being the consultation of the georeferenced maps, 
the registration of the work and validation carried out in a centralized platform. 
Digital transformation presupposes a change of mentality in the business culture, 
and with the latest technology of geographic information system, it is provided tools 
for contractors and employees to ensure the success of this great transformation that 
aim to improve performance and obtain greater process efficiency. 
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Development of a Cohesive Model 
for CFRP-To-Steel Bonded Joints 
for Low and High Temperatures 

Hugo Biscaia , Miguel Machado , Marta Carvalho , Telmo Santos , 
and Yongming Yang 

Abstract This work analyses the impact of low and high temperatures on the bond 
between Carbon Fiber Reinforced Polymers (CFRP) and steel substrates. The aim 
of the experimental tests is to study the local and global bond behaviors of CFRP-
to-steel joints under different temperature conditions. The results suggest that high 
temperatures are more severe for the joints than negative ones. Based on the exper-
iments and on the data collected from the literature, a unified and updated cohesive 
model with temperature dependency is proposed. 

Keywords CFRP · Steel structures · Bond · Temperature · Cohesive modeling 

1 Introduction 

The use of Carbon Fiber Reinforced Polymers (CFRP) to repair and strengthen 
existing structures has spread all over the world. However, the influence of temper-
ature variations on the bond between the CFRP and the steel substrates is a key 
aspect of the success of the externally bonded reinforcement technique. Despite the 
influence of low temperatures on the bond performance of CFRP-to-steel joints is 
still barely known, high temperatures are known to severely affect these joints [1]. 
Therefore, researchers, e.g. [2], have been testing several CFRP-to-steel bonded joints 
under different temperature conditions to improve the current understanding of the 
bond performance of these joints in the presence of a positive temperature variation. 
Two main parameters are known to affect these bonded joints. One is the difference 
between the thermal expansion coefficient between the CFRP composite and the steel 
substrate that increases the interfacial slips of the joint. The other one is the glass 
transition temperature (Tg) of the adhesive used to bond the CFRP composite to the

H. Biscaia (B) · M. Machado · M. Carvalho · T. Santos 
NOVA School of Science and Technology, Caparica 2829-516, Portugal 
e-mail: hb@fct.unl.pt 

Y. Yang 
School of Mechanics and Safety Engineering, Zhengzhou University, Zhengzhou, China 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C. Chastre et al. (eds.), Testing and Experimentation in Civil Engineering, 
RILEM Bookseries 41, https://doi.org/10.1007/978-3-031-29191-3_38 

461

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-29191-3_38&domain=pdf
http://orcid.org/0000-0002-4791-5123
http://orcid.org/0000-0001-9352-5196
http://orcid.org/0000-0003-2799-305X
http://orcid.org/0000-0001-9072-5010
http://orcid.org/0000-0003-2174-2516
mailto:hb@fct.unl.pt
https://doi.org/10.1007/978-3-031-29191-3_38


462 H. Biscaia et al.

steel substrate. In this case, when the temperature reaches Tg, the adhesive, usually 
an epoxy resin, loses its initial vitreous state and shifts to a rubbery state. This means 
that the initial properties of the adhesive are severely degraded, which compromises 
the bond between materials. Such degradation can be explained through the local 
bond behavior of the CFRP-to-steel joint which allows us to obtain design-oriented 
equations to predict the full debonding process [3] or to study other situations using 
a numerical strategy where the finite difference [1], finite element [4, 5] or discrete  
element method [6] can be used. Therefore, the present work aims to increase the 
available experimental data on the bond performance of CFRP-to-steel joints under 
temperature variations as well as to propose a unified and updated cohesive model 
that can be implemented into a numerical procedure and thereby estimate the impact 
of low and high temperatures on these joints. 

2 Experimental Program 

2.1 Characterization of the Materials 

Two different CFRP composites were used. One was fabricated at the Harbin Insti-
tute of Technology in China and another one was supplied by a local Sika supplier. 
The first one, herein denoted has a HIT-CFRP composite that has a width and thick-
ness of 25 mm and 1.46 mm, respectively, whereas the Sika-CFRP composite has a 
corresponding width and thickness of 20 mm and 1.26 mm. The determination of the 
mechanical properties of the CFRP followed ASTM D 3039/D 3039-00 [7]. Based 
on 10 HIT-CFRP flat coupons, the calculated mean tensile strength (f fm) and strain 
(εfm) were 1824 MPa (Coefficient of Variation—CoV = 4.1%) and 1.00% (CoV 
= 5.1%), respectively. The calculated mean elastic modulus was Efm = 180.5 GPa 
(CoV = 2.5%). In the case of the Sika-CFRP composites, the 5 flat coupons led to 
the following mean results: f fm = 1836 MPa (CoV = 2.8%), εfm = 1.13% (CoV = 
9.6%) and Efm = 163.3 GPa (CoV = 4.2%). 

The adhesive used to bond the CFRP composites to the steel substrate was a two-
component thixotropic epoxy resin (SIKADUR-30) and it was supplied by a local 
supplier. The mechanical properties of the adhesive were based on 4 flat coupons 
(with a dog bone configuration) that allowed us to determine a mean tensile strength 
(f rm), a mean rupture strain (εrm) and a mean elastic modulus (Erm) of, respectively, 
21.8 MPa (CoV = 7.6%), 0.33% (CoV = 12.5%) and 8.4 GPa (CoV = 3.0%). 
Moreover, according to the supplier, the vitreous transition temperature of the resin 
is 67 °C. 

The steel was not experimentally determined and the values given by the supplier 
were assumed. Therefore, the tensile strength of the steel is f s = 540 MPa whilst its 
yielding strength is 400 MPa. The elastic modulus of the steel was considered to be 
Es = 210 GPa.
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2.2 Geometry and Manufacturing of the Specimens 

All the CFRP-to-steel bonded joints had a double lap configuration and all were 
tested under a steady-state temperature condition, i.e. after imposing the temperature 
variation to the specimens an external load was applied to them until failure. The 
specimens consisted of two steel bars with 50 × 5 mm (width  × thickness) with two 
different lengths of 150 mm and 260 mm each (see Fig. 1) with a gap between them 
of 10 mm. 

Before the bonding operations, the manufacturing of these joints consisted of 
preparing the materials. To that end, the surfaces of the steel bars were first pretreated 
with a sander and then cleaned with acetone to remove any existing dust or grease 
from the steel surfaces. The surfaces of the CFRP strips were also cleaned with 
acetone. Then, the two components (A and B) of the adhesive were mixed according 
to the recommendations of the supplier, i.e. both parts were mixed with a ratio of 
3:1 by weight until a homogeneous mixture was obtained. The bonded area on the 
steel bars was limited by masking tape and the adhesive was put on this area. The 
thickness of the adhesive along the bonded length was kept constant by using a small 
acrylic bar with 1 mm of thickness on the steel bars parallel to the CFRP strips. Then, 
the CFRP laminate was placed on the adhesive and, finally, a weight was put on top 
of the CFRP strip. After, 48 h this operation was repeated for the other side of the 
specimens. The specimens were left for curing at room temperature conditions for 
one week, i.e. approximately 20 °C. 

After this period, and to induce the debonding in one side of the specimens, a 
mechanical anchorage was installed to the shorter steel plate. The other side of the 
specimen was kept free of any additional anchorages and its free bonded length 
varied between 150 mm and 200 mm. The motive to change this bonded length lies 
in the effective bond length of the CFRP-to-steel joint that tends to grow with high 
temperatures. The effective bond length is, per definition, the length beyond which 
the bond strength of the joint cannot increase anymore [2, 3]. So, to avoid the bond 
strength of the specimens could not be affected by this parameter, the specimens 
subjected to high-temperature levels had the longest bonded length whereas the 
specimens with a bond length of 150 mm were mainly used to study the influence of 
negative temperature variations on CFRP-to-steel joints. It is noteworthy to mention 
that the dimensions of the specimens (see example in Fig. 1) were all limited by the

25 x 6 = 150 520 

Strain gauges (5 mm length) 

5025 

5 

CFRP laminate (with 1.46 mm thickness) Adhesive layer (with 1.46 mm thickness) 

5 20 

Fig. 1 Scheme of one type of specimen subjected to high temperatures. Dimensions in mm 



464 H. Biscaia et al.

dimensions of the testing machines available in the laboratory and by the dimensions 
of the heating chamber. 

2.3 Test Setup and Test Procedure 

Although two test procedures were followed in this work, one for positive temperature 
variations and another one for negative temperature variations, the test setup adopted 
in all the specimens are the same, i.e. all the specimens were subjected to a pull–pull 
loading (see Fig. 2). In the case of the negative temperature variations, the specimens 
were tested in an MTS tensile machine with 100 kN of capacity (see Fig. 2a) whereas 
a Zwick machine with a maximum capacity of 50 kN (see Fig. 2d) was used for the 
testing of the specimens subjected to positive temperature variations. The interval 
considered for the negative temperature variations ranged between −216 °C and 
0 °C whilst the interval considered for the positive temperature variations stayed 
between 0 °C and 75 °C. It should be noted that due to the lack of a chamber where 
such negative temperatures could be created, a container with a cylinder shape was 
printed in a 3D printer inside which the specimens were placed (see Fig. 2b and c). The 
negative temperatures were then created by throwing into the container a liquid at the 
idealized temperature. Therefore, to obtain a temperature approximately of −20 °C, 
an anti-freezing liquid was kept in a freezer at around −28 °C whilst temperatures of 
−80 °C and −196 °C were achieved through the use of dry ice and liquid nitrogen, 
respectively. Such cryogenic temperature level intends to simulate the temperature 
in outer space and thereby, allow us to analyze the possibility of using CFRP-to-
metallic joints in space applications. Nevertheless, the results obtained from these 
two last temperature conditions are herein considered preliminary results. To control 
the temperature of the specimens during the tests, a regular thermography camera 
was used also as well as a regular thermometer that measured the liquid inside the 
container (see Fig. 2b) during the test. 

Fig. 2 Test setup of the specimens subjected to negative and positive temperature variations
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The CFRP strains were measured by using strain gauges from a TML supplier 
(CFLA-6-350-11-6FB3LT-F and BFLA-5-5-3L) that were bonded onto the CFRP 
strips (see Fig. 1). Although for opposite reasons, the procedures adopted in all the 
specimens were similar and included 3 different phases. Since negative and positive 
temperatures will cause the tension or the compression of the specimens, respectively, 
the first phase considered the specimens attached only to the inferior grip of the tensile 
machine. Therefore, no mechanical loads were considered in this first phase and 
the CFRP strains measured during this phase are due to the temperature variations 
caused by the liquid (negative temperatures) or by the heating chamber (positive 
temperatures). After the strains in the CFRP seemed to register a stable value, the 
upper grip was attached to the specimens which correspond to the second phase 
of the testing procedure. The third phase is the initiation of the loads transmitted 
to the specimens in which, and since two different tensile machines were used, a 
regular displacement of 0.01 mm/s was considered for the specimens under negative 
temperatures and a regular load of 80 N/s was considered for the specimens under 
positive temperatures. Since both load increments are quite small, no influence on 
the experimental results was expected to occur. 

3 Experimental Program 

In total, 34 specimens were manufactured and tested until now. The complete list of 
the specimens tested in this work is shown in Table 1. It should be noted that despite all 
specimens having been manufactured at the same time, a gap of approximately 3 years 
between the tests with positive and negative temperatures required the consideration 
of new reference tests. Therefore, in Table 1, it can be seen three types of specimens 
with no temperature variation, i.e. ΔT = 0 °C. The adopted designation (ID) of the 
specimens had the following designation “CS/X/Y/n” which logic is explained next. 
The “CS” denotes Carbon and Steel and “X” indicated the CFRP supplier, “Sika” or 
“HIT”. For “Y”, it is identified as the temperature of the test, and “n” is a sequential 
ID number to distinguish the repeated tests carried out in the experimental program. 
However, in those cases where the tests were not repeated, such as under temperatures 
of −80 °C and 50 °C, their designation was shortened to only “CS/X/Y”. So, as an 
example, the designation CS/HIT/T-20/02 means this CFRP-to-steel bonded joint 
was manufactured with the CFRP laminate provided by HIT and it was a second test 
where a temperature of −20 °C was considered.
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Table 1 ID of the specimens 

ID of the specimens Bonded length, 
Lb (mm) 

No. of tests Temperature, T (°C) Temperature 
variation, ΔT (°C) 

CS/Sika/T20/01|05 150 5 20 0 

CS/Sika/T-20/01|05 150 4 −20 −40 

CS/Sika/T-80 150 1 −80 −100 

CS/Sika/T-196/01|02 150 2 −196 −216 

CS/HIT/T20/01|04 150 4 20 0 

CS/HIT/T-20/01|04 150 4 −20 −40 

CS/HIT/T20/01|03 150 3 20 0 

CS/HIT/T35/01|02 200 5 35 15 

CS/HIT/T50 200 1 50 30 

CS/HIT/T65/01|02 200 2 65 45 

CS/HIT/T80/01|02 200 2 80 60 

CS/HIT/T95/01|02 200 2 95 75 

4 Results and Discussions 

4.1 Bond Capacity 

To analyze the bond capacity of the CFRP-to-steel joints, the maximum loads 
obtained in each specimen as well as the average value obtained in each analyzed 
case are indicated in Fig. 3. The results are grouped in three different figures (from 
Fig. 3a to c) to facilitate their analysis. So, regarding the negative temperatures, the 
tests suggest that the bond capacities of the CFRP-to-steel joints tend to decrease 
with the decrease in the temperature. For instance, when the temperature drops to − 
20 °C, the maximum load transmitted to the CFRP decreased by approximately 22% 
in the specimens whether they were built with Sika or HIT CFRP laminates. Since 
only the CS/Sika specimens were tested under −80 °C and −196 °C, the decreases 
of the maximum loads in these specimens were approximately 64% and 88% from 
the reference average value (tested at T = 20 °C). Such reductions may indicate that 
the adhesive used may not be adequate for so low temperatures. In fact, the supplier 
recommends its use for applications where temperatures may vary between 8 °C and 
35 °C.

In the other case with positive temperatures, the same effect can be observed, i.e. 
the maximum loads transmitted to the CFRP-to-steel specimens tend to decrease with 
the increase of the temperature. In this case, when the temperature was increased from 
20 °C to 35 °C, the load capacity of the joints was almost not affected which confirms 
the recommendation made by the supplier. As the temperature was increased, and the 
temperature of Tg was reached, the loads transmitted to the joints tended to decrease 
rapidly. Even at T = 65 °C, the bond capacity loss of the joints was 31%, and for the
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Fig. 3 Maximum loads in all specimens (a)–(c) and their degradation with the temperature 
variation—in absolute value (d)

other two higher temperature levels the loads transmitted to the joints were reduced 
by approximately 66%. 

To analyze the degradation of the CFRP-to-steel joints due to the temperature 
influence, the following retention parameter was defined: 

RF = 100 × Fmax,T i  /Fmax,T 0 (1) 

where Fmax,Ti and Fmax,T0 are, respectively, the maximum loads transmitted to the 
CFRP strip at the test temperature Ti and at the reference temperature T 0, i.e. at 
room temperature of 20 °C. So, considering the HIT-CFRP specimens subjected to 
the temperature variations of (ΔT =−40 °C and 45 °C) it can be noticed from Fig. 3d 
that the influence of positive temperature variations is more severe for the CFRP-to-
steel bonded joints than the negative variations. For instance, the calculated average 
retentions of the specimens CS/HIT/T65/01 and CS/HIT/T65/02 correspond to a 
decrease of the maximum load of approximately 35% whereas specimens CS/HIT/T-
20/01 to CS/HIT/T-20/04 had an average decrease of approximately 27%. Even 
considering specimen CS/HIT/T50 (with ΔT = 30 °C) the load decrease is higher 
(38%) than that calculated for the specimens CS/HIT/T-20/01 to CS/HIT/T-20/04.
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With the aim of estimating the bond capacity of the CFRP-to-steel bonded joints 
more accurately, the present results were inserted into a list of other results that 
can be found in the literature. Compared with a previous work carried out by the 
authors [2] where a total of 166 results were considered, the current model was now 
updated with a total of 351 results meanwhile available in the literature. Furthermore, 
the number of tests with negative temperature variations has also increased from 
only 4 tests (ranging from −40 °C to −20 °C) to 31 tests ranging now a broader 
interval of negative temperatures (between −196 °C and −16 °C). Another important 
improvement to the original model in [2] is the assumption that, under negative 
temperature variations, the bond capacity of the CFRP-to-steel joints can be affected 
and therefore, should be considered. It should be noticed also that due to the so 
limited number of existing tests with negative temperatures, more tests are needed 
under these negative temperatures allowing us to predict the maximum loads of 
CFRP-to-steel joints with higher accuracy. For all these reasons, the proposed model 
is designated as a preliminary analytical model whereas the original one is hereafter 
denoted as an “old” analytical model. In Fig. 4a the analytical model is compared 
with the “old” one and, at the same time, the experimental data is shown. So, based 
on all the available data, the preliminary model now proposed is: 

Fmax(T )/Fmax,0 ={ f3 − (1 − f3)/ 
[ 
1 + exp (− f4 

( 
T /Tg + f5 

))]} 
× {1 − 1/ 

[ 
1 + exp (− f1 

( 
T /Tg − f2 

))]} (2) 

where f 1, f 2, f 3, f 4, and f 5 are dimensionless parameters that can be obtained by 
a fitting procedure where the sum of the quadratic errors between Eq. (2) and the 
experimental data is minimized. In this case, the values of these parameters were 
found to be f 1 = 3.476, f 2 = 1.403, f 3 = 0.022, f 4 = 1.878 and f 5 = 1.783. 
The first term in parenthesis in Eq. (2) intends to estimate the maximum loads of 
the CFRP-to-steel joints subjected to negative temperature while the aim of the 
other term in parenthesis is to predict the maximum loads when the temperature

Fig. 4 Proposed semi-empirical analytic model (a) and its accuracy (b) 
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Fig. 5 CFRP strains throughout the bonded length due to temperature variations (a) and bond 
stresses within the interface throughout the bonded length (b) 

variations are positive. This explains why the values obtained for f 1 and f 2 had 
a slight variation from their original values (f 1 = 4.804 and f 2 = 1.258) [2]. The 
accuracy of Eq. (2) is shown in Fig. 4b. The results show that the predicted maximum 
load (Fmax,pred) is slightly underestimated by 4% with an R2 of 0.827 which reveals 
a good approximation to the experimental data of the preliminary analytical model. 
Moreover, only the results obtained from some Sika and HIT specimens fell outside 
the interval of −20% to 20% of deviation. 

4.2 CFRP Strains Caused by Temperature Variations 

The strains developed in the CFRP during the temperature variations, i.e. at the end 
of the first phase of the test procedure are shown in Fig. 5a. Despite the opposite 
signal, the absolute strains in the CFRP are quite similar in these cases. In terms of 
absolute values, the results show that the highest strains are concentrated at the center 
of the CFRP-to-steel joints. Since both CFRP ends are free, the strains tend to zero 
at these two points of the bonded length as expected. Nevertheless, the CFRP strains 
developed in all the specimens are too far away from their rupture value which means 
that temperature per se cannot lead the CFRP to a cohesive rupture in the composite. 
Therefore, due to the high stiffness of the steel bar, it would be expected that the 
adhesive and/or the interfaces adhesive-CFRP or steel-adhesive are the regions where 
the degradation of the joints may be localized. 

4.3 Interfacial Bond Stresses 

The determination of the interfacial bond stresses can be made from the equilibrium 
of a finite length dx of the CFRP bonded to the substrate, e.g. [8]:
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τ 
( 
xi+1/2 

) = (1 + β) · E f t f (εi+1 − εi )/(xi+1 − xi ) (3) 

where β is the ratio between the axial stiffnesses of the CFRP and the steel; Ef 

and tf are, respectively, the elastic modulus and the thickness of the CFRP; the 
difference (εi+1 − εi) corresponds to the strain difference between two consecutive 
strain measurements and (xi+1 − xi) corresponds to the distance between those two 
strain measurements. 

As an example, Fig. 5b shows the bond stress distributions throughout the bonded 
length of specimens CS/HIT/T-20/01 and CS/HIT/T65/02 at the end of phase 1 of 
the test (i.e. due to the thermal loading only) and at the end of the test (i.e. at failure). 
Due to the thermal loading only, the bond stresses developed in the specimens have 
opposite signals. However, as the loads are applied to the specimens, the bond stresses 
tend to increase at the CFRP-loaded end, and when the maximum bond stress (τ max) 
is reached it tends to decrease afterwards. As the debonding process continues, the 
localization of τ max tends also to move towards the CFRP-free end. 

5 Unified and Updated Cohesive Model 

5.1 Local Bond Behavior 

Depending on the type of materials of the bonded joint, the shape of the local bond 
behavior may show different patterns. In the case of CFRP-to-steel joints, it is usually 
accepted that the local bond behavior can be represented by a bilinear relationship 
that relates the bond stresses developed within the interface with the slips. This bond– 
slip relationship is characterized by a first elastic stage followed by a softening and 
linear stage. In the transition between stages, the interface reaches its maximum bond 
stress (τ m) with a slip sm. The complete separation of materials is reflected in the 
bond–slip relationship at the end of the softening stage when no bond stresses develop 
within the interface. At this point, the slip is denoted sf . The area under this bilinear 
bond–slip relationship is denoted as the fracture energy (GF) which, under a pull– 
pull test, corresponds to a pure fracture mode II. However, due to the temperature 
influence, these parameters will change (see Fig. 6a). So, the “old” analytical model 
[2] considers all of these by assuming that the elastic stiffness (KE), the softening 
stiffness (KS), and the fracture energy all vary with temperature variations.

Based on the experimental results herein reported plus the ones recently available 
in the literature, the “old” analytical model [2] is now unified and updated in order 
to consider the influence of negative temperature variations. Therefore, the elastic 
and the softening stiffnesses, and the fracture energy of the CFRP-to-steel joint can 
be estimated according to: 

KE (T )/KE,0 =
{ 
ke3 − (1 − ke3)/ 

[ 
1 + exp (−ke4 · 

( 
T /Tg + ke5 

))]} 

× { 
1 − 1/ 

[ 
1 + exp (−ke1 · 

( 
T/Tg − ke2 

))]} 
(4)
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Fig. 6 Temperature-dependent cohesive model

KS(T )/KS,0 =
{ 
ks3 − (1 − ks3)/ 

[ 
1 + exp (−ks4 · 

( 
T /Tg + ks5 

))]} 

× { 
1 − 1/ 

[ 
1 + exp (−ks1 · 

( 
T /Tg − ks2 

))]} 
(5) 

GF (T )/GF,0 =
{ 
g3 − (1 − g3)/ 

[ 
1 + exp (−g4 · 

( 
T /Tg + g5 

))]} 

× { 
1 − 1/ 

[ 
1 + exp (−g1 · 

( 
T /Tg − g2 

))]} 
(6)
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where ke1 to ke5, ks1 to ks5, and g1 to g5 are all dimensionless parameters that were 
obtained by fitting Eqs. (4)–(6) with the experimental data through a minimization 
process where the condition to minimize the sum of the quadratic errors between 
results was used; KE,0 and KS,0 are the elastic and softening stiffnesses of the joint 
determined with ΔT = 0, i.e. with no influence of the temperature; and GF,0 is the pure 
mode II fracture energy calculated when ΔT = 0. Fig. 6a–dshow the development of 
Eqs. (4)–(6) along with the experimental data available in the literature and makes also 
a comparison with the “old” analytical model [2]. The values of these dimensionless 
parameters were found to be ke1 = 4.560 (previously 4.953), ke2 = 0.924 (previously 
1.000), ke3 = 0.306, ke4 = 8.746, ke5 = 0.910, ks1 = 7.079 (previously 6.401), ks2 
= 1.843 (previously 1.000), ks3 = 0.396, ks4 = 8.000, ks5 = 0.331, g1 = 19.092 
(previously 10.176), g2 = 1.169 (previously 1.107), g3 = 0, g4 = 1.625, g5 = 1.291. 

Based on the properties of the bilinear bond–slip relationship, the variations of 
τ max, sm and sf , can be determined, respectively, through the following expressions: 

τmax(T ) = {2GF (T ) · KE (T ) · KS(T )/[KE (T ) + KS(T )]}0.5 (7) 

sm(T ) = {2GF (T ) · KS(T )/[KE (T ) · (KE (T ) + KS(T ))]}0.5 (8) 

s f (T ) = {2GF (T ) · [KE (T ) + KS(T )]/[KE (T ) · KS(T )]}0.5 (9) 

Fig 6e and f show the influence of temperature on τ max, sm, and sf for a 
CFRP-to-steel joint with KE,0 = 244.1 MPa/mm (i.e. τ max,0 = 19.65 MPa), KS,0 

= 149.6 MPa/mm (i.e. sm,0 = 0.081 mm), and GF,0 = 2.081 N/mm (i.e. sf ,0 = 
0.212 mm) [9]. Furthermore, a comparison between the current proposed model 
with the “old” one is also shown in Fig. 6e and f. Unlike the “old” model, the results 
herein obtained suggest that negative temperature variations degrade also the local 
bond behavior of CFRP-to-steel joints. Nevertheless, negative temperature variations 
seemed to have a smoother impact than positive temperature variations. For instance, 
with a temperature of T = 100 °C the maximum bond stress decays to 0.36 MPa 
whilst for T =−100 °C the maximum bond stress is still 7.61 MPa, which represents 
a decrease of approximately 61%. Similar observations can be drawn for the slips 
(see Fig. 6f). However, in some negative temperature levels, the slips predicted by the 
current model are even higher than those predicted by the “old” model where negative 
temperatures had no impact on these parameters. This occurs when sm ∊ ]−129 °C; 
−67 °C[ and sf ∊ ]−111 °C; 16 °C[. 

5.2 Numerical Example 

To show how the proposed model can be useful for the prediction of the bond behavior 
of CFRP-to-steel joints, the debonding process of specimens CS/HIT/T-20/01|04 and
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Fig. 7 Distribution of the CFRP strains (a) and load–slip curves (b) 

CS/HIT/T65/01|02 were simulated each with LS-DYNA R12 through a tridimen-
sional model. Despite the thermal expansion coefficients of the CFRP and steel have 
not been experimentally measured, it was assumed the following typical values for 
CFRP and steel αf = 0.3 × 10–6/°C and αs = 12 × 10–6/°C, respectively [9]. The 
CFRP strains developed throughout the bonded length and the load–slip relationship 
obtained from both cases are shown in Fig. 7a and b, respectively. 

The results that the CFRP strains before the applications of the loads are very 
well predicted. Nevertheless, when subjected to negative temperature variations, the 
CFRP strains are slightly higher than those obtained from the numerical model. The 
load-slip curves shown in Fig. 7b show that positive temperatures lower than Tg 

are still more damaging than negative ones. Moreover, the results obtained from 
the simulations of negative temperature variations were closer to the experimental 
data than the results obtained from the positive temperature variations. This may 
be explained by the scarce results available in the literature on the negative side of 
the temperature which leads the model to closely predict the experimental results 
obtained in this study. On the other hand, with a larger number of tests carried out 
with CFRP-to-steel joints with positive temperatures, the numerical simulations, in 
this case, overestimate the debonded load of the joints by approximately 20%. In this 
case, the numerical simulations showed also a higher plateau at maximum load than 
that experimentally obtained. 

6 Conclusions and Future Work 

The results allowed us to conclude that the load capacity of the specimens is mainly 
affected by higher temperatures. The proposed model reflects this behavior, which 
is quite accentuated when the temperature reached the Tg of the adhesive. Based on 
a wide database, these degradations were incorporated into a unified and updated 
cohesive model that when implemented into a numerical procedure, the debonding 
process of the simulated specimen could be well simulated. Due to the lack of results
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on the influence of negative temperature variations on CFRP-to-steel joints, a gap 
was identified which needs to be mitigated in the future with more tests to confirm 
and/or adjust the current proposed analytical model. 
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Automatic Classification of Facades 
Using Image Colour Differences 

Marta Torres-González, Jónatas Valença, Ana Silva, and Maria P. Mendes 

Abstract Non-invasive vision-based approaches provide the precision and relia-
bility required for building facade inspection. A method based on automatic image 
classification to detect and map the materials and anomalies in building facades is 
presented and compared with a traditional visual inspection and classification. 

Keywords Image processing · Façade coating · Colour analysis · Anomalies ·
Automatic mapping 

1 Introduction 

The development in digital imaging and computer systems are enabling innova-
tive computer vision solutions to support the inspection and evaluation of build-
ings facades’ conservation state. These cost-effective and non-invasive approaches 
rely on digital cameras, computers and algorithms, and are being preferred to those 
traditional methods. Solutions based on analysis of multi-spectral images, including 
visible (VIS) and near infrared (NIR) regions of the electromagnetic spectrum, were 
presented to map materials and anomalies [1]. Latest improvements include the 
use of hyperspectral image analysis based on image clustering [2], and HSV (Hue, 
Saturation and Value) colour system to detect biological colonization and colour 
characterization and variation on surfaces [3, 4]. However, not rarely, the methods 
mentioned are difficult to apply by non-computer vision specialists.
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The widespread of commercial robotic platforms for data acquisition, such as 
unmanned aerial vehicle (UAV), opens new possibilities to the construction sector 
[4, 5]. However, the automation of data acquisition and processing are still under 
research and in development to be a user-friendly tool for facade inspection. Further, 
the availability of powerful machine and deep learning tools promotes its application 
in building inspection [6, 7]. The disadvantages of the aforementioned methods are 
generally related to the difficulties of the algorithms in dealing with surfaces that 
present multiple and combined materials and anomalies, such as the presence of 
biological colonization, moisture stains, delamination, efflorescence, among other 
anomalies commonly found on building facades. 

Furthermore, the automatic classification is also influenced by the light conditions 
during the inspection. The external elements such as air conditioning equipment, 
facilities or trees results in a more complex classification of the images and requires 
a more detailed work. In addition, the innovative deep learning applications, which 
work as “black boxes”, often require large and comprehensive training datasets to 
be generalized and extend the limits of validation beyond the training set. 

Thus, the development of methods in computer vision that are simple to implement 
and understandable by non-experts represents an important contribution to this field. 

This paper presents a method based on image classification to detect and map 
pathology in building facades, namely: (i) location of critical areas, with a high 
probability of containing damages; (ii) identification of materials and anomalies; (iii) 
detailed and comprehensive maps of results. In order to assess their effectiveness, the 
proposed method was applied to the facades of three identical buildings in Bairro de 
Alvalade, in Lisbon, each one with a different degradation condition. The results were 
compared with a traditional visual classification for validation purposes. The analysis 
enables to evaluate the ability of the method to identify materials and anomalies with 
similar photometric characteristics, and its capacity for location and mapping with 
high efficiency. The outputs of the method allow a reliable evaluation and reduce 
the inspection time, decreasing the possibility of human error and enabling process 
automation. 

2 Method  

The proposed method takes advantages of classifying images at the pixel level based 
on the HSV and CIELab (Commission internationale de l’éclairage) colour systems, 
the latter to detailed evaluation of Colour Differences (hereinafter, ΔE). Classifi-
cation is performed on the visible light spectrum and based on colour differences 
against a user-selected colour reference. Besides the anomalies usually identified, the 
method can also take into account aesthetic parameters due to slight colour variation. 
The main steps of the method proposed are the following: 

(i) Image acquisition → automatic and structured image acquisition of facades 
with a camera Nikon D810 and a focal length of 50 mm (7369 × 4912 pixels)
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mounted in a GigaPan robotic head. The set-up allows to capture a set of images 
of a selected scene in a pre-define order, to build gigapixel panoramas of the 
facades; 

(ii) Build ortho-mosaics → post-processing the set of images to create the high-
quality panoramas in the Image Composite Editor software, and build high 
resolution ortho-mosaics of the facades in Adobe Photoshop; 

(iii) Traditional visual inspection → definition and labelling of materials and 
pathology by using a drawing software, i.e. Autodesk Autocad v.2021. This  
consists of the identification and mapping of all the stains present in the facades. 
This step works as a reference to assess the level of accuracy of virtual image 
processing; 

(iv) Color evaluation → The images are processed in the three HSV channels 
and the ΔE is computed [8]. To establish whether the changes in colour are 
appreciable by the human eye, the ΔE is calculated according to Standard EN 
15,886:2010 [8]. If it is greater than five (ΔE > 5), the colour variation is 
perceptible by the human eye, being admissible values less than ten (ΔE < 10). 

3 Case Study 

The proposed method was applied to the facades of three identical buildings built 
in 1948 in Bairro de Alvalade, at Lisbon, Portugal. This neighbourhood was devel-
oped in the 1940s as part of the urban expansion policies of the city of Lisbon and 
promotion of new housing areas, led by the Engineer Duarte Pacheco and established 
in the Lisbon Urbanization Master Plan (PDUL). This plan foresaw the construc-
tion of 12.000 dwellings for a population of 45.000 inhabitants in an area of about 
230 hectares. To significantly increase the number of social housing, the previous 
model of single-family housing is replaced by collective housing, with a maximum of 
four floors to avoid the placement of elevators, according to a left/right typology [9]. 

A large-scale construction program of Economic Income Houses started between 
1947 and 1956. The case studies belong to Cell I and were built in 1948. They 
are in João Lúcio St. (the front façades of No.4, No.7, and No.9), a one-way street 
with a parking line for vehicles and abundant vegetation that grows in the front 
gardens of each private property. In this regard, it is important to note that the city’s 
climate – average annual minimum temperatures of 13.6 °C, maximum mean temper-
ature 21.8 °C, minimum relative humidity of 47.6%, maximum relative humidity of 
85.4% and a rainfall rate of 66.6 mm according to the records from 1998 to 2018 by 
the meteorological station situated in Lat: 38º46’N; Lon:09º08W; Alt.:104 m, from 
Instituto Português do Mar e da Atmosfera (IPMA). The orientation of the street – 
east/west – favors the growth of trees, shrubs, and all kinds of biological organisms, 
as the high degree of soil moisture and the indirect sunlight in the front gardens 
shows this fact. The facades of properties No. 7 and No. 9 do not receive the direct 
incidence of solar radiation at any time because they have north orientation (Fig. 1).
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Fig. 1 General overview of Alvalade neighbourhood at Lisbon, Portugal, and location (red circle) 
of the three identical buildings (#4, #7 and #9) 

These case studies’ facades present a main central entrance to six dwellings, a 
central core of vertical communication, fourteen windows and four balconies with 
locksmith, a large cornice of ceramic tiles, wiring for electrical installations and 
external air conditioning equipment fixed to the façade (Fig. 2). The main materials 
used in the cladding of the facades are red brick glazed, a plinth half a meter high made 
of cement mortar, and current renderings with yellow pigments. The construction 
of these buildings was based on modular coordination principles. As stated in the 
Regulamento Geral de Construção Urbana [10], all the dwellings had reinforced 
concrete slabs on the floors of the kitchens and bathrooms, while the rest were built 
with wooden beams and Portuguese floors. Also noteworthy is the introduction of 
reinforced concrete beams on all floors on the facades. 

The three facades were built more than 50 years ago, and a progressive state 
of degradation has been evident from worst to best – from façade No.4 to façade 
No.9 –, as it can be shown in Fig. 2. Façade No. 4 presents the worst state of 
conservation, since it is the only one without maintenance intervention. Despite its 
current appearance, this façade is the one that has been better “in situ” preservation 
conditions due to the direct sunlight, as it is in South orientation. On the contrary, 
façade No.9 (North orientation) was recently renovated, presenting fewer anomalies, 
and it is considered the reference to be used for the comparison. The anomalies 
considered in this work were the stains – superficial dirty, runoff, raising damps,

Fig. 2 Three facades analysed in João Lúcio street at Bairro de Alvalade, Lisbon: (a) building 
No.4; (b) building No.7; and (c) building No.9 
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Fig. 3 State of degradation of the cladding: (i) salts, (ii) presence of superficial dirt, and 
(iii) biological colonization (Images of the No.7 front façade) 

thermophoresis, biological growth, corrosion stains and graffiti – mainly originated 
due to the moisture and the relative humidity conditions in this area of the city. As 
it can be shown in Fig. 3, the cladding does not present the original colour in all 
façades, and lighter and darker areas can be found. 

4 Results and Discussion 

4.1 Anomalies Mapping by Visual Inspection 

The panorama obtained for the three case studies allows to elaborate a planimetric 
survey as defined in Sect. 2. All the stains present in the facades were drawn in a 
traditional time-consuming manual approach, distinguishing between dark and light 
stains (Table 1).

4.2 Anomalies Mapping by Image Classification 

A previous general analysis was performed in the H, S and V channels for colour 
thresholder evaluation. A Matlab App [10] facilitates the expedite selection of the 
main yellow colour of the façade in the H (hue) channel (Fig. 4). This allows not only 
to obtain an automatic general mask that eliminate external elements (e.g., trees, cars, 
windows or air conditioning machines), but also to obtain an indicative percentage 
of the façade in healthy state of conservation (Table 2). In this method, the yellow 
colour linked to a good state of conservation is related to the human perception, 
because the H channels values are just slight affected by shadows and brightness, 
which in the HSV colour system are manifested in the other channels.

This is an approach to obtain rapid and general results. However, these results 
could be improved by working directly with the post-processing image that includes 
a mask for eliminating unnecessary pixels’ information, together with a study of the
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Table 1 Planimetric survey and mapping of the stains (visual inspection) 

Façade No. 4 Façade No.7 Façade No.9 

O
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 im
ag

e 
(2

50
pp

p)
 

108.79m2 - Cladding area 98.84m2 - Cladding area 108.00m2 - Cladding area 

B
ui

ld
in

g 
el

ev
at

io
n 

South orientation North orientation North orientation 

Pl
an

im
et

ric
 su

rv
ey

 

100.49m2 – 53.07%  - Dark stains 
42.75m2 – 39.29%  - Light stains 
100.49m2 – 92.37%  - Total stains 

17.27m2 – 17.47%  - Dark stains 
34.69m2 – 35.10%  - Light stains 
51.96m2 – 52.57%  - Total stains 

1.472m2 – 1.36%  - Dark stains 
16.707m2 – 15.47%  - Light stains 
18.179m2 – 16.83%  - Total stains

Fig. 4 Visualization of the colour thresholder (example of façade No.4)

colour difference (ΔE). Table 3 presents the results based in the analysis of ΔE and 
taking as reference the yellow colour (indicated in Table 3 with a red rectangle), 
considering that colour as good state of conservation of the façade. Then, the maps 
for ΔE < 10, ΔE < 15, ΔE < 20 and ΔE < 30 allow to map stains areas.
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Table 2 HSV analysis of the 3 façades 

Façade No.4 Façade No.7 Façade No.9 
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59.5% 65.2% 70.9%

4.3 Comparison of Manual Drawing and Image 
Classification 

Different facts were revealed when comparing manual drawing carried out in Sect. 4.1 
with the image processing analysis of the images in Sect. 4.2. Figure 5 presents the 
comparison between the areas mapped with stains from both methods. The results 
showed that regardless of the method applied, facade No. 4 clearly presented the 
worst apparent state of conservation, since almost the entire surface is stained.

Stains in Facade No.4 are well differentiated of the cladding reference yellow 
colour, and the maps obtained for ΔE < 20 are close to the measurement manually 
obtained (Fig. 5). On the opposite side, results of Facade No. 9 indicate the best state 
of conservation and demonstrate that the classification withΔE < 10 (considered the 
maximum value perceptible by human eye) is closely to the values obtained manually. 
The results also demonstrate that image processing based on ΔE have the necessary 
precision to reproduce a careful visual inspection, due to the similar results for ΔE 
> 10. Thus, the use of expedite image processing methods works properly with the 
case studies evaluated: (i) for high level stains, results similar to traditional manual 
mapping are achieved for ΔE < 20 or ΔE < 30, corresponding to differences clearly 
perceptible to human eye [i.e., Façade No.4]; (ii) for low level of stains, the results 
that better match the traditional method are achieved for ΔE < 10, where the colour 
differences start to be hard to be perceived by the human eye [i.e., Façade No.9]. In 
any case, as long as the colour difference is greater than 10 (ΔE > 10), it will be



482 M. Torres-González et al.

Table 3 Analysis of ΔE in the 3 case studies 

Façade No.4 Façade No.7 Façade No.9 
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rig
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ag

e
Im

ag
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w
ith

 m
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k 

(30,453,611 px) (27,571,516 px) (24,690,532 px) 

ΔE
<1

0 

0.78 % 28.88% 17.17% 

ΔE
<1

5 

52.30% 84.52% 95.26% 

ΔE
<2

0 

91.36% 89.21% 98.27% 

ΔE
<3

0 

96.53% 94.80% 99.13% 
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Fig. 5 Comparison between results obtained by two classification methods (manual and automatic)

indicating that the building façade has a high probability of requiring maintenance 
intervention. 

5 Conclusions 

The method presented enables the analysis of facades’ state of conservation, revealing 
it as a valuable tool to support facade inspection and diagnosis throughout colour 
differences. The final maps of the building facades allow the location of critical areas 
from the areas with stains, with a higher probability of containing anomalies. 

The results show that the method based on colour differences (ΔE) to a refer-
ence colour defined by the user allows mimicking a traditional visual inspection. 
Further, the automation reduces the inspection time, bias evaluation, and improves 
the accuracy, reducing human intervention. A visual inspection may be less accurate 
on Facade No.9 when compared with Facades No.4 and No.7, since ΔE can identify 
slight colour differences that cannot be observed with the naked eye. 

Photographs of each case study present a different yellow colour in the cladding 
depending on lighting/shadows. The HSV enables the chromatic characterization 
of colours. However, the advantage of use a reference colour to measure relative 
differences is that it is not necessary to obtain the real colour of the cladding. 

A drawback of the method presented is its performance for façade panoramas 
with ‘noise’ elements, such as urban furniture, vegetation, vehicles, that hide parts 
of the façade from the panorama. This means that the total area analysed by both 
methods does not coincide. However, the error is often not relevant at this specific 
scale of work and can be mitigate with image surveys from different points of view. 

Future works will analyse the effectiveness of the proposed method not only in 
the detection and quantification of stains in other cladding materials, but also in the 
detection of other anomalies (e.g. cracks and detachments).
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Wireless Sensors for Measuring Main 
Kinematic Parameters in Dynamic Tests 
Involving Intense Impacts 

Seyedsajjad Hosseini, João Guerreiro, João Gomes Ferreira, Luís Guerreiro, 
and Rita Moura 

Abstract This study presents the development of two types of wireless sensor 
systems, one based on high-speed cameras and the other on high-capacity MEMS 
accelerometers. These sensors are intended for application in two experimental tests 
related to the ongoing SHELTER project aiming at developing a seismic shelter to 
protect human lives. In the first test, a half-scaled masonry building accommodating 
a half-scaled shelter on its top will be led to collapse over a shaking table for assessing 
the SHELTER impact accelerations during the building collapse. The second test 
type consists of free-fall of the SHELTER structure, supplied with a safety chair and 
a crash test dummy, to evaluate the shock accelerations on the human body. These 
damaging tests would not allow using the wired sensors often used in dynamic tests. 
Consequently, four wireless accelerometer sets containing two ±200 g accelerome-
ters in the horizontal axes and one ±500 g accelerometer for the vertical direction 
were considered. In the building collapse test, these accelerometers will be installed 
in the half-scale shelter (four corners). In the free-fall tests, the accelerometers will 
be located in the shelter (three corners) and on the safety chair to hand out the 
large instant acceleration. Complementary measurements will be performed based 
on high-speed cameras and a large set of “optical + infrared” targets. These targets 
will be bonded to the under-studied model components in both tests. All sensors and 
targets were prepared and assembled in LNEC, where the shaking table test will be 
performed, and the sensor calibrations were carried out. 
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1 Introduction 

In many seismic regions with the collapse risk of vulnerable masonry buildings, 
in case of moderate to large earthquake occurrence, apart from vast destruction, the 
number of casualties and deaths may lead to catastrophe and huge losses. The project 
SHELTER—Structural Hyper-resisting Element for Life-Threatening Earthquake 
Risk [1] has been attempting to minimize fatal risk in vulnerable buildings by devel-
oping a high-strength steel structure containing different safety equipment. This safe 
zone in an apartment should be located in accessible places, such as the corridor, 
without hampering its day-to-day function. To have a desirable and robust struc-
ture, the design part of the steel structure was accomplished under several assumed 
severe load cases [2] and complemented with the experimental campaign that will be 
explained briefly herein. As an initial step, the static tests (diagonal and vertical tests) 
on two different proposed prototypes simulating the worst-case scenarios of the load 
cases were performed to assess the global and local behavior of the prototype [3]. 

A fundamental requirement of an earthquake shelter is to have a robust structure, 
for being protective against the airborne objects, falls of the rubbles, and the weight of 
heavy debris. Another possible event is if the floor hosting the unit is situated on the 
higher altitudes, and the building collapse results in the shelter falling from the upper 
floors and hitting the lower ones with exceedingly high acceleration. Consequently, 
to save people’s lives inside the shelter and deal with this issue, a safety chair with 
a shock absorber system has been proposed for the survival of the shelter occupants 
by reducing the force on the sensitive parts of their bodies. 

For the analysis and the design process of this equipment (safety chair and shock 
absorber system), a complex representation of the human body was performed numer-
ically. In these analyses, the impact velocity was considered according to the fall 
acceleration equal to 0.5 g obtained from footage analysis of some building collapses 
[4]. 

Besides the numerical analyses, two different tests have been defined to understand 
better this phenomenon: the impact of acceleration and velocity during the building 
collapse and the influence of the safety chair on the shock reduction over the human 
body. 

Through the first test, a half-scaled masonry building that represents a building 
vulnerable to earthquakes was built to be tested over a shaking table in Laboratório 
Nacional de Engenharia Civil (LNEC). A steel protection structure and a safety net 
will be installed around the model to prevent damage to the laboratory site. Corre-
spondingly, an assembled half-scaled shelter unit will be placed on the upper floor 
of this masonry building. Due to the essence of this test which is engaged with high 
acceleration and the devastated model during the collapse, using a typically wired 
accelerometer is inconceivable. The high-capacity accelerometer sets and high-speed 
cameras are employed in the test to measure the impact accelerations and velocities. 
In order to assess the performance of the safety chair, the second experiment was 
considered to be performed at the operational center of Teixeira Duarte, in Montijo. 
The test is ascertained using the assembled safety chair with a shock absorber system
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installed between two frames of a full-scaled shelter unit, and the shelter would be 
connected to an overhead crane. In this test, to evaluate the influence of this equip-
ment for diminishing the impact force on the human body, simulating the fall of the 
shelter unit when the building is being devastated during a severe earthquake, an 
anthropomorphic test device (ATD) renowned as a “crash test dummy” will be used. 
The types of sensors in this test will be mainly common to the shaking table test. 

2 Description of the Tests 

2.1 Shaking Table Test—Collapse of a Half-Scaled Masonry 
Building with a Half-Scaled Shelter on Its Top 

The shaking table experiment is defined to perform a test on two parallel masonry 
walls connected with four timber slabs representing the place where the shelter unit 
is going to be installed. The design and construction of this building were meant to 
simulate one of the worst vulnerabilities of masonry buildings to the seismic actions, 
the pancake-type collapse, and to investigate the subsequent forces on the shelter 
structure and covered people inside during the fall path. These four wooden slabs 
and two seven-meter parallel walls built with a feeble stone masonry material over a 
concrete foundation (Fig. 1a) are constructed as a 1:2 scaled building on the shaking 
table with a half-scaled shelter (Fig. 1b) on the last floor. According to the numerical 
model of this test, as mentioned before, the building pancake collapse occurrence is 
expected, and the shelter will be impacted severely on the lower floors. As the test 
will be vastly destructive, the model is surrounded by large steel protection filled with 
wooden planks and enclosed with a safety net to the seismic lab ceiling (Fig. 1c). 

Since the model in this test is of a large-scale type, its repetition is not feasible. 
So, to achieve the main objectives of the experiment, all developed sensors must 
be tested under different harsh conditions and must be calibrated with an accurate

Fig. 1 Half-scaled masonry building (a); half-scaled shelter structure (b); the side view of the 
model, steel protection, and safety nets with the positions of the targets and cameras 10 m away 
from the model (c) 
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device to ensure reliability. One of the instrumentation types in this test is high-
capacity accelerometers. These electronic devices will be fixed on the four corners 
of the half-scaled shelter to its base plate for measuring intense impact accelerations 
instantly during the collapse. Another measurement system comprises four high-
speed cameras with a capturing rate of between 300 and 1000 frames per second 
(fps) intended to follow the targets on the model for studying movements of different 
parts and evaluating the accelerations (averaged) during the collapse. In this test, all 
sensors and high-speed cameras will be triggered by the shaking table command. 
After finishing the tests, the measured acceleration on the SD card will be extracted, 
and the recorded footage will be post-processed with tracker software and Matlab to 
obtain the kinematic parameters. 

2.2 Free-Fall Test 

The second test will be a free-fall of a full-scale shelter structure from different 
heights with different angles. The shelter is equipped with a safety chair and a crash 
test dummy on-board for simulating the human body in this event. The shelter unit 
will be hung from an overhead crane with a maximum span height of 12 m (Fig. 3). 
Afterwards, the unit will be released to fall from different heights until it reaches 
its maximum elevation of 9 m, equivalent to the height of the six-floor building 
and considered collapse acceleration of 0.5 g (six times the half-floor height). After 
performing the shaking table test, the considered height and acceleration values may 
change. 

Some details of the safety chair, shock absorber system and the dummy sitting 
on it are shown in Fig. 4. All relevant kinematic parameters such as the maximum 
displacement, velocity and acceleration of the chair, maximum impact acceleration 
on the body, etc. must be investigated. Accordingly, except for the load cell that will 
be placed under the chair seat as an inertial accelerometer for obtaining the shock 
force to the hip, pelvis, and the end part of the spinal cord, the remaining sensors 
(accelerometer and high-speed cameras) will be the same as the ones in the shaking 
table test with the targets (sticker) and sensors on the crash test dummies, shelter 
structure and safety chair. 

3 Sensors and Data Acquisition 

The sensors described for both tests are divided into three categories: high-capacity 
accelerometers, high-speed cameras, and inertial accelerometers. In both tests, the 
sensors are mostly similar; however, their differences are related to the feature of the 
first test aiming at destroying the model and determining the kinematic parameters 
without repetition and using non-wired sensors; hence, the inertial accelerometers 
would not be used in the first test. The first sensor type corresponds to four sets of
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high-capacity wireless accelerometers to measure the acceleration in the three axes 
with a maximum sampling rate of 1.000 Hz. Each of the triaxial accelerometers sets 
comprises three Arduino microcontrollers, three analogue output accelerometers, two 
ADXL377 and one ADXL1004, with the maximum range of ±200 g and ±500 g for 
two horizontal and vertical directions, respectively. The unit is also provided with 
three reader/writer modules for SD card, screwed to a C-shape steel profile with 3 mm 
thickness. The units will be welded on the base plate of half-scaled shelter (Fig. 5). 
For operating three accelerometers in each set with their maximum data rates, they 
are wired to the selected Arduino MKR 1010 Wi-Fi model; also, the Wi-Fi option 
in Arduino makes this controller possible to be exploited remotely. These Arduino 
boards are connected to a computer with a specific IP address via a Wi-Fi router. 
The acquired data is stored in a reader/writer module with a 32 GB SD card wired to 
the Arduino using the Serial Peripheral Interface (SPI) communication protocol for 
having a higher speed of data transfer. The Arduino and SD card are powered with 
5 V provided by an electric circuit including a breadboard and an inserted transistor 
(level shifter) in the circuit connected to two 9 V batteries; also, the 3 V power for 
the accelerometer is supplied by Arduino directly. 

During several trial impact tests on the four sets of accelerometers using ADXL377 
in all axes from different altitudes over lime bags, it was realized that the impact 
acceleration was near the maximum range of the accelerometer (200 g), and it may 
exceed this value if a harder impact occurs. Also, it was understood that the battery 
would stop working for a fraction of a second at the impact instant, leading to the 
Arduino, SD card reader and accelerometer becoming interrupted. To overcome 
the first issue, another accelerometer called H3LIS331DL Breakout with a versatile 
output range equal to 400 g, data rates of 1000 Hz and an I2C or SPI interface 
option was substituted. However, according to the comparison of the test results 
between ADXL377 (calibrated with a piezoelectric accelerometer as a reference) 
and H3LIS331DL Breakout simultaneously, the digital output of the latter using the 
I2C communication protocol had higher noise at the impact moments; consequently, 
the analogue accelerometer ADXL1004 with the maximum range of 500 g, similar 
functionality to the ADXL377 and a smoother output diagram was selected in the 
vertical direction. The proposed solution for dealing with the second problem is the 
use of 10 microfarad capacitors for storing some electrical energy and supplying it 
when the batteries stop working. 

Other instruments synchronized with wireless accelerometers are high-speed 
cameras. Based on their speeds varying between 300 and 1000 frames per second, 
these sensors will be dedicated to covering less critical to more critical areas of the 
model. Besides these cameras, a GoPro camera without the intention of using it in 
post-processing analysis will record the overall scene, including the steel protection 
structure. Figure 2 shows different camera types, their installation distance from the 
model (10 m due to the limitations of the coverage area and the barriers in the shaking 
table lab) and the installed targets on the model; also, in Fig. 6, the covered area of each 
camera, the close view of the optical target and the details of two installed infrared 
LEDs as a proposed anti-dust technique is depicted. All allocated computers for 
camera and accelerometer operation are linked to a central computer to control and
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synchronize all sensors. The shaking table initiates operating with a 5 V command  
system from its control room; simultaneously, the Raspberry Pi device receives this 
command and switches it to the digital output for the central computer of the sensor 
system. Therefore, when the shaking table starts working, the central computer sends 
the launching command to all the sensors through the run Matlab scripts in other 
linked computers. In each computer, there is one frame grabber board connected to 
a camera paired with specific software, in this case, Streampix for configuring and 
controlling the camera as well as data acquisition. The recorded video footage will be 
analysed with Matlab and a user-friendly software called Tracker, having a graphical 
interface to obtain the studied parameters such position, velocity and acceleration. 
In the shaking table test, around ninety sets of optical + infrared LEDs targets (LED 
light has the advantage of passing through dust cloud) will be positioned on the 
masonry building and the shelter structure. 

However, in the free-fall tests, in addition to the targets placed on the crash test 
dummy and safety chair for analyzing the video to obtain kinematic parameters 
by the Tracker, the Digital Images Correlation (DIC) is another optical approach 
with specific post-processing software using high-speed cameras that can be used to

Fig. 2 The plan view of the shaking table laboratory, a close view of the different camera type 
positions, half-scaled shelter and the installed targets over it 

Fig. 3 The overhead crane 
to be used in the free-fall test 
in the Teixeira Duarte site 
and the schematic view of 
the hanging shelter

SHELTER 
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Fig. 4 Three different views of the safety chair and shock absorber system: Front view (a); and 
side view (b); of the safety chair with its details; perspective view of the safety chair with a dummy 
on it (c) [4]

measure displacements and deformation of the safety chair components as well as the 
dummy. The primary purpose of this test is to evaluate the performance of the chair 
in regards to the reduction of the impact acceleration on the dummy representing 
the human body; also, one GoPro camera is dedicated to the recording of the test, 
and only one camera has been considered for post-processing part of the test so far. 
Hence, all settings, such as Region of Interest (RoI), resolution, exposure, frame 
rates, and distance, are limited and configurated according to the primary goal. As 
these mentioned parameters are crucial for image calibration in DIC techniques and 
will be modified based on the accuracy of the main studied parameters of the test but 
not the DIC ones, the possibility of using this technique will be assessed after the 
test. Nonetheless, this technique was not considered in the preliminary free fall test 
on the safety chair with the dummy. Also, the free fall test is less destructive, and the 
use of a wired sensor is practicable’ therefore, the Inertial accelerometer comprising 
the load cell connected to the data acquisition unit and known mass (mass of dummy) 
will be placed under the safety chair seat during thetest to measure the force on the 
lower parts of the human body.



492 S. Hosseini et al.

Fig. 5 The schematic plan view of the half-scaled shelter base plate with the welded sets of 
accelerometers (a); the real view of one of the assembled sets of triaxial accelerometers (b); plan 
view of an accelerometer schematically (c) 

Fig. 6 Different covered areas of the model by each camera: GoPro (a); the other cameras (b); and 
the details of the installed target (c)
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4 Calibration Test—Comparison Between the Result 
of the High-Speed Camera and Wireless Accelerometers 
with a Reference Accelerometer 

In these tests, the results based on the camera IDT M5 (velocity and acceleration) and 
on the triple-axis accelerometer with a maximum range of 200 g (ADXL377) were 
compared to those obtained with an IEPE (Integrated Electronics Piezo-Electric) 
accelerometer (with cable) belonging to the shaking table laboratory (LNEC), which 
served as a reference for the calibration process. All mentioned devices and the 
camera target were connected to the towing wire and hung from an overhead crane 
hook initially, and they were released from different heights of 4 m, 5 m and 6 m 
to fall without any contact with the ground. Since one Arduino was used for all 
axes of the MEMS accelerometer, the data rate of the accelerometer was reduced 
to 300 Hz instead of 1000 Hz; also, the camera speed in this test with the almost 
full-HD resolution was 300 frames per second (fps). The reference accelerometer 
from LNEC was connected with a cable to the data acquisition system in the shaking 
table control room and functioned with a constant sampling rate of 600 Hz. Due to 
the maximum capacity of this accelerometer, which was 50 g, it was not possible to 
let the set of devices hit the ground. Also, the connected towing wire to the crane 
hook reduced the free-fall acceleration. The selected results of three out of seven tests 
with a duration of almost 40 s on the target specified with a red circle are presented 
in Figs. 7, 8 and 9.

5 Conclusion 

. The comparison between the result of the wireless accelerometer (MEMS) at 
300 Hz sampling rate and the reference LNEC accelerometer at 600 Hz sampling 
rate showed the efficient performance of the MEMS accelerometer for this accel-
eration range; moreover, the sampling rate of this accelerometer will be 1 kHz in 
the main test. 

. The IDT camera with the noise tolerance of ± 10 g had a lower accuracy, with 
an error up to 5% of the capacity of the Wireless accelerometer. To track the 
optical target properly with lower noises, the target should not rotate more than 
45º relatively to the considered 2D coverer area (canvas); also, to avoid having 
lost frames or processing cessation due to the target invisibility, this angle should 
not exceed 80º. 

. This test demonstrated the proper performance of the low-cost wireless accelerom-
eter and the benefits and limits of high-speed cameras when compared to the 
cabled accelerometer (with a higher price) for obtaining kinematic parameters in 
demanding or destructive test types.



494 S. Hosseini et al.

Frame 1.1 Frame 1.2 Frame 1.3 Frame 1.4 Frame 1.5 

Fig. 7 The result of the 1st impact calibration test with 4 m of falling height
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Frame 2.1 Frame 2.2 Frame 2.3 Frame 2.4 Frame 2.5 

Fig. 8 The result of the 2nd impact calibration test with 5 m of falling height
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Frame 3.1 Frame 3.2 Frame 3.3 Frame 3.4 Frame 3.5 

Fig. 9 The result of the 3rd impact calibration test with 6 m of falling height
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