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Abstract. We explore a new conceptual framework for interaction
design in the context of ubiquitous musical activities, banging interac-
tion. Our proposal entails a shift of focus from instruments, tools or
device-oriented approaches to a timbre-led design practice that targets
the potential relationships between sonic and multimodal qualities and
the local available technological resources. One thread of this perspective
envisages more flexible usage through the application of adaptive tech-
niques. Another thread engages with recent advances in mid-air inter-
action, hinting at multimodal sensing. Yet another thread involves the
incorporation of an aesthetically pliable approach to sonic materials,
materialised through timbre as a target, rather than ‘notes’, ‘instru-
ments’ or ‘orchestras’. We present two examples of deployments: The
prototype mixDroid, one of the first systems to employ mobile devices
in everyday settings for creative purposes, and the prototype Dynamic
Drum Collective, an adaptive implementation for percussive sources
based on visual tokens and whole-body interaction.

Keywords: Ubiquitous music · ubimus · Adaptive interaction ·
Mid-air interaction · Timbre-based design · Time tagging · Dynamic
Drum Collective

1 Introduction

Most of what has been done in musical interaction design during the last forty
years has been tinged by a few basic assumptions: 1. Musical interaction targets
professional musicians; 2. Music is made in professional artistic venues; 3. Musi-
cal activities are synchronous; and 4. Musical interaction is an extension of a
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universal acoustic-instrumental way of thinking.1 Until the turn of the century,
some of these assumptions may have been enforced through a concentration of
technical resources in a few major research and corporate facilities located in the
central countries. But the expansion of the access to consumer-level technology
in peripheral countries and particularly the emergence communities of practice
that foster open-source support and production of know-how have triggered a
radical change in the playing field while pushing for a democratisation of the
access to creative music making. This is the context that enabled the emergence
of the Ubiquitous Music community (ubimus) [12].

Emerging from the ongoing discussions on the theoretical underpinnings of
ubimus design, current ubimus efforts feature a healthy balance between the
speculative efforts and the emerging musical practices [11,16,22], the hands-on
approaches to implementation and deployment of technological support [17]
and the artistic explorations that target fast-changing and firmly situated social
needs [7,20,21]. Two ubimus strategies that have gathered traction entail the
usage of transitional settings for casual interactions and an enhanced support for
the generation and selection of timbre-based sonic resources. Motivated by this
emerging trend, this paper explores the intersection of timbre-oriented design
thinking with the harsh requirements of casual interaction in transitional set-
tings. We summarise and discuss a body of experimental work developed within
the first wave of ubimus projects that encompasses iterated cycles of design,
deployment and assessment of several prototypes based on the creative-action
metaphor Time Tagging, a design strategy tailored for audio-mixing in the field.
We highlight the caveats and contributions of this approach in light of recent sim-
ilar practices deployed in everyday settings. We also present a new creative-action
metaphor that targets whole-body interaction, the Dynamic Drum Collective.

This family of prototypes features the ability to adapt to the particulari-
ties of the stakeholders’ movements. In a sense, the software is tuned by using
it. The automated adjustments are kept aligned with the specific characteris-
tics and the spatial relationships afforded by the participant’s body. These two
metaphors, Time Tagging and the Dynamic Drum Collective, serve as examples
of a new perspective on ubimus design, Banging Interaction. We consider three
components of this framework, propose a conceptual representation, discuss the
methodological implications and complete our argumentation with pointers to
future applications.

2 Components of Banging Interaction

This section of the paper engages with three components of the banging-
interaction conceptual framework: adaptive interaction, mid-air interaction and
1 By “acoustic-instrumental thinking” we describe the social and technological

approaches attached to the European instrumental musical tradition of the nine-
teenth century (i.e. the separation between the audience, the composer and the per-
former; the adoption of domain-specific knowledge as a requirement for music mak-
ing; the enforcement of the myth of the genius as the source of creativity embodied
by the virtuoso player, conductor or composer).
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timbre-led design. Each thread is motivated by different factors that were mani-
fest in previous ubimus projects but remained impervious to a unified approach.
Adaptive design entails the usage of computational techniques to adjust the
response of the tools to the behavioural and ergonomic characteristics of the
subjects. An adaptive tool is the behavioural opposite of the instrument. An
instrument, depending on the complexity of its functionality, frequently demands
a considerable reshaping of human attitude and behaviour for its usage. Sim-
ple instruments, like the screwdriver, require little amount of training or book-
keeping. Complex instruments, like the acoustic string ensemble, involve a large
amount of documentation and specialised knowledge to yield usable results.2

Contrastingly, adaptive tools change their own behaviours as a result of a his-
tory of human-tool interactions [10]. Thus, their computational components tend
to adapt to the human needs instead of forcing the human stakeholder into move-
ments or cognitive patterns established by the design of the tool (as it is usually
the case in instrumentally oriented design). Current ubimus ecosystems may
tend toward a balance between the application of adaptive strategies and the
incorporation of extant knowledge and functionalities. This approach is needed
to enable the support of established musical practices which are at the core
of most musical training, in tandem with the encouragement of new ways of
music making. These aspects of musical interaction are, of course, addressed by
the ongoing ubimus efforts and reflections. The last section of the paper will
propose future developments along these lines.

Mid-air interaction [4] gained importance within the context of the restric-
tions imposed by the world pandemic. Contactless interfaces are particularly wel-
come in transitional settings involving unscreened and casual participations [15].
Despite the flexibility of touchless interaction, various challenges involving the
drastic reduction of tactile feedback still need to be addressed [6]. Ultrasonic
haptic technologies furnish a path to partially solve these issues, but they
are still work-in-progress [24]. Within the context of Case 2 we will deal with
these caveats and point to avenues for the future development of haptic-enabled
banging-interaction endeavours.

The third component of banging interaction is timbre-led design. A recurring
issue in ubimus deployments entails enlarging the metaphors’ creative poten-
tial without increasing the cognitive effort involved in their usage. This issue is
particularly problematic in transitional settings. When faced with open-ended
activities and resources, some stakeholders tend to apply preconceived notions
of sound making [18]. A typical reaction to flexible temporal organisations is “I
want a beat, how do I make a beat?”; when dealing with environmental sounds,
subjects may ask “Where is the violin?”; and their most usual general attitude
toward creative tasks is “I do not know music”, music meaning symbols writ-

2 The temporal investment to achieve expertise has been reported at approximately
ten thousand hours. The investment required to apply pre-existing knowledge to a
different domain is still an open question. In any case, when dealing with casual
interaction to require extensive musical training means to exclude a large number of
potential participants.
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ten on a staff. Thus, there is a gap between the target of the creative-action
metaphors, i.e., enhancing the creative potential of the participants, and the
stereotypes that some participants bring to the experimental sessions. Interest-
ingly, according to the findings reported by [18], this form of cognitive bias is
less pronounced in subjects that lack musical training than in those who went
through a conservatory-oriented instrumental instruction.

To avoid the problems faced by an open-access policy to resources, a possible
alternative may involve the reduction of the type of sonic materials employed by
the creative-action metaphor. During the last century, some composers incorpo-
rated restrictions according to their personal style. A translation of this strategy
into computational terms has triggered efforts in style emulations and genre
classifications [8]. This approach is well suited for musicological investigations
of the extant music repertoire. But it may be problematic when applied to cre-
ative endeavours. What aspects of a personal style are applicable across genres
and beyond the needs of an isolated practitioner? How could this form of genre-
oriented design foster musical innovation? And more generally, why adopt a
design aligned with an established musical genre if a key objective of ubimus
frameworks entails fostering the exploration of new forms of music making?3

A possible solution to this conundrum is furnished by timbre-oriented ubimus
design. Timbre-driven design avoids the logic of acoustic-instrumental think-
ing. The standard musical interaction approach asks “What can I do with this
instrument?” A very likely outcome is functional fixedness.4 A colloquial way
of describing this situation is illustrated by the saying “If all you have is a
hammer, everything looks like a nail.” Rather than starting the design process
from a preconceived musical infrastructure, timbre-based design entails consid-
ering the characteristics of the targeted sonic resources. The required knowledge
can be collected through various techniques, including human-based, machine-
based or hybrid sonic analysis involving annotation procedures. The resource-
selection stage entails the adoption of criteria aligned with the potential contexts
of deployment. For instance, impact sonic materials tend to be amenable to iso-
lated actions; Sustained sonic textures may afford continuous parametric-control
strategies; And periodic temporal organisations may work well with iterated-
control schemes. These strategies could eventually be layered and organised as
composites that incorporate flexible procedural patterns.

The next two sections feature two examples of creative-action metaphors pro-
jected for everyday settings. Both support percussive sources. They can drive
either audio-synthesis or processing techniques. They can be used for individual
and/or collective activities. They are transparent to aesthetic choices and do
not demand domain-specific knowledge or intensive training. Each case features
a succinct description of the prototypes, a schematic report of the procedures
and materials and a summary of results. Despite their positive assessment by

3 There is an ongoing discussion of these issues within the ubimus community, with
partial but promising results. See [16] for various examples.

4 “A tendency to perceive an object only in terms of its common use.” https://
dictionary.apa.org/functional-fixedness..

https://dictionary.apa.org/functional-fixedness.
https://dictionary.apa.org/functional-fixedness.
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non-musicians in the context of casual interactive usage, there are some limita-
tions that need to be considered. The last section of the paper addresses their
implications for design and suggests methodological strategies to overcome part
of the caveats.

3 Case 1: Time Tagging

The time-tagging creative-action metaphor has been deployed in various con-
texts, fostering the investigation of the potential of ubimus technologies to boost
engagement and participation in everyday musical activities. Two generations of
prototypes were designed and deployed. The mixDroid 1.0 prototype lets users
combine sounds by means of a virtual keyboard with nine touch-sensitive but-
tons on the mobile-device touchscreen. The mixing activity is based on triggering
sounds through buttons while keeping track of trigger times. Since the control is
limited to a single parameter, namely, time, the skills and training required are
way less specific than those required to use an acoustic instrument. Furthermore,
they do not depend on a symbolic system to be learned (e.g., common-practice
music notation) and can be based on the characteristics of the sound material
employed. Such a mechanism allows for the fast playback of up to nine sounds,
depending exclusively on the sound matrix built during the selection activity,
which lets the user assign each sample to each button of the interface.

As an initial validation process, the authors used an emulation of the first-
generation mixDroid prototype (mixDroid 1G) for the creation of a complete
musical work. The procedure encompassed several mixing sessions. The mixDroid
1G prototype was used in the emulation mode on a laptop computer and was
activated through pointing and clicking with an optical mouse. Several dozens
sound samples were used, with durations ranging from less than a second to
approximately two minutes. The temporal structure of the mix followed the
temporal characteristics of the sonic materials (biophonic sounds). The result
was a seven-minute stereo track, Green Canopy On The Road, that we regard
as the first documented ubiquitous music work.

Focusing on the demands of “lay participants”5 in everyday contexts, a sec-
ond study [3] consisted of creative activities in public (a shopping mall, a busy
street and a quiet area featuring biophonic sounds) and private settings (the
homes of each participant and a studio facility). Six subjects participated in 47
mixing sessions using samples collected at two outdoor sites comprising urban
sounds and biophonic sources. Creativity support was evaluated by means of a
creative-experience protocol encompassing six factors: productivity, expressive-
ness, explorability, enjoyment, concentration, and collaboration. Outdoor ses-

5 Our interest for such a composite and poorly described social group is rooted in
Milton Babbitt’s (1958) well-known essay ‘Who Cares if You Listen?’ [23], and needs
to be understood as a critique of the overt elitism incorporated in some narratives of
musical creative practice. We decided to keep using the adjective ‘lay’ with reference
to Babbitt’s exhaustive mention of the ‘layman’, despite the fact that we find the
term highly charged and stereotyped.
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sions yielded higher scores in productivity, explorability, concentration and col-
laboration when compared to studio sessions. Compound effects of sound sample
type and activity location were observed in the explorability factor when bio-
phonic sound samples were used. Similar effects were detected on explorability,
productivity and concentration in the conditions employing urban sounds.

A third study made use of recorded vocal samples created by the participants.
In order to optimise the effects of place and activity type, three conditions were
studied: in terms of place, domestic or commercial settings; in terms of activ-
ity type, imitative mixes or original creations; additionally, body posture, i.e.,
composing the mix while either standing or sitting, was also considered. Ten
subjects took part in an experiment encompassing 40 interaction sessions using
mixDroid. Subjects created mixes and assessed their experiences through a mod-
ified version of the CSI protocol applied in the previous studies. Explorability
and collaboration factors yielded superior scores when the activities were carried
out in domestic settings.

The results highlighted the impact of the venue on the support of everyday
creative experiences. Outdoor spaces were preferred by the participants of the
second study, while domestic settings got slightly higher ratings in the third
study. While the profile of the subjects impacted the outcome of the third study,
this trend was not confirmed by the results of the second study. Hence, the
main conclusion to be drawn from these studies points to the impact of the
venue on the subjects’ evaluation of the creative experience. Both their ability
to explore the potential of the support metaphor and their ability to collaborate
were boosted by domestic settings and by outdoor settings.

The second generation of mixDroid prototypes features a new interaction
mechanism: the stripe The stripe acts as a functional unit that features both
interaction support and audio manipulation. This metaphor ties to the sonic
sample the functionality previously linked to the audio channel in analogue sys-
tems. The objective is to allow for synchronous interaction with a large num-
ber of elements to overcome the screen-size limitations of small devices. Stripes
enable mixing using both hands. The amount of active stripes depends on the
device’s computing power and on the participant’s cognitive abilities. Thus, sim-
ilarly to previous time-tagging implementations, devices with low computational
resources can be used for complex creative activities in everyday contexts.

The stripe acts as an entry point to the sound data. Each stripe displays basic
information on the sonic sample being handled, including the file name, the total
running time, the current time and the execution state Each sound file linked to a
stripe is processed independently. By linking the interaction mechanism with the
sound sample, the stripe releases the user from the requirement of dealing with
multiple samples as a block (as it is the case in the mixing-console metaphor
that has the audio channel as its basic functional unit). Synchronous mixing
of multiple sound sources is supported without compromising the parametric
independence of each source. From the perspective of the user, sounds that
demand fast interaction can be placed on stripes that are close to each other.
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This flexibility, combined with the ability to select stripes though scrolling, is
likely to grant quick access to a large number of sonic items.

The time-tagging metaphor can be subsumed under the general banging
interaction framework, in that (1) it constitutes an example of adaptive design,
tailored to fit the specificities and characteristics of an user base comprising non-
musicians; (2) it replaces the metric orthodoxies of the acoustic-instrumental
paradigm with a timbre-led type of thinking, where both the characteristics of
the sonic material and the environmental local cues influence the temporalities of
the musical outcomes; (3) in terms of mid-air interaction, the existing mixDroid
prototypes are based on current touchscreen functionalities and, therefore, on
contact-based tactile interaction, however, contactless mechanisms (using exist-
ing mobile phone functionalities such as hand-proximity and device-position sen-
sors) might offer an interesting pathway for future mixDroid implementations.

4 Case 2: Dynamic Drum Collective

Whole-body touchless metaphors for music making encompass metaphors for
executive tasks by direct control and adaptive metaphors projected for assis-
tance. The first class may involve performative or recreational usage while the
second type may support learning through cycles of parametric adjustments and
user feedback. A direct-manipulation approach is usually applied for open-ended
activities. This section provides a description of a new prototype designed and
developed within the framework of banging interaction, the Dynamic Drum Col-
lective.

The Dynamic Drum Collective is a camera-based gesture recognition sys-
tem that enables individual and collaborative control of events aiming at both
co-located and distributed collective music making with percussive sounds. The
system detects the presence of the human body, tracks gestures and maps them
to parameters of audio synthesis and processing engines. To promote collabo-
ration, a client-server architecture was implemented to connect users remotely
on multiple machines. The prototype akin to a virtual and multitimbral drum
demands a fairly low usage of bandwidth.

4.1 Adaptive Visual Tracking

To enable a consistent and stable visual guide for their actions, the users may
configure a fixed arrangement of colour-coded adaptive visual tokens. These
referents act as anchors or opportunities for action and are dynamically aligned
to the spatial displacements of the subject [2].

Individual-usage mode involves a combination of adaptive visual tokens and
sonic feedback through the detection of limb movements by means of a pose-
estimation algorithm. Input comes from a standard consumer-level video camera
(in the case of this study a built-in model bundled on a laptop computer). The
video images are analysed using a pose-estimation algorithm which drives the
visual and audio feedback provided to the user.
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Calibration is flexible. The subjects set up the visual referents using both
hands. To handle various camera positions, body characteristics and camera-
player distances, the referents are dynamically adjusted.

During displacements, the tracking system adjusts the visualisation to the
body position to compensate for changes of angle and distance from the camera.
Regardless of the relative subject-camera distance, playing remains compatible
with dance-like motions and gesture mimicry. Thus participants can move freely
without losing their sonic-spatial frame of reference. Assigned colours comple-
ment the information provided by the sonic outcome, indicating if a movement
has been detected and which visual token is active. Consequently, each occur-
rence of an event is reinforced by an appropriate visual cue.

As a downside, while simple and clear visual feedback may scaffold the sonic
results it requires using displays that are large and easily visible from a dis-
tance. The visual tokens move along the X-Y coordinates as the user changes
positions. A deep-learning model [19] is used for the synchronous detection of
the three-dimensional body positions. Displacements are represented by coor-
dinate changes of the spatial referents for each video frame The coordinates of
the hips are taken as anchors to track the centre of the body (orange marker).
The distance between the subject’s ears is used to estimate the subject’s head
movements toward and away from the camera (red marker). This cue triggers a
new calculation of body distance, allowing the system to keep the visualisation
within scale.

A queue-replacement technique was implemented to track the movements
of each arm. There are two dedicated buffers: 1. The ‘speed buffer’ is updated
synchronously to reflect the spatial displacements of the hands. Two consecu-
tive frames are used to estimate the speed of motion. Index-finger movements
are denoted as event triggers (purple marker) and are used to track grasping,
pinching and striking actions. When an index finger ‘touches’ a visual token at
a speed exceeding a threshold value, the event is processed as a ‘hit’. Depend-
ing where the hit occurs, a MIDI message is triggered. The event’s intensity
(MIDI velocity) is calculated from the mean value of the speed buffer. Thus, if a
limb position changes rapidly the values in the speed buffer increase accordingly,
resulting in a louder event.

4.2 Sonic Rendering

In this implementation of the Dynamic Drum Collective, the percussive sounds
are rendered locally and the remote usage relies on exchanges of MIDI control
data through a dedicated server architecture. The first iterations of prototypes
use loopMIDI to create MIDI-ports to forward the data to a DAW (in this case
MixCraft) that renders the sound.

4.3 Deployments

First Prototype. The first prototype of Dynamic Drum Collective was pre-
sented live at the Ircam Workshop 2022. [5]. The highlights were: i) A calibration
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mode featuring the action of grasping or pinching to handle the visual referents
of a drum kit, ii) Support for adaptive movement tracking to enable consistent
sonic feedback during whole-body interaction, and iii) Multi-user collaboration
through network connectivity. During the live demonstration, the system was
used by two volunteers from the audience including one professional drummer
and a non-musician. While the system performed fairly well with respect to
latency, there were some issues caused by the characteristics of the venue. Vary-
ing light conditions caused visual jitter. The informational noise added extra
time to the image-processing cycle. The accumulated delay was larger than dur-
ing the earlier laboratory trials, compromising the temporal alignment of the
sonic feedback. This caveat did not preclude the interactions among the partic-
ipants but it points to the increased difficulties posed by the everyday-settings
deployments.

Second Prototype. This version of Dynamic Drum Collective uses colours as
visual tokens to avoid the display of images of acoustic instruments. The system
was used by musicians who were also experienced percussionists. During the
exploration session, our aim was to understand how well the user dealt with
latency or missed targets during playing. This session helped us to evaluate the
relationship between the GUI and the body movements to identify major flaws
and potentially useful features.

Deployment. Testing was divided into two stages: (i) free exploration and (ii)
semi-structured tasks. A professional musician with ample experience and train-
ing in technological design participated in the testing sessions using the system.
During the first stage, the participant did not receive any information on how
to use the tool. The objective was to focus on the limitations of the support for
casual interaction by tracking the time needed to reach a basic understanding of
its usage. Subsequently, we observed whether he was comfortable doing targeted
activities with the drum prototype. This stage allowed us to gather information
on the specific design dimensions and demands of an unfamiliar ubimus ecosys-
tem, providing us a notion of some of the major hurdles to be encountered in
field deployments.

During the initial exploration phase, the participants were given no visual
feedback of their movements (no-visuals condition). They could only see the
bounded regions for triggering sound. The instruction was: “a ‘hit event’ occurs
by moving the index finger inside the visual tokens”. The lack of spatial ref-
erents made it hard for the subjects to align the visual tokens in relation to
their own position. According to them, this condition had a negative impact
on the accuracy of their actions. Our analysis of the footage corroborated these
observations.

Participants used the square ‘Calibration box’ to position the adaptive visual
tokens. One hand is employed to select a kit and the other arm serves to drag
the token position to the desired location. The top corners of the token change
from blue to cyan when activated. Session 2. The subsequent exploration session
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involved playing short rhythmic phrases (of approximately 5 to 10 s) until com-
pleting ten iterations for each session. When a percussive event is detected, the
background changes to the colour of the token just touched.

Results. Once the visual feedback was enabled, the body keypoints were tracked
in real time (with-visuals condition). According to the subjects, the cross-modal
feedback helped them to keep track of the relationship between their movements
and the motion targets. They also mentioned that the markers overlaid on the
hands improved the quality of the experience.

Some participants found it hard to maintain steady sequences at a fast tempo.
Large movements (such as those applied for slow rhythms) seem to work better
than small gestures. The smaller movements of the fast sequences sometimes
cause drop-outs due to system latency or to pose-estimation inaccuracies. The
participant also mentioned that sidewise hand movements were better tracked
by the system.

We observed that the execution of the rhythmic phrases was easily achievable
when the tempo ranged between 60 to 125 BPM (for the simple sequences) or 60
to 90 BPM (for the complex ones). Most subjects could maintain the tempo in
the with-visuals condition (90%). Without visual feedback, the subjects missed
3 trials out of 10 (70%). Errors included missed targets and double hits.

An open-ended, exploratory session was proposed as a way to encourage
alternative interaction strategies. This stage allowed the participants to fine-
tune their gestural approach while exploring both very large and very small
motions. One of the activities involved playing while walking. The subjects were
comfortable with the demands of this activity.

Third Prototype. The most recent prototype of this project expands the pre-
vious functionalities with four visual tokens to interact with percussive sounds,
provisionally featuring a hihat, a cymbal, a snare drum and a kick drum. The
gestural space remains the same. The focus of this study was to explore the
potential of mid-air interaction for casual musical activities with a larger pool
of participants.

To reduce the processing load and to enable consistent movement of visual
tokens along with human body movement, every time a change in reference
point is detected it is compared with a threshold value. If the tracked value is
bigger than the threshold, coordinates of visual tokens are recalculated otherwise
no change is made. So, the new prototype is more consistent and only process
calculated coordinates when a user’s step size is a large scale movement (Fig. 1).

Two laptops were used to conduct the study of prototype V3. Both machines
were running 64-bit Windows 10 with an AMD Ryzen and an Intel Core i7
CPU, 16 GB and 32 GB of installed RAM, respectively. The video streams were
captured with 0.3 and 0.9 MP camera sensors with a resolution of 640× 480
pixels at 25 frames per second (fps) and 1280× 720 pixels at 30 fps.

Deployment. This study was carried out with 15 non-musicians. Except for one
person, all the participants were experienced in using computers and information
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Fig. 1. Three prototypes of the Dynamic Drum Collective metaphor designed for indi-
vidual and group musical interactions, featuring visual tokens for percussive sounds
and boxes for calibration.

technology (ranging from 3 to 10 years of experience). Seven participants had
no formal music training. Of those seven, two were not formally trained but had
previous informal experiences in music making. The rest had less than two years
of formal music education, including self-instruction. None of them described
themselves as active musicians.

Each session was divided in two parts: i) individual interaction and ii) collab-
orative interaction. At the beginning of the session, every individual spent some
time exploring the prototype freely. Once they were comfortable with the basic
functionalities, they were asked to attempt to synchronise their actions with the
other participants. Beyond that, they were not given any specific instructions on
the types of rhythmic sequences to be played.

Results. We observed a learning pattern while the participants were trying to
synchronise. As they started the activity, they followed each other triggering
one percussive sound at a time. When they felt satisfied with a simple sequence,
they introduced other events to their patterns. During the collaborative task, the
complexity and alignment of their performance was correlated to the amount of
time invested in the activity.

5 Discussion of Results and Future Ubimus Deployments

Banging interaction targets the development of creative-action metaphors with
an emphasis on the usage of percussive sources and audio-processing tools tai-
lored for everyday settings. These settings demand flexible configurations to
respond to fast-changing conditions and highly varied participant profiles. Three
components of banging interaction - adaptive interaction, mid-air techniques
and timbre-led design - complement the standard methods of ubimus design.
Our proposal encompasses repurposed mobile consumer devices, embedded and
networked equipment, without excluding the deployment of robotic tools [17].
This framework also addresses aspects of design that have resisted an integrated
conceptual and methodological treatment, highlighting: unscreened and casual
forms of music making, transitional noisy and fast-changing settings, reduced
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tactile feedback and usage of the whole body as a potential source of musically
meaningful information.

The two creative-action metaphors featured in this paper share characteris-
tics that make them especially suited for banging-interaction design. They sup-
port sonic sources with temporal profiles that can be roughly classified as impact
sounds. They incorporate either audio-synthesis or audio-processing techniques
that do not demand a high computational cost, making them amenable to usage
through network infrastructure. Locally, they support synchronous usage. They
may also be employed in the context of individual or collective musical activi-
ties. Given their reliance on local resources, they tend to be scalable and may be
integrated into the Internet of Musical Things or the Internet of Musical Stuff,
expanding the extant IoMuSt initiatives [22]. As long as the musical activities
make use of impact sounds, they remain fully transparent to various aesthetic
perspectives. Last but not least, they do not demand domain-specific knowledge
or specialised intensive training.

One of the components of banging interaction entails a change of perspec-
tive regarding the selection of sonic resources. Rather than starting the design
process from a preconceived musical infrastructure, typically represented by the
figure of the “musical instrument”, timbre-based design engages with the charac-
teristics of the targeted relational properties, i.e. the possibilities afforded by the
multimodal aspects of the musical activity [13]. The knowledge required by the
resource-selection process can be obtained through various techniques, includ-
ing human-based heuristics, machine-based decision-making processes involving
adaptive techniques and hybrid forms of sonic analysis and annotation that may
combine simple and more elaborate interaction-design patterns [9]. As hinted by
the results of the deployed metaphors, resource selection should be aligned with
the potential contexts of usage. Thus, impact sonic materials are well suited to
isolated gestures but other forms of sonic organisation may not be amenable to
this family of metaphors.

A potential limitation of the current consumer-grade technologies available
for banging interaction is the reduction of tactile information and feedback.
Standard touchscreens do not feature pressure sensing or proximity sensing.
Consumer-level video cameras are useful tools for capturing static and moving
elements of visual scenes but haptic aspects remain elusive and haptic feedback
demands other types of technologies. Nevertheless, the landscape of technical
resources for everyday contexts is changing quickly. Touch-based interaction can
be potentially expanded by the incorporation of pseudo-haptics. Through the
use of proximity sensors and more refined techniques of contact-based track-
ing, it may be possible to repurpose the consumer-level mobile devices to act
as parts of haptic-enabled ubimus ecosystems rather than as isolated objects or
as emulations of acoustic instruments. Contact-based interaction involving per-
sonal wearable devices may still have its place within the panoply of everyday
creativity-oriented technologies. Furthermore, touchless whole-body interaction
may soon incorporate ultrasonic haptic feedback. This functionality is not yet
featured in consumer-level portable devices but given the rate of expansion of
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the current computational platforms, it would not be surprising to find afford-
able equipment to test and deploy these techniques within the context of the
DIY initiatives.

A final aspect to consider, that has gained centrality within the context of
post-2020 musical practices, is the potential ecological footprint of the incor-
poration of technology in everyday settings (either in transitional settings with
large numbers of casual users or in domestic settings with access restricted to the
home-dwellers but with potentially negative consequences on privacy and well-
being). Whole-body, contactless interaction furnishes a viable solution to the
health risks involved in casual participation by unscreened stakeholders in tran-
sitional settings. The beauty of the Dynamic Drum Collective metaphor is that
it does not demand anything not already available in shopping malls, bus sta-
tions, airports or leisure spaces: consumer-level computers and standard built-in
video-cameras. Sound may be delivered to personal headphones or it can also be
rendered through standard loudspeakers. Given a MIDI-based audio synthesis
tool, any mobile or embedded hardware can be employed. Thus, the constraints
of its deployment are more related to the social implications of music making in
public spaces than to the lack of access to hardware. Social interaction in public
settings is a highly complex and delicate issue. Hence, the implications of deploy-
ing technology for music making need to be carefully contextualised regarding
the cultural expectations around the use of transitional settings. Future banging-
interaction studies will have to address this issue.

Furthermore, domestic ubimus is emerging as a viable research area with its
own methods and potential problems [14]. Banging interaction may be easily
inserted as a thread of domestic-ubimus endeavours, but a few words of caution
are required regarding the delivery of sound and the usage of camera-based sys-
tems at home. The location of the system needs to be carefully chosen to foster
engagement while avoiding the disruption of daily routines. This demands eth-
nological studies in diverse cultural contexts to establish not only the types of
usage that are out of bonds but also to determine potential conflicts with other
daily activities. We have already seen too many examples of mindless comput-
ing [1]. An objective of ubimus is the expansion of wellbeing. This involves a
responsible deployment of technological resources which can be used to enable
mutual engagements, to boost positive attitudes and to complement and encour-
age healthy habits. Despite all these potentially beneficial aspects, the same
technological resources could eventually feed the unlimited voracity of corpo-
rate greed. A conscious and alert posture regarding the preservation of intimate
and surveillance-free spaces is one of the pressing needs of post-2020 ubiquitous
computing.
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