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Preface

We are delighted to introduce the proceedings of the third edition of the 2022 European
Alliance for Innovation (EAI) International Conference on Cognitive Computing and
Cyber Physical Systems (EAI IC4S 2022) hosted by Vishnu Institute of Technology,
Bhimavaram, Andhra Pradesh, India during 26–27 November 2022. This conference
brought together researchers, developers and practitioners fromaround theworldwho are
leveraging and developing intelligent computing systems and cyber physical systems so
that communication become smarter, quicker, less expensive, and accessible in bundles.
The theme of EAI IC4S 2022 was “Cognitive computing approaches with data mining
and machine learning techniques”.

The technical program of EAI IC4S 2022 consisted of 22 full papers in oral presen-
tation on web platform sessions at the main conference tracks. The above papers were
presented by the registered authors in five technical sessions under five different tracks.
The conference tracks were: Track 1 –Machine Learning and its Applications; Track 2 –
Cyber Security andNetworking;Track 3– ImageProcessing; Track 4– IoTApplications;
and Track 5 – Smart City Eco-system and Communications. Apart from the high-quality
technical paper presentations, the technical program also featured two keynote speeches
and one invited talk. The two keynote speakers were Nishu Gupta from the Department
of Electronic Systems, Faculty of Information Technology and Electrical Engineering,
Norwegian University of Science and Technology (NTNU) in Gjøvik, Norway and Sara
Paiva from the Polytechnic Institute of Viana do Castelo (IPVC), Portugal. The invited
talk was presented by EAI IC4S 2022 Conference Chair Manuel J. Cabral S. from the
Electrical Engineering Department of the University of Trás-os-Montes e Alto Douro
(UTAD), Portugal.

Coordination with the steering chair, Imrich Chlamtac was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent organizing committee team for their
hard work in organizing and supporting the conference. In particular, the Organizing
Committee chaired by Nishu Gupta, Prakash Pareek and Parvesh Kumar, the Technical
Program Committee, chaired by Ahmad Hoirul Basori, and Ariel Soales Teres who
completed the peer-review process of technical papers andmade a high-quality technical
program. We are also grateful to Conference Manager, Mikita Yelnitski for his support
and all the authors who submitted their papers to the EAI IC4S 2022 conference.

We sincerely appreciate the management and administration of Vishnu Institute of
Technology, Bhimavaram (VITB), Andhra Pradesh, India and especially the Chairman
of the Sri Vishnu Educational Society (SVES) Shri K. V. Vishnu Raju, Vice Chairman
of SVES, Sri Ravichandran Rajagopal, Secretary of SVES, Shri K. Aditya Vissam, and
D. Suryanarayana, Director and Principal of VITB, for giving their support to us as host
institute of EAI IC4S 2022.

We strongly believe that the EAI IC4S 2022 conference provided a good forum to
all researchers, developers and practitioners to discuss all scientific and technological
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aspects that are relevant to cognitive computing and cyber physical systems. We also
expect that the future EAI IC4S conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

March 2023 Nishu Gupta
Prakash Pareek
M. J. C. S. Reis
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SQL Injection and Its Detection Using Machine
Learning Algorithms and BERT

Srishti Lodha(B) and Atharva Gundawar

Department of Computer Science and Engineering, Vellore Institute of Technology,
Vellore 632014, Tamil Nadu, India
srishti2k1@gmail.com

Abstract. SQL Injection attacks target the database of applications to extract pri-
vate information or inject malicious code. In this paper, we attempt to present
a well-researched and practiced methodology to detect SQL Injection attacks
accurately. These kinds of attacks are a very common means of network secu-
rity attacks which can cause inestimable loss to the database. Building measures
against them is a current research hotspot. Considering the possible complexity of
queries involved and the need for a quick and efficient detection system in place,
turning to machine learning techniques to combat and detect such attacks is the
right choice. This is why we have undertaken the task of analyzing a number of
machine and deep learning algorithms on a vast dataset of 41,770 points (con-
sisting of both malicious and normal queries). We aim at finding a system that is
accurate and fine-tuned for the best possible results and test each of the algorithms
on various performance metrics to identify the one that performs the best. BERT
outperforms the rest with a validation accuracy of 99.98%.

Keywords: Cyber-attack · Security · SQL Injection · Auto-detection ·Machine
Learning

1 Introduction

The volume of data used by Internet applications is increasing at a rapid rate. Time
and resources are required to limit risks to privacy. Web applications typically keep their
data in a centralized backend database, which makes them subject to many sorts of cyber
assaults [16–18], specifically SQL injection (SQLi) attacks. One of the most hazardous
injection attacks, SQLi undermines the fundamental security services of confidentiality,
authentication, authorization, and integrity. In order to obtain access to or change data
in a database, SQLi attacks include the insertion of harmful SQL instructions into input
forms or queries. SQLIA are among the most dangerous vulnerability kinds, and pose
significant risks to the security of online systems [22]. Several researchers have targeted
this attack in their studies and discussed techniques for their detection and prevention
[15, 19, 21, 27]. Multiple conventional security solutions, including firewalls, antivirus,
anti-malware, etc. are also unable to detect this sort of attack sometimes, due to their

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
N. Gupta et al. (Eds.): IC4S 2022, LNICST 472, pp. 3–16, 2023.
https://doi.org/10.1007/978-3-031-28975-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28975-0_1&domain=pdf
http://orcid.org/0000-0002-0323-5396
http://orcid.org/0000-0002-4601-0672
https://doi.org/10.1007/978-3-031-28975-0_1
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many levels of protection. SQLIA methods have grown more popular as it is simple to
implement, and increasingly difficult to detect, demanding a need for an effective and
practical solution in the domain of computer security. SQL injection attacks may be
prevented or mitigated by ensuring that no fields are exposed to improper inputs and
program execution. However, it is difficult to examine every page and application on a
website manually, especially when updates are frequent and user-friendliness is impor-
tant. Security experts and experienced engineers, recommend a number of procedures to
guarantee that the database is adequately protected inside the bounds of the server. SQL
Injection vulnerabilities in online applications may be avoided by using parameterized
database queries with restricted, typed parameters and only using parameterized stored
procedures in the database on rare occasions. This may be accomplished using a variety
of programming languages, such as Java, .NET, PHP, and others.

1.1 Types of SQL Injection attacks

When attackers find a vulnerability in the system for the exploitation of SQL statements,
they can launch SQLi in a number of ways [4, 20] (refer Table 1).

Table 1. Categories in SQLi attacks

Attack Detail

Tautologies The query always returns TRUE when the OR operator is used.
Helps bypass user authentication and obtain data

Piggy-backed queries Extra queries are added to the initial one, resulting in several
SQL requests being sent to the database. The foremost query is
legitimate and runs without any issues, but the following
questions are the malicious ones running in parallel

Logically incorrect queries Injecting unlawful or logically incorrect SQL syntax causes the
program to display default error pages. This frequently exposes
vulnerable parameters, thus helping attackers gather information
to prepare for subsequent SQL injection attacks

Union query In inserting a union query (statement injection attack), the
attacker inserts an extra statement, say, of the kind “; <SQL
statement>”, into the original SQL line. Thus, a dataset which is
a union of the original and injected queries is returned by the
database

Stored procedure Concentrates on the code of the database that can be exploited as
computer code (or, stored procedure). The database engine
executes stored operations directly. The stored method returns
true or false, depending on whether the user is permitted or not.
Post the first query, the illegitimate query forces the database to
shut down

(continued)
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Table 1. (continued)

Attack Detail

Alternate encodings Generates queries which make a database (or application) to
respond in a different way, depending on the query’s response, in
order to obtain access to the database and find weak parameters.
Two well-known approaches to do so are Blind-injection and
Timing attacks

1.2 Fighting SQLi Attacks

To detect and prevent SQLI, there are many different techniques available [23]. Some
of the most common ones are:

• Web framework – Special characters in an SQL query can be screened to recognize
SQL injection threats.

• Static analysis – It works for tautology-based attacks, based on a dictionary-based
detection method where an input query is flagged malicious as per fixed keywords.
This technique has been enhanced over time with automated reasoning for better
detection of SQL injection attacks.

• Dynamic analysis – It captures SQL queries from the client, database and the applica-
tion, analyze the vulnerability, and SQL injection attack codes are used to comprehend
the problem. The effectiveness of the attack is determined by comparing normal SQL
queries to the attacked SQL queries. It is commonly used since it does not require
any changes to the program and may operate independently, but the flaws must be
addressed manually. Both static and dynamic analysis are used together to improve
detection.

• Machine learning – SQL queries are learnt to create detection parameters. The pro-
ducedSQLqueries are then compared to the runtimeSQLqueries.Most SQLi attempts
can be identified, depending on the strength of the provided parameters. There are
other options, like employing a crawler-based machine learning technique [28].

• SQL profiling – It compares standardized SQL queries from a website to dynamic
SQL queries runtime. Hence, there is no need to rewrite the web application, which
if changes, will need the SQL query profile to be chained.

• Instruction-Set randomization – It inserts random numbers into the web application’s
SQL queries and evaluates the volatility, which can identify injection attempts. The
proxy between the database and web server uses SQLrand. However, if the hacker
predicts the random value, the approach is rendered worthless.

Apart from these, developers use a lot of tools installed on web and database servers
[26], and evaluate SQL queries in real-time. These tools are regularly updated, and
have a greater chance of detecting attacks than hard-coded approaches. Nevertheless,
traditional methods are becoming obsolete, as skilled hackers constantly circumvent
them and devise new methods of attack that can only be handled with automated and
powerful security. This is why it is necessary to upgrade the defense mechanisms with
Machine and Deep Learning technologies [24].
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1.3 Organization of the Paper

The rest of the paper begins with the literature survey in Sect. 2, highlighting recent
researchwork that employsML in SQL Injection. The state-of-the-art is credited through
a summarized table. In Sect. 3, we move to the proposed system and discuss the algo-
rithms, including sub-sections about data acquisition and preprocessing, model tuning,
etc. Next, in Sect. 4, we convey the results of this research, along with an analysis, and
conclude the paper in Sect. 5.

2 Literature Review

Before proceeding to the proposed methodology of this work, it is important to review
the existing studies similar to the current study. K. Kamtuo and C. Soomlek [1] usedML
models on illegal queries, union queries, etc. on the server side. The 4 discussed models
were susceptible SQLi commands on the server-side scripting. Nevertheless, building a
compiler platform on IDE to validate and detect SQL syntax can further the scope of
this study. B. A. Pham and V. H. Subburaj [2] proposed a methodology for detecting
SQLi threats using 5 ML models, namely, Naive Bayes Classifier (NB), Support Vector
Machines (SVM), Decision Forest, Logistic Regression (LR), and Extreme Gradient
Boosting (XGB), and evaluated them using 5 metrics. However, in both these studies,
the dataset was insufficient (<1500 data points). It is highly likely that the models
are inefficient and overfitting occurred. Consequently, the performance might perform
poorly when the model is used in the real world.

F. G. Deriba et al. [3] proposed a mechanism that combines static and dynamic
detection strategies to validate a query.However, the paper lacks an in-depth discussion of
this proposal, and themethodology followed during the implementation is not adequately
discussed either. Although the proposed hybrid model is utilized to improve the overall
model’s efficiency, its training and testing time is also increased. I. Jemal et al. [5]
is a review discussing several solutions proposed against SQL injection attacks, the
type of attacks targeted, their mitigation measures etc. Nevertheless, the number of
studies analyzed is not sufficient. Chen et al. [6] proposes a system for preventing SQLi
attacks using NLP & Deep Learning techniques, aimed at reducing the false positives
and providing some protection against new attacks. The Multilayer Perceptron (MLP)
model performed better. Nonetheless, the researchers have not mentioned details about
the model training. Moreover, very low number of studies have been referenced in
this paper. A. Sivasangari et al. [7] develop the AdaBoost formula to examine various
injection attack tactics. Although the study claims to have achieved better performance
than other algorithms like KNN and NB, a lot of significant details like the dataset used,
results, analysis, etc. are missing.

Xie et al. [8], implemented an Elastic-Pooling CNN-based model that can extract
the most hidden common qualities of SQLi attacks which remain undetectable by the
traditionalmodels. Even though thismodel performedwell, the training of thismodelwas
resource exhaustive. M. Hasan et al. [9], implemented anML-based heuristic algorithm,
trained on a small dataset. AGUI-based application is developed for 5models. Ensemble
Boosted Trees provided the highest accuracy (93.8%). More infected statements should
be added in the dataset to improve the results. The authors of A. Falor et al. [10] explore
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various ML models compare them with their approach of using convolutional neural
network (CNN) for SQLi detection. The CNN approach performed the best overall,
with 94.84% accuracy, 85.67% precision, and 96.56% recall. Even though this model
performs the best overall, none of thesemetrics in themselves are the bestwhen compared
to the rest of the ML models. Using bagging, we can combine the machine learning
models to surpass all the performance metrics of the described approach. K. Zhang [11]
reviewed ML techniques for the detection of SQLi attacks. It compares over 30 studies
and 60 techniques from those papers, ignoring the datasets used in the target studies.
Overall, an overview of the latest research is given and a table summarizes the ML
algorithms, datasets, and evaluation techniques to compare the 11 methods.

Q. Li et al. [12] implemented an adaptive deep forest model or ADF to detect SQLi
attacks. The authors only compare the model with simple DNNs, which aren’t prepared
to handle context over long inputs and this perform poorly than the ADF model. With
the use of CNNs or RNNs, this gap can be overcome and neural networks will surpass
the ADF approach in terms of all or most evaluation methods. A. Hadabi et al. [13]
aims at preventing SQLIA with an adaptive model which uses runtime validation for
the detection of these attacks. This model was only able to achieve an accuracy of
86.6%, on a dataset consisting of 4201 entries. ML mechanisms were not involved. We
have overcome the limitations discussed in all these studies. The literature reviews are
summarized below (Table 2).

Table 2. Summary of related works

Paper Year of
publication

Models employed Highest
validation
accuracy

Most accurate
model

K. Kamtuo and C.
Soomlek [1]

2016 SVM, BDT, ANN,
DT

99.68% DT

B. A. Pham and V.
H. Subburaj [2]

2020 NB, SVM, DT, LR,
XGB

100% DT, LR, XGB

F. G. Deriba et al.
[3]

2022 NB, DT, SVM,
ANN and Hybrid
model

99.27% Hybrid model

I. Jemal et al. [5] 2020 – – –

D. Chen et al. [6] 2021 MLP, CNN 98.57% MLP

A. Sivasangari
et al. [7]

2021 AdaBoost
algorithm

– AdaBoost
algorithm

In X. Xie et al. [8] 2019 Elastic-Pooling
CNN

99.93% Elastic-pooling
CNN

(continued)
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Table 2. (continued)

Paper Year of
publication

Models employed Highest
validation
accuracy

Most accurate
model

M. Hasan et al. [9] 2019 Ensemble Boosted
Trees, Cubic and
Fine Gaussian
SVM, Linear
Discriminant
Ensemble Bagged
Trees,

93.8% Ensemble boosted
and bagged trees

A. Falor et al. [10] 2021 CNN, SVM, GNB,
KNN, DT

94.84% CNN

K. Zhang [11] 2019 DT, RF, SVM, LR,
MLP, RNN,
LSTM, CNN

95.4% CNN

Q. Li et al. [12] 2019 Hybrid of ADF
model and
AdaBoost

97.5% Proposed hybrid
model

A. Hadabi et al.
[13]

2022 Custom runtime
model

86.6% Custom model

3 Methodology

In this proposed system, we aim at optimizing ML and DL models, to classify incom-
ing traffic as normal or malicious. The main advantage of using these techniques in the
detection of the attack is the high accuracy and automated testing, thus reducing the
requirement of human interference, while also maintaining significant security. Addi-
tionally, the use of a very large, unbiased dataset to train and validate our models helped
in exposing the models to a wide variety of normal and malicious queries, thereby
improving their performance in a real-time environment. The simple pipeline followed
during the implementation is presented in the following figure (Fig. 1).

Fig. 1. Implementation pipeline

3.1 Data Acquisition

To increase the size of our dataset, we combined several datasets from different sources
onKaggle.Wemade sure that there was nomismatch of features and cleaned the datasets
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to bring them to a fixed format before merging. The final count of data points came up
to 41,770, with 2 features: query and label. Figure 2 shows the distribution of malicious
and non-malicious queries. The bias was kept low.

Fig. 2. Distribution of type of queries in the dataset

Themalicious queries in the final dataset have all 5 types of SQLi attacks, categorized
with their corresponding labels to identify their success or failure. The dataset was saved
in.csv format. and imported with the Pandas package.

3.2 Data Preprocessing

As already discussed, the dataset that we have finalized for training our models has about
42,000 queries and has been conceived from the latest array of attacks so as to prepare
our models for the current scenario. The CSV file created from these queries has been
further cleaned to clear any missing values, and the unnecessary columns were dropped.
Finally, exploratory data analysis was used to better interpret the data.

The queries are first run through a word tokenizer and split into word-level tokens
according to the delimiter. This is necessary since almost allML techniques onlywork on
tokens. Now we can move on to encoding these using one hot encoding. This increases
the efficiency of our codes and simplifies our whole process, since numbers are much
easier to process than strings. The length of the longest question is obtained for the
padding of the remaining queries.

Finally, once the data is split (test_size used: 25%, with shuffle ‘true’), the shape
of the training and validation datasets is confirmed and a very important step of data
preprocessing is conducted: scaling. Using ‘StandardScaler’, the data is resized to obtain
unit variance and zeromean. Thiswas significant to standardize the values and drastically
reduce the training time of the models. After completing these few steps under data
preprocessing, we proceed to train our models.

3.3 Machine Learning Algorithms

Our analysis of the processed data is done using Scikit-Learn. Once we transferred our
data into Scikit-Learn after following all the preprocessing steps mentioned above, we
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can classify it with the algorithms at our disposal. We have used SVM, Decision Tree
(DT), Random Forest Classifier (RF), and K-Nearest Neighbours (KNN) for the binary
classification with ML algorithms. BERT has been used as the DL classifier.

DT. DT is a decision support, tree-like model. We trained our data on an optimized
version of the DT classifier. We fine-tuned the model using GridSearchCV, to find the
best features from the parameter grid for some specific parameters (Table 3).

Table 3. Optimizing hyperparameters in the DT model

Parameter Meaning Default value

‘max_depth’ Tree’s maximum permitted depth None

‘min_samples_split’ Minimum samples needed before splitting any internal
node

2

‘criterion’ Function to measure split quality ‘gini’

‘max_features’ Helps determine the no. of features to be considered for
best split

None

RF. While the DT algorithm generates only one tree, RF, an ensemble of such trees,
generates multiple trees parallelly and takes into account the output of each of these
trees to produce its own classification result. Table 4 shows the values tested from
the parameter grid, as well as the search results for optimizing our RF model (using
RandomizedSearchCV).

Table 4. Optimizing hyperparameters in the RF model

Parameter Meaning Default value Parameter grid Best value

‘max_depth’ Maximum permitted
depth of the trees

None [5, 16, 27, 38, 50,
None]

16

‘min_samples_split’ Minimum samples
needed to split an
internal node

2 [2, 5, 10] 10

‘n_estimators’ Number of trees 100 [100, 325, 550, 775,
1000]

100

‘max_features’ Finds the no. of
features to be taken
for best split

auto [‘auto’, ‘sqrt’] ‘auto’

(continued)
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Table 4. (continued)

Parameter Meaning Default value Parameter grid Best value

‘bootstrap’ Tells whether each
tree is built using the
whole dataset or
bootstrap samples

True [True, False] False

KNN. KNN considers the classification of ‘k’ points from the dataset that are closest to
a target point. Based on the majority of the class type observed, the target gets classified.
Here, fine-tuning consists of choosing an optimal ‘k’ value to minimize the error rate and
maximize the number of correctly classified points. We ran a loop to record the varying
error rates with different ‘k’ values. A plot for the same can be observed in Fig. 3.

Fig. 3. Change in error with increasing K value for KNN algorithm

Clearly, we can see that the error increased consistently with an increase in the k
values (which is not the case always). Hence, k= 1 is the best parameter for our situation,
and we specify n_neighbors = 1 when training the model.

SVM. SVM is used for both type of problems, classification as well as regression.When
used for classification, it differentiates between 2 classes by drawing a hyperplane on
the dataset. Each observation (support vectors) helps in this computation. Due to the
extremely high training time and computational requirement for SVM given the size of
our dataset, we optimized the algorithm for just a few parameters (refer Table 5).

BERT. BERT (Bidirectional Encoder Representations of Transformers) [14] was devel-
oped and trained by researchers at google AI to tackle the problem of shortage of training
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Table 5. Optimizing hyperparameters in the SVM model

Parameter Meaning Default value Parameter grid Best value

‘C’ Penalty parameter of the
error

1 [0.1, 1, 10, 100, 1000] 1000

‘gamma’ Determines the impact of
each support vector on the
hyperplane

‘scale’ [‘auto’] ‘auto’

‘kernel’ Algorithm’s kernel type to
be used

‘rbf’ [‘rbf’, ‘poly’] ‘rbf’

data in language models. BERT being the base model, converts text into a useful and
concise context on which the classification head learns to make predictions. It is the
first deeply bidirectional, unsupervised language representation model beats previous
models at solving most language problems. BERT uses state-of-the-art attention models
called transformers (that convert one input sequence into another) to map the contextual
relations between words [25].

Transformers differentially weigh the significance of each part of the input using
self-attention, thus retaining context over long input sequences and map the contextual
relations between the multiple contexts. The architecture of transformers used in BERT
is shown in Fig. 4. As explained, BERT can be used as a base model for a classification
task. We can attach a classification head on the top of BERT and apply transfer learning
techniques. We attach a word embedding layer to the pre-trained model before training
the model, or add a custom function in the evaluation and training functions of the new
model. We used the BertTokenizer for this research.

We began by creating a make model function defining the flow of data. Starting with
the text input layer,wemake a sequentialmodel. Thenwehave a pretrained prepossessing
layer and the BERT encoder layers. The context information is then passed on to the
single-unit dense layer, which acts as the classification head. A sigmoid function is
added to the final model as we are dealing with classification. BinaryCrossentropy Loss
is used to compile the model, with the metrics being BinaryAccuracy. A custom Adam
optimizer is made, where the training steps are equal to the data’s cardinality. We set
the initial learning rate to 4e−5, with 10% of the data’s cardinality as the number of
warmup steps. The model is compiled with the above-defined optimizer, loss function,
and metrics. The training is done for 5 epochs only, which itself resulted in satisfactory
accuracy. A simple threshold function was defined to convert values below 0.5 to 0 and
others to 1 where 1 denotes SQL injection and 0 doesn’t. An average of 60 ms were
required for each training step and a total of 24,476 training steps were present in each
epoch. The first epoch itself resulted in a validation accuracy of 99.67%, which only
improved up to 99.80% till the 5th epoch.
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Fig. 4. Architecture of transformers used in BERT

4 Results

The research was completed using 5 algorithms (4 ML and 1 DL) for SQL detection. As
already discussed, the dataset used was prepared by merging a number of datasets from
Kaggle, which yielded a total of around 42,000 data points. The final dataset consisted of
five types of malicious SQL queries. After rigorous training and hyperparameter tuning
of the models, we observed that BERT performed the best on the processed dataset of
the given problem. It was closely followed by the RF algorithm and the KNN classifier.
The detailed performance metrics have been captured in Table 6 and visualized in Fig. 5.
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Table 6. Comparing the model performances using various metrics (%)

Model name Accuracy Precision Recall F1

Training Validation

DT 98.81 98.75 99.49 98.16 98.82

RF 99.93 99.79 99.93 99.68 99.80

KNN 100 99.12 98.85 99.52 99.18

SVM 92.78 92.44 90.21 96.36 93.19

BERT 100 99.98 99.99 99.96 99.97

85

90

95

100

105

Train Acc Val Acc Precision Recall F1

DT RF KNN SVM BERT

Fig. 5. Performance metrics achieved by the models

5 Conclusion

This research was conducted bearing in mind the threats that SQL injection attacks
pose on our digital life. The best-automated method to detect SQL Injection attacks was
discovered after running the acquired datasets throughvariousmachine anddeep learning
models. After an introduction about these attacks, their types as well as prevention
mechanisms, a detailed literature survey of existing work was conducted. Post this, a
simple methodology from data acquisition and data preprocessing to model training and
validation was followed. Finally, the results were analyzed.

The BERT classifier surpassed every other model with a better accuracy, preci-
sion, recall, and the F1 score. Its validation accuracy (99.98%) was closely followed by
Random Forest (99.179%). During the model training, we tackled problems regarding
overfitting. We also eliminated the requirement of manual screening for feature extrac-
tion from our dataset. Nevertheless, this work has further scope to detect more attacks
using the same model, but a much larger and diversified dataset. Additionally, more
DL architectures can be explored for better performance and detection. Lastly, further
research in this area can help enable these models to prevent SQLi attacks in addition to
detecting them.
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Abstract. Machine Learning is almost applied in every field such as engineer-
ing, science, medical etc. In this work, the concept of machine learning has been
adopted for predicting solar energy. The solar Energy is widely known renewable
energy due to its massive advantages. Solar energy prediction can help to deter-
mine the energy consumption beforehand and plays amajor role in future planning.
The grid operators are facing hardships because of unreliable weather conditions,
which lead to the reduction in solar energy output. So, they are unable to satisfy the
needs of consumers. Our proposed solution intends to make prediction models by
using machine learning algorithms such as Linear Regression, Lasso Regression,
Ridge Regression and Support Vector Regression (SVR). These algorithms use
past weather data including temperature, dew, wind, cloud and visibility. Based
on these data, analysis has been carried out in Jupyter Notebook. From the anal-
ysis, it has found that, SVR algorithm performed well when compared with other
algorithms.

Keywords: Solar energy ·Machine learning · Support Vector Regression (SVR)

1 Introduction

Solar energy hasmany advantages but it also has its own downsidewhich is its production
is highly irregular. Grid operators are facing problems because of the irregular output
of solar energy as they are unable to meet the demand of consumers. But, by predicting
solar energy grid operators can satisfy the consumers. If the production of solar energy
at particular time is known then it is easy to plan according to the needs of users. There
are many factors that affect the solar energy prediction. To predict solar energy one
must collect data regarding these factors. The factors that are effecting the solar energy
production involve wind, humidity, temperature and dew etc. Solar energy production
can be predicted by analyzing the data which includes various factors that affect the solar
energy with respect to the time and some other essential data. The data required can be
collected from meteorological department or it is easily available in online. Machine

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
N. Gupta et al. (Eds.): IC4S 2022, LNICST 472, pp. 17–25, 2023.
https://doi.org/10.1007/978-3-031-28975-0_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28975-0_2&domain=pdf
https://doi.org/10.1007/978-3-031-28975-0_2


18 I. Kasireddy et al.

learning is the most effective approach to analyze data. It is classified into three types;
they are supervised learning, unsupervised learning and reinforcement learning [1–6].

In supervised learning the model is provided with input data to get desired output. In
unsupervised learning only input data is given to the model, leaving it on its own to find
structure and in reinforcement learning a computer program interacts with a dynamic
environment inwhich itmust performa certain goal.As it navigates its problem space, the
program is provided feedback that’s similar to rewards. In this study supervised learning
has been used. Supervised learning is further classified into two types which include
regression and classification. The most used regression algorithms are such as linear
regression, lasso regression, ridge regression and support vector regression. Regression
is basically predicting the value of dependent variables using independent variables.

Machine learning follows specific steps during its implementation, which includes
data collecting, data analyzing, data wrangling, train & test and accuracy check. Firstly,
the data is collected and collected data is analysed in order to check for duplicate values,
Null values and wrong format. If null values are present in any rows of data those rows
can be dropped or should be filled with appropriate values. The rows with duplicate
values should be removed and wrong format is altered into correct format. This process
is known as data cleaning. Then the model should be trained with 80% of data and
remaining 20% is used to test the model. Finally the model undergoes accuracy check.
Accuracy can be measured by using various methods such as R-Squared method. The
algorithm is most efficient if it is more accurate.

Python simplifies the Machine Learning Algorithms by providing some libraries.
Libraries that are used for machine learning are numpy, pandas, matplotlib, pyplot,
sklearn and seaborn. These algorithms make machine learning algorithms easy to imple-
ment. Python is most used to implement machine learning algorithms due to its advan-
tages such as python is easiest language and it provides many libraries. The platforms
that are used to run machine learning algorithms include Anaconda, Google Colab and
Jupyter. Among them Jupyter is simpler and it is very easy to share files using Jupyter
Notebook. Jupyter is an open source which allows users to domathematical computation
such as trigonometry and Fourier transforms.

2 Methodology

2.1 Linear Regression

In this study we have used various regressions. Linear Regressions is one of the basic
regression [7]. It helps to find the relation between independent and dependent variables.
This regression is based on fitting best line into the graph and uses various methods to
reduce error between best fit line and data points. Best fit line is also known as regression
line. Linear Regression uses least-squares method to fit a line to the data and it uses R-
squared value is the statistical measure of how close the data to the regression line.
R-squared value is considered as accuracy and if its value is more than 0.5 than model is
considered as good. It is used inTrend Forecasting, Evaluating trends and sales estimates.

Slope for the estimated regression equation is given by (1) and (2)

b1 =
∑

(x1 − x)(y1 − y)
∑

(x1 − x)2
(1)
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2.2 Lasso Regression

Lasso Regression [8] is used for Regularization. It is the technique to prevent model from
getting over fitting. Sometimes the machine learning model works well with training
data set but, when it is tested with testing data set it produces high cost function when
compared to training data set hence it leads to over fitting. In case of Lasso regression
the lambda is multiplying with the weights.

∑n

i=1
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∑

j
xijβij)

2 + λ
∑p

j=1
|βj| (3)

2.3 Ridge Regression

Ridge Regression [8] is also used for Regularization. It is the technique to prevent
model from getting over fitting. Sometimes the machine learning model works well
with training data set but, when it is tested with testing data set it produces high cost
function when compared to training data set hence it leads to over fitting. In case of
Ridge Regression the cost function is changed by adding the penalty term to it. The
amount of penalty added to the model is known as Ridge Regression Penalty. We can
calculate it by multiplying with the lambda to squared weights
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β2
j = RSS + λ

∑p
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2.4 Support Vector Regression

Support Vector Regression algorithms [9] are used to predict discrete values. Support
Vector Regression uses the same principle as SVMs. In SVR we find the best fit line.
Best fit line is the hyper plane that has the maximum no. of points. The SVR tries to fit
the best line with a threshold value. The threshold value is the distance between hyper
plane and boundary line. The advantages of SVR when compared to other algorithms
are it is very easy to implement and it has high prediction capability.
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2.5 Purpose

These four algorithms are analysed in this study to find out most accurate method for
solar energy prediction. SVR turns out to be most accurate model among the other
models.

3 Results

Firstly, in this analysis it is important to knowabout dependent and independent variables.
In this data solar energy is the dependent variable and various factors affecting the solar
energy are independent variables. Now, we will see the implementation of machine
learning models.

Various regression algorithms are implemented and analysed for predicting solar
energy in Jupyter Notebook. Initially, the python libraries such as numpy, pandas, mat-
plotlib.pyplot and seaborn have been imported. The following commands are used to
import libraries.

import pandas as pd
import numpy as np

import matplotlib.pyplot
import seaborn as sn

Then the solar weather data has been imported into the Jupyter notebook using the
following command.

pd.read_excel(′datainfo.xls′)

Here the command varies with file type. If the file is csv type then the command changes
to read_csv and name of the file should be written inside the brackets.

The imported data has been analysed using various commands such as info(),
describe(), isnull().sum(). Thesemethods are used to analyze data, data must be analysed
in order to know about empty values, duplicate values andwrong formatted values. info()
method is used to get information related to data such as type of value, is value null or
non-null value, describe() is used to get information related to no of rows, max value,
min value, standard deviation, 25%, 50% and 75% of values. The difference between
values must be minimized in order to get more accuracy.

If any null values are present in data then the rows with null values must be removed
or replaced with a suitable value. The rows with duplicate values must be dropped and
rows with wrong format should be altered into correct format. In our data this type of
values are absent.
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Fig. 1. Solar data histogram

The above graph shows the values present in columns of the data. The x-axis shows
values in columns and y-axis shows no. of rows are present in data with same value. The
above histogram can be drawn by using various methods present in matplotlib. pyplot
library. Not only histograms but we can draw various graphs using the methods present
in this library (Fig. 1).

Figure 2 shows the correlation between columns. If correlation between any columns
is greater than 0.5 or −0.5 than they are highly correlated and also it varies from −1 to
+1. Negative values stand for negative correlation and it shows inverse proportionality.
Positive value indicates direct proportionality. The value of 1 is one to one relationship.
Corr()method is used to find correlation and thismethod ignores the non-numeric values.
In data non numeric values should be converted into numeric values for accurate analysis.

The training and testing of data can be done by importing train_test_split from
sklearn.model selection library. It can be done by using following command.

from sklearn.model_selectionimporttrain_test_split

The various algorithms can be directly implemented by using sklearn library. The
following command is used to implement algorithms.

from sklearn.linear_modelimportLinearRegression,Lasso,Ridge

These algorithms should be trained by using data.

lr=LinearRegression()
lr.fit(x_train, y_train)
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Fig. 2. Correlation pair plot

In the above command the linear regression is taken as lr and it is trained by using
fit method. The same process follows for both Ridge and Lasso regressions.

las = Lasso(alpha = 0.1)
las.fit(x_train, y_train)

rid = Ridge()
rid.fit(x_train, y_train)

las represents lasso regression and rid represents ridge regression. As the training of
model completed, next the testing of data should be done. For testing also various python
provides various libraries.

las.predict(x_train)

las.score(x_test, y_test)

In the above command the models is tested by using testing data and the accuracy of
the model can be known by using above commands. The above commands are imple-
mented for both Ridge and Linear Regression. SVR has to be imported from SVM as
SVR is a part of SVM. For this also sklearn library is used and SVR also tested and
trained in the same way as mentioned above.

Finally, the accuracies of various models are obtained as follows (Table 1).
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Table 1. Comparison of various algorithms

Algorithm Accuracy

Linear regression 51.3%

Lasso regression 51.2%

Ridge regression 51%

Support vector regression 88.4%

Fig. 3. Comparison of testing output (blue color) and predicted output (yellow color) for SVR

Fig. 4. Comparison of testing output (blue color) and predicted output (yellow color) for Linear
Regression

Figures 3, 4, 5, and 6 depicts solar energy predictions for various algorithms. From
Fig. 3, 4, 5 and 6, it is noticed that SVR algorithm outperforming when compared to
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Fig. 5. Comparison of testing output (blue color) and predicted output (yellow color) for Lasso
Regression

Fig. 6. Comparison of testing output (blue color) and predicted output (yellow color) for Ridge
Regression

remaining algorithms. Hence it can be conclude that Support Vector Regression is most
accurate model when compared to others.

4 Conclusion

In this work machine Learning models such as Lasso Regression, Ridge Regression,
Linear Regression and Support Vector Regression are implemented and analyzed in
Jupyter Notebook for solar energy prediction. From the analysis, accuracies of Lasso,
Ridge and Linear regressions are found in between 51%–52%. Whereas the accuracy
of Support Vector Regression is 88.4%. Hence it is clear that Support vector regression
outperformed the remaining regressions models for predicting solar energy.
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Abstract. In this study, machine learning (ML) techniques are employed to pre-
dict used car prices. Several features are used to calculate the price of used cars, but
in this paper, we find efficient ways to find the most precise car prices. Despite the
fact that there are websites offering this service, they could not employ the most
precise prediction system. It is also possible to predict a used car’s true market
value using a variety of models and techniques. It’s important to understand their
genuinemarket value before buying or selling. Both buyers and sellers will be ben-
efitted from these accurate predictions. Support Vector regression, Random Forest
regression, and CatBoost regression techniques are used in the proposed system.
In the existing method [13], mean absolute error for decision tree regression was
0.6711, which was the least among other algorithms like Linear regression, Lasso
regression, Ridge regression, Bayesian Ridge regression, and etc., they used. In
the proposed system, mean absolute error (MAE) for Support Vector regression,
CatBoost regression and Random Forest regression techniques are 0.1459, 0.1371
and 0.1284 respectively. The prices of second hand/used cars are predicted using
theCatBoost regression, SupportVector regression, andRandomForest regression
techniques. The accuracy of these algorithms are 86.28%, 85.40% and 87.16%.
Among these three algorithms, Random Forest regression gives the least MAE of
0.1317 and the highest accuracy of 87.16%.
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1 Introduction

Many sites are involved in selling the used cars. CASH MY CAR is one of the largest
car selling sites in India whose aim is to revolutionize the traditional method of selling
used cars in India. On the basis of the different features that are used to determine the
price, these companies have a mechanism for doing business with the buyer. As machine
learning techniques have advanced, new algorithms have been developed that make it
easier to make such predictions. Since the dataset has more features that might be used
to estimate car prices, we want to use three machine learning techniques like Support
Vector regression, CatBoost regression and Random Forest regression.

Yandex created the open-source boosting library is known as CatBoost, or categor-
ical boosting. CatBoost can be utilized in ranking, recommendation systems, forecast-
ing, and even personal assistants in addition to regression and classification. CatBoost
is primarily concerned with decision tree theory and gradient boosting. The primary
objective of boosting is to create a strong, competitive predictive model through greedy
search by deliberately combining numerous weak models or models that just marginally
outperform chance.

Support Vector Regression (SVR) is a supervised learning method for predicting
discrete values. The same principle behind support vector machines underlies support
vector regression. The core idea of SVR is to find the line that fits the data the best. The
best fit line is generally regarded as the hyperplane with the highest number of SVR
points.

A supervised learning technique known as Random Forest Regression uses the
ensemble learning method for regression. In order to produce predictions that are
more accurate than those from a single model, the ensemble learning method integrates
predictions from several machine learning algorithms.

2 Literature Survey

In this paper [1], the main aim of the present research was to investigate various types
of car data with the aim of developing an automated method for predicting car prices.
They proposed a brand-newmethod for quantitative knowledge-based systems and data.
They utilized a suggested car price model and provided non-numerical data solutions for
forecasting. They used a range of data to solve the big data problem as well. Empirical
predictions outperform other models in terms of performance.

In this research [2], they investigated how to forecast the cost of used cars in Mau-
ritius using supervised machine learning techniques. The forecasts were created using
historical information gathered from daily newspapers. Numerous techniques, such as
K-nearest neighbours, Naive Bayes, and etc., were used for forecasting. The forecasts
were then compared and assessed to seewhich ones delivered the best performances. The
accuracy of handling a seemingly straightforward problem proved to be rather difficult.
The performance produced by the four techniques was equal.

In this article [3], the need to estimate a used item’s price according to its image and
word-based description for different sets of item types, they provided a deepmodel archi-
tecture. For price prediction, thismethod used deep neural networkswith long short-term
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memory (LSTM) and convolutional neural networks (CNN). In terms of mean absolute
error accuracy, the model outperformed the standard support vector machine model.
They suggestedpredicting the second-hand item’sminimumandmaximumprice. Predic-
tion task models use linear regression, seasonal autoregressive integrated autoregressive
moving average and LSTM methods.

In this paper [4], they discussed the development, deployment, and assessment of
ForeXGBoost. To enhance data quality, ForeXGBoost made full use of precisely crafted
data filling algorithms formissing values. ForeXGBoost could increase forecast accuracy
by extracting features from historical sales and production data using the slidingwindow.
After an extensive investigationwas undertaken to assess the impact ofmany variables on
vehicle sales through the collection of information and the correlation of data, the most
indicative features of the predictive set of features had been selected. Additionally, they
quickly and accurately predict vehicle sales using the XGBoost prediction algorithm.
Numerous tests showed that ForeXGBoost may produce accurate predictions with little
overhead.

In this paper [5], Artificial Neural Networks, Support VectorMachines, and Random
Forest are three machine learning approaches that were used to create an accurate model
to estimate the prices of secondhand cars. Instead of using these approaches on individual
data items, they were applied to the full collection of data items. Through a web site,
which was also utilized to make the forecast, this data set was gathered. Web scrapers
created in PHP programming language must be used to gather the data. To obtain the
optimum outcome from the available data set, many machine learning methods with
diverse capabilities had been compared. The last prediction model was added to a Java
program.

In this paper [6], the authors explore how current deep learning models can be used
to estimate a secondhand car’s pricing as well as rate its performance and pollution index
services. In the study, it was addressed how judgments about a car’s performance can be
made using an on-board diagnostic system and a variety of sensors. This would entail a
general improvement in cost, emission, and performance predictions for automobiles.

In this article [7], using more than 100,000 data of used car sales from all around
China; the authors carried out an empirical analysis and compared linear regression
with random forest in detail. Three different models were employed with these two
algorithms to predict the cost of used cars: one for a particular car series, one for a
particular car make. In pricing evaluation models for particular auto manufacturers, the
universal model, the findings showed that random forest clearly outperformed linear
regression, but its effect is consistent but not perfect. As a result, it was demonstrated
that the random forest methodwas themost effective for complexmodels with numerous
variables and samples.

In this article [8], The proposed price evaluation approach was used to assess the
pricing information for each type of car, which made use of widely dispersed car data
and a substantial amount of vehicle transaction data. The process was intended to be
developed in order to evaluate used car pricing and determine the price that best suited
the car. The appropriate numbers of hidden neurons in theBP neural network (BPN)were
selected using the optimized BPN approach to increase the precision of the prediction
model and speed the convergence of the network topology. Through sample simulation
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trials, the actual transaction price generated from the improvedmodelwas comparedwith
the fitting curve of the predicted price. Consequently, the optimized model’s accuracy
and fitting were both enhanced.

In this paper [9], they included feature screening and data preprocessing. Data trans-
formation was used to standardize data formats in order to increase data quality. Data
cleaning involved the removal of outliers and the filling in of missing values. The model
building, training, and prediction processes all started with the screened features. Anal-
ysis of correlations and feature extraction using LightMBGwere both part of the feature
screening process. Five regression models were subsequently built, assessed, and the
feature attributes collected through feature engineering for training. The result was a
novel regression model that performed better than the five regression models when Ran-
dom Forest and XGBoost were weighted and combined. Finally, the price of secondhand
cars is predicted using the unique regression model.

In this paper [10], to forecast the cycle of trade in used cars, they applied machine
learning. They combined the data, divided it into boxes, created additional features,
dealt with outliers, and used principal component analysis to lower the dimension of the
features in order to improve the expressivity of the model. Following that, the vehicle
transaction cycle prediction data was fitted using the 50% discount cross-validation
approach, and a random forest was employed for model training. It was discovered how
each attribute related to the second-hand car transaction cycle. The cycle of transactions
involving used cars was predicted and established. In both the test and the training sets,
the fusion model’s mean absolute error was 10.32 and 4.72, respectively.

In this paper [11], used car data was explored, and by examining the heat map,
box line plot, and violin plot, features with correlations up to 99%, a few outliers,
and missing values were discovered. Three distinct used car datasets were produced
using three fill methods for missing values, namely, mode fill, median fill, and random
forest fill, after the duplicate features and outliers were removed. Then, using the three
used automobile datasets as input, four models—XGBoost, LightGBM, SVR, and BP
neural network—were trained. The test set of used automobiles served as the subject
of experiments, and the outcomes revealed that the LighGBM model performed well in
both MAE and RA2, achieving results of 0.115350 and 0.965493, respectively. Which
performed better on the LOSS of the training set than the other three models; yet, the
BP neural network, perhaps as a result of the overfitting issue, on the test set performed
poorly. The LightGBM improved the model on the XGBoost model to improve training
speed and accuracy, so the results obtained by LightGBMmodel are slightly better than
those of the LightBGMmodel. The SVRmodel performed best when the kernel selected
was linear, but this did not apply to use car data, so the results obtained on MAE and R2
were worse than those of the other three models.

Developed a mathematical model that could estimate the cost of a used car based
on its current attributes was the aim of this study [12]. It was challenging to estimate
the cost of a used car because several variables, including current mileage, condition,
make, and year, among others, might affect the price. Furthermore, precisely predicting
the price of a used car became problematic from the standpoint of a seller. Therefore, the
focus was on developing tools and researching models that could accurately predict a
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used car’s price based on its capabilities. As a result, a customer could make a purchase
with considerably more knowledge.

In this article [13], a large number of features and parameters needed to be taken
into account in order to produce accurate results made it difficult to predict used car
prices. The initial and most crucial phase was data gathering and preprocessing. After
that, a model for formulating algorithms and generating output was created. Different
regression techniques were used on the model, and the best performance was found for
the Decision Tree Algorithm.

3 Dataset Description and Sample Data

The dataset includes nine attributes namely Car Name, Year, Selling Price, Present Price,
Kms Driven, Fuel Type, Seller Type, Transmission and Owner. 301 rows are present in
this dataset. The description of the nine attributes of the dataset is shown in the Table 1.
In the dataset, the attributes like Car Name, Fuel Type, Seller Type and Transmission
contains the categorical values. The sample dataset before preprocessing is shown in the
Table 2. For example, let’s say that a dataset contains a column called Height. Height
column has short, medium and tall labels. Label encoding is used to transform the height
column into 0, 1 and 2. i.e., the labels for short, medium and tall heights are 0, 1 and
2 respectively, to convert the categorical values into the numerical data. The process of
converting labels into a numeric format so that machines can read them is known as
label encoding. The sample dataset after preprocessing is shown in the Table 3. The data
used in this paper was downloaded from Kaggle (https://www.kaggle.com/code/mdejaz
ulhassan/vehicle-dataset-from-cardekho/data).

Table 1. Attribute description of the dataset

Name of the attribute Description of the attribute

Car name It provides the car’s name

Year The year when the car was bought is specified, ranging from 2003 to
2018

Selling price It specifies the price charged so that the owner sells the car

Present price It specifies the actual price of the vehicle outside the showroom

Kms driven It gives the car’s total distance travelled in kilometres

Fuel type It specifies the car’s fuel type

Seller type It states whether the vendor is either a merchant or a person

Transmission It specifies if the vehicle is automatic/ manual

Owner It identifies former owners of a vehicle

https://www.kaggle.com/code/mdejazulhassan/vehicle-dataset-from-cardekho/data
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Table 2. Sample dataset before preprocessing

Car name Year Selling
price

Present
price

Kms
driven

Fuel
type

Seller
type

Transmission Owner

ritz 2014 3.35 5.59 27000 Petrol Dealer Manual 0

sx4 2013 4.75 9.54 43000 Diesel Dealer Manual 0

ciaz 2017 7.25 9.85 6900 Petrol Dealer Manual 0

wagon r 2011 2.85 4.15 5200 Petrol Dealer Manual 0

swift 2014 4.6 6.87 42450 Diesel Dealer Manual 0

vitarabrezza 2018 9.25 9.83 2071 Diesel Dealer Manual 0

ciaz 2015 6.75 8.12 18796 Petrol Dealer Manual 0

s cross 2015 6.5 8.61 33429 Diesel Dealer Manual 0

ciaz 2016 8.75 8.89 20273 Diesel Dealer Manual 0

ciaz 2015 7.45 8.92 42367 Diesel Dealer Manual 0

alto 800 2017 2.85 3.6 2135 Petrol Dealer Manual 0

ciaz 2015 6.85 10.38 51000 Diesel Dealer Manual 0

ciaz 2015 7.5 9.94 15000 Petrol Dealer Automatic 0

ertiga 2015 6.1 7.71 26000 Petrol Dealer Manual 0

Table 3. Sample dataset after preprocessing

S.
No

Car
Name_cat

Year Present
Price

KmsDr
iven

Fuel
Type_ca
t

Seller
Type_cat

Transmission_cat Ow
ner

0 90 2014 5.59 27000 2 0 1 0

1 93 2013 9.54 43000 1 0 1 0

2 68 2017 9.85 6900 2 0 1 0

3 96 2011 4.15 5200 2 0 1 0

4 92 2014 6.87 42450 1 0 1 0

… … … … … … … … …

296 69 2016 11.60 33988 1 0 1 0

297 66 2015 5.90 60000 2 0 1 0

298 69 2009 11.00 87934 2 0 1 0

299 69 2017 12.50 9000 1 0 1 0

300 66 2016 5.90 5464 2 0 1 0
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4 Methodology

The proposed workflow diagram is shown in the Fig. 1. There are six steps and these are
described below.

Step 1: Data Collection – The dataset is collected from the Kaggle.
Step 2: Data Processing – By eliminating every row with a null value, the dataset is
cleaned. Categorical values are present in the dataset for the attributes Car Name, Fuel
Type, Seller Type, and Transmission. Using label encoding, these categorical variables
are transformed into numerical values. Label coding is the process of converting labels
into a numeric format that can be read by computers.
Step 3: Applying ML Algorithms for Analysis – An 80:20 ratio is used to divide the
datasets into training and test data. In order to provide a flexible and consistent dataset,
the data has been standardized. This was accomplished using Standard Scaler from the
Scikit-Learn Library. It normalizes the features by deleting the mean and scaling the unit
variance. After normalizing the range of features in the datasets, next is to forecast the
selling price of used cars, a variety of techniques are used, such as CatBoost Regression,
Random Forest Regression, and Support Vector Regression.

Fig. 1. Flowchart for the proposed work



Price Estimation of Used Cars Using Machine Learning Algorithms 33

Step 4: Selling Price Prediction –The accuracy of the used car selling price is estimated
with the help of machine learning techniques.
Step 5: Calculation of Evaluation Metrics – R-SQUARE, MSE, RMSE, MAE, and
the accuracy (1-MAE) of CatBoost Regression, Random Forest Regression, and Support
VectorRegression are themetrics employed for the proposedwork. The accuracy formula
is shown in eq. (1).

Accuracy (A) = 1−Mean Absolute Error (MAE) (1)

Step 6: Tabulation and Comparison of the Result – Taking into account the accuracy
of the algorithms as well as R-SQUARE, MSE, RMSE, and all other metrics that were
acquired after using machine learning techniques. A number of graphs, including line
graphs, density plots, and scatter plots, are plotted for each model for the purpose of
comparison tabulating. All metric values for each model are further tabulated, and bar
graphs are generated to compare the accuracy of each model as well as the values for
R-SQUARE, MSE, RMSE, and MAE. The next step after tabulating all the numbers is
to compare the metric values of all the used algorithms to determine which one best fits
the scenario.

5 Result and Discussion

The proposed work uses the inbuilt Python libraries such as NUMPY, PANDAS (for lin-
ear algebra and scientific computing) and visualization libraries such asMATPLOTLIB,
SEABORN. It uses the Label Encoder to convert all the other data types to numeric data
type.

The closeness between predicted and actual data CatBoost Regression is shown in
the Fig. 2. Density Plot to determine distribution of variables in the dataset is shown in
Fig. 3. Figure 4 displays a scatter plot to show the correlation between the actual and
expected values. The variance between actual and the predicted sales price (sample) is
shown in the Table 4 and if it is accurate or not in the CatBoost Regression model. The
evaluationmetrics used in CatBoost Regressionmodel are R2 score,MSE, RMSE,MAE
and accuracy and their values are shown in the Fig. 5.

Fig. 2. Plot to determine the closeness between predicted and actual data using CatBoost
Regression
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Fig. 3. Density Plot to determine distribution of variables in the dataset usingCatBoostRegression

Fig. 4. Scatter plot to determine correlation between actual and predicted values using CatBoost
Regression

Table 4. The variance between actual and the predicted sales price (sample) and if it is Accurate
or not in the CatBoost Regression model

S. No Actual selling price Predicted selling
price

Difference ACC or not Percentage error

0 −0.852481 −0.773279 −0.079203 Accurate −9.290831

1 1.117623 1.291965 −0.174343 Accurate 15.599416

2 0.076051 0.135253 −0.059202 Accurate 77.844952

3 −0.892852 −0.821449 −0.071404 Accurate −7.997279

4 0.479761 0.618706 −0.138945 Accurate 28.961353

5 0.580689 0.414865 0.165824 Accurate 28.556397

6 −0.701090 −0.752449 0.051359 Accurate −7.325561

7 −0.822203 −0.743478 −0.078726 Accurate −9.574965

8 −0.832296 −0.832362 0.000066 Accurate −0.007872

9 0.287999 0.336501 −0.048502 Accurate 16.841112

10 0.944028 0.618321 0.325706 Accurate 34.501768



Price Estimation of Used Cars Using Machine Learning Algorithms 35

Fig. 5. Evaluation metrics values for CatBoost Regression model

The closeness between predicted and actual data RandomForest Regression is shown
in the Fig. 6. Density Plot to determine distribution of variables in the dataset is shown
in Fig. 7. Scatter plot to determine correlation between actual and predicted values are
shown in Fig. 8.

Fig. 6. Plot to determine the closeness between predicted and actual data using Random Forest
Regression

Fig. 7. Density Plot to determine distribution of variables in the dataset using Random Forest
Regression
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Fig. 8. Scatter plot to determine correlation between actual and predicted values using Random
Forest Regression

The Table 5 shows the variance between actual and the predicted sales price (sample)
and if it is accurate or not in theRandomForest Regressionmodel. The evaluationmetrics
used inRandomForest Regressionmodel areR2 score,MSE,RMSE,MAEand accuracy
and their values are shown in the Fig. 9.

Table 5. The variance between actual and the predicted sales price (sample) and if it is accurate
or not in the Random Forest Regression model

S. no Actual selling price Predicted selling
price

Difference ACC or not Percentage error

0 −0.852481 −0.828221 −0.024261 Accurate −2.845921

1 1.117623 1.151512 −0.033889 Accurate 3.032278

2 0.076051 0.092846 −0.016794 Accurate 22.082912

3 −0.892852 −0.880713 −0.012140 Accurate −1.359637

4 0.479761 0.591234 −0.111472 Accurate 23.234974

5 0.580689 0.420214 0.160475 Accurate 27.635238

6 −0.701090 −0.705139 0.004049 Accurate −0.577559

7 −0.822203 −0.805542 −0.016661 Accurate −2.026398

8 −0.832296 −0.828136 −0.004160 Accurate −0.499850

9 0.287999 0.395880 −0.107881 Accurate 37.458948

10 0.944028 0.769627 0.174401 Accurate 18.474107
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Fig. 9. Evaluation metrics values for random forest regression model

The closeness between predicted and actual data Support Vector Regression (SVR)
is shown in the Fig. 10. Density Plot to determine distribution of variables in the dataset
using SVR is shown in Fig. 11. Figure 12 displays a scatter plot using SVR to show the
correlation between the actual and expected values. The variance between actual and
the predicted sales price (sample) is shown in the Table 6 and if it is accurate or not in
the Support Vector Regression model. The evaluation metrics used in Support Vector
Regression model are R2 score, MSE, RMSE, MAE and accuracy and their values are
shown in the Fig. 13.

Fig. 10. Plot to determine the closeness between predicted and actual data using Support Vector
Regression (SVR)

Fig. 11. Density Plot to determine distribution of variables in the dataset using SVR
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Fig. 12. Scatter plot to determine correlation between actual and expected values using SVR

Table 6. The variance between actual and the expected sales price (sample) and if it is Accurate
or not in the SVR model

S. No Actual selling price Predicted selling
price

Difference ACC or not Percentage error

0 −0.852481 −0.760063 −0.092418 Accurate −10.841074

1 1.117623 0.995251 0.122372 Accurate 10.949334

2 0.076051 0.081998 −0.005947 Accurate 7.819079

3 −0.892852 −0.827224 −0.065628 Accurate −7.350375

4 0.479761 0.843538 −0.363777 Accurate 75.824640

5 0.580689 0.474667 0.106022 Accurate 18.257982

6 −0.701090 −0.779501 0.078411 Accurate −11.184135

7 −0.822203 −0.715066 −0.107138 Accurate −13.030565

8 −0.832296 −0.818867 −0.013429 Accurate −1.613529

9 0.287999 0.479512 −0.191513 Accurate 66.497896

10 0.944028 0.954947 −0.010920 Accurate 1.156733

Fig. 13. Evaluation metrics values for SVR model
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Comparison of various measures like R2 score, MSE, RMSE, MAE and accuracy
using Support Vector Regression, Random Forest Regression, and CatBoost Regression
and their values are shown in the Table 7. When compared to Support Vector Regression
andCatBoostRegression,RandomForestRegression has the highest accuracy of 87.16%
and it is shown in the Fig. 14. RandomForest Regression gives the lowestMAEof 0.1284
when compared to Support Vector Regression and CatBoost Regression and it is shown
in the Fig. 15.

Table 7. Comparison of various measures used in various algorithms

Support vector regression Random forest regression CatBoost regression

R2 0.9454 0.9621 0.9439

MSE 0.0634 0.044 0.0651

RMSE 0.2517 0.2096 0.2552

MAE 0.1459 0.1284 0.1371

Accuracy (%) 85.4 87.16 86.28

Accuracy Comparison of Various
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Fig. 14. Accuracy Comparison of Various Algorithms
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R2, MSE, RMSE &MAE Comparison of Various
Algorithms
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R2 MSE RMSE MAE Regression

Support Vector Regression 0.9454 0.0634 0.2517 0.1459
Random Forest Regression 0.9621 0.044 0.2096 0.1284

CatBoost Regression 0.9439 0.0651 0.2552 0.1371

Fig. 15. R2, MSE, RMSE & MAE Comparison of Various Algorithms

6 Conclusion and Future Work

This article uses three differentmachine learningmethods to predict the cost of used cars.
In the existing method [13], mean absolute error for decision tree regression was 0.6711,
which was the least used among the various algorithms that they employed, including
linear regression, Lasso regression, Ridge regression, Bayesian Ridge regression, and
others. The proposed system concludes that the Random Forest regression performs
better than Support Vector Regression and CatBoost Regression. When compared to
Support Vector Regression and CatBoost Regression, Random Forest Regression has the
best accuracy (87.16%). Support Vector Regression gives the highest MAE of 0.1459
when compared to and Random Forest Regression and CatBoost Regression.

In this study, the primary problem is the little number of records used. We intend to
collect additional data and use more advanced techniques, such as fuzzy logic, genetic
algorithms, and deep learning approaches to forecast car costs in the future.
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Abstract. Epilepsy is a chronic, noncommunicable disease (NCD) causing dis-
order in the brain’s neurological activity. It may be due to genetic disorder or brain
injuries caused by some accidents. This may cause seizures, loss of awareness,
unusual sensations and behavior. Globally 50 million people are suffering from
epilepsy, so it is one of the most prominent neurological diseases globally accord-
ing to World Health Organization (WHO) statistics in 2021. It is estimated that
up to 70% of people are suffering with epilepsy and they can be saved by timely
diagnosis and proper treatment of epilepsy. Electroencephalograms (EEGs) are
universally used to detect this chronic non-communicable disease. Furthermore,
assessing a specific type of abnormality by visual examination of an EEG signal is
an intuitive process that can vary from radiologist to radiologist. It is a challenging
task for the radiologists to visually examine the EEG signal by looking for a shift
in frequency or amplitude in long-duration signals. It may give rise to inaccurate
categorization. Identification of epileptic seizure from the recorded EEG signal
is a primary task in the treatment of epilepsy. In this work, wavelets were used
to obtain the appropriate features from EEG signals. These features were fed to
different classifiers. This work proposes a machine learning (ML) framework to
detect the abnormality in the EEG signal automatically to assist the radiologists in
their diagnosis. The ML framework uses 7 classifiers (KNN, SVM, Random For-
est, Logistic Regression, Decision Tree, AdaBoost, and Bagging). Among these
classifiers, Bagging Classifier was shown better performance in terms of accuracy
and ROC.

Keywords: Electroencephalogram (EEG) · Epilepsy · Seizure · Wavelets ·
Machine learning (ML) framework · ML classifiers/

1 Introduction

Digital image and signal processing applications are spread in many fields [1, 2], among
these, the application of image processing and signal processing in the medical field is a
trending technique [3] in the current scenario. According to World Health Organization
(WHO) estimates from 2021, epilepsy is one of the most prevalent neurological illnesses
worldwide. Approximately 50 million people will be impacted by it, according to WHO
figures until 2021 [4]. It results in muscle stiffness, seizures, etc. Prolonged seizures
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can harm the brain. The brain’s ability to operate will probably be negatively affected
by isolated, brief seizures, and some brain cells may even be lost. More than half of
the population suffering from epilepsy could live seizure-free lives if the condition was
adequately recognized and treated in its early stages. It is a severe neurological condition
with distinctive traits that is prone to recurrent seizures. This illness affects all mammal
species, including rats, dogs, and cats in addition to people. However, the term “epilepsy”
is unremarkable and consistently distributed around the world; it offers no hints as to
the kind or severity of the seizures [5]. The classification of seizures is shown in Fig. 1.

Based on the symptoms and signs, seizures are classified into two major groups –
focal and generalized [6]. Focal seizures affect one side of the brain (hemisphere) and
the patient may lose consciousness. Partial or focal seizures are classified into simple
and complex. Simple focal seizures are characterized by staring spells, automatisms,
and sensory phenomena. Complex focal seizures involve confusion and disorientation.
Generalized seizures influence both hemispheres affecting both the sides of the brain
simultaneously and are accompanied by tonic-clonicmovements. These include absence,
myoclonic, tonic, and tonic-clonic seizures [7]. Absence seizures are characterized by
sudden loss of consciousness. Myoclonus refers to jerking movements. Tonic seizures
are characterized by stiffening of muscles. Tonic-clonic seizures may lead to rhythmic
contractions of muscles. Generalized seizures basically classified into two categories
namely convulsive and non-convulsive.

Seizure

Partial 
Seizures

Generalized 
Seizures

Simple 
Partial 
Seizure

Complex 
Partial 
Seizure

Convulsive 
Seizure

Non 
Convulsive 

Seizure

Fig. 1. Classification of seizures
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Various non invasive approaches such as functional magnetic resonance imaging
(fMRI), positron emission tomography (PET), nuclearmagnetic resonance fluorescence,
single-photon emission computed tomography, near-infrared spectroscopy, electroen-
cephalogram (EEG) are commonly used to study the function of the brain. Among all
these techniques, EEG is widely used because it records the electrical behaviors of the
brain very accurately. Also, EEG is a simple, safe and less painful test. In diagnostic
applications, priority is frequently given to spectral data. Electroencephalography (EEG),
a method of electrophysiological monitoring, captures the brain’s electrical activity. The
electrodes are typically non-invasive and placed throughout the scalp, while occasion-
ally invasive electrodes are used in specific applications. EEG records voltage changes
in the brain’s neurons due to ionic current. In therapeutic settings, an EEG is a long-term
recording of the electrical activity of the brain made with many electrodes positioned
on the scalp [8]. Electroencephalograms (EEGs) are universally used to detect epilepsy.
Assessing a specific type of abnormality by visual examination of an EEG signal is an
intuitive process that can vary from radiologist to radiologist. It is a challenging task
for the radiologists to do visual examination of the recorded EEG signal and identify
the shift in frequency or amplitude in the EEG signals of long-duration. It may give
rise to inaccurate categorization. Determination of epileptic seizure is an essential task
in the treatment of epilepsy. In this work, wavelets were used to obtain the appropriate
features from EEG signals. Among the various signal processing techniques, wavelet
transforms have the ability to efficiently identify the subtle changes in the EEG signal
[9]. The wavelet features were fed to different classifiers. This paper proposes a machine
learning (ML) framework consisting of 7 ML classifiers to detect the abnormality in the
EEG signal automatically to assist the radiologists in their diagnosis.

The work presented in this paper is organized in the following manner. Section 1
gives brief introduction to Epileptic Seizures, EEGs, and the objective of the presented
work. Section 2 deals with some of the related work. The methodology of the work
is presented in Sect. 3. The results and discussions are included in Sect. 4, and the
conclusions are described in Sect. 5.

2 Related Works

Several studies have been carried out to develop a system that can reliably identify
abnormal EEGs in humans. This is because epilepsy [10], sleep disorders [11], and
other conditions may be identified if these EEGs are correctly classified. These studies
give equal attention to seizure detection and seizure prediction. The EEG signals which
are non-linear in nature and are dynamic are difficult to analyze through linear techniques
to produce consistent, accurate results. As a result, alternative machine learning (ML)
or deep learning (DL) methodologies are applied in diverse investigations. Different
features are extracted in theML investigations. Wavelet transform, Hilbert-Huang trans-
form, Eigen value decomposition, higher-order spectra, and cumulate features are some
of the common examples. Depending on the study, one channel or multi-channel signals
may be used. Different classifiers are employed in ML to categorize signals based on
their signature or extracted features, such as k-nearest neighbor (KNN), support vector
machine (SVM), random forest (RF), bagged trees, etc. Component analysis can also
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be used to categorize EEGs, in addition. Principal component analysis (PCA) was per-
formed by Lopez et al. [12] with the KNN and RF classifiers, yielding accuracy rates of
58.2% and 68.3%, respectively. After pre-processing the data to remove various artifacts
and noise, signal processing tasks begin with normalizing of the signals. The attributes
are extracted after pre-processing. The collected attributes are then supplied to the clas-
sifiers, and the effectiveness of the classification is evaluated. If a model performs as
expected, it is put to further test using a fresh, unrelated set of data. Studies presently use
a variety of deep learning-based techniques that don’t necessitate feature extraction and
selection. Using the same database and a one dimensional convolutional neural network
(1D-CNN) with single-channel signals lasting 60 s, Yildirim et al. [13] identified the
aberrant EEG signals and discovered an error rate of 20.6%. Diego et al. [14] proposed a
system that combined 2D CNN with ML on four-channel signals and achieved an error
rate of 21.2% in the detection of abnormal EEG signals. Acharya et al.[10] suggested
a CNN-based method for automatically distinguishing between seizure and non-seizure
EEG patterns (13 layers). 300 signals from 5 patients were employed in the investigation,
and the classification accuracy was 88.67%. A 13-layer CNN model was used by Oh
et al. [15] to provide a strategy for the detection of Parkinson’s disease (PD). They were
able to attain an accuracy of 88.25% in their investigation by using EEG data from 20
healthy people and 20 patients with Parkinson’s disease. Existing works on automatic
identification of abnormal EEG signal using deep learning (DL) methods showed better
accuracy but the computational load andmemory requirements are high. Objective of the
proposed work in this paper is to identify a suitable classifier and set of wavelet features
that will identify abnormal EEG signal efficiently with minimum time and minimum
computational load.

3 Methodology

This section describes the various steps involved in the implementation of the pro-
posedmachine learning framework for identification of abnormal EEG signal. The entire
procedure was illustrated in a flowchart as shown in Fig. 2.

Data 
Collection

Pre 
Processing

Wavelet 
decompostion

Feature 
Extraction Classification

Fig. 2. Methodology of the proposed work

3.1 Data Collection

Epileptic seizure EEG data was collected from the Bonn dataset, an open-source data
repository. The process of how these EEG recordings were obtained was explained in
[16]. This data set contains five folders, each of which has 100 files that each represents
a different subject or individual. An EEG recording of brain activity for duration of 23.6
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s was stored in each file. The relevant time series 4097 data points are sampled in this
analysis. As a result, we have collected 4097 data points across 23.5 s for a total of 500
candidates. Every 4097 data points were randomly divided into 23 pieces for each of the
178 sets of data that made up each chunk. Each data point displays the value of the EEG
recording at a particular moment. Thus, we get 23 × 500 = 11 500 bits of information,
each of which contains 178 datasets for a time of one second, with the last column 179
designating the response label y: 1, 2, 3, 4, and 5. The response variable (y) indicates
the conditions under which the patient’s EEG signal was recorded. Condition-5 (eyes
open): The patient’s eyes were open while the brain’s EEG data was being captured,
Condition-4 (eyes closed): The patient’s eyes were closed while the EEG signal was
being recorded, Condition-3 (tumor located, EEG in the normal area): tumor location in
the brain was determined, and the healthy brain area activity was recorded through the
EEG signal. Condition-2 (tumor area): brain activity in the tumor region. Condition-1:
Seizure activity recording. Thus, the conditions-(1, 2, 3) and conditions-(4, 5) indicate
unhealthy and healthy people, respectively. One healthy record and one unhealthy record
which represent seizure activity were considered in this work from the given data.

3.2 Data Preprocessing

Initially the sampling frequency of the dataset is 178.3 Hz. It was resampled to 128 Hz
frequency using bandpass filter and notch filter. All frequencies falling inside the pass-
band would be sent to the output without being amplified or attenuated, whereas all
frequencies falling outside the passband would be totally attenuated in an ideal band-
pass filter. No bandpass filter is perfect in real life. As a result, we have filter roll-off.
To eliminate this filter roll-off, notch filter was used as it blocks a specific band of
frequencies and allows all frequencies outside the band.

3.3 Multilevel Wavelet Decomposition

Fourier Transforms, Fast Fourier Transform, Long Time Fourier Transform, Short Time
Fourier Transform, Wavelet Transform, etc. can be used in the analysis of the EEG
signal in frequency domain. ButWavelet transforms are highly efficient and robust while
dealing with discrete signals. An orthogonal wavelet decomposition technique can be
used to break down a signal into its component parts. A basic hierarchical framework is
provided by a multi-resolution representation to examine the signal at various resolution
levels. This is comparable to the idea of breaking down a signal into Walsh, Haar,
or Fourier transform components. A signal is uniquely and entirely represented by its
orthogonality. According to the Mallat theory, a signal’s multi-resolution representation
can be used to analyze its information content at various levels of detail [17]. A signal can
be approximated by this operator at a specific resolution. Figure 3 depicts the wavelet’s
decomposition process used in the proposed work.

In the process of a wavelet transformation of a signal (S) is first decomposed into
approximate coefficients and detailed coefficients. The signal’s approximate [A1] (low
frequency components) coefficient is the output of a low pass filter, and the signal’s
detailed [D1] (high frequency components) coefficient is the output of a high pass filter.
This Approximate coefficient [A1] is again passed through a low pass to get approximate
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coefficient [A2] and A1 is passed through a high pass filter to obtain the detailed coef-
ficient [D2]. Further A2 is decomposed into approximate coefficient [A3] and detailed
coefficient [D3]. The number of decomposition levels depends on the length of signal
and our requirements.

Fig. 3. Wavelet decomposition

The Original Signal S can be reconstructed with the help of A3, D3, D2 and D1.
With the decomposed wavelet coefficients the original signal can be reconstructed.

The number of samples in next decomposition level is half as compared to previous
stage. A1 and D1 will have N/2 samples if the original signal S had N samples, while
A2 and D2 will have N/4 samples. The investigation of local signal behavior, such as
spikes or discontinuities, is hence well suited for the wavelet transform. Because the
frequencies change quickly and for a brief period at the site of discontinuity, we can
investigate or analyze these abrupt shifts by selecting an appropriate time scale.

Db4 wavelet was applied on the two selected records to get the 4-level wavelet
decomposition. As a result, 5 wavelet coefficients (a, d1, d2, d3, d4) were obtained for
each record i.e., healthy and unhealthy. The dimensions of each coefficient record after
applying the 4-level wavelet decomposition is 4098 × 100.

3.4 Feature Extraction

In this work, six features were calculated from each of the wavelet coefficient record
obtained after wavelet decomposition. They are mean, variance, skewness, kurtosis,
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max_svd, entropy_svd. Definition and mathematical equation of the six features were
illustrated below.

Mean
It is the ratio of the sum of all the compliances in the data to the total number of
compliances. Therefore, the mean is a number surrounding which the entire data is
spreading. It can be calculated as shown in Eq. 1.

x =
∑N

i=1 xi
N

(1)

where N represents the total number of observations and
∑

xi = sum of the observation

Variance
Variance measures how much variation there is within a group of data points. A low
variance means that the data points are close together, while a high variance implies the
data points are spread apart. It can be calculated using the formula shown in Eq. 2.

σ 2 = 1

N

N∑

i=1

(xi − x)2 (2)

Skewness
Asymmetry in a probability distribution function is measured as Skewness. It can be
calculated using the formula shown in Eq. 3.

skewness = 3(mean − median)

standard deviation
(3)

Kurtosis
Kurtosis describes the tagging of data whether it is lightly tagged, heavily tagged when
compared to a normal distribution.

Max_svd
It is the maximum of singular value decompositions.

Entropy_SVD
It is a measure of the dimensionality of the data.

The SVD entropy of a signal X is defined as

H =
M∑

I=1

−(Pi ∗ lnPi) (4)

where

• Pi = normalized value of ith singular value of X,
• M = Total number of singular values in the embedded matrix X,
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3.5 Classification of Abnormal EEG

In the proposed ML frame work 7 classifiers were used. They are namely Support Vec-
tor Machine (SVM), Decision Tree, K-Nearest Neighbor (KNN), Logistic Regression,
Random Forest, AdaBoost, Bagging classifiers.

3.6 Performance Parameters

ML framework was built by using different classification models based on train data and
predicts the results and compares them with test data using some parameters. They are
Accuracy, Precision, Recallf1, Score, Confusion Matrix and ROC Curve.

Confusion Matrix
It serves as a performance indicator for classification problems using machine learning.
It is a table containing four separate sets with actual and anticipated values. Recall, Pre-
cision, Specificity, Accuracy, and most critically area under the curve-receiver operating
characteristic curve (AUC-ROC) are all very well measured by it. Accuracy and AUC
are considered as performance measures in this work.

Accuracy
It describes the percentage of accurate predictions from the test records. It can be
calculated from Eq. 5.

Accuracy = TP + TN

TP + TN + FP + FN
(5)

ROC Curve
Receiver operating characteristic (ROC) curve is a graphical representation of the per-
formance of different classification models at all thresholds. It is plot of true positive
rate versus false positive rate.

4 Results and Discussions

The classification report in terms of confusion matrix and RoC curve of the seven clas-
sifiers (SVM, Decision Tree, KNN, Logistic Regression, Random Forest, AdaBoost,
and Bagging) were obtained and their performance was compared using accuracy and
AUC-ROC. Confusion matrix and ROC Curve of the seven classifiers were shown in
Figs. 4, 5, 6, 7.
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Fig. 4. Confusion matrix and ROC Curve of the SVM, Decision Tree Classifiers

Fig. 5. Confusion matrix and ROC Curve of KNN and Logistic Regression Classifiers
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Fig. 6. Confusion matrix and ROC Curve of Random Forest and AdaBoost Classifiers

Fig. 7. Confusion matrix and ROC Curve of Bagging Classifier

Performance comparison of all the seven classifiers in terms of accuracy and %
AUC-ROC were summarized in Table 1 and Fig. 8.

From Table 1 and Fig. 8, it was observed that among all the seven classifiers used in
theML framework, bagging classifier has shown better performancewith a classification
accuracy of 70% and AUC-ROC curve of 74%. This classifier can be used effectively in
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Table 1. Performance of various classifiers used in the ML framework

Classifier Accuracy (%) AUC-ROC (%)

SVM 48 51

Decision Tree 65 61

Random Forest 68 77

AdaBoost 58 66

KNN 56 50

Logistic Regression 48 47

Bagging 70 74
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Fig. 8. Performance plot of the various classifiers

the detection of abnormal (seizure activity in EEG) EEG. For long-duration transmis-
sions, it will be difficult for the clinicians to visually examine the EEG signal to identify
the frequency or amplitude changes. Therefore the ML framework presented in this
paper can be used in the automatic diagnosis of EEG signal. It improves the diagnostic
accuracies as compared to the manual examination reducing the load on the clinicians.

This model’s primary goal is to assist the radiologist in making an accurate diagno-
sis of EEG abnormalities. So, to categorize normal and abnormal EEG, which reflects
seizure activity, an ML Framework with a variety of classification methods was used in
the presented work. The EEG input was first fed into the ML framework model, which
then underwent 4-level wavelet decomposition. The mean, variance, skewness, kurtosis,
max_svd, and entropy characteristics are extracted from all the coefficients obtained
after wavelet decomposition and then these features are given to several classification
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algorithms in the ML framework model, such as SVM, Decision Tree, KNN, Logis-
tic Regression, Random Forest, AdaBoost, and Bagging. The bagging classifier in the
proposed system performed well for the given EEG data with 70% accuracy and 76%
AUC among all the classification algorithms. This framework model can be employed
in a practical setup to analyze the EEG Signals in real time because it requires less
computational resources and time as compared to the CNN models. Although the per-
formance of the proposed model is less compared to CNN models it is good in terms
of less computational load, memory requirement and time. In addition, performance of
the ML framework presented in this work can be improved by analyzing on the suitable
wavelet features among the five wavelet coefficients obtained from the four level wavelet
decomposition. This ML framework can also be used to treat other anomalies, such as
sleep disorders and other neurological disorders.

5 Conclusions

Information processing in the brain signal was recorded through EEG. Dynamic changes
in the brain activity can be recorded through EEGwhich produces electrical signals vary-
ing in time, frequency and space. Various non linear and time-frequency analysis meth-
ods were used to analyze the EEG. Among these time-frequency analysis techniques,
wavelet transforms were proven to be better as they efficiently capture the dynamic and
subtle changes in the EEG signal. Therefore in the proposed work five wavelet fea-
tures were extracted by using db4 wavelets on the EEG signal and these features were
given as inputs to the seven classifiers to detect abnormal EEG. Performance of these
classifiers was analyzed and it was observed that bagging classifier was showing better
performance for the given EEG data with an accuracy of 70% and area under ROC curve
of 74%. The proposed ML framework was used to automatically detect the abnormal
EEG, which will be used to assist the clinicians. This approach can lighten the workload
of the radiologist who is responsible for manually and visually identifying seizures on
long-duration EEG signals.
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Abstract. Alzheimer’s disease is a major intellectual deficit that makes it impos-
sible for a person to carry out daily tasks. Finding the people with Alzheimer’s
and mild cognitive impairment is a difficult task. In order to arrange healthy,
mildly cognitively impaired patients at themodel stage itself usingmultimodal fea-
tures. This paperwill consider the presentation of cutting-edgeDynamicEnsemble
Selection ofClassifier computations. The review’s data came from theAlzheimer’s
Disease Neuroimaging Initiative Dataset. For the purpose of expectation, the
patients’ clinical imaging, cerebrospinal fluid, cognitive test, and socioeconomic
data are taken into consideration at the routine appointments. The demonstra-
tion of the most recent dynamic En-semble of Classifier Selection calculations
is reviewed with the aid of these highlights in terms of Accuracy, Specificity and
Sensitivity. Calculations for the Classifier Selection use the pool of machine learn-
ing classifiers that are used the most frequently as a contribution. Additionally,
the display of the machine learning classifiers without using the computations
for the Selection of Classifiers is also examined. Classifier selection calculations
performed on the majority of the classifier pool to identify individuals with mod-
erate cognitive impairment, Alzheimer’s disease, and hearing loss have expanded
presentation metrics including balanced classification accuracy, sensitivity, and
specificity.

Keywords: Alzheimer’s disease · Chronic illness · Clinical imaging ·Machine
learning · Dynamic ensemble classifier

1 Introduction

Digital Images processing is widely used in the fields of data security, image reconstruc-
tion, medical applications, etc.… [1–3]. Alzheimer’s disease is a neurological condition
that cannot be cured. The disarray of brain cells caused by AD is eradicating current
affairs. PatientswithADwill develop terriblememory problems as the disease progresses
and lose their ability to carry out daily tasks. There is currently no clinical treatment
that completely reverses AD. But early-stage pharmaceuticals may also redesign cues
or lower the cost of memory loss. The four stages of the human intellectual framework
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are included in the review. The specific levels linked to the early detection of AD are
AD, CN, MCIc.

The retrieved functions from medical images are utilised to train the classifiers in
custom characteristics-basedmethods. For specialists, the extraction of large hand-made
capabilities is a laborious task. The development of deepmodels will allow for the instant
extraction of capabilities from photos without the time-consuming efforts of a specialist.
As a result, the deep learning trends are the focus of the research on disorder diagno-
sis. For the segmentation, detection, and classification of several brain illnesses in MRI
images, deep learning models claimed outstanding results. The detection of AD from
MRI scans has been proposed by several devices studying methods. The fundamen-
tal understanding of contemporary configurations using convolutional neural networks
(CNN).

Figure 1 shows the diseased brain effected by Alzheimer’s disease. We can observe
that the Hippocampus is completely shrinked with enlarged ventricles and Tau neu-
rofibrillary tangles. The above MRI images are taken from normal person and diseased
person. The above two images (A, B) are explaining the healthy brain. The remaining
two (C, D) are taken show the Alzheimer’s disease. CNN played a significant capacity
to facilitate the discovery of various sicknesses.

Fig. 1. MRI images of normal and diseased brain

It is accounted for that there are 50 million individuals are experiencing Alzheimer’s
illness. Furthermore, this choose is relied upon to skyrocket to 132 million by 2050.
Individuals developed from at least 60 are encountering the Alzheimer’s infection. So,
in this concern we will recognize the Alzheimer’s disease by using essential classifiers.
This endeavour will help the experts in the field of medical industry to recognize stage
of the Alzheimer’s sickness.
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• To Develop aMachine Learning system and provide medical sustainability for people
who are suffering from Alzheimer’s disease.

• Involving the fastest developing technology “Machine Learning” into public health
and safety.

• To support up the precision levels from the current models.

Alzheimer’s disease is a neurological condition that progresses, therefore the
patient’s ultimate prognosis is coma or death. Active therapies, however, can aid in
slowing the process down.

The death of brain cells in Alzheimer’s disease, a neurodegenerative illness, causes
intellectual and cognitive impairment. It is the most common normal state of dementia,
accounting for between 60 and 80% of all cases. There is currently no one research
theory for AD; rather, specialists rely on a comprehensive medical history, cognitive
assessments, computed tomography (CT) or magnetic resonance imaging (X-beam)
scans of the brain, among other approaches, to confirm a suspicion. In general, there is
no medication or technique that can stop the progression of AD.

However, for those who are experiencing mild or moderate stages of this condition,
there are a few therapeutic drugs that can be used to quickly reduce symptoms and
indicators and aid to enhance quality of life. Therefore, early AD investigation is quite
important for routinely improved disease control. The investigations have shown a few
links between neuropsychological assessments and brain degenerations. This can be
used to verify AD early on in the separation process. In order to identify the most
outrageously important capabilities in the investigation of AD, this paper uses brand
name choice approaches [4].

This study demonstrates the necessity of combining MRI capabilities with neu-
ropsychological results from the short mental state examination (MMSE) to improve
the decisional space for an early assessment of AD. Exams like the MMSE nearby with
different capabilities are discovered to redesign the request for orders without a doubt.
The most crucial elements for the diagnosis of AD are extracted in this research using
feature selection approaches. In order to improve the decisional space for an early diag-
nosis of AD, this article demonstrates the necessity of combining neuropsychological
scores, such as those from the mini-mental state examination (MMSE), with MRI fea-
tures. Through the experiments, it was discovered that adding the MMSE in addition to
other variables considerably improved the classification of AD.

The most widely recognized kind of dementia, Alzheimer’s disease, can trigger a
neurological problem in the brain that results in mild cognitive decline by damaging
synapses and the ability to carry out daily tasks. We can use Artificial Intelligence (AI)
technology to identify and predict this illness usingMRI (Attractive Resonance Imaging)
filtered brain images, and we can organise AD patients according to whether they will
or won’t get this fatal illness in the future. The main reason for doing this is to create the
greatest forecasting and identification tools for radiologists, specialists, and guardians
to aid the patient who is suffering from this infection and save time and money [6].

The investigation of disease cannowbenefit greatly fromdeep learning (DL)methods
due to their outstanding performance on large datasets. In this study, we implemented
Convolutional Neural Network (CNN) for the earlier examination and planning of AD
using the ADNI 3 class of MRI pictures, with unquestionably the quantity of 1512
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delicate, 2633 common, and 2480 AD, to implement Convolutional Neural Network
(CNN) for the earlier examination and plan of disease. The model performed well when
compared to several other relevant researches, achieving a crucial exactness of almost
100%. Additionally, we compared the results to our earlier work in which machine
learning calculations were applied using the Desert Spring dataset.

The deep learning methodologies can be a better choice than conventional AI tech-
niques when handling massive volumes of information, such as clinical data. In order to
identify Alzheimer’s diseases on MRI images, CNN-based models are built with three
distinct classifiers (SVM, NN, and FDT), and the model’s performance was assessed
between entirely connected layers. The objectives of the study are focused on the fol-
lowing research questions. Several traditional machine-learning techniques have been
used in the past to study the diagnosis of Alzheimer’s disease.

They are concentrating on creating models to examine the anatomical or structural
brain images obtained by MRIs and the functioning of the brain in order to find any
defects or abnormalities. Additionally, it viewed segmentation problems as classification
problems and mainly relied on manually created features and feature representations for
voxel, area, or patch-based approaches. To train classification algorithms, many expertly
split images were needed, which requires more time. Recent years have seen significant
advancements in the study of AD diagnoses and categorization employing DL methods.
The findings demonstrate that this approach outperformed with 91.4% accuracy based
on MRI and PET ADNI. However, this number drops to 82.6% when MRI is the only
input and PET data is unavailable.

For patients’ consideration and thedevelopment of treatments, it is important to detect
Alzheimer’s disease early on. This reality served as inspiration for the neuroimaging
community, which successfully applied AI techniques to the early finding problem.
The alliance of moves has helped the neighbourhood to resolve various difficulties that
have been brought up and to normalise the approaches to handle the issue. In order to
overcome the multiclass order problem, we use data from a global test for robotized
forecast of MCI from MRI information [8]. By using paired t-test highlight selection,
least squaresmulticlass subspace projection, and one to one error rectification yield codes
arrangement; we offer a novel multiclass order technique that addresses the exception
location problem.

In this paper, to evaluate the effectiveness of the recommended strategy andparameter
fitting, two methods were used. To estimate the actual error on the training set, use re-
substitution using the 10-fold cross validation approach. After the settingswere adjusted,
the accuracy was assessed using the test set. Based on the substitution estimation, a study
was done regarding how to control the family-wise error (FWE) rate in our CAD system.
100 samples from HCs, 60 samples from the training set, and 40 samples from the test
set made up the dataset (without dummies). Over the course of 1000 cycles, the dataset
was randomly split into two subsets of 50 people each. The null hypothesis was then
used to evaluate the re-substitution estimation. One PLS component (dimension) was
chosen because there shouldn’t be any group disparities in the feature set, and the real
risk was set at 0.50. The obtained re-substitution accuracy had a standard deviation of
0.037 and was 0.612.



Alzheimer’s Disease Detection Using Ensemble of Classifiers 59

2 Methods for Detection of Alzheimer’s

By using sophisticated neural organizations, numerous works are done to organize dif-
ferent stages of AD. To improve the decisional space for an early assessment of AD, it is
necessary to combine neuropsychological results from tests like the Mini Mental State
Examination with MRI capabilities. Through tests, such the MMSE nearby with varied
skills, it has been discovered to upgrade the order of categories [7]. For the purpose
of improving the order exactness between CN and MCIc, a troupe model is used. The
outfit model consists of the pre-built organisationmodelsMobileNet and Xception.With
the use of the Alzheimer’s infection neuroimaging drive (ADNI) dataset, the display of
prepared and dressed models is tested.

The accuracy obtained using the MobileNet and Xception models is 89.23% and
89.89%, respectively. An accuracy of 91.3% in grouping is provided by the suggested
model. The results demonstrate that the proposed outfit model has excellent ability
to separate the stages MCIc and CN [5]. Convolutional Neural Network (CNN) was
employed for the previous analysis and organization of AD using MRI images from the
ADNI 3 class, with an absolute number of 1512 light, 2633 average, and 2480 AD.

Machine learning calculations using the Desert Spring dataset showed that deep
learning algorithms can bemore effective than traditional AImethods when dealing with
large amounts of data, such as clinical data [6]. Mental indicators like age, the number of
visits, the MMSE, and education are utilised in AI computations to forecast the begin-
ning of Alzheimer’s disease [7]. Paired t-test highlight selection, partial least squares
multiclass subspace projection, and one-versus-one error rectification yield codes layout
are used in a novel multiclass order technique that solves the issue of exception location.
The proposed solution outperforms every alternative recommendation in the multiclass
order with a precision of 67% [8]. AI algorithms to handle the advances in neuro imag-
ing for early Alzheimer’s disease detection [9]. An innovative approach is developed to
identifyMCI, Non-Convertible, and disease detection using hidden seductive resonation
imaging (SMRI) from the challenge in Alzheimer’s disease.

The method proposed in [10] is Support Vector Machine which is temporarily struc-
tured (TS-SVM) model be used in order to force revelation score for the missing MR
picture development to increase monotonically with AD progress. Joint part decision
and portrayal structure [11] gives the best morphological parts for attracting classifiers.
The AI computation is used to execute the element extraction and component choice
interaction, and the desert spring longitudinal dataset is then used for grouping [12, 13].
Results of the tests revealed that the SLR enhances the portrayal execution of AD/MCI
when compared to other conventional methods [14].

It is obvious from the outcome of the division and depiction measures that the
suggested framework outperforms other systems. This analysis shows that the suggested
job is largely distinct and receives an MMSE score. The proposed pipeline correctly
identified the HC region as the primary problem for diagnosing AD [15]. We used an
underwriting algorithm to look at a huge subset of markers. Simply put, non-rude and
frugally collectable markers are all that are required for the shift to AD in MCI and
Pre MCI subjects [13]. Additionally, individual components and a mix of characteristics
are determined as to how to individual classifiers and group-based classifiers in order
to audit the introduction of the proposed technique. The accuracy attained using the
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combination of classifiers using the left hippocampus’s size as a component is 92%,
with 100% capability and 86% affectability.

3 Proposed Method Using Ensemble Classifier

The proposed approach contains four stages, that is, pre-processing, division, feature
extraction, and portrayal of the MR pictures. It is displayed in the below Fig. 2. The
core of our suggested method gets the information picture (MRI) ready for additional
analysis. The image is divided into several regions in the second stage. In the third stage,
features are isolated. The image appears to have a spot with an everyday topic or an
Alzheimer’s sufferer in the fourth and last stage. The graphic below shows how the
suggested strategy actually functions. An ensemble is a collection of goods that are seen
together rather than separately by utilizing this strategy in machine learning we may
create models that in contrast to individual classifiers can generate the future data well.
Multiple classifier systems, also known as ensemble systems, have attracted increasing
interest from the computational intelligence and machine learning communities over the
past couple of decades.

Any calculation used in image processing, such as element extraction and division, is
entirely based on the characteristics of the images. The typical characteristic ofMagnetic
Resonance images degrades immediately after acquiring or shortly thereafter. Specific
collectibles may be combined throughout the MRI acquisition process. For instance,
force inhomogeneity and clamor issue. Different preprocessing techniques are neces-
sary to remove them and update the image for additional review and analysis. In essence,
picture preprocessing canbuild the image’s visual stability. It dealswith a variety ofmeth-
ods that enhance or eliminate some details in the image to manage it skillfully for future
improvements. The proposed suggested method incorporates improvement change and
averaging, power inhomogeneity repair, spatial standardization, and cerebrum extraction
of surface in its preprocessing arrangement.

As they provide essential information to recognize healthy controls and Alzheimer’s
disease patients, neuro imaging assists best in early recognition of Alzheimer’s contam-
ination. However, the magnitude of the neuro images’ enormous amount of information
is the key problem here. The processing time required by the classifier to arrange these
photographs is huge. Additionally, all of the image information is not necessary in
order to characterization because a significant amount of it is unnecessary. As a result,
feature extraction is carried out to take into account more relevant and discriminative
components, to even more successfully depict photographs.

The correctness of order utilizing various sorts of items is assessed using SVM, Neu-
ral Networks, and Fine Decision Trees, three different types of classifiers. Additionally,
we used a collection of these classifiers to assess the increased exactness rate. The data
used in SVM classification might be linear or non-linear. An SVM Classifier allows
for the setting of several kernels. We can designate the kernel as “linear” for a linear
dataset. On the other hand, there exist two kernels for a non-linear dataset: “rbf” and
“polynomial.”

One of the wise look methodologies used in assessments, data mining, and AI is
decision tree learning, or determination of call trees. It uses a decision tree (as an intel-
ligent model) to get from observations of a few factors (tended to within the branches)
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Fig. 2. Stream outline of Alzheimer’s disease recognition utilizing cascade of classifiers.

to judgments about the object’s objective value (tended to within the leaves). Collecting
trees are tree models where the real variable will adopt a unique approach to attributes;
in these tree structures, leaves address class checks and branches address part conjunc-
tions that lead to those grouping names. As they fall away from the preferred trees, call
trees are those places where the real part will take consistent attributes (often thorough-
bred numbers). Given their comprehension and simplicity, call trees are among the most
amazing AI evaluations.

4 Results and Discussion

The data set used in our project is Alzheimer’s DiseaseNeuro-imaging Initiative Dataset.
With help of the training models the inputs are given to the algorithm it classifies the
dataset based on the classes and also produces the accuracy of detection as the iterations
progresses. Here we test our algorithm with different data sets so as to see whether it
is producing the correct output for every class. It detects the different classes among
mildly cognitive, healthy, highly cognitive etc. and produces the output.
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This section describes the test setup, which is followed by the results. The job is
carried out through the use of MATLAB programming. Additionally, we have provided
the machine with about 4,000 photos. During the information expansion procedure, each
image in the underlying dataset is divided into 4 separate modifications. The data images
are 3DMRI scans with several cuts. The central cut is separated from the 3DMRI image
since processing with all cuts is monotonous and irrelevant.

The center cut is only taken into account for further processing. The preprocessing
step has been standardization. Following preprocessing procedures, the order precision
of MCIc against CN is observed using the accompanying pre-prepared organization
models ResNet 50, VGG 16, Dense Net 121, Nas Net Mobile, Efficient NetB0, Xcep-
tion, and MobileNet. The Xception and MobileNet models had the best characterisation
accuracy among the pre-prepared models cited. Therefore, the proposed outfit model is
created using the Xception and MobileNet models. Execution uses the following hyper-
parameters: batch size = 7, learning rate = 0.001, momentum = 0.9, decay = 0.06,
epochs= 100, iteration= 100, frequency= 50 iterations. The stochastic slope plummet
computation is the analyzer used in this execution. The order misfortune work is based
on the absolute cross-entropy task.

Fig. 3. Input image corrupted by noise.

Figure 3 shows the noisy input image and Fig. 4 shows the denoised image using
proposed method. Training accuracy of the proposed method shown in Fig. 5. Table 1
shows the comparison of training accuracy of the proposed method with various defined
methods. An accuracy comparison of proposed method with various defined methods
was shown by bar graph in Fig. 6. It shows the proposed has descent advantage of
training accuracy compared to existing methods. The classifications using the earlier
models are having lower accuracy rates. The accuracy in detection in MCI vs CN using
Xception model is 89.23%, MobileNet is 89.89%, ensemble learning + CNN is 79%,
Hypergraph + Support Vector machine is 69.14% and the proposed method achieves
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Fig. 4. Denoised image

Fig. 5. Graph showing accuracy and loss using proposed method

99.53%. Accuracy comparison shows that the proposed model is perform better than the
various defined methods for classification of MCI vs CN.
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Table 1. Accuracy comparison of Proposed Method with various existing methods

Model Accuracy

Xception 89.23

MobileNet 89.89

Proposed method 99.53

Ensemble learning + CNN 79.00

Hypergraph + support vector machine 69.14

0 20 40 60 80 100 120

Xcep�on
Mobilenet

proposed Method
Ensemble Learning + CNN

Hypergraph + SVM

Accuracy in %

Accuracy in %

Fig. 6. Bar graph depicting accuracy levels of different methodologies

5 Conclusion and Future Scope

This papermainly focuses on diagnosesAlzheimer’s disease at the earliest stage possible.
As Alzheimer’s cannot be curable in its final stage’s we need to identify it in the primary
stages itself and diagnose it if its curable.Most of the caseswhen identified in the primary
stages are curable so the need for this kind of projects is more useful and advantageous.
All the advanced Machine learning algorithms are used to improve the accuracy of
Alzheimer’s detection.

The identification of MCIc and CN phases is the main focus of this investigation.
Since MCIc is the initial stage of AD, grouping precision between MCIc and CN is only
discussed in this work. Three previously created models—SVM, Neural Networks, and
Fine Decision Tree are coupled in order to improve the grouping precision of MCIc vs
CN. Results demonstrate that the gathering model provides improved order precision by
utilizing the separate convolution layer of both SVM and neural networks. The method
offers a positive result in terms of identifying AD’s early stages. To carry out the early
detection of AD, grouping precision of MCIc vs MCInc needs to be increased. This task
could be extended further.
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Abstract. In the era of digital world everyday huge amount data is generating
in the form of audio, video, image, spread sheets, documents etc. Handling such
huge datawith existing conventional networks is critical and amajor issue. Interna-
tional Telecommunication Union–Technology (ITU-T) identified relevant issues
and proposed characteristics and capabilities of future networks. One such system
is Data Aware Networking which ought to provide effective and efficient informa-
tion system to the users with most updated data. ITU-T stated that data object is a
unit of information in Data Aware Networking. Data objects are identified either
by a unique ID. The information sharing is done by the way of publishing Named
Data Objects (NDO) and delivering to the clients [10]. In the context of DAN, the
unit of information will be called as a Data Object. In order to provide authentic
and most updated data, there is a need to maintain DAN data in a database sys-
tem. This paper proposes a structured model of storing the NDOs in a relational
model for efficient maintenance of data objects and for effective routing of NDOs
between clients, publishers and DAN agents.

Keywords: Data aware networking · Named data objects · Data driven
networking

1 Introduction to Data Aware Networking

Information systems play a key role in most of the contextual and digital systems now
a days [1]. World Wide Web generates huge amount of data from several domains. All
such information available on web domains is accessible to the public. Consistency,
correctness and legality are the some of the issues with this information. In a conven-
tional web domain several persons may involve in hosting the data. The responsibility
and credibility of such persons are lacking in these systems. Also, the maintenance of
correlation between information, collecting consolidated information is difficult.
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ITU-T identified such issues and proposed the concept of DataAwareNetworking [6,
8] to handle huge amount of data. Subsequently ITU also released its recommendation
to have Data Aware Networking (DAN) with data object as primary data unit [2, 3]. The
proposed architecture of DAN is shown in Fig. 1.

Fig. 1. DAN Architecture

The major functional units of DAN are NDO Publisher, NDO Client and DAN
Agents. Every data object will be allotted a unique ID and name. Such named entities
are called as Named Data Objects (NDOs). Any author or person willing to publish
information, such information shall be sending to the authorizedNDOPublisher ofDAN.
TheNDOPublisher get all other required information from the author and generateNDO
with name and ID. The generated NDO contains a header and actual information. The
details of such Named Data Objects updated to all the Data Agents in the DAN.

NDO publisher gather required details of data item to be published from the author
and build NDO and Publish the NDO. The steps in NDO publishing are preparing of
header of NDO, building of NDO and publishing of NDO. The Sect. 2 describes entities
of DAN system. Section 3 describes about header of NDO. Building of NDO explained
in Sect. 4 and Sect. 5 describes about publication of NDO.

2 Major Components in DAN System

DAN system is networking of authors, publishers, agents and clients. Authors have
to register themselves with available list of publishers to host their information. The
author shall submit all personal and official details for registration. The publishers are
responsible to publish information of author in a systematicway. Publishers alsomaintain
a catalogue of published articles by different authors. Agents are middle layer in the
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DAN system. Agents maintain catalogue of articles published by almost all authors
and respective publishers. Agents also maintain a partial bank of articles which may be
prominent articles to the nearby clients. Clients are end users of articles. This section
briefly describes entities of the DAN system.

1. Author

Author is the primary source of information. Author may be an individual person, a
group of persons, society, organization, Government or any author authority authorized
to release information to the public.

2. Named Data Object (NDO)

NDOs are the actual data objects published by the author through publisher. A Data
object is any information either for public or private purpose.DataObjects aremaintained
as files in database. Information to be published is encrypted and attached to document
header for publication of data objects. These data objects will acquire a unique styled
name and id before they are published for use.

3. NDO Publisher

NDOPublisher will hold the responsibility to publish the articles of the author. NDO
Publisher is a Serverwhich is full pledged computing and database system inDAN.NDO
Publisher is responsible to register authors, verifying articles of author, maintaining of
digital catalogue of published items, preparation header for new articles of author and
preparing of NDO.

4. NDO Client

NDO Client is actual user of data objects in DAN system. NDO Client may be any
electronic gadget attached to the DAN as leaf item in the topology DAN system. These
gadgets are portable computing systems capable sending and receiving information to
and from DAN network.

5. DAN Agent

DAN Agent is an intermediate node in the DAN system. DAN Agents acts as router
for NDOs to route NDOs from NDO Publishers to NDO Clients. DAN Agents can also
route requests of DAN Clients to the concerned NDO Publisher. DAN Agents also acts
as mini servers to provide NDOs to NDO clients. DAN Agent maintains a database of
prominent probabilistic NDOs of various Authors.

3 Header of a Named Data Object

Header is preamble of Data Object. Each data object is attached with header
containing the details of Data Object. The attributes of header are Header_Size,
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Data_Item_Size, NDO_Name, NDO_Id, Category, Country, Author_Id, Publisher_Id,
Time_of_publishing, Volume_No, Journal_No, Data_format, Security_code, Confi-
dentiality_code, Legal_rights_code, Price, Currency, Agent_group_code, Life_time,
Update_Frequency andReserved_bytes.Authorwill send all the values of these attributes
to the publisher along with data item for preparation of NDO. Header itself is enough
to identify a data object uniquely and ID is generated in such a way that itself is self-
descriptive of the data object. Figure 1 shows structure of header of NDO. Header is
prepared using UTF-8-character set.

Fig. 2. Proposed Structure of NDO Header

The attributes of Structure ofNDOare usesUTF-Character Set. The size of attributes
of header NDO is given in Fig. 2. Except Category and Data format all other attributes
are self-explanatory. Category represents type of data object. There are several cate-
gories of data objects like word, pdf, image, spreadsheet etc.…, will be published viz.,
Government orders, statutory documents, legal documents, centuries documents, news
articles, entertainment articles, text books, novels, and so on. One can address in this
issue. Each data item will be identified by using a unique Item_id irrespective of the
category of the object.

4 Building a Named Data Object

Named data objects are the main entities in Data aware networking. Maintenance of
these objects is a challenging issue [5]. The copies of published Data items (NDOs) are
cached in several Data Agents. Keeping consistence, correctness and versions are some
of the related issues. One can address these issues by maintenance of proper structure of
header of NDO, building of NDO, and proper database systems at NDO Publisher and
Data Agents.

The actual information is converted in encrypted form and header is prepared as per
the structural of header as shown in Fig. 2. The encrypted data item is in binary form is
attached to the header [4]. The structure NDO is shown in Fig. 3.
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NDO Header Data

Fig. 3. Proposed Final Structure of NDO

5 Publishing a Named Data Object

The NDO Publisher builds NDOs and publishes in DAN system. Every NDO Publisher
maintain a full pledged database containing the details all self-published NDOs, details
of all DAN Agents in DAN system, each publication wise prominent probabilistic DAN
agents, particulars other NDOPublishers, details all registered authors, details categories
of data objects, publication policies, legal constraints, particulars of backend database
servers etc. (Table 1).

Table 1. The size of attributes of header NDO

Description of fields of header of NDO (UTF-8 character set)

S No Field No of bytes

1 Header_Size 4

2 Data_Item_Size 4

3 NDO_Name 200

4 NDO_Id 4

5 Category 4

6 Country 4

7 Author_ID 4

8 Publisher_ID 4

9 Time_of_publishing 78

10 Volume_No 4

11 Journal_No 4

12 Data_format 4

13 Security_limits_code 4

14 Confidentiality_code 4

15 Legal_rights_code 4

16 Price 4

17 Currency 4

18 Agent_group_code 4

19 Life_time 78

(continued)
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Table 1. (continued)

Description of fields of header of NDO (UTF-8 character set)

S No Field No of bytes

20 Update_Frequency 78

21 Reserved_bytes 118

Total size 600

The database of NDO publisher is updated immediately after an update is available
from the author which will be update with all access points of DAN Network.

6 Conclusion

Named Data Objects (NDOs) are primary data units in DAN system. Building NDO
is significant stage in success of DAN system. Critical items in building of NDO
are encrypting of original data object of author, preparation of header and attaching
encrypted data object to header. As demand of century’s information is high, such data
objects also to be included in publisher’s database.

One can design DAN system on top of existing conventional web domain client
server system hiding the details. Conventional routers are different from DAN Agents
(DAN Routers). DAN Agents are purely software routers build on top conventional
network. One can address issues such as security issues that arise a part of integrating
DAN with conventional network layers [7].
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Abstract. YouTube is used to watch music videos, comedy shows, how-
to guides, recipes, hacks, and more. As of February 2020, more than 500 h
of video were uploaded to YouTube every minute. This equates to approx-
imately 30,000 h of newly uploaded content per hour. The amount of
content on YouTube has increased dramatically as consumers’ appetites
for online video have grown. Indeed, the number of video hours uploaded
every 60 s increased by roughly 40% between 2014 and 2020. The direct
means of user review for this content is the comment section. To sur-
vive this cut-through competition, the content creators should constantly
check up on their viewers’ opinions, their reviews, and their sentiments
toward the video. Although comments provide a direct means of feed-
back, the YouTuber cannot actually read all those comments. There may
be times when he wants to know the drawbacks of the video. This paper
proposes a dashboard that assists the content creators in actually look-
ing at the positivity and negativity they have gained through the video.
We opted for lexicon-based techniques over traditional classification to
classify the comments into various categories. This project is a boon to
the content creator’s ability to increase his viewership.

Keywords: Summarization · Comment classification · Natural
language processing · Polarity · YouTube comments

1 Introduction

1.1 Content Creation

With 2 billion monthly active users, YouTube is the second most popular social
media platform based on total visitors and page views. It has gained huge pop-
ularity among content creators. A large number of content creators upload their
video content on this platform. These videos get tonnes of views and comments.
Content creators need to continuously work on maintaining the quality and quan-
tity of their content. To do so, they must collect feedback from their viewers.
This feedback lets them understand the influence of their creations. In addition
to improving audience engagement, feedback also provides information on the
aspects of the content that need improvement. The Youtube comment section is
a direct means of feedback from the users.
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1.2 YouTube Revolution

YouTube comments are an opportunity for the site’s 1.7 billion unique monthly
visitors to share what they love, hate, or simply must troll. Comments can also
be a powerful opportunity for positive community building and, at the same
time, can be a place for negativity.

It is part of many people’s social media strategy to convince the audience that
they want to make the most of their presence. Managing comments effectively
(with moderation, replies, and analysis) is critical. The comment section booms
within seconds for most of the popular channels, and it is a difficult job for the
content creator to manually read all those comments. We created a dashboard
where the content creators get a glance at the positivity and negativity of their
content.

1.3 Contributions

The main contributions of this work are

– The classification of raw comments into five categories, viz., highly-positive,
positive, neutral, negative, and highly-negative comments, and later sum-
marises them as positive, negative, and neutral comments. This approach
helps the content creators to increase their viewership and analyse the opin-
ions of the content viewers.

– Analyze the video based on computing rank by considering the intensity of
positive and negativeness in those raw comments. So that it helps the viewers
decide to watch the video or not based on the rating computed.

– Creation of a user-friendly dashboard that helps YouTubers to know about
information related to that video, classified comments, summarization of com-
ments, and the rank of that video.

YouTube videos could be a powerful medium to spread information because
the audience can access them easily. Also, it could describe the public opin-
ion that could affect national unity. YouTube helps in various sectors like
education(E-learning), entertainment, etc.

2 Related Work

There has been much sentiment analysis on YouTube. These works involve col-
lecting and analysing YouTube comments from various areas in order to gain sig-
nificant and interesting insights.Currently, YouTube has over 122 million active
users on a daily basis. 1 billion hours of content are watched across the world
every day 62.

There are many ways to classify raw comments: machine learning models and
NLP-based algorithms are used for sentiment analysis.
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2.1 Machine Learning Models

Many researchers build machine learning models for the classification of raw
comments by using supervised and unsupervised techniques. Singh et al. built a
classification model for classifying raw comments by using SVM, Naive Bayes,
and KNN algorithms [1]. They analysed their model with various algorithms
for better classification of comments and for good accuracy. Hajar et al. [2]
built a text-based emotion detection system, based on an unsupervised machine
learning algorithm by using YouTube comments as a data corpus. They achieved
an average precision of 92.75%, and a 68.82% average accuracy by using SVM
as a machine learning algorithm. Wadhwani et al. [3] built a machine learning
model for sentiment analysis of YouTube comments. They achieved an accuracy
of 81% but proposed an accuracy of 89.3% by using performance metrics.

2.2 NLP Based Algorithms

Nowadays, NLP is a growing technology, frequently used for sentiment analysis,
language modeling, speech recognition, etc. Many researchers are using NLP for
sentiment analysis. Asghar et al. [4] classified raw comments based on polarity-
based techniques. They used several categories of videos, like news, comedy,
shows, etc. They evaluated their model by using performance metrics and used
SVM for classification. Olga Uryupina et al. [5] classified comments based on a
corpus containing labels. It is an annotation project for text categorization and
targeted opinion mining of user-generated comments on YouTube videos. Pot-
thast et al. [6] worked on summarizing and visualizing the opinions expressed in
the form of Web comments. Poche et al. [7] worked on Analyzing user comments
on YouTube coding tutorial videos and summarizing those comments by using a
dataset of 6000 comments and building an SVM model with an average accuracy
of 77%. Kalra et al. [8] worked on YouTube comments by scraping the YouTube
comments using Selenium, requests, and Beautiful Soup and using various eval-
uation metrics for Random Forest Classifiers. We analyzed 300 videos collected
from various sectors to classify comments, video ratings, and topic-based rec-
ommended videos. Many researchers show various ways to analyze the comment
classification of raw comments by building prediction models on top of them.
We used NLP-based techniques to build a model.

3 Data Collection

The required data is collected by using the following two techniques.

– YouTube API and
– Webscraping
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Fig. 1. Working of YouTube API

3.1 YouTube API

Extracting information from the web is pretty cool, and it becomes more pro-
fessional when you use APIs provided by an application. YouTube is the most
popular video-sharing platform, and it is owned by the world’s biggest tech
giant, Google. So, extracting comments would be easier. There are several ways
to extract comments from YouTube. Firstly, set up the YouTube API and get the
credentials to obtain the API key. With that key, we can extract comments by
using YouTube ID. The process of working of YouTube API is clearly described
in Fig. 1. The major drawback is that we can only extract 100 comments by
using this technique.

3.2 Web Scrapping

3.3 YouTube API

Fig. 2. Outline of web scrapping procedure

To overcome the problem faced during the extraction of comments using the
YouTube API, we used the scraping technique. As shown in Fig. 2, web scrap-
ping algorithms take web pages as input and produces structured output. Gen-
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erally, the Python Selenium1 and BeautifulSoup2 libraries are used to scrape the
comments manually by scrolling down the pages. Although extracting data from
YouTube can be done with the help of web scraping, it is slow, and most of the
big web applications do not promote web scraping.

4 Methodology

Fig. 3. Architecture of the proposed work.

The architecture of the proposed work is shown in Fig. 3.

4.1 Extraction of Comments

We extracted raw comments by using the YouTube API and scraping techniques.
Fig. 1 focuses on the extraction of raw comments from the YouTube API by
authorising the account and registering for the YouTube key to get those raw
comments. The main drawback of this technique is that we can extract only 100
raw comments based on either relevance or the newest comments.

To overcome that problem, we used the scraping technique by using Sele-
nium and BeautifulSoup libraries in Python so that the comments are extracted
manually and stored in a data frame. The drawback of this technique is that it
takes more time to scrap all those raw comments.
1 https://www.selenium.dev/.
2 https://pypi.org/project/beautifulsoup4/.

https://www.selenium.dev/
https://pypi.org/project/beautifulsoup4/
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4.2 Classification

Those raw comments are further classified into five categories. Let the train-
ing data D = {X, y} where X is a set of raw comments, y is a class label
∈ {Highly-Positive, Positive, Neutral, Negative, and Highly-Negative} for each
raw comment, xi in X that maps to the corresponding class label in y. A sample
set of training examples are shown in the Table 1.

Table 1. Sample Training examples after scrapping.

Comment Label

Mam, your presentation is too excellently good and
your smile is too really good mam . . . ..!!!!

Highly positive

It’s a good and nice video to watch Positive

Ma’am please make a fast video I req please daily
Make 3 videos per day

Neutral

Mind blowing eyes Positive

Ur are saying something wrong in java course Negative

Tq mam for your kind-hearted patience and we love
you so much for your excellent teaching skills your
way to speaking helps a lot in campus placements

Highly positive

You are looking nice mam and your speaking is good Positive

Whatever your teaching is not understood by me and
your way of speaking is too worst and don’t make
any videos right now ?

Highly negative

It’s really a wrong question at 20:03 s don’t say
wrong to students

Negative

There are different approaches to classifying the sentiment of the text. We
used lexicon-based modelling in NLP for the classification of raw comments.
With lexicon-based sentiment analysis, words in texts are labelled as positive
or negative (and sometimes as neutral) with the help of a so-called valence
dictionary. Consider the phrase, “Good people sometimes have bad days.” The
word “good” is labelled as positive, the word “bad” as negative, and possibly the
other words as neutral. The TextBlob3 library in Python helps to compute the
polarity of a sentence or word that determines the sentiment of that sentence
or word and helps in the classification of raw comments. The polarity ranges
from [−1, 1], where −1 indicates negative polarity, 1 indicates positive polarity,
and 0 indicates neutral polarity. The polarity values for a given set of sample
sentences is tabulated in Table 2. Based on a range of polarity, we classified
those raw comments.

3 https://textblob.readthedocs.io/en/dev/.

https://textblob.readthedocs.io/en/dev/
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Table 2. Polarity values of some sentences.

Sentence Polarity

I love Monday but I hate Monday −0.15

Miss Universe is beautiful 0.85

I love California 0.5

The covid pandemic is really terrific −0.9

I’m travelling 0.0

We are having fun there 0.3

We hate you −0.8

4.3 Summarization

Let X be a set of classified comments for eg. positive or negative or neutral).
This work used Sumy library of python for doing summarization. Now X can be
summarized into W where (W << X) so that it helps the YouTubers to look at
the overview of comments.

4.4 Dashboard

Creating a user-friendly dashboard helps both content creators and users. For
content creators, it helps to look at the view counts, classified comments, sum-
marization of classified comments, and analyze the video. For users it helps to
watch a video and analyze the video to watch or not based on rank. We have
created the dashboard by using Python Streamlit4 library.

4.5 Extensions

It’s difficult to analyze the video that provides users with the best content based
on the YouTube recommendation system, to overcome this problem we computed
the rank for the top 5 recommended videos by YouTube so that it helps users
to watch the best video based on their search as shown in Fig. 4.

4.6 Rank

To analyse the video’s best or not views and likes count doesn’t play a major role
because for a channel having more number of subscribers will easily get more
views and likes therefore based on intensity of comments it’s easy to analyse
video. So to analyse video by computing rank determines the video is best or not.
Rank Algorithm helps to compute rank by considering the emotional intensity
of positive and negative comments along with their count.Based on rank value
a star rating is given to each video that helps for YouTube users (Figs. 5, 6, 7, 8
and 9).
4 https://streamlit.io/.

https://streamlit.io/
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Fig. 4. Recommending the best video

Fig. 5. Home screen of the dashboard

Fig. 6. Sentiment Classification of the video

Fig. 7. Summary of the video
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Fig. 8. Rank analysis

Fig. 9. Prediction of the best videos

5 Results

This section presents the dashboard snapshots.
The homescreen of the dashboard is shown in the figure. It has provision to

enter the URL of the respective video. The left panel of the dashboard contains
the menu leading to classification, summarization, and rank analysis. The dash-
board displays the probability of all five classes for the comments of the entered
YouTube video. The classification tab is displayed in the figure. It displays the
count of comments belonging to every category. The figure is the summarization
window, which displays the summary of the comments in positive, negative, and
neutral sections. The assigned rank can be viewed in the Analysis tab as shown
in the figure. Finally, the figure shows the application page, which recommends
the best videos.

6 Conclusion

With the dashboard, the content creator will know the sentiment of the viewer
at all times. They can have a gist of what’s working and what’s not working.
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For instance, the dashboard could show them the positivity and the negativity
of a newly released video. A brief summary of positivity and negativity increases
their productivity compared to manually filtering their comments. This would
save them a lot of time. There have been many classification models for sentiment
analysis, and most of them were built on traditional classification techniques.
We used lexicon-based techniques, which use a valence dictionary to predict the
positivity of a given word and fine tune on threshold values to categorize the
comments into some categories.

The comments on YouTube are a massive amount of unstructured data. Most
of the existing machine learning models and algorithms can produce meaningful
insights when provided with structured data. The categorization of raw com-
ments into the above-mentioned classes adds structure to the comments, Our
work can also be used to annotate these comments for building a supervised
learning model or the categorized comments can be fed into some existing algo-
rithms. In addition to these, we assigned a rank to the video based on some
polarity metrics, and this can be used as a filtered search to extract the video
that provides the best content.
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Abstract. Logic minimization plays a significant part in decreasing the complex-
ity of the circuit since the number of Gates will be diminished… Till today, the
conventional or traditional approaches like Boolean laws; Karnaugh map; Quine-
Mccluskey are in existence for Boolean expression simplification. The above
approaches have several drawbacks; to name a few – logical synthesis complexity,
multiple solutions using k-maps, the number of cells increases exponentially with
number of variables in a Boolean function and more computational time is needed
while solving using Quine Mccluskey. Moreover, the implementation of k-map
and Quine-Mccluskey method is difficult in logic synthesis of chip design. The
solution to all above drawbacks is the use of Binary Decision Diagrams which is
faster and its applicability to large circuits is possible. The main purpose of this
work is to reduce the Boolean expressions considering DC function and also to
calculate the entropy of the simplified Boolean expression using binary decision
diagrams.

Keywords: Binary decision diagrams · Boolean expression · Entropy · Logic
gates · Karnaugh map · Minimal SOP · Quine McClusky method

1 Introduction

Over several decades, Boolean logic expression or functions had been represented as a
sum-of-product (SOP) or cube form. These expressions has been transformed to simple
circuits with application of Boolean algebraic rules, to achieve low logic complexity
in terms of variables counts in a Boolean function (BF). There had also been other
traditional, conventional approaches like k-map, tabulationmethod,which are being used
overmany decades to getminimized logic functions.No optimal solution can be achieved
with use of k-Mapapproachbecause the combinationofAND/ORexpressionvaried from
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person to person. In order to achieve a potential better result, the tabulation method came
into existence. This method failed to compete with the Boolean rules method because of
the computational complexity with increase in number of literals in a Boolean expression
i.e., the minterms size is exponential to the number of input variable [1]. Motivated with
the drawbacks, the authors provide a solution inminimizing theBoolean expressionswith
use of binary decision diagrams (BDD) and information heuristicsmethod for calculating
the entropy of the simplified BF. [2] Used BDD CAD applications (logic synthesis,
formal verification) and proposed a variable ordered algorithms for micro-canonical
optimization using two procedures viz., initialization and sampling.

1.1 Entropy

The idea of self-information is entropy (the data given by a random process about itself).
Entropy is sufficient to study signal imitation by quiet environments. Often there are two
or more different arbitrary processes. i.e., one random process represents the source of
information and another represents the output of a communication medium in which the
encoded source is corrupted by another random process called noise. The fundamental
quantity of information theory is entropy [3, 4] and is a measure of uncertainty of an
unknown or random quantity as defined using (1)

H (k) = −
k−1∑

k=0

pk log2p (1)

where, k is a random variable; pk is the likelihood of occurrence of a random variable
and H (k) is the entropy

Entropy can be related to the least number of bits it would take an average to commu-
nicate information from one location to another location and is always a relative measure
to a probability distribution. Entropy is measured in bits for base-2 logarithms Hartley
for base-10 logarithms, trits for base-3 logarithms and nats for natural logarithms base.
It may be noted that natural logarithms are usually more convenient for mathematics
while the base – 2 logarithms provide more spontaneous similes. Entropy is proportional
to (−log2pk ), with the proportionality constant determining what base logarithms are
taken in. Averaging over all events according to their respective probabilities, the (1) is
got. It may be noted that entropy reaches a maximum iff all states are equiprobable.

1.2 Information

Information is the data that can be stored or transmitted as variables that takes different
values; say binary variables can take 0 or 1 as its variable values in digital storage and
in case of raw data the outcome is either biased or unbiased. Information is quantified
as the number of bits it takes to symbolize a variable and is defined using (2)

I(k) = −
k−1∑

k=0

log2
1

pk
(bits) (2)
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In otherwords, information is connectedwith a result of uncertainty or un-expectance
is the likelihood of the occurrence of the event. The more the unexpectedness or uncer-
tainty of an event, higher is the information. Therefore, information is directly related
to uncertainty or inversely related to the probability of occurrence of that event.

2 Literature Review

The authors of [5, 6] have proposed that the central problem of logic synthesis, Binary
logic minimization, is most appropriate for reliability analysis and automated reasoning.
With BDD andDisjoint Sum of Product (DSOP) reduction, the authors present a strategy
for reducing the Boolean Sum of Products function [1]. Proposed on algebraic factoriza-
tion method. It has been very successful and has become the most common approach in
logic synthesis. However, whereas arithmetic and XOR-intensive logic functions, which
can be more succinctly represented as combination, produce results that are far from sat-
isfactory, AND/OR-intensive control and random logic functions produce results those
are close to optimal. Although logic optimization techniques based on Boolean factor-
ization may provide superior results to algebraic techniques, their high computational
complexity prevented them from competing with algebraic techniques.

A new method for efficiently calculating various Shannon information measures
using BDD was proposed in [7]. Algorithm for BDD reordering that outperforms other
reordering methods in terms of the results it produces. The authors of this paper imple-
mented the technique and reordering algorithm, and the results on circuit’s benchmarks
are analyzed [8]. Provided an exact method for utilizing BDDs to minimize logic func-
tions. The function is mapped to an extended space using this strategy, which gives it
special properties that can be used to calculate its prime and minterms. Conceptually
creating a covering table whose columns represent the primes is the next step. The use
of BDD as an effective method for minimizing DSOP was suggested and discussed in
[9]. An advantage of using BDDs is that they implicitly represent terms. This scheme
makes the algorithm faster than techniques that use explicit representation and applies
it to large circuits.

Directed acyclic graphs (DAG) [10] were used to represent a BF using OBDD. Tests
of functional properties like satisfiability and its equivalence are straightforward thanks
to their canonical representation. On OBDD data structures, a number of BF operations
can be implemented as graph algorithms. Through symbolic analysis, a wide range of
issues can be resolved by utilizingOBDDs. Boolean variables are first used to encode any
potential variations in the operating conditions and parameters of the system. In VLSI
computer aided design, the authors of [11] emphasized that decision diagrams are the
current state of the data structure and have been utilized successfully in numerous other
fields. Decision diagrams are utilized extensively and are incorporated into commercial
tools. A method for looking into a few families of elementary order – 2 matrices was
proposed in [12]. When real vectors are used for Boolean function transformations, new
transforms are introduced. One-to-one mapping in a binary/ternary vector space is what
these transforms do.

A specific set of fundamental functions can be used to conceptualize arithmetic
functions as series expansions in the space of complex valued functions on finite dyadic



Information Theoretic Heuristics 89

(binary relations) groups. A new algorithm transforms disjoint cubes, a simplified rep-
resentation of Boolean functions, into generalized adding and arithmetic spectra [13].
Exclusive SOPs; [14] that are crucial to logic design and synthesis were proposed.
An arithmetic expression that can be thought of as Reed-Muller expressions [15], for
switching functions was proposed by replacing Boolean expressions with arithmetic
equivalents. Most of studies have considered SOP expression minimization without DC
using BDD. The overview of the literature survey indicates that BDD have extensive use
in several applications that involves complexity is design. In this paper, minimization of
SOP circuits has been computed with DC conditions. The methods which are used to
minimizing the Boolean expression are the following methods.

• Boolean Algebra
• Karnaugh Map
• Quine Mc Cluskey

In detail, the concepts with examples on Boolean algebra, K-Map and Tabulation
method is available in [16–19]. However, thesemethods are disadvantageous – like using
K-Maps because based on combination of cell, the minimization outcomes may change.
In other works, multiple minimized solutions are achievable for single logic expression.
Same is the case with QC method but the simplification /minimization approach is time
consuming i.e., the procedure is complex and lengthy (Ref example 1). As long as
the number of variables does not exceed five or six, the map method of simplification
is convenient. It becomes more difficult to determine which combinations form the
minimum expression as the number of variables increases. Themapping approachmakes
it nearly impossible to simplify expressions for complex problems with seven, eight, or
even ten variables. The fact that the process of minimization is dependent on human
capabilities is another crucial point. The solution to above problems is the use of Binary
decision diagrams for the reduction of the Boolean expressions. This paper leads the
reader through the minimization process with help of suitable examples. The researcher
has considered examples of Boolean expression with and without DCs.

Example 1: Without DC

1. Minimize the BF, f(W,X,Y,Z) = ∑
m (0, 2, 5, 6, 7, 8, 10, 12, 13, 14, 15) using K

-Maps. The solutions are XZ + XZ +WZ + YZ (or) X ′Z ′ + YZ ′ +WXY′ +W ′XZ
2. Reduce the BF, f(W,X,Y,Z) = ∑

m (0, 1, 3, 7, 8, 9, 11, 15) using K -Maps. The
solution is XY + YZ

3. Minimize the BF, f(A,B,C,D) = ∑
m (0, 2, 5, 6, 7, 8, 10, 12, 13, 14, 15) using QC

approach. The solutions are XZ + XZ + WZ + YZ (or) XZ + XZ + XY + WZ
(or) X̄ Z̄ + YZ + WX + Y Z̄(or) X′Z ′ + XZ + WX + XY

4. Reduce the BF, f(W, X, Y, Z) = ∑
m (0, 1, 3, 7, 8, 9, 11, 15) using QC Method.

The solution is XY + YZ .
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Example 1: With DC

1. Minimize the BF, f(W, X, Y, Z) = ∑
m (0, 2, 5, 6, 7, 8, 10, 12, 13, 14, 15) + ∑

d (1,
4)and using K -Maps. The solution is W′Y′ + Z′ + X

2. Reduce the BF, f (W, X, Y, Z) = ∑
m(0, 1, 3, 7, 8, 9, 11, 15) + ∑

d (5, 13) using K
-Maps. The solution is X′Y′ + Y′Z + W′X′Z′ + WXY

3. Minimize the BF, f (W, X, Y, Z) = ∑
m (0, 2, 5, 6, 7, 8, 10, 12, 13, 14, 15) + ∑

d
(1, 4) using QC approach. The solution is W′Y′

4. Minimize the Boolean expression f (W, X, Y, Z) = ∑
m (0, 1, 3, 7, 8, 9, 11, 15) + d

(5, 13) using QC Method. The solution for is X′Y′ + Z′

2.1 Quine-Mccluskey

Quine-Mccluskey method [16–19] is popularly known as Tabulation method. In simpli-
fication of Boolean expression the adjacent minterms can be reduced. These minterms
are reduced because they differ by only one literal. The minterms whose binary equiv-
alent differs only in one place can be combined to reduce the minterms. This is the
fundamental principles of the Quine-Mccluskey method. The minterms are written as
their binary equivalents. A horizontal line separates each number of s categories from
the number of one-syllable minterms in each group. This separation of minterms helps
in searching the binary minterms that differ only in one place. Once the separation is
over, each binary number is compared with every term in the next higher category, and if
they differ by only one position, a check mark is placed beside each of the two terms and
then the term is copied in the second column with a ‘-’ in the position that they differ.

This process of comparison is repeated for every minterm. Once this process is
completed the same process is applied to the new resultant terms which are placed in
the column. These cycles are repeated until a single cycle passes without removing any
more literals. The prime-implicants are the remaining terms, and all terms that did not
match during the process. Summing one or more prime implicant gives the simplified
Boolean expression. Aminimal implicant, such aswhen a literal product term is removed
to produce a non-implicant, is referred to as a prime implicant (PI). Prime implicant is a
smallest possible product term got after the removal of all possible literal and further no
more removal is possible. The product must be an implicant of a given function for it to
be a PI. An essential prime implicant (EPI) is a PI that covers an output of the function
that no other PI combination can cover.

2.2 Binary Decision Diagram (BDD)

The Binary Decision Diagram (BDD) is a graphical representation of Shannon’s expan-
sion of a logical function, as shown in Fig. 1.The concept of BDD [20] was first proposed
and continued by [21]. A BDD is a DAG with two terminal nodes (denoted 0 or 1) of
out-degree 0, and a set of variable (branch) nodes of out degree 2. Two successors to
the root node are denoted by down sliding lines. In the Fig. 1, these branching nodes
indicate a path for each Boolean variable value. The sink node is another name for the
‘0’ and ‘1’ nodes. If the LOW branch (dotted line) is taken from the root, the end point
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node ‘0’ is reached, and if the HIGH branch (solid Line) is taken the end point node ‘1’
is reached.

Fig. 1. Binary decision diagram Fig. 2. Reduced ordered BDD

Two crucial rules must be followed by the BDD: first, it must be reduced and then
ordered. BDDs are well-known and frequently utilized in logic synthesis and formal
verification of integrated circuits.

OrderedBinaryDecisionDiagram (OBDD). TheOBDDextended by [22] (see Fig. 2)
are based on a fixed ordering of the variables. If the variables are arranged in a linear
manner across all graph paths, the BDD is ordered. OBDD ensures that the variables
appear in the same order from the root to the leaves. There are not multiple occurrences
of any variable along a path. As an example in the case of n-bit multiplier the number of
OBDD representation of the binary multiplier increases exponentially [23]; irrespective
of the variable ordering.

Recovering the significant canonicity property for a fixed variable ordering is made
possible by the ROBDD representation of each BF, which is a canonical (unique) repre-
sentation. By constructing their ROBDDs, we can compare BFs and determine whether
or not they are equivalent. [24] Has elaborately dealt with the reducing the size of inter-
mediate OBDDs to guarantee a most efficient OBDD in its minimized form having its
milestone reference to [25]. In addition, [26] used Evolution algorithms to derive the
reduced minimal paths in a BDD.

Uniqueness: Neither the LOW nor HIGH successors of any two dissimilar nodes u and
v but share the same variable name. i.e.,

var(u) = var(v); low(u) = low(v); high(u) = high(v); implies u = v.

Non redundant tests: There is no alike LOW and HIGH descendant for variable node
u.

The application of BDD is an effective strategy for reducing DSOP. An advantage of
using BDD is that terms are implicitly represented. The algorithm is faster than methods
based on explicit representations, can be used on large circuits that other methods like
Boolean algebra, K-map, and MC can’t handle, and gets more complicated when there
are more than four variables. In comparison to the methods that are currently in use, the
results regarding the size of the reduced DSOPs are also superior. Fault tree analysis
(FTA),Bayesian reasoning (BR), product configuration, and private information retrieval
(PIR) are just a few of the lesser-known applications of BDD.
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BuildingBDD. TheBDDcan be constructed for any the Boolean expression or Boolean
function. Initially the decimal numbers are converted into binary equivalents and a truth
table as shown in Table 1, variables are assigned to bits in the manner of their binary
equivalent.

Let F(y, z) =
∑

m(0, 1, 3) (3)

Table 1. Truth table for F(y, z) = ∑
m(0, 1, 3)

Decimal equivalent y z F

0 0 0 1

1 0 1 1

2 1 0 0

3 1 1 1

Fig. 3. Building a BDD

The first variable is taken as root node w and then if the value of the variable is 0
then it is indicated by dotted line to the next literal. If the value of the literal is 1 then it
is indicated by solid line. The same procedure is followed by the next variable. In this
way the BDD is constructed as shown in Fig. 3.

ReductionRules ofBDD. ROBDDcanbeobtained fromOBDDby repeatedly applying
following reduction rules. Figure 4(b) shows the reduction of the BDD using merge
isomorphic rule.

Merge Isomorphic Nodes. If two nodes are having the same outputs, then, the corre-
sponding nodes are merged. The Fig. 4(a) is the BDD representation of the BF, F (x, y,
z) = ∑

m(0, 1, 3, 4, 5, 7). It can be understood that when root node is ‘c’, the terminal
nodes are 1 for F(x, y, z) = ∑

m(0, 1, 3) with node w = 0 and node x being a DC
condition (i.e., y = 0 or y = 1) as seen in subgraph1 (Fig. 4(a)). A similar type of output
(subgraph2) is got for F(x, y, z) = ∑

m(4, 5, 7) with node w = 1 and DC condition
(i.e.,y = 0 or y = 1). This implies, when F = ∑

m(0, 1, 3)and F = ∑
m(4, 5, 7), same
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Fig. 4. (a) Isomorphic sub graphs (b) Merged Isomorphic BDD.

terminal node are got. Hence, the subgraphs whose outputs are similar are termed as
isomorphic subgraphs.

Isomorphic Subgraphs. The isomorphic subgraphs are the subgraphs which are sim-
ilar, so the root node wnd one of the subgraph is eliminated. Further the elimination of
similar subgraphs is done by eliminating the root node w and all the subgraphs, retaining
one subgraph as shown in Fig. 4 (b). This process of elimination is termed as merging
as seen in Fig. 4 (b).

Eliminate Redundant Tests. The two different nodes having same label and same
leaves, then such nodes can be eliminated. The root node is removed if its terminal
nodes are identical. This elimination is Bottom-to-top process. Figure 5(a) is the merged
isomorphic graph. The isomorphic graph has a redundancy and can be reduced using
redundant test rule. Let node y be the root node. According to the Fig. 5 (a), node ‘y’
branches out to the terminal node 1 when w = 0/1. The sub graph shown within the
dotted circles indicate that when node w is either 0 or 1, the terminal node output is 1.

Therefore, the terminal node is merged in single node w is seen in Fig. 5 (b). The
parent (root) node can be removed because the leaf (terminal) nodes are identical, and the
leaf node is attached to the next higher root node (see Fig. 5(c)). The merging equivalent
node means that the node which has two outputs and that are similar, then merging that
node to the one output (see Fig. 5 (b)).

Fig. 5. (a) Merged Isomorphic graph. (b) Redundancy Elimination graph. (c) Reduced BDD
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3 Methodology

The methodology involves the procedure of converting the SOP function to minimized
SOP function using BDD. Based on the SOP function’s variable values, the BDD is
created, with the last variable marked with the function output. The SOP function is
reduced, by applying the reduction rules like merging equivalent nodes and merging
isomorphic sub graphs to the binary decision diagram.

4 Algorithm

The given Boolean expression generates the truth table by converting the given decimal
numbers into their respective binary equivalents and obtaining their output function.

4.1 Creating BDD

The BDD can be created by the binary equivalent of a decimal number, which is present
in the truth table. In every truth table, the last variable can be represented as a function
output.

4.2 Reduction of BDD

The BDD is minimized by applying the reduction rules from bottom level to the top
level. The reduction rules are merging equivalent leaves, merging isomorphic nodes and
eliminating redundant tests. The reduction rules are thoroughly applied to the BDD to
bottom level. After completion of a bottom level, reduction rules have to be applied to
the next successive level. The reduction rules must be followed in this manner until the
highest level is reached.

4.3 Variable Ordering Using Entropy

Step1: The variable ordering is chosen by calculating the entropy of each variable from
truth table for each case i.e. by calculating the information of each node when it becomes
‘0’ and ‘1’. Then, calculating the entropy by averaging the information of nodes when
it is ‘0’ and ‘1’.
Step 2: This process is continued until the calculation of entropy of all variables is
completed. Choosing the variable as the 1stsplitting node which has the least entropy
among all the variables.
Step 3: Again, calculating the entropy all nodes except 1st splitting node when a 1st
splitting node is ‘0’ and ‘1’. This process is continued until ‘n − 1’ splitting variables
have been obtained.
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Fig. 6. (a) ROBDD with worst variable ordering. (b) ROBDD with best variable ordering

When building BDD, the right order of variables is very important. Because, as
depicted in Fig. 6 (a), the number of 1-paths increases when the worst choice of variable
order is chosen, which in turn increases the number of ROBDD nodes. And Fig. 6(b)
shows the best variable order with less number of nodes in ROBDD.

4.4 Binate Select

Finding theDSOP from the ROBDD and finally the ROBDD equation is obtained, which
is represented in coveringmatrix. TheBinate select is donewith respect to the 1stsplitting
variable, which is selected from entropy calculation.

4.5 Merging

The merging concept is merging the disjoint cubes from binate select. The merging
process is started with the last variable of the binate select variable. This process is
continued until the first variable of binate select has merged.

5 Example Considered for Study

The Boolean expression with DC has been considered to minimize the Boolean
expression by applying the algorithm for the example is as shown in (4).

F(w, x, y, z) =
∑

m(0, 1, 3, 7, 8, 9, 11, 15) + d(5, 13) (4)

Step 1: Generation of truth table. The Table 2 is generated by converting the decimal
numbers into its binary equivalents and function output is TRUE (1) if the decimal
number is present in the expression. The DC conditions are marked with an “*” because
merging the DC conditions is not required. If the SOP is minimized by taking into
account the DC, then it is regarded as 1, and if it is not, it is regarded as 0.



96 N. Padmavathy et al.

Table 2. Truth table for F(w, x, y, z) = ∑
m(0, 1, 3, 7, 8, 9, 11, 15) + d(5, 13)

Binary equivalent W X Y Z F Binary equivalent W X Y Z F

0 0 0 0 0 1 8 1 0 0 0 1

1 0 0 0 1 1 9 1 0 0 1 1

2 0 0 1 0 0 10 1 0 1 0 0

3 0 0 1 1 1 11 1 0 1 1 1

4 0 1 0 0 0 12 1 1 0 0 0

5 0 1 0 1 * 13 1 1 0 1 *

6 0 1 1 0 0 14 1 1 1 0 0

7 0 1 1 1 1 15 1 1 1 1 1

Fig. 7. BDD for F = ∑
m(0, 1, 3, 7, 8, 9, 11, 15) + d(5, 13).

Step 2: Creating BDD The BDD representation for
the BF F = ∑

m(0, 1, 3, 7, 8, 9, 11, 15) + d(5, 13) is as shown in Fig. 7.
Step 3: Reducing the BDD: Figure 8, shows a BDDwith the sub graphs that are similar.
And so, one of the sub graphs is removed and therefore the root node is eliminated and
any one of the sub graph is thus considered as depicted in Fig. 9 with the condition that
node w is 0/1. Figure 9 depict a single x node which is got by merging the two x nodes
of Fig. 8. This process is the normal reduction process.
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Fig. 8. Reducing the BDD by applying
reduction rules

Fig. 9. Merging isomorphic sub graphs

Fig. 10. After merging isomorphic nodes Fig. 11. Merging equivalent nodes

In Fig. 9, as the outputs ofw node are either 0 or 1, then root node w can be eliminated
to get Fig. 10. In the left most sub graph, when the value of y is 0, the node z represents
same output 1 then further node z is eliminated and after that the node y is directly
assigned to 1 which results in the reduction of BDD (see Fig. 12). Figure 12, also have
two identical sub graphs (see blue dotted circles of Fig. 12) when node y = 0. So one of
them may be eliminated i.e., node w is reduced and its corresponding y= 1 is connected
to node w (see the brown dotted circles in Fig. 13).

Fig. 12. After merging equivalent and isomorphic
nodes in BDD

Fig. 13. ROBDD with variable BDD



98 N. Padmavathy et al.

The output consists of excess usage of nodes which results in increase in the nodes
representation. So, therefore the excess usage can be further reduced through node
elimination and merging of the isomorphic sub graphs. The output of node x & w is
same when the value of node y is 1. Thus Fig. 13 is the final ROBDD.

Variable ordering by calculating Entropy by considering the DCs:
The information of each node, as well as the times when it reaches 0 and 1, can be used
to calculate entropy. And averaging the values for both the cases. In this manner all the
variables entropy is calculated.

I(w, 0) = (3, 5) = 0.954

I(w, 1) = (3, 5) = 0.954 E(w) = 0.954I

(x, 0) = (2, 6) = 0.811

I(x, 1) = (4, 4) = 1 E(x) = 0.905

I(y, 0) = (2, 6) = 0.811

I(y, 1) = (4, 4) = 1 E(y) = 0.905

I(z, 0) = (6, 2) = 0.811

I(z, 1) = (0, 8) = 0 E(z) = 0.4055

The first splitting variables are done by observing the entropy of all the nodes and
selecting the variable which has least entropy as first splitting node. Here, node z has
least entropy and selected ‘z’ as the first splitting variable. The Table 2 is divided into
two truth tables depending on the conditions when z is 0 and 1.

For z = 0 the truth table is:

Table 3. Generation of truth table considering z = 0

w x y F w x y F

0 0 0 1 1 0 0 1

0 0 1 0 1 0 1 0

0 1 0 0 1 1 0 0

0 1 1 0 1 1 1 0

The truth table when z is 0 for all possible combinations of remaining variables is
shown in Table 3. The entropy calculation for the remaining variables is shown below.
To calculate entropy, refer Entropy calculation of Table 3.

I(w, 0) = (3, 1) = 0.811

I(w, 1) = (3, 1) = 0.811 E(w) = 0.811

I(x, 0) = (2, 2) = 1

I(x, 1) = (4, 0) = 0 E(x) = 0.5

I(y, 0) = (2, 2) = 1

I(y, 1) = (4, 0) = 0 E(y) = 0.5
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For z = 1 the truth table is:
The Table 4 is generated for all the combinations of remaining nodes when the node

z is 1. The entropy value for all remaining variables is as shown below.

Table 4. Generation of truth table considering d = 1.

w x y F w x y F

0 0 0 1 1 0 0 1

0 0 1 1 1 0 1 1

0 1 0 1 1 1 0 1

0 1 1 1 1 1 1 1

To calculate Entropy, refer Entropy calculation of Table 4.

I(w, 0) = (0, 4) = 0

I(w, 1) = (0, 4) = 0 E(w) = 0

I(x, 0) = (0, 4) = 0

I(x, 1) = (0, 4) = 0 E(x) = 0

I(y, 0) = (0, 4) = 0

I (y, 1) = (0, 4) = 0 E (y) = 0

The next splitting variable is decided which has the least Entropy for two possible
combinations of node z. Here, the node y is selected as next splitting variable.

For z = 0; y = 0 the truth table is:

Table 5. Generation of truth table considering z = 0 and y = 0.

w x F w x F

0 0 1 1 0 1

0 1 0 1 1 0

The next splitting variable is selected, based on the entropy calculations of remaining
nodes for all possible combination of two node z and y. The Table 5 is generated for
the node z is 0 and y is 0 for all possible combinations of node w and x. The entropy
calculations of node w and node x is shown below.

I(w, 0) = (1, 1) = 1

I(w, 1) = (1, 1) = 1 E(w) = 1

I(x, 0) = (0, 2) = 0

I(x, 1) = (2, 0) = 0 E(x) = 0
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Table 6. Generation of truth table considering z = 0; y = 1.

w x F w x F

0 0 0 1 0 0

0 1 0 1 1 0

For z = 0; y = 1 the truth table is:
The next splitting variable is selected, based on the entropy calculations of remaining

nodes for all possible combination of two node z and node x. The Table 6 is generated
for the node z is 0 and y is 1 for possible permutations of node w and x. The entropy
calculations of node w and node x is shown below.

I(w, 0) = (2, 0) = 0

I(w, 1) = (2, 0) = 0 E(w) = 0

I(x, 0) = (2, 0) = 0

I(x, 1) = (2, 0) = 0 E(x) = 0

For z = 1; y = 0 the truth table is:

Table 7. Generation of truth table considering d = 1; c = 0.

w x F w x F

0 0 1 1 0 1

0 1 1 1 1 1

The next splitting variable is selected, based on the entropy calculations of remaining
nodes for all possible combination of two node z and node y. The Table 7 is generated
for the node z = 1 and y = 0 for all permutations of w and x. The entropy calculations
of w and x is shown below.

I(w, 0) = (0, 2) = 0

I(w, 1) = (0, 2) = 0 E(w) = 0

I(x, 0) = (0, 2) = 0

I(x, 1) = (0, 2) = 0 E(x) = 0

For z = 1; y = 1 the truth table is:
The next splitting variable is selected, based on the entropy calculations of remaining

nodes for all possible combination of two node z and node y. The Table 8 is generated
for the node z = 1 and y = 1 for all possible permutations of w and x.
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Table 8. Generation of truth table considering d = 1; c = 1.

w x F w x F

0 0 1 1 0 1

0 1 1 1 1 1

The Entropy calculations of w and x is shown below.

I(w, 0) = (0, 2) = 0

I(w, 1) = (0, 2) = 0 E(w) = 0

I(x, 0) = (0, 2) = 0

I(x, 1) = (0, 2) = 0 E(x) = 0

The 3rd splitting variable is selected based up on the entropy values which have the
least value in all possible combinations of z and y. Here, node x as the next splitting
variable. The Table 8 is generated, based on the Table 2. The decimal equivalents may
change, because the corresponding binary equivalents changes,when the variables’ order
is altered. So, the new truth table (Table 9) with its corresponding decimal equivalents
is generated from the main truth table.

In general, representation of any node with value 0/1 is shown by a dotted/solid line.
Figure 14 is drawn based on the values in the truth table. This procedure is repeated until
the final leaves are displayed as outputs and all of the variables have been completed.
Figure 15, When w = 1and no matter what the values of nodes x and y are, z represent
the same output, which is 1.

Therefore, all of the nodes have been eliminated, and the value of node z will be
directly associated with the value 1 (See Fig. 16). If the node w is LOW and the node y
is HIGH (see dotted small circle in Fig. 15), then irrespective of the values of node y;
and z corresponds to the same output (LOW), then as a result, node z can be removed,
and the node y can be assigned directly to 0.

When node x is 0, all other values of node z in the leftmost sub tree/sub graph become
1and similarly, if the value of node x is 1, all values of node z become 0 Then both the
leaves are merged into single output leaf. Figure 17 represents the value of node w = 1
when node x = 0 and node w = 0 when the value of node x = 1. Finally, the node w
is eliminated and the terminal nodes are connected to node x directly from the OBDD.
Figure 17 has three nodes and displays the ROBDD, the final output. Hence, the DSOP
from the above BDD are: z + xy‘z’.

Binate Covering with Recursion Without DC
The Covering Matrix is:
In the covering matrix, if any variable is not present in disjoint cubes, then that variable
is represented with the symbol ‘2’ and is as shown in Table 10 and the corresponding
binate select is shown in Fig. 19. The literals can be represented by a mathematical
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Table 9. Variable ordered truth table for 4 Variable BF.

z y x w w x y z Binary equivalents F

0 0 0 0 0 0 0 0 0 1

0 0 0 1 1 0 0 0 8 1

0 0 1 0 0 1 0 0 4 1

0 0 1 1 1 1 0 0 12 1

0 1 0 0 0 0 1 0 2 0

0 1 0 1 1 0 1 0 10 0

0 1 1 0 0 1 1 0 6 1

0 1 1 1 1 1 1 0 14 1

1 0 0 0 0 0 0 1 1 0

1 0 0 1 1 0 0 1 9 0

1 0 1 0 0 1 0 1 5 0

1 0 1 1 1 1 0 1 13 0

1 1 0 0 0 0 1 1 3 0

1 1 0 1 1 0 1 1 11 0

1 1 1 0 0 1 1 1 7 1

1 1 1 1 1 1 1 1 15 1

Fig. 14. Generation of variable ordered BDD
with the DCs

Fig. 15. Merging the equivalent nodes in
variable ordered BDD with the DCs

equation as expressed in (4)

u =
⎧
⎨

⎩

2 if u is missing
0 if u is a complement
1 if u is normal

(4)
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Fig. 16. After merging equivalent invariable
OBDD

Fig. 17. ROBDD by considering the DCs

Table 10. Covering matrix for DSOP from variable ordered BDD with DC

W x y z

x′ y′ 2 0 0 2

x′ y z 2 0 1 1

x y z 2 1 1 1

Binate Select
The binate select is a process in which the first node is the first splitting node (for
definitions refer Subsect. 4.4), variable order, and this procedure follows up to the 3
variables because, the example is considered for the 4 variables and cannot be further be
minimized. Figure 18 gives an idea of how the binate select is performed with reference
to Table 10. The binate select is further continued by the merging process (See Fig. 22)
to obtain the reduced SOP.

Fig. 18. Binate selecting for DSOP from
OBDD without DC

Fig. 19. Merging DSOP from OBDD without
DC

Merging
The merging process is done for the nodes which is last node (z) in binate select process.
The output of last node (z) in binate select is input to the next node (y/x) of merging.
Then, the output changes depending upon the indicating line (dotted line (0)/solid line
(1)). In this way, merging is done for all the splitting variables from last node z to the
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first node x. If the input of node in merged BDD (see Fig. 19) is same as the output of
the binate select (see Fig. 19), then the output is same as the input with no change.

Finally, after simulation the obtained simplified expression is F = yz + x′y′. To
summarize, the given BF with 4 input variables with 8 product terms require 15 nodes
for construction of a BDD with 15 logic gates (AND, OR, NOT). There is a possibility
that fewer gates will be used when universal gates are used. The given function is further
reduced to an expression with two product terms using BDD, requiring three nodes
and five gates. From the obtained results it is clear that the cost of SOP implementation
reduces, propagation delay decreases as the number of gates reduces. The sameprocedure
is done by considering DC as explained in preceding session.

Binate Covering with Recursion with DC
The Covering Matrix
The Table 11 represents the disjoint cube variables. The literals can be represented by a
mathematical equation as expressed in (5).

Table 11. Covering matrix for DSOP from variable Ordered BDD with the DC

w x y z

z 2 2 2 1

x′ y′ z′ 2 0 0 0

Binate Select
The binate select is a process in which the first node is the first splitting node that
determines the order of the variables. This procedure continues until there are 3 variables
because the example takes into account the DCs for 4 variables.

Merging
The merging process is first done for the node which is the last node (x) in binate select
process. The output of the last node x in binate select is the input to the next node (y/z) of
merging. Then, the output changes depending on the indicating line (dotted line (0)/solid
line (1)). In this way, merging is done for all the splitting variables from last node x to
the first node z. If the input of node in merged BDD (see Fig. 21) is same as the output of
the binate select (see Fig. 20), and then the output is same as the input with no change.

Finally, after simulation the obtained simplified expression is F = z + x′y′. To
summarize, the given Boolean function with 4 input variables with 8 product terms and
two DC product terms require 15 nodes for construction of a BDD with 17 logic gates
(AND, OR, NOT). Using of BDD, the given function reduces to an expression with two
product terms and this requires 3 nodes with 4 gates. From the obtained results it is clear
that the cost of SOP implementation reduces, propagation delay decreases as the number
of gates reduces with the use of BDD than the conventional approaches.
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Fig. 20. Binate select for DSOP from BDD with
DC

Fig. 21. Merging DSOP from BDD with
DC

6 Simulation Results

The simulation results are the results obtained from the written code for the examples
considered with and without DCs in session 2. The process of applying the steps to
Binary decision diagram to convert to the reduced binary decision diagram is provided
as follows.

6.1 Boolean Expression with the DC

The BF with DC (5) is considered as an example

F = (0, 1, 3, 7, 8, 9, 11, 15) + d(5, 13) (5)

F =w′x′y′z′ + w′x′y′z + w′x′yz + w′xyz + wx′y′z′ + wx′y′z
+ wx′yz + wxyz + w′xy′z + wxy′z (6)

The Boolean function is expressed as Boolean expression (5). The Fig. 22 shows the
BDD of the given SOP created for the all possible combinations of input variables as 0
and 1. The output of the sink node indicates the function outputs.

The reduction rules reduce the redundant nodes and merge equivalent nodes and are
applied to the BDD (Fig. 22), and then the resultant output (Fig. 23) is the ROBDD. The
variable OBDD is obtained in the same manner as discussed in afore mention sections
to get variable ordered BDD (Fig. 24); reduced variable ordered BDD (Fig. 25).

6.2 Expressions Considered for 3 and 4 Variables (with & Without DC)

The expressions considered for 3, 4 variables with and without DC has been taken to
generate the Tables 12, 13, 14 and 15 for number of nodes and logic gates for all possible
variable orders.

Expression for 3 Variables Without DC. Boolean Function: F = ∑
m(0, 1, 2, 4, 6);

Boolean Expression: F = x′y′z′ + x′y′z + x′yz′ + xy′z′ + xyz′
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Fig. 22. BDD for SOP with DC. Fig. 23. ROBDD with DC

Fig. 24. Variable OBDD with DC Fig. 25. ROBDD of
Fig. 24 with DC

Table 12. Results for 3 variable Boolean expression without dc

F = x′y′z′ + x′y′z + x′yz′ + xy′z′ + xyz′

Variable order Minimization using BDD

Number of nodes in ROBDD Number of logic gates

xyz 5 7

xzy 5 7

yzx 5 7

yxz 5 7

zxy 5 7

zyx 5 7

Without simplifying, the number of nodes and logic gates required for the given
Boolean function is as follows:

Number of Gates = 11;Number of Nodes = 7

Table 12 shows that the variable order used in the BDD approach that determines
the number of logic gates and nodes in ROBDD. For all possible combinations (No. of
combinations 3! = 6) of 3 variables SOP without the DC the order of the number of
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nodes and logic gates in ROBDD is as mentioned in Table 12. Table 12 exhibits that the
variable order has no effect on the number of logic gates and nodes. Hence, any variable
order may be considered for this particular case.

Expression for 3 Variables with DC. Boolean Function: F = ∑
m(0, 1, 2, 4, 6) +

d(5); Boolean Expression F = x′y′z′ + x′y′z + x′yz′ + xy′z′ + xy′z + xyz′.
Without simplifying, the number of nodes and logic gates required for the given

Boolean function is as follows:

Number of gates = 12; Number of nodes = 7

According to Table 13, the number of logic gates and nodes in ROBDD are pro-
portional to the variable order when employing the BDD approach. For all possible
combinations (No. of combinations 3! = 6) of 3 variables SOP with the DC, for differ-
ent variable order, the number of nodes and logic gates in ROBDDare same as referenced
in Table 13. According to Table 13, the number of logic gates and nodes remains constant
regardless of the variable order. Moreover, it is understood that the variable order (xyz;
xzy; yzx; yxz) the logic circuit may need 4 gates with 4 nodes in the ROBDD. Hence, any
variable order may be considered for this particular case and would be the best order.
The variable order (zxy; zyx) are coined as worst order because more nodes are present
after reduction of BDD though the number of logic gates are same.

Table 13. Results for 3 variable Boolean expression by considering DCs

F = x′y′z′ + x′y′z + x′yz′ + xy′z′ + xyz′

Variable order Minimization using BDD

Number of nodes in ROBDD Number of logic gates

xyz 4 4

xzy 4 4

yzx 4 4

yxz 4 4

zxy 4 4

zyx 5 4

Expression 4-variable without DC. Boolean Function: F = ∑
m(7, 10, 12, 14, 15).

Boolean expression F = w′xyz + wx′yz′ + wxy′z′ + wxyz′ + wxyz.
Without simplifying, the number of nodes and logic gates required for the given

Boolean function is as follows:

Number of gates = 11; Number of nodes = 15

For every possible combination (No. of combinations 4! = 24) of the variables, the
number of nodes and logic gates in ROBDD required are mentioned in the Table 14. The
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best variable order obtained using entropy calculation is ‘wxyz’ because it requires less
number of nodes (6) and logic gates (4) compared to other combinations in ROBDD. The
worst variable order is ‘wxyz’ and ‘wyzx’ because it requires more number of logic gates
(8) and nodes (8) for expression without DC. While remaining all other combinations
mostly the number of gates (6) with 7 ROBDD nodes.

Table 14. Results for 4 variable Boolean expression without DCs

F = w′xyz + wx′yz′ + wxy′z′ + wxyz′ + wxyz

Variable order Minimization using BDD Variable order Minimization using BDD

No. of nodes
in ROBDD

No. of Logic
Gates

No. of nodes
in ROBDD

No. of Logic
Gates

w x y z 8 8 y w z x 7 6

w x z y 6 4 y w x z 7 6

w yx z 7 5 y x w z 8 7

w y z x 8 8 y x z w 7 6

w zx y 7 7 y z x w 7 6

w z y x 8 4 y z w x 7 6

x y z w 8 7 z w x y 7 6

x y w z 7 6 z w y x 7 6

x wy z 7 6 z x w y 7 6

x w z y 7 6 z x y w 7 6

x z w y 7 6 z y w x 7 5

x z y w 7 6 z y x w 7 7

Expression 4-variable with DC. Boolean Function:

F =
∑

m(7, 10, 12, 14, 15) + d(13).

Boolean expression F = w′xyz + wx′yz′ + wxy′z′ + wxyz′ + wxyz + wxy′z.
The number of nodes and logic gates required for the given Boolean function without

simplification is as given below:
Number of gates = 12; Number of nodes = 15

For every possible combination (No. of combinations 4! = 24), the number of nodes
and logic gates in ROBDD required are obtained as mentioned in the Table 15 with DC.
The best variable order obtained using entropy calculation is ‘wxyz’ and ‘wyxz’ because
it requires less number of nodes (6) and logic gates (4) compared to other combinations
in ROBDD. The worst variable order are at most 9 combinations (xyzw, xywz; xzwy;
xzyw; yxzw; yzxw; yzwx; zxyw and zywx) because it requires more number of logic
gates (7) and nodes (8) for expression without DC.
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Table 15. Results for 4 variable Boolean expression with DCs

F = w′xyz + wx′yz′ + wxy′z′ + wxyz′ + wxyz

Variable order Minimization using BDD Variable order Minimization
using BDD
No. of nodes
in ROBDD

No. of nodes
in ROBDD

No. of logic
gates

No. of logic
gates

w x y z 7 6 y w z x 7 6

w x z y 6 4 y wx z 7 6

w yx z 6 4 y x w z 7 6

w y z x 7 5 y x z w 8 7

w zx y 7 5 y z x w 8 7

w z y x 7 6 y zw x 8 7

x y z w 8 7 z w x y 7 6

x y w z 8 7 z w y x 7 6

x wy z 7 6 z x w y 8 6

x wz y 7 6 z x y w 8 7

x z w y 8 7 z y w x 8 7

x z y w 8 7 z y x w 6 5

6.3 Graphical Representation of Results

The program was implemented in Intel Corei3, Inspiron 14, 6006U CPU, 2 GHz proces-
sor with 4 GB RAM with Python 2.0.1Student Edition platform. The simulation results
are explained in detail. As the number of input variables increased, the amount of time
required in generating the BDD increased as well (the graph was not provided) and
Figs. 26 and 27 depict the reduction in number of logic gates and nodes using BDD for
3 and 4 Variable BF.

Fig. 26. Comparison of No. of Nodes and No. of Logic gates for a 3 variable Boolean function
before simplification and after using BDD (a) without DC (b) with DC
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Fig. 27. Comparison of No. of Nodes and No. of Logic gates for a 4 variable Boolean function
before simplification and after using BDD (a) without DC (b) with DC

7 Conclusion

The paper provides a detailed understanding of the minimization of the Boolean func-
tions (a) without DC (b) with DC using BDD. The results indicate that BDD is a good
alternative for SOP Boolean function reduction as it takes less number of nodes for the
logic circuit implementation; less propagation delay, low power consumption. In this
work, an algorithm has been developed to minimize the Boolean expression using BDD
with the aid of reduction andmerging rules. The number of nodes is counted, each node’s
entropy is calculated, and the variable is then arranged in ascending entropy order. Using,
covering matrix, binate select and merging techniques, the ROBDD is obtained based
on the best variable order. The observations of the obtained results are summarized as
follows- The more input variables there are in the BF, the longer it takes to generate
the BDD. The number of nodes and logic gates are almost same for the lower inputs
(say 3 variable BF) for any variable order, while 50% reduction in number of gates are
got when 4- input variables is considered. To learn more about the propagation delay,
power consumption, this approach may be validated using a suitable VLSI tool to obtain
optimized results.
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Abstract. Due to light scattering by air particles, images taken under bad lighting
conditions (such as haze, fog, mist, or smog) have a reduced level of visibility. One
blurry image can be made visible again using single image dehazing techniques.
Due to the ill-posedness of the Single image dehazing problem, it is difficult to
solve. Even though, the Dark channel prior (DCP) has been the most prevalent
method for image dehazing algorithms, but it suffers from huge computational
time and picture quality. The accurate transmission map estimation is one of
the best preferred ways to achieve the least computational time and high picture
quality in DCP. Hence, this work is focused on constructing transmission map of
a hazy image based on feed forward artificial neural network. The recommended
method uses a feed forward ANN to conduct the transmission map straight from
the minimum channel and a normalizing procedure to increase the re-covered
image information. With a training set of eighty images, the network is trained by
means of mean square error (MSE). The proposed method utilizing peak signal to
noise ratio (PSNR) and structural similarity (SSIM) index measures are used to
assess the restoration quality. The investigational conclusions have demonstrated
that, the suggested method outperforms the dehazing of an input image without
degrading visible quality (PSNR= 69.16, SSIM index= 0.8913). In addition, the
proposed method is suited for real-time applications given the average computing
time it achieves is 1.03 s.

Keywords: Dark channel prior · Dehazing · Transmission map · Multilayer
perceptron · Restoration

1 Introduction

Haze is a normal environmental oddity that is caused by minute particles like dirt, fume,
and airborne fog, which reduces the clarity of the picture. Dehazing calculations were
traditionally used for a narrow range of purposes since experts considered it as a photo
handling technique to recover image details. But the requirements of significant level
computer vision assignments, the rapid advancement of independent frameworks, and
artificial insight have all led to a renewed interest in more advanced picture dehazing
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techniques [1]. Dehazing estimation improvement has thus become possibly the most
important topic of artificial intelligence, and one of its most fundamental applications is
the use of dehazing computations to advance the display of autonomous structures and
stages for adverse barometer conditions.

Most often, a computer vision framework’s optics are designed under the assumption
that there will be beautiful weather patterns, in which case each pixel color intensity will
only be related to the brightness of the initial scene. As a result, learners in the early
stages of computer vision tasks specifically missed the state of bad weather [2]. How-
ever, experts rapidly realized the value of photo reclamation techniques. Outside images
are unavoidably adversely impacted by the environment, and refraction, scattering, and
maintenance do occur even on reasonably sunnymornings resulting in the loss of specific
information and low differentiation. Unfavorable consequences on independent frame-
works are undoubtedly caused by these degraded images [3]. Figure 1, depicts the basic
atmospheric scattering model in which the haze is formed on the images.

Fig. 1. Haze creation model.

Haze ejection is particularly appealing in a variety of industries, including computer
vision analyses, image processing, and visual art [4, 5]. To begin with, the visibility of
a dim image brought on by air particles is improved when the haze is removed from the
image. The scene is the related image. Luminant is used in the majority of computerized
image processing techniques, including sophisticated scale shape identification. The
scenes are what are used to evaluate these techniques. When the image or picture is
tedious, visual computations struggle and struggle to performwell. In this way, removing
the fog is necessary for improved results and productivity. The likelihood of using the
horrible images increases [6].

The term spatial variation refers to the corruption that results from scattering that
is dependent on the distance of the camera from the scene. The capacity to perceive
the dim picture caused by the air particles is increased by the removal of murkiness
from the image [7]. Therefore, the focus of this work is on creating an algorithm for
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image dehazing that has high accuracy and requires minimal calculation time while
maintaining acceptable picture quality [8]. This can be achieved by employing the perfect
transmissionmap estimation inDCP algorithm,which can be accomplished through feed
forward ANN. Here, the transmission map has been approximated through a minimum
channel without lowering the image quality and the network has been trained using a
data set of 80 images with MSE.

2 Related Work

Most single-image dehazing computations use learning-based highlights or previously
computed picture handling highlights to predict transmission, whereas exact techniques
are used to measure the barometric light (the exemption being start to finish learning-
based calculations). However, recently the single image dehazing based on convolu-
tional neural network (CNN), artificial neural networks (ANN), and deep neural net-
work (DNN) has attained enormous significance among the research community as they
have offered less computational time and high accuracy when compared to conventional
dehazing algorithms (DCP, Fast DCP).

Using clear photos as positive instances and hazy images as negative instances, a
unique contrastive regularization (CR) based on contrastive learning has been proposed
[9] which is used to take advantage of both the information contained in each type
of image. CNN grounded Deep architecture has been presented [10], and its layers
are specifically created to encapsulate the established presumptions/priors in picture
dehazing. The authors in [11] also developed a CNN based dehazing algorithm. To
unswervingly rebuild the dehaze image, the authors of [12] presented an endwise feature
fusion attention network (FFA-Net).

Image haze removal techniques traditionally rely on estimating a transmission map.
The lack of depth informationmakes this a poorly presented challengewhen dealingwith
single photos. The authors in [13] proposed an end-to-end learning-based method for
directly removing haze from an image by employing a modified conditional generative
adversarial network. A GAN for a single image that is cycle-consistent dehazing method
called CD-Net has been suggested; it is trained on a dataset of real-world hazy images
in an unpaired fashion [14].

For single-image dehazing, the authors of [15] developed a particular generative
adversarial network (GAN). The authors in [16] were driven to consider the Laplacians
of Gaussian (LoG) of the images, which astonishingly preserves this information, in
order to address the problem of single image haze removal due to the challenges in single
picture dehazing.According to the authors of [17], ignoring a continual atmospheric light
guess, a unique dehazing network that concurrently estimates the transmission map has
been proposed.

A unique method to eliminate haze degradations in RGB photos has been developed
by the authors in [18] utilizing a layered conditional Generative Adversarial Network
(GAN). To remove the haze on each color channel separately, it uses a triplet of GAN.
Numerous authors have developed single image dehazing algorithms based on CNN,
DNN and GAN, which highlights the effective estimation of the transmission map of
dark channel image. Numerous new investigations based on Arduino integrated with
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IOT [19–23] perceive the requirement for ongoing handling and the advancement of
methods to lessen the capacity, intricacy, handling time and other related angles without
compromising the presentation. Hence, in this work a feed forward artificial neural
network has been proposed for effectively estimating the transmission map of hazy
image without degrading image quality by a means of trained data set of eighty images.

3 Methodology

Usually, the DCP consists of four major steps for image dehazing such as; atmospheric
light estimation; transmissionmap estimation; transmissionmap refinement; reconstruc-
tion. Themajor disadvantage ofDCPmethodology is its computational time. Introducing
ANN in transmission map refinement stage has reduce the computational time.

3.1 Atmospheric Light Estimation

The haze image is a combination of image coordinates, observed image, haze free image,
atmospheric light, scattering coefficient and scene depth [3], which is represented using
(1). The dark channel from the input hazy image is estimated by themajority of traditional
DCP-based dehazing techniques and it is represented using (2).

Ihaze(x) = Jhaze−free(x)e
−βd(x) + A

(
1 − e−βd(x)

)
(1)

J dark(x) = min
y ∈ �(x)

(
min

c ∈ {r, g, b} J
c(y)

)
(2)

3.2 Transmission Map Estimation

From Eq. (1), β is the atmospheric scattering coefficient and d is the scene depth. The
transmission map has been estimated [3] with β, and d values and it is represented using
eq. (3).

t(x) = e−βd(x) (3)

3.3 Transmission Map Refinement

False textures and blocking artefacts might result from improper estimate of the trans-
missionmap.Hence, transmissionmap refinement based on feed forward artificial neural
network has been considered for accurate refinement. The multilayer perceptron app-
roach, which was developed from neurons, is utilized in transmission map refining. The
basic building blocks of the brain and nervous system are biological neurons, often
known as nerve cells or just neurons. These are the cells that receive sensory input from
the outside world via dendrites, analyses it, and then transmit it to other cells via axons.
The feed forward neural network is supplemented by the multi-layer perceptron (MLP).
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A data set of 80 images having mean square values have been trained in perceptron
which are having the dimensions of 512 × 512 and having different picture quality. The
transmission map has been evaluated flowed by preprocessed dark channel construction.
As depicted in Fig. 2, it has three different sorts of layers: input layer, output layer, and
hidden layer [24].

Fig. 2. Representation of Feed Forward ANN with Single Hidden Layer [24].

The signal is received at the input layer, where it will be processed. The output
layer completes the necessary tasks, such as classification and prediction. The true com-
putational engine of the MLP is composed of an arbitrary number of hidden layers
sandwiching the input and output layers. Similar to a feed forward network, data moves
forward from an MLP’s input layer to its output layer. The back propagation learning
approach is used to train the MLP’s neurons [24]. A perceptron receives n input features
(x= x1, x2,…, xn), and each one is given a weight (see Fig. 3). It is vital to have features
for numerical input. As a result, in order to use a perceptron, nonnumeric input properties
must be transformed into numeric ones.

Fig. 3. Representation of Perceptron with n input features [24].
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During pathway, the starting layer has been biased and applied with data stream, and
it is continued for all layers until accomplished output has been formed (see Fig. 4). After
comparing the network’s actual and predicted output values, a fault signal is intended
for each output node [25].

Fig. 4. Feed Forward ANN Architecture with Single Layer [26].

For all hidden layers, until each weight in the system attained a fault signal rep-
resenting its comparative fault. Then, for each weight the faults are updated until the
training patterns are fully encoded.

4 Simulation Results

First, the proposed approach has been applied to the input haze image. It is first applied
for dark channel building after being down sampled by four. The dark channel formation
was involved in a number of DCP-related processes, and the output was zero-padded.
Transmission map has been created following dark channel construction (which is pre-
processed). Using a feed forward ANN in the transmission map refining stage has solved
the issues with transmission map estimation.

4.1 Subjective Analysis

Subjective analysis is the analysiswhich uses the observers tomake the quality estimation
based on their visual opinion of the image. The subjective analysis has been carried out
for various hazy images. The simulation results clearly indicates that, the photographic
eminence (see Fig. 5) of dehazed images is far better than the input haze image.
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Mountains

(a) (b)

(c) (d)

Stadium

(a) (b)

(c) (d)

Fig. 5. Simulation Results of Proposed Dehazing Method for different input hazy images (a)
Input Hazy Image (b) Initial Transmission Map (c) Feed Forward ANN based Transmission Map
(d) Dehazed Image.
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4.2 Objective Analysis

The objective analysis has been conducted for the proposed methodology in terms of
PSNR, SSIM and computational time. The detailed analysis has been depicted in Table
1. The PSNR and mean square error has been evaluated using (4) and (5) respectively.

PSNR = 20 log(
Max√
MSE

) (4)

MSE = 1

MM

m−1∑
i=0

n−1∑
j=0

[I(i, j) − K(i, j)]2 (5)

Table 1. Performance Measures of Proposed Algorithm for Different Input Images.

Image name PSNR SSIM Computational time (s)

Mountains 68.41 0.9105 1.15

Pumpkins 62.10 0.7469 1.25

Stadium 68.69 0.8695 1.18

Park 61.61 0.7922 1.03

City 62.85 0.6727 1.20

Florence 69.16 0.8913 1.73

Cones 67.66 0.8213 1.08

5 Conclusion

Image dehazing expulsion techniques have become more treasured for many picture
handling and computer vision implementations. All the dehazing methods helpful for
reconnaissance, for distant detecting and submerged imaging, photography and so forth
A large portion of the techniques depend on the assessment of climatic light and trans-
mission map. In, this work the transmission map refinement has been evaluated based
on feed forward ANN which is having a train data set of eighty images with normal-
ized mean square error. The proposed methodology achieves acceptable image quality
(PSNR-69.16; SSIM-0.9105) and less computational time (1.03 s).
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Abstract. Images captured in poor lighting conditions (such haze, fog, mist, or
smog) have a lower level of visibility because air particles deflect light. Single pic-
ture dehazing techniques can restore clarity to a single hazy image. Even though
Dark channel prior (DCP) has been the most used method for image dehazing
algorithms, it has poor picture quality and requires a lot of adjustments for real
time applications such as; computer vision, object detection. However, previous
studies such as; Dark Channel Prior (DCP) on image dehazing agonises from a
gigantic processing time and sleaze of the original image. In addition, the dimen-
sions of the images have a significant effect on the performance of the dehazing
algorithms. Hence, the main motive of this work is to minimize the computational
overload either by reducing the size of the image or by accurate transmission map
estimation without compromising the image quality. Hence, this work is focused
on reducing the computational time for image dehazing through multilevel dis-
crete (Haar) wavelet transform, in which the image dimensions has been reduced
without degrading quality. The performance measures of proposed algorithm have
been analysed in terms of PSNR, MMSE and SSIM and compared with existing
DCP algorithm. The simulation results proven that, the computational time for
proposed algorithm has been reduced by 90% when compared to DCP without
degrading image quality.

Keywords: Computational Time · Computer Vision · Dark Channel Prior ·
Dehazing · Image Dimension · Image Quality · Object Detection · Transmission
map · Visibility · Wavelet Transform

1 Introduction

The pictures taken in outdoor sceneries frequently have haze, fog, or other atmospheric
deterioration owing to medium particles that absorb and scatter light as it passages
towards spectator. Due to this process, the quality will severely impair and which leads
to immoral image quality. In contrast, a cloudy image is always detrimental to perception
applications like tracking objects, observing the environment etc. To improve the image
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quality for visualization and analysis as well as retrieving meaningful information from
contaminated images, it is very crucial to remove the negative element. The removal of
haze from photographs can be accomplished using a variety of techniques [1].

The optics of a computer vision framework are for the most part planned utilizing
the presumption of splendid weather patterns, where the shading power of every pixel
is exclusively related with the brilliance of the first scene. Consequently, learns at a
beginning phase of computer vision errands specifically overlooked the state of awful
climate [2]. Nonetheless, specialists soon understood the significance of picture recla-
mation procedures. Outside pictures are unavoidably antagonistically affected by the
circumstances, and refraction, scattering and maintenance occur indeed, even on mod-
erately sunny mornings, bringing about loss of itemized data and low differentiation.
These debased info pictures lead to unfavorable effects on independent frameworks [3].
The model of haze formation has been depicted in Fig. 1.

Fig. 1. Haze creation model [4].

Image dehazing with multiwavelet transform has a number of benefits over com-
peting techniques [5]. The regularization elements of the optimization formulation can
therefore enable flexibility in computing the dehazing solution by using a priori knowl-
edge of the image and the atmospheric light transmission distribution, directing the
computation to a desirable conclusion. Due to these benefits, high-quality dehazing per-
formance can be achieved in a short amount of time. Hence, this work focuses on devel-
oping an algorithm for dehazing of images with high accuracy and less computational
time by maintains adequate picture quality [6, 7].



Performance Evaluation of Multiwavelet Transform 127

2 Related Work

Most single picture dehazing calculations utilize either prior based picture handling
determined to anticipate the broadcast, while deducing the barometrical light by exact
techniques. A critical headway has the disclosure in [8], one channel that has an imma-
terial power among concealing coordinates in non-sky areas. The proposed algorithm in
[9] offers the potential gains of straight inconvenience and feasibility yet moreover has
drawbacks in flexibility, speed, and edge assurance, impelling numerous endeavors to
manage the essential method.

The authors in [10] have consolidated the dehazing methodologies to move along
the computational time. Thusly, two or three papers [11–14] credited the long dealing
with season of the essential dehazing procedure to the delicate matting development,
supplanting it with different channels. More of late, morphological redirection has par-
taken in the dehazing collaboration, vanquishing the absence of detail accomplished
by the base channel [15]. The authors in [16] presented a joint improvement between
equipment and calculation, accomplishing ongoing handling with restricted corruption.
A new report [17] utilized a book unaided learning strategy by means of minimization of
the computational time, taking care of the organizationwith certifiable cloudy pictures as
opposed to ordinarily utilized engineered information to keep away from the conceivable
space shift. In [18], the authors have presented an algorithm, accepting the brilliance
and immersion are significantly different by the fog focus. In [19], a non-neighborhood
dehazing (NLD) calculation for single pictures has been proposed. As indicated by their
perceptions, the quantity of tones is a lot more modest than the quantity of pixels in a
picture.

All through the advancement of knowledge-based dehazing approaches, the longing
for elite execution has driven the advancement of progressively complex procedures, for
example, multi-scale designs. This pattern has decreased the commonsense utilization
of single picture dehazing algorithms, specifically for asset obliged applications where
ongoing activity with restricted computational assets is a key driver. Numerous new
investigations based on Arduino integrated with IOT [20–24] perceive the requirement
for ongoing handling and the advancement of methods to lessen the capacity, intricacy,
handling time and other related angles without compromising the presentation. The
proposed image dehazing algorithm mainly focused on reducing the dimensions of the
image through multiwavelet transform there by achieving the less computational time
when compared to DCP algorithm by maintain bearable picture quality.

3 Methodology

The primary disadvantage in DCP method is its computational time. Pragmatic applica-
tions require less opportunity to compute the dehazed picture from haze pictures. To beat
this downside a superior adaptation of DCP calculation which is a Fast DCP has been
proposed for dehazing of images. Image dehazing based on DCP method [25] in which
the transmission medium t′(x) is determined by utilizing confined area. In this way, the
border area has been unbending for t′(x). To smoothen these edges the algorithm utilized
transmission map refinement, which is a tedious interaction and does not appropriate for
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pragmatic applications. The haze image is a combination of image coordinates, observed
image, haze free image, atmospheric light, scattering coefficient and scene depth [24],
which is represented using (1). The dark channel from the input hazy image is estimated
by the majority of traditional DCP-based dehazing techniques and it is represented using
(2).

Ihaze(x) = Jhaze−free(x)e
−βd(x) + A

(
1 − e−βd(x)

)
(1)

J dark(x) = min
y ∈ �(x)

(
min

c ∈ {r, g, b} J
c(y)

)
(2)

3.1 Image Model

The hazed image has two additive components. The first element, or clear image, is made
up of light that has been reflected off of an object’s surface. The scattering transmission,
or haze, is the second component. The optical model of an image can be expressed using
(3).

Ic = Jc � t + ac(1 − t), c = 1, 2, 3 . . . (3)

3.2 Sub-band Image Model

UsingDHWT to quickly break down the imagemodel into a bank of frequency sub bands
based on the lowpass characteristic of the light broadcast dispersal. Thus, the information
about t is already included in the decomposed picture model in the low-frequency region
and may be used to estimate it. The computing complexity of the dehazing process can
be significantly decreased by using this sub-band image model with a smaller size. For
example, t can be characterized by means of (4) when the atmosphere is homogeneous.

t = e−βd (4)

Based on discrete haar wavelet transform, the sub-band image model can be
expressed using (5) based on the approximate 2-D matrix dimension W.

Wn
p,q = 1

/√
2k−p if q × 2k−p ≤ n <

(
q + 1

2

)
× 2k−p (5)

4 Simulation Results

4.1 Subjective Analysis

The simulation has been performed using MATLAB with 1.5 GHz operating frequency.
Firstly, the optical model of the input hazy image has been estimated. The subjective
analysis has been carried out for various hazy images (see Fig. 2).
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Image-1 

Image-2 

Image-3 

Image-4 

Image-5 

Image-6 

Fig. 2. Simulation results of proposed dehazing algorithm for various haze images.
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After estimating the optical model of an image, the image transmission distribution
has been estimated. By keeping both the values of scene depth d and β are positive,
the transmission distribution t has been evaluated. Then, the sub-band image model has
been created with reduced dimension of the image for achieving less computational
time. Subjective analysis is the analysis which uses the observers to make the quality
estimation based on their visual opinion of the image.

4.2 Objective Analysis

The objective analysis has been conducted for the proposed methodology in terms of
PSNR,MSE and computational time. The detailed analysis has been depicted in Table 1.
The PSNR and mean square error has been evaluated using Eqs. (6) and (7) respectively.

PSNR = 20 log(
Max√
MSE

) (6)

MSE = 1

MM

m−1∑
i=0

n−1∑
j=0

[I(i, j) − K(i, j)]2 (7)

Table 1. Comparison ofMSE, PSNR and SSIMvalues of DCP andDHWT algorithms for various
images

Image name Parameter DCP DHWT

Image-1 MSE 0.0087 0.0073

PSNR 62.7544 69.5266

SSIM 0.8341 0.9654

Image-2 MSE 0.0065 0.0039

PSNR 68.4634 72.2325

SSIM 0.8535 0.9689

Image-3 MSE 0.0079 0.0098

PSNR 66.7544 68.2286

SSIM 0.7986 0.9316

Image-4 MSE 0.0092 0.0083

PSNR 67.8243 68.9305

SSIM 0.8742 0.8917

Image-5 MSE 0.0079 0.0069

PSNR 63.4570 69.7550

SSIM 0.8721 0.9649

Image-6 MSE 0.0069 0.0068

(continued)
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Table 1. (continued)

Image name Parameter DCP DHWT

PSNR 69.9675 69.8259

SSIM 0.9436 0.9368

Along with the objective analysis; the computational complexity has been estimated
for both the algorithms (see Table 2).

Table 2. Comparison of computational time.

Image name DCP (s) Proposed (s)

Image-1 9.874 0.6688

Iamge-2 9.774 0.3388

Image-3 9.869 0.5840

Image-4 10.057 0.8681

Image-5 9.877 1.4269

Image-6 8.7675 0.4528

5 Conclusion

Image dehazing expulsion techniques have become more valuable for many picture han-
dling and computer vision applications. All the dehazing techniques helpful for recon-
naissance, for remote detecting and submerged imaging, photography and so forth A
large portion of the techniques depend on the assessment of climatic light and trans-
mission map. In, this work a DHWT for dehazing the images have been proposed. The
proposed method performs the dehazing without degrading the picture quality and with
less computational time when compared to DCP for single image dehazing.
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Abstract. Poor weather circumstances including fog, dust, and atmospheric dis-
persionof other particles candegrade the clarity of photos taken in outdoor settings.
High-level computer vision tasks like picture segmentation and object detection
may become more difficult as a result of this issue. However, earlier research on
image dehazing, such as Dark Channel Prior (DCP), suffers from a significant
computing burden and degradation of the original image, such as oversaturation
and halos. In this work, an improved image dehazing approach (Fast DCP) based
on down sampling has been proposed. The proposed algorithm executes the dehaz-
ing of a haze image with a smaller amount computational time without degrading
the quality of the image. The performance measures of proposed algorithm have
been analysed in terms of PSNR, MMSE and SSIM and compared with existing
DCP algorithm. The simulation results proven that, the computational time for
proposed algorithm has been reduced by 70% when compared to DCP without
degrading image quality.

Keywords: Computer Vision · Computational Time · Dark Channel Prior ·
Dehazing · Object Detection · Segmentation · Scattering

1 Introduction

Haze is a typical environmental peculiarity brought about by tiny samples such as; dirt,
fume, fog in the air, driving to debasement of picture lucidity. Customarily, specialists
treated picture dehazing as a picture handling method to recuperate image subtleties
and this confined the utilization of dehazing calculations to a restricted scope of uses.
Be that as it may, the quick improvement of independent frameworks, artificial insight,
and the prerequisites of significant level computer vision assignments has prompted
re-established examination into further developed picture dehazing procedures [1]. The
improvement of dehazing estimations has, therefore, become perhaps the best area of
artificial intelligence and an undeniably basic supplication is the utilization of dehazing
calculations in order to move along the showcase of the self-governed structures and
stages for antagonistic barometrical circumstances.
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The optics of a computer vision framework are for the most part planned utilizing
the presumption of splendid weather patterns, where the shading power of every pixel
is exclusively related with the brilliance of the first scene. Consequently, learns at a
beginning phase of computer vision errands specifically overlooked the state of awful
climate [2]. Nonetheless, specialists soon understood the significance of picture recla-
mation procedures. Outside pictures are unavoidably antagonistically affected by the
circumstances, and refraction, scattering and maintenance occur indeed, even on mod-
erately sunny mornings, bringing about loss of itemized data and low differentiation.
These debased info pictures lead to unfavorable effects on independent frameworks [3].
The model of haze formation has been depicted in Fig. 1.

Fig. 1. Model of haze creation [3]

Haze expulsion is exceptionally alluring in various fields like computer vision cal-
culations, picture handling and photography [4, 5]. To begin with, the amputation of
haze rises the perceptibility of a dim sceneries formed by air particles. The relating pic-
ture is the scene Luminant in most computer picture handling approaches, from higher
scale picture processing to advanced scale shape recognition. The assessment of these
methods relies upon the scenes. In the event that the picture or scene is dull, vision
calculations face many issues and try not to show proficient execution. In this way,
eliminating fog is required for better outcomes and productivity. The awful pictures can
be put to all the more likely use. Scattering relay on the scene length, and this sleaze
is called three-dimensional variation. Expulsion of murkiness from the picture expands
the perceivability of dim picture brought about by the air particles. Hence, this work
focuses on developing an algorithm for dehazing of images with high accuracy and less
computational time by maintains adequate picture quality [6, 7].

2 Literature Review

Most single picture dehazing calculations utilize either prior based picture handling
determined to anticipate the broadcast, while deducing the barometrical light by exact
techniques. A crucial headway has the disclosure in [8], which elaborates the image
dehazing phenomenon. The proposed algorithm in [9] offers the potential gains of
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straight inconvenience and feasibility yet moreover has drawbacks in flexibility, speed,
and edge assurance, impelling numerous endeavours to manage the essential method.

The authors in [10] have consolidated the dehazing methodologies to move along
the computational time. Thusly, two or three papers [11–14] credited the long dealing
with season of the essential dehazing procedure to the delicate matting development,
supplanting it with different channels. More of late, morphological redirection has par-
taken in the dehazing collaboration, vanquishing the absence of detail accomplished
by the base channel [15]. The authors in [16] presented a joint improvement between
equipment and calculation, accomplishing ongoing handling with restricted corruption.
A new report [17] utilized a book unaided learning strategy by means of minimization of
the computational time, taking care of the organizationwith certifiable cloudy pictures as
opposed to ordinarily utilized engineered information to keep away from the conceivable
space shift. In [18], the authors have presented an algorithm, accepting the brilliance
and immersion are significantly different by the fog focus. In [19], a non-neighborhood
dehazing (NLD) calculation for single pictures has been proposed. As indicated by their
perceptions, the quantity of tones is a lot more modest than the quantity of pixels in a
picture.

All through the advancement of knowledge-based dehazing approaches, the longing
for elite execution has driven the advancement of progressively complex procedures,
for example, multi-scale designs. This pattern has decreased the commonsense utiliza-
tion of single picture dehazing algorithms, specifically for asset obliged applications
where ongoing activity with restricted computational assets is a key driver. Numerous
new investigations based on Arduino integrated with IOT [20–24] perceive the require-
ment for ongoing handling and the advancement of methods to lessen the capacity,
intricacy, handling time and other related angles without compromising the presenta-
tion. The proposed Fast DCP algorithm mainly focused on single image dehazing with
less computational time when compared to DCP algorithm by maintain bearable picture
quality.

3 Methodology

The primary disadvantage in DCP method is its computational time. Pragmatic applica-
tions require less opportunity to compute the dehazed picture from haze pictures. To beat
this downside a superior adaptation of DCP calculation which is a Fast DCP has been
proposed for dehazing of images. Image dehazing based on DCP method [25] in which
the transmission medium t′(x) is determined by utilizing confined area. In this way, the
border area has been unbending for t′(x). To smoothen these edges the algorithm utilized
transmission map refinement, which is a tedious interaction and does not appropriate for
pragmatic applications. Hence, to improve the computational time, a Fast DCP method
has been proposed. The proposed algorithm consists of three basic steps in working such
as;

• Down-sampling
• Estimation of pixel-wise approximation
• Assessment of robust ambient light
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3.1 Down-Sampling Based Computation

The computational time is solidly comparing to picture size. By and large, the dim
channel picture has low spatial repeat. There are no tremendous ramifications for the
evaluated dim channel regard in any event, when down-inspected picture and a short time
later add it to special size ensuing to determining the dim channel picture and including
light. The picture is down-inspected to N/4, M/4 utilizing the mean in this technique.

3.2 Assessment Dark Channel Image Through Element-Wise

The proposed calculation assesses the dark channel esteem utilizing one pixel rather
than 15 × 15 pixel to lessen the computational time without trailing the spatial data
like edge. The DCP utilizes pixel (1 × 1 fix) for estimation of dim channels, there is no
requirement for delicate matting interaction to smoothen the created picture, which is a
tedious cycle. Notwithstanding this the proposed technique utilizes down-tested picture
and one pixel for estimation of dull channel which diminish the computational time
essentially [25]. Allow us to think about the worth of direct light J in obscurity channel
as nothing, therefore the right-hand side’s starting term in Eq. (1) can be omitted.

In the proposed technique, the worth of dim divert in noticed light I determined by
1 × 1 fix is bigger than the ordinary dim channel esteem determined by 15 × 15 fix (see
Eq. (2)). Because of the expulsion of spatial limiting, there an opportunity that the dim
divert esteem in straight light J has little worth (see Eq. (3)).
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3.3 Estimation of Robust Ambient Light

In DCP strategy [25], at first the creators have picked the top 0.1% most brilliant pixels
in obscurity channel of cloudiness picture I, and from these pixels the most noteworthy
power pixels has been recognized. Prior techniques for dehazing, overlooks the little
white article because of dim channel picture which is assessed by 15 × 15 fix. In any
case, in the Fast DCP the dull channel is determined by utilizing 1× 1 fix.What is more,
the DCP technique needs an opportunity to sort the top 0.1% most splendid pixels in
obscurity channel of fog picture I.
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4 Simulation Analysis

The simulation has been performed using MATLAB with 1.5 GHz operating frequency.
Firstly, the input haze image has been subjected for proposed algorithm (see Fig. 2(a)).
First, it is down sampled by four and applied for dark channel construction (see Fig. 2(b)).

Fig. 2. (a) Input Hazy Image, (b) Down-Sampled Image, (c) Dark Channel Image, (d) Transmis-
sion Map, (e) Dehazed image.
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(a) (b) (c)

Fig. 3. (a) Input Hazy Image, (b) Dehazed Image using DCP algorithm, (c) Proposed
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The dark channel formation involved in many phases with respect to DCP and the output
mage padded with zeros (see Fig. 2(c)).

After the dark channel construction, transmission map has been constructed (see
Fig. 2(d)). Finally, the dehazed image has been estimated (see Fig. 2(e)). The proposed
algorithmhas been justified by performing subjective and objective analysis respectively.
The performance measures have been evaluated for various hazy images.

4.1 Subjective Analysis

Subjective analysis is the analysiswhich uses the observers tomake the quality estimation
based on their visual opinion of the image. The subjective analysis has been carried out
for various hazy images (see Fig. 3) such as; Trees and Trunks, Colorful flowers, Dolls,
Village and for an Underwater image. The subjective analysis has been carried out
by performing the down sampling of an input hazy image there by constructing dark
channel image and transmission map. Finally, the dehazed image has been obtained
after transmission map. The subjective analysis has been carried out for both existing
DCP and proposed Fast DCP algorithms. Figure 3 depicted that the dehazed images
corresponding to both DCP and Proposed Fast DCP algorithms. The input hazy images
have been taken from the existing data base of hazy images.

4.2 Objective Analysis

The objective analysis has been conducted for the proposed methodology in terms of
PSNR,MSE and computational time. The detailed analysis has been depicted in Table 1.
Along with the objective analysis; the computational complexity has been estimated for
both the algorithms (see Table 2). The PSNR and mean square error has been evaluated
for proposed Fast DCP algorithm and comparedwith existingDCP algorithm. The PSNR
and MSE have been represented using (4) and (5) respectively. In addition to PSNR and
MSE, the structural similarity index measurement (SSIM) has been evaluated for both
proposed Fast DCP algorithm and existing DCP algorithm in order to know the quality
of dehazed images.

PSNR = 20 log

(
Max√
MSE

)
(4)

MSE = 1

mn

m−1∑
i=0

n−1∑
j=0

[I(i, j) − K(i, j)]2 (5)
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Table 1. Comparison of MSE, PSNR and SSIM values of DCP and fast DCP algorithms for
various images

Image name Parameter DCP Proposed

Trees and trunks MSE 0.0087 0.0069

PSNR 62.7544 69.7556

SSIM 0.8341 0.9689

Colourful flowers MSE 0.0065 0.0073

PSNR 68.4634 67.1674

SSIM 0.8535 0.8425

Dolls MSE 0.0079 0.0067

PSNR 66.7544 69.8670

SSIM 0.7986 0.8466

Village MSE 0.0092 0.0086

PSNR 67.8243 69.5269

SSIM 0.8742 0.9368

Under water MSE 0.0079 0.0059

PSNR 63.4570 69.8249

SSIM 0.8721 0.9659

Table 2. Comparison of computational time.

Image name DCP (s) Proposed (s)

Trees and trunks 9.874 2.281

Colourful flowers 9.774 2.148

Dolls 9.869 2.119

Village 10.057 2.068

Under water 9.877 2.527

5 Conclusion

Image dehazing expulsion techniques have become more valuable for many picture han-
dling and computer vision applications. All the dehazing techniques helpful for recon-
naissance, for remote detecting and submerged imaging, photography and so forth A
large portion of the techniques depend on the assessment of climatic light and transmis-
sion map. In, this work a Fast DCPmethod for dehazing the images have been proposed.
The proposed method performs the dehazing without degrading the picture quality and
with less computational time when compared to DCP for single image dehazing. It is
clearly depicted from results, the computational time with proposed methodology has
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been reduced by 70% when compared to DCP algorithm. Image quality has achieved a
value of 69.8670 (PSNR) with proposed algorithm whereas, for DCP the PSNR value
is 66.7544.
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Abstract. Crack is one of the most important surfaces damage to monuments,
concrete structures, buildings, and roads.Manually examining damage is time- and
labor-intensive. Crack irregularity measurements are challenging and need more
expertise. Thus, develop automatic crack detection using the image processing
method. This article reveals the various strategies to distinguish the crack length,
width, and depth utilizing different automatic crack detection methods. In this,
53 papers describe the detection of cracks and other decay measurements. The
investigation is given on the survey and dependent on the Infrared Thermography
method, Ultrasonic imaging, and Image processing. The main aim of this paper
is to summarize and compare the few strategies used in various Non-Destructive
Techniques. Detection of the crack using Deep Learning achieves with maximum
accuracy of 98%. Finally, we represent different issues that can be valuable for
inquiring about to achieve further investigation on this detection.

Keywords: Degradation · Infrared thermography · Morphological operation ·
Ultrasonic testing · Support vector machine

1 Introduction

India is a country with a very deep and significant history and a grand heritage. Its
culture and traditions are very unique, varied and celebrated the world over. Each and
every district in the country has its own set of heritage structures, traditions and cultural
practices. Unfortunately the cultural heritage structures and road which are exposed to
the environmental changes for thousands of years undergo severe damages. The road
is decayed due to frequent accessing of vehicles with a heavy load and aging. The
conservation of heritage structures and road necessitates assessment of weathering decay
before planning the restoration activity. The conventionalmethod ofmeasuring the decay
involves collecting the sample from the site and conducting lab tests. Those invasive
techniques are not suitable for protected heritage structures. In this context, in situ non-
destructive testing methods such as Image Processing methods/machine learning are
most suitable for weathering decay assessment.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
N. Gupta et al. (Eds.): IC4S 2022, LNICST 472, pp. 144–155, 2023.
https://doi.org/10.1007/978-3-031-28975-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28975-0_12&domain=pdf
https://doi.org/10.1007/978-3-031-28975-0_12


Non Destructive Analysis of Crack Using Image Processing 145

Monuments are decayed by the climate,man, rain, and other parameters.Our analysis
shows how building structures like beams and concrete structures deteriorate and fre-
quently develop cracks. Building structures are beams, concrete structures are decayed
by continuous stress, and cyclic loading due to the crack is produced and cause material
discontinuities. Early detection of such failures is necessary to save the building and
historic cite structures. Many image processing detection methods were presented due
to their ease of processing. These techniques can be divided into two groups: integrated
algorithms and morphological approaches [1].

A detailed review of destructive and non-destructive techniques has been discussed
in this following section. In a nutshell, it can be said that the survey is divided into four
sections. Among them the first section is being dealt with the description of destructive
and Non-destructive methods, the second one is about the review of various destructive
and non-destructive methods and the comparison of corresponding measurement tech-
niques, the third one is about image-based crack detection and recognition, the fourth
one illustrate the accuracy based analysis, the fifth one describes the results and discus-
sion and finally in the sixth section is about the conclusion and future work. Some of
the destructive and Non-destructive methods are explained in this section.

1.1 Scanning Electron Microscopy

The images of a stone are created by continuously passing the beam of light. It provides
the information of bothmicro and nanometric combination and also perform the analysis
based on material composition [2].

1.2 Infrared Thermography

The thermal distribution of the surface is detected by the infrared method. It is used
to find heat production and controls the temperature of a component. It can identify
discontinuities/interfaces, defects, and voids and is difficult to detect the depth [3–5].

1.3 Ultrasonic Testing (UT)

Through the transducer, the high-frequency signal are passed to the rock. The flaws in
material or parts are determined by the amount of transmitted and received energy. It is
mainly used to identify the subsurface defects in the wood, plastics, and material and
also difficult to inspect the thin parts. Depth is determined utilizing ultrasonic speed
[6–12].

Ultrasonic velocity = Measuring distance

Delivery time
(1)

1.4 3Dimensional Terrestrial Laser Scanners

It is a new sensing technology, and it gives complex shape (like caves, historic sites).
It can collect clouds of data points in few seconds and represented by horizontal and
vertical view.
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1.5 Image Processing

It is Non-destructive methods that processes the image automatically and obtain useful
information. It uses the software to perform image processing operations on digital
images to classify, extract and recognize pattern on surface [13–16]. It gives a detailed
intervention compatibility and mapping of conservation.

2 Related Work

There are two techniques for surveying the decay of heritage structures and road, and
they are Non-destructive and destructive methods [17]. The destructive methods are
Transmitted Light Microscopy, X-ray diffraction, and Scanning Electron Microscopy
[18]. In the said techniques, samples have been removed from the heritage structures
and taken into the research center for examination which would eventually devastate a
significant bit of monument structure. Technique of this type would not be prudent to
survey the monuments.

Vibration assessment is said to be possible on a wide extent of structures such as
bridges and monuments. But for these assessments the dynamic attributes of the struc-
tures like characteristic recurrence, methods of vibration, so on and so forth must be
chosen delicately.

Crack has been identified and categorized by utilizing both Non-destructive and
destructive techniques [1]. Some of the Non Destructive methods are Schmidt hammer
that quantifies the strength of the stone, Ultrasonic imaging, Infrared Thermography
and 3D Terrestrial Laser Scanner and image processing [19]. A brief description and
comparison of these methods are given below and summarized in Table 1.

Antonia Moropoulou et al. (2013) proposed conservation methods for cultural her-
itage structures. They used various Non-destructive methods such as Digital Image Pro-
cessing, Ultrasonic Testing, Infrared Thermography, and Fiber Optic Microscopy to
study the decay of cultural heritage structures and the same had been validated in the
lab. The ultrasonic testing technique had been used to recognize the outside and inside
surface defects [20] in which a high-frequency signal had been used to identify the
defects inside the stone. These techniques give flexible highlights of notable materials
and furthermore, these techniques had been dealt in aiding the crack recognition and
consideration of the structure. Here, the profundity of the influenced cover interior of
the material is resolved [21]. An Infrared-Thermography (IRT) technique had been used
to distinguish the imperfections of structural surface during night light and day light
[22].

Brooks et al. (2018) developed a model to recognize the crack which has a thermal
camera. The Camera had been used for distinguishing the impression of an infrared
source from the exterior of the crack and the same had been used further to recognize
the deformities in huge outside regions [16].

Christian Garnier et al. (2011) proposed some NDT methods and those methods
were done on composite specimens to find the defect. The Graphical Visual Inspection
had been used to identify the point and zone of the damaged parts. The consequences
of the three strategies such as IRT, UT and Shearography are looked at and furthermore
profundity is estimated using Ultrasonic Testing Method [23].
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Non-destructive ultrasonic testing was used by Francesco et al. (2014) to evaluate
the building materials of monuments, and elastic qualities were linked to the materials’
physical and petrographic characteristics. The procedures include evaluation, observa-
tion of the weathering process, and use of refraction techniques to measure the thickness
of the weather shallow area of the masonry [24]. An IRT strategy had been identified to
recognize the delamination and debonding of the crack. To assess the measurement of a
round and hollow specimen IRT had been utilized.

A novel technique for determining the depth of historic structures was developed by
Pascale et al. (2015). The obtained result explained about the hardness of the damage and
the maximum depth that had been obtained was 20mm. Time of Flight was measured on
the sculpture zone [25]. The fused IRT and UV approach, which analyses and evaluates
the condition of timber, was proposed by Kandemir et al. in 2007. The aforementioned
procedure improved the alloy to make it suitable for long-term conservation programs.
[12].

Rafael Fort et al. (2013) used a variety of techniques to evaluate two unique heritage
structures. On the granite stone, a Schmidt hammer rebound experiment was conducted.

Table 1. Comparison of various methods and measurement

Methods Parameter Advantages Disadvantages

Ultrasonic
testing

Interfaces, voids, pores and
fusion

Precise measurement Control time is slow
and the decision of
explicit pores of every
example

IRT Surface temperature,
discontinuities/interfaces,
voids and debonding [30]

Control time is fast
and a decent
assessment of
deformity
measurement

Defect depth is not
directly determined

Schmidt
hammer
rebound

Strength A quick time of
control constantly
embraced every
geometric kind

Slightly destructive
technique

3D Terrestrial
laser scanner

Voids, walls, columns and
pillars in building
structures, shapes and
micro pores

Distance measured at
every pointing
direction, millimeter
or sub-millimeter
accuracies can be
achieved

Care should be taken
during the bundle
adjustment

Digital Image
Processing
methods

Defective regions, shape,
length and width of
defective area

Fast analysis. Used in
medical applications,
video processing,
robot vision

Require knowledge in
software and the initial
cost can be high
depending upon the
system used
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The correlation coefficient between open porosity and water immersion were estimated
as 0.99 [26].

Reis, H.C. et al. (2021) proposed the detection and classification of crack using deep
learning techniques. The performance of proposed method is compared using SVM,
Alexnet and decision tree. The accuracy of the proposed method that is ReCRNet pro-
vides better performance than existing methods [20]. Maria Auxiliadora et al. (2011)
proposed a newmethod to detect the efflorescence ofmonuments in which the damage of
a stone surface is classified and quantified. They also quantified the different weathering
state of materials by efflorescence [27, 28].

Ramani P. et al. (2020) developed an image-processing method for the automatic
detection of and classification of the crack decay.Crack is detected using combined canny
withBHTand extracted theDWT features from the fusedmethod. Crack length, location,
width, orientation are measured using proposed method. Performance are evaluated in
terms of accuracy, precision and selectivity, etc. This method improves the performance
than existing methods [29].

3 Method

The image-based crack detection is described in Sect. 1. Accuracy-based detection is
discussed in the second part.

3.1 Image Based Crack Detection

There are few challenges in image detection particularly due to poor lighting conditions
and shading in the acquired images. The image based crack detection algorithms are
simple and automatic in nature.Many algorithms had been developed for crack detection
and they are canny edge detection, Bottom Hot Transform, Morphological approach and
so on and so forth.

To distinguish exploration challenges and to accomplish better performances a point-
by-point review must be done. It has been noted down that many researchers have been
proposing many techniques that could identify cracks in decay monuments and road.
Their various exploration works has been surveyed and analyzed. The association of the
survey at first starts up with the image processing-based crack detection and other decay
detection with non-destructive methods.

Crack and Other Decay Detection Using an Image Processing. This area defines
the fundamental building structure of crack and other decay analysis and detection.

The schematic diagram of image processing for crack and other decay detection
is shown in Fig. 1. The image of intrinsic sites from the high-resolution camera has
been collected at first. Then, these images are preprocessed to remove the noise and
resizing has been made. An improvement technique has increased the quality of the
image, and crack and efflorescence decay features are extracted. Thus, the cracks are
separated and geometrical characteristics of crack such as width, length, major axis,
minor axis, perimeter and direction of propagation are measured. Thus in the above
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Fig. 1. Block Diagram of Crack analysis

schematic diagram the image processing approach for the detection of other decay and
crack in monuments and other engineering structures has been described.

Heshan et al. (2018) suggested a new method for the estimation of crack depth using
Make3D tool kit. The toolbox had been used to convert 2D images into 3D images.
In this method, ground truth values were calculated from the laser scanner and used
supervised learning to train and classify the model [31].

Abdel Qader et al. (2003) compared different crack detection methods using Fast
Haar Transform, Canny filter and Sobel filter. The transform splits the image into a low-
frequency component and a high-frequency component after identifying the edges of the
surfaces with the frequency component [32]. Alam et al. (2015) used acoustic emission
and correlation to locate cracks, with the latter technique also used to quantify internal
damages. The K-means grouping is used for segmenting the image and analysis is done
for three different beams [33].

The use of a Gabor filter approach by Salman et al. (2013) enhanced the effectiveness
of crack detection. The crack is determined in all directions and 95% precision had been
achieved in the proposed method [34].

Dare et al. (2006) developed a method to perform automatic crack detection in
concrete structures. The bilinear interpolation method was used to process the crack
pixel values and the sub pixels were measured using DOG filter [5]. Hweekwon et al.
(2017) proposed a method to detect the cracks in the pressed board. Edge lines were
removed and those outcomes are contrasted with the original sample board. With this
technique the speed of crack detection and assessment had been improved a lot [35].

Tian Qinggue et al. (2019) developed a system that detects multiple cracks. In the
proposed method the first step was combined edge detection and seed growing. The
skeleton optimization procedure, which eliminated non-crack parts and returned the
crack attributes, camenext. The novelmethod retrievedmultiple cracks from the concrete
structure. This model distinguished the crack using a mixed input and classified the
detected segments depend on the skeleton data. It was very useful in evaluating the solid
structures [16].

The detection of crack particles was the subject of a model proposed by Lee et al.
in 2009. By using nearest neighbour techniques, micro structural descriptors were iden-
tified, and crack features were obtained from the probability function. The edge effect
was eliminated by the nearest neighbor [36]. Tang et al. (2016) created a wavelet-based
multi-scale model, performed input image segmentation, and took clinical images for
the examination. Edges were extracted utilizing WT and help to detail the immobile
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property. The technique had grouped all the pictures with Bayes hypothesis and accom-
plished the great effectiveness [37]. Parida et al. (2018) used a fuzzy clustering approach
to extract the local variance features from an input image. The transition features were
extracted from the OTSU Technique, and performed segmentation using hybrid method
[38].

Aslam et al. (2020) presented a novel method for estimating the dimensions, mea-
sures, and shapes of metal flaws. Median filtering was used to eliminate the noise. With
the use of CNN, segmentation and recognition of metal damage had been accomplished.
A precision rate of 93% [39] had been achieved with the proposed work.

Sinha et al. (2006) introduced a statistical filter for examining the crack. Crack
features were extracted with combined image. Cleaning and linking methods are used to
segment the crack. They defeated their past work downside in the morphological activity
[40]. Saini et al. (2017) provided a model to categorise and identify various monuments.
DCNNwas used to extract the presentation and the analysis was carried out with various
precise perspectives and an exactness of 92% [41] had been achieved. The performance
parameter of images for the crack detection which were discussed in the literature had
been presented in the following section.

3.2 Accuracy Based Analysis

Thresholding is a basic method of segmentation and detection of the crack. The issue
in thresholding is that both noise and crack has been detected as a crack. This is not an
efficient method of detecting the crack. An accuracy of approximately less than 75%
has been obtained through this. The numerous crack detection techniques are explained,
and each technique is assessed by examining its related pros and demerits.

Addel-Qader et al. (2003) discussed the comparison of crack detection in bridge
using Sobel, Fast Haar Transform, canny edge detection and Fast Fourier transform. In
all the transforms filtering, compression and denoising had been done to remove the
noise in the detected output. It had been concluded that the detection of crack using Fast
Haar Transform provides more reliable output than other three methods [32].

Sheerin Sitara et al. (2018) used a preprocessing method to remove the noise in an
image using wiener filtering. Singular Value Decomposition and Wavelet transform to
overcome the non-uniform illumination of images had been proposed here. The length,
area, number of cracks, and width of crack were calculated and thereby performing the
automatic detection and classification of civil infrastructure techniques. However, using
his method fine crack images could not be extracted [42].

Talab et al. (2016) described how to use image processing to find cracks in concrete
constructions. The OTSU method had been employed to detect the major cracks and a
Sobel filter had been used to remove the residual noise. Detection of minor cracks could
not be achieved here [43].

Sankarasrinivasan et al. (2015) proposed combined HSV thresholding with Bottom
Hat Transform for detection of a crack in civil structures. Integrated Unmanned Aerial
Vehicles and Image Processing methods for crack detection have been utilized in the
combined thresholding. This combinedmethod determines bothminor andmajor cracks.
However, dimension of the structuring element and threshold value must be optimized
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in the entire process [44]. Salman, M. et al. (2015) introduced a novel method to auto-
matically detect the crack in digital pavement images. The crack had been detected using
Gabor filter in multidirectional dimension and thus allowed the detection of crack with
95% accuracy. However the computation time increases with the number of orientation
[5].

Transform, morphological approach, Skeletonization procedures, and threshold
methods are used to identify the majority of cracks. For identifying characteristics of the
image, such as the length, width, and direction of the crack, the morphological technique
is applied. The Combined method improves the accuracy of detected crack regions.

4 Results and Discussion

Transform, Morphological Approach, Skeletonization Techniques, and Threshold
Method were used to detect the majority of the cracks. The shape of the image’s features
is determined using the morphological technique. The Crack length, width, and orien-
tation are all measured. The discovered crack locations are more accurately identified
using the Combined approach. The segmented output from the crack is shown in Fig. 2.
Roberts, Sobel, and Prewitts and Morphological approach have greater noise. However,
Canny edge detection and combination approaches produce less noise.

Test Image

(a)

Gray image

(b)

Roberts

(c )

sobel

(d)

Prewitt

(e) 

Morphological output

(f)

(g) (h) (i) 

Fig. 2. (a) Input image, (b) Gray image, (c) Roberts method, (d) Sobel, (e) Prewitts, (f) Morpho-
logical output, (g) Canny edge detection, (h) BHT, (i) Combined bottom hot transform and canny
edge detected
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Table 2 compares several crack detection strategies with the suggested strategy
employing image processing technologies. The different image segmentation algorithm
for the detection of cracks such as Integrated Thresholding, Gabor filter, Enhanced Bina-
rization, Optimized grey processing, Mixture of simple Gaussian density and minimum
co-variance, Fast Haar Transform and Convolutional Neural Networks, Supervised app-
roach with CNN was used in all existing method and which produces classification
accuracy rate is less than 95% and U2-Net based Deep Learning model performs pixel-
level crack detection and produces 98% accuracy. The Combination of Integrated non
destructive methods give better depth of crack than existing model.

Table 2. Comparison between various crack detection nondestructive methods

Existing Nondestructive methods Accuracy

Dhital D et al. (2012) Ultrasonic scanning excitation and piezoelectric air
coupled [45]

96%

Wang We et al. (2018) Infrared thermal imager [46] 96%

Jun Yang et al. (2019) Infrared thermal using CNN [47] 95%

Feng, Liuyang (2020) Ultrasonic phased array [48] Not specified

Aslam Y et al. (2020) Supervised approach with CNN [40] 93%

Elhariri et al. (2022) U2-Net based deep learning [49] 98%

5 Conclusion

In this paper, the theoretical background is explained as per basic concepts from the liter-
ature review. In situ, Non-destructive testing (NDT) methods such as image processing
methods are most suitable for weathering decay assessment. This method requires less
time consumption, and it is user friendly. The depth of the crack cannot be estimated
using IRT. The Larger size crack is difficult to analyze using Ultrasonic Testing. The
damage severity was not estimated in existing methods. There is a lack of analysis of
decay assessment and therefore the assessment of monuments needs more research to
reach the ultimate goal of machine simulation of assessment. The deep Neural network
method is to be used to structure and validate the results. The diagnostic process for deter-
mining the conservation status of building materials and monuments can be improved
by the incorporation of non-destructive approaches.
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Abstract. The present work researches driver drowsiness, which constitutes a
huge problem, and can turn into fatal incidents potentially involving the losing of
lives, being it while driving in a highway (car, bus, truck, etc.), in the railway, or
any other transportation mean (ship, airplane, etc.). Recent technology has been
involved in the study of the fatigue behaviour. The purpose of this work is to
identify the in-driver’s drowsiness, contributing to get rid of the accidents, mainly
during the night, and to ensure better safety in train and on the highways. A camera
is used to capture images from the driver, and face detection is executed in real-time
to find out the exact position of driver’s face. Here, the blinking of the driver’s
eye is under consideration. The fundamental concept lies in the closing of the
driver’s eye for a specific duration of time. If the closing time exceeds that certain
duration, drowsiness is detected and an alarm is sounded for awareness. Python and
OpenCV (usingHaarcascade library) are the fundamental programming platforms
for sensing the facial attributes. In this work, a cost-effective system for the driver’s
drowsiness detection is aimed. Further, the result also indicates the reduction of
response and processing time, which is ideal for real time detection.

Keywords: IoT · Drowsiness · Detection · OpenCV

1 Introduction

The importance of vehicle safety has increased with the advancement of technology in
all spheres of life, and the main focus is now on reducing the alarming time when an
accident occurs so that the rescue team can treat the injured faster. When we try to go
deep into the root causes of the road fatalities, drowsiness of the driver emerges as one of
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the prime causes. This drowsiness is caused by the intake of unwanted drugs or mental
fatigue of driver. The number of accidents is expected to decrease drastically if the eye
movement of the driver can be monitored. It involves the recognition of human face
efficiently in a timely manner which is a complex problem.

The human face is lively and active with a high grade of changeability. In computer
vision, it is a very difficult problem to perform face recognition in real time dynamic
environments. Human eyes play a major role during face recognition as well as facial
expression analysis. Salient features dynamically change while a person feels drowsi-
ness. Eyes are the most relevant and fairly stable landmark on the face in contrast with
other facial attributes. Therefore, it is more significant to detect eyes before recognizing
other facial attributes. The eye position can estimate the location of other facial ele-
ments/features. Besides, the shape, size, position and the rotation of the image-plane of
the face can be normalized by the location of both eyes [1–5].

The basic contributions of the present work are directed to:

• Be able to accurately detect a face from an image.
• Be able to detect the region of interest, in this case the eyes.
• Accurately classify the status of the eye either closed/ open.
• Provide a warning to the driver if drowsiness is detected.
• Provide cheaper systems that are affordable to the low-income people.

The rest of the paper is organized as follows. Section 2 provides stepwise methodol-
ogy adopted in this work. It is followed by a brief explanation of implementation which
is depicted in the section. Finally, the attained results are analysed and shown in Sect. 4.
The conclusion of this work is provided in last section.

2 Methodology

As stated before, the main objective of the present work is to detect the drowsiness
of a driver (driving a car, train, etc.). It can be estimated by the duration of the eye
closing time [5, 6]. If the eyes are in a closed state for a certain period of time, an
awareness notification sound will be ringed. In this work, faster response and detection,
irrespective of specific drivers, are the fundamental objectives. The number of frames
associatedwith eye closure aremonitored. If the number of frames reach a specific value,
then an awareness message is displayed on the screen showing the notification “driver
is feeling drowsy”.

The following algorithm is implemented. Initially, the image is captured by awebcam
and sent for further processing. The Haarcascade file face.xml is used to find and sense
the faces in an individual frame. If the situation arises that no face is detected, then
the next frame is acquired. On other hand, if a face is recognized, then a region of
interest (RoI) is declared within the face. This RoI contains both eyes. The purpose of
declaring a RoI is to reduce the computational effort of the system. Finally, by using
Haarcascade_eye.xml, the eyes are detected from the RoI. Figure 1 depicts the overall
representation of working of the proposed system.

In the next subsections a brief explanation of the main steps of the algorithm,
presented in Fig. 1, is presented.
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2.1 Image Acquisition

# Initiation of the video stream thread
print("[INFO] starting video stream thread...")
vs = VideoStream(src=0).start()
# vs = VideoStream(usePiCamera=True).start()
time.sleep(1.0)

The function “vs = VideoStream(src=0).start()” grabs the video streaming from a
USB camera. There is a second sleep to warm up camera sensor.

Fig. 1. Block diagram of the implemented algorithm
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2.2 Dividing into Frames

Step 1. while condition is True:
frames from video stream are collected
Step 2. convert the collected frames into grayscale channels after resizing
Step 3: face detection takes place in the converted frames

In practice, in a real time scenario, the system deals with captured video which is in
turn processed further. But here, the mentioned algorithm is compatible for image only.
Therefore, the captured video is segmented into frames for the corresponding analysis.

2.3 Face Detection

In this specific stage, the aim is to build a specific logic for the recognition of the face.
By face recognition, it is meant that marking the face in a frame, i.e., finding the position
of facial attributes. The frame is supposed to be random in nature. The detection is very
selective to the facial related features and does not include other structures or objects
in the surroundings. A face can be considered as an object. In such cases, the location
of the target object is intended to find out and the size is also approximated to known
particular class. The face detection algorithms are mostly based on recognizing the front
side of the face. Herein, a situation like a face in the tilted position, or positioned in any
other way, and also multiple faces are also triggered. It implies that it may solve the
purpose of the rotation axis with respect to the present observer from the reference of
the face in a particular position, or even if there is a vertical rotation plane. In the present
algorithm, all the real time situations are considered [6–9].

Step 1: Repeat for (x,y,w,h) in rects:
face in detection in converted frames.
Step 2: a rectangle object is constructed from the bounding box of Haarcascade
Step 3: facial landmark is detected in the facial region with (x,y) co-ordinate
Step 4: facial landmark (x,y) co-ordinates is converted to array

The above function basically draws a rectangle in the image to point out the cor-
responding corner points. The rest of the parameters are to illustrate the colour and
thickness and type of lines in the rectangle and visualize the coordinates.

The Facial Landmarks Predictor

Step 1. Initialize dlib’s face detector
Step 2. facial landmark predictor is created with a message “(“[INFO] loading facial
landmark predictor…”)”
Step 3. Indexes for left and right eye is grabbed from facial landmarks
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2.4 Computing the Euclidean Distances and Expression for Ear He Facial
Landmarks Predictor

Step 1. Two sets of Euclidean distance between left and right eye is computed from 
vertical eye landmarks (x,y) – co-ordinates and store it to A and B 

Step 2. Euclidean distance between left and right eye is computed from horizontal eye 
landmarks (x,y) – co-ordinates and store it to C 

Step 3. Eye aspect ratio is calculated using A ,B and C value and store it to ear(Eye 
Aspect Ratio) 

           ear= (A+B)/(2.0*C) 

Step 4.  if(ear>x): 

                      x=ear 

           else if (ear<y): 

                          y=ear 

           return ear 

2.5 Set Unique Threshold Value

EYE_AR_THRESH = x + ((y − x)/5)
EYE_AR_CONSEC_FRAMES = 48

2.6 Set Image Region of Interest

It extracts the left and right eye coordinates and compute the EAR (Eye Aspect Ratio),
which is the average of Eye Aspect Ratios of left and right eyes.

Step 1. Extract left eye co ordinates
Step 2. Extract right eye co ordinates
Step 3. Left Eye Aspect Ratio (leftEAR) is computed from Left eye co-ordinates
Step 4. Right Eye Aspect Ratio (rightEAR) is computed from Right eye co-ordinates
Step 5. Calculate the average eye aspect ratio (ear)

ear = (leftEA + rightEAR)/2.0
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2.7 Visualization of Eye Regions on a Frame et Image Region of Interest

Step 1. The convex hull is computed for each eye
Step 2. Visualize each of the eyes to plot contours for both the eyes.

2.8 Drowsiness Alert Based on Eye Aspect Ratio

Here, the ear is compared with the EYE_AR_THRESH – if it goes below the threshold,
eyes are closed. COUNTER is incremented and subsequently verified to know the eye
closure time for enough consecutive frames, to blow the awareness alarm. If the alarm
is in off state, it will be turned on to notify the drowsy driver.

 if eye aspect ratio (ear)<blink threshold 
                  then increment the blink frame counter by 1. 
                     if eyes are closed in maximum number of frames 
                                 then alarm= ON 
if args["alarm"] > 0: 

th.buzzer.blink(0.1, 0.1, 10,background=True) 
draw an alarm on the frame 

else: 
                     reset the counter as 0 and alarm 

The dip in eye aspect ratio indicates driver’s drowsiness.

3 Implementation

As stated above, to implement the principles and algorithm presented in the previous
section, we have used Python and OpenCV (using Haarcascade library).

Here, the purpose of using OpenCV is mainly to detect the image. OpenCV
[OpenCV] is an open-source computer vision library which is shown in schematic form
in Fig. 2. Additionally, OpenCV is chosen basically because of its computational effi-
ciency in real-time image recognition, and “Simple-to-use computer infra” is one key
feature of OpenCV which results in the design of highly sophisticated and fast response
vision applications.
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In a more practical implementation perspective, the reasons behind choosing
OpenCV are:

• Specificity: In OpenCV, all the functions and data structures are designed aiming to
the image detection.

• Efficiency: One of the alternatives is MATLAB, but consumes huge system resources,
whereas, OpenCV, requires only 10MBytes RAM for a real-time application.

• Speediness: By using MATLAB, a maximum of 4 to 5 frames can be processed in
every second. In contrast, OpenCV can process around 30 frames per second. It makes
OpenCV more applicable to real time situations.

Visualization of facial landmark coordinates is crucial here, and thus eye aspect ratio
(EAR) is a priority for drowsiness detection to obtain the desired accuracy. The critical
parameters of eye status are classified based on the EAR. The level of opening and its
landmark positions are extracted from an image: (a) extracting exact landmark position
of eyes (b) calculating distance between vertical horizontal coordinates.

From the given Fig. 3, A is the distance between 1& 5. B is the distance between 2&
4 and C is the distance between 0 & 3. Relating A, B, and C distances by an appropriate
formula. The above process of calculation is performed for both eyes after getting the
image from video or target face. Then the eyes are detected and the corresponding
landmark of both eyes.

Fig. 2. Schematic representation of OpenCV structure
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Fig. 3. Extraction and calculation of the exact landmark position of eyes

If this EAR value goes low compared to a unique threshold value, which automati-
cally gets adjusted for every individual, an alarm is triggered. The novelty of the work
lies on the automatic adjustment of the threshold value for every individual. One of the
most important difficulties that we have had to ensure the effective drowsiness detec-
tion involving eye aspect ratio was the fixed threshold value, implying that the system
was static, i.e., treating everybody equally. However, every individual can have unique
threshold values based on their eye-opening area, and hence we have adopted a dynamic
behaviour of our system, adapting the threshold value. This is one of the most important
advancements in this work. Irrespective of a specific driver, the system calculates the
threshold value for each and every driver dynamically.

The software-hardware interactions involved for each stage of the methodology are
as follows:

Software components:

• Raspbian Stretch
• Python3
• Cmake Dlib
• OpenCV

Software implementation:

• Eye detection
• Detecting the eye center
• Determining pixel intensity of center
• Eye state determination
• Driver drowsiness detection with OpenCV
• Programming performed in python language and OpenCV using the Haarcascade
library

• Drowsiness analysis
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Hardware components:

• Raspberry Pi 3
• Logitech c270
• Buzzer

Hardware implementation:

• Implementation using LAPTOP and WEBCAM.
• Implementation using Raspberry Pi and Webcam.

Various steps and its related integration to the final drowsiness detection method and
device are explained below:

Step 1: Camera grabbing: video streaming
Step 2: Dividing into frames: grabbing of the frame resized and convert ed it to grayscale.
Step 3: Face detection: sent for face detection and a pause is initiated for a second and
then loop over frame in video stream.
Step 4: Facial detection: detection of facial landmarks, conversion of facial landmark (x,
y) coordinates to the numpy array.
Step 5: Eye Detection: extraction of left and right eye coordinates, and estimation of
threshold value.
Step 6: Eye aspect ratio (EAR) calculation: The coordinates are used to compute eye
aspect ratio.
Step 7: Comparison: EAR with unique threshold value.
Step 8: Triggering of Alarm: if EAR < threshold value (signal is sent from raspberry pi
to speaker)

4 Result and Analysis

To confirm the accuracy of the system to determine the eye blinks and drowsiness, a
huge set of samples are considered from live video.

In this work, a USB webcam of 5 megapixels is connected to Raspberry Pi 3 model
B+.A piezoelectric buzzer is incorporated in the system to produce the notification sound
to make the driver conscious. It happens only when the duration of the closing of eyes
reaches a certain threshold. The whole setup is tested in different real time situations
for different drivers. High accuracy is achieved for the driver who is wearing spectacles
also. The different samples with different conditions are shown in Fig. 4.

This system is appropriate to use in vehicles like bus, taxi, train, etc., to avoid
accidents due to the driver’s drowsiness. Sample outputs are shown below where such
conditions are considered.
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 (a): Sample output (eyes open) (b): Sample output (eyes closed)

(c): Sample output (eyes closed) (d): Sample output (eyes open)

(e): Sample output (eyes closed) (f): Sample output (eyes open)

(g): Drowsiness detection -Device prototype.

Fig. 4. (a): Sample output (eyes open). (b): Sample output (eyes closed). (c): Sample output (eyes
closed). (d): Sample output (eyes open). (e): Sample output (eyes closed). (f): Sample output (eyes
open). (g): Drowsiness detection – device prototype.
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5 Conclusion

We have presented a simple methodology to detect drowsiness in a driver. We have also
presented a system to implement this methodology. This system includes a process able
to detect the region of interest, in this case the eyes aspect ratio. A unique technique
is used to classify the state of the eye, either closed or open, based on the program-
ming performed using the Python language and OpenCV using the Haarcascade library.
The proposed driver drowsiness detection system automatically adapts to the different
drivers’ characteristics, and is not limited to a specific driver. The system also pro-
vides high accuracy for the driver who is wearing spectacles. The system has minimized
response and processing time, which is highly desirable for real time detection, and it can
be considered a low-cost of cost-effective system, affordable to the low-income people.

Acknowledgments. The author would like to acknowledge Sree Vidyanikethan Engineering
College Tirupati, India for providing the infrastructural support to pursue the work.
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Abstract. Now a days people are busy with their daily activities so that they can
be forgotten about the regular usable items like bike or car keys, eye glass, books
and bag are required for our needs but usually they are misplaced the objects and
forgotten either in a home or office. For example shelves, sofa gaps and table
desks etc., and also visually impaired people are having trouble for finding these
objects. This trend has led to an increasing demand for devices and services.
Perception of remote objects unravels the above mentioned problem That assists
visually impaired persons in living comfortably and independently, as well as
normal people in recognizing objects. In this paper, the proposed electronic gadget
is based on voice recognition method. It consists of transmitter and receiver chip,
voice recording and playback chip and VR module and RF Tags. Utilization of
this gadget is very easy because this is operated through voice commands instead
of pressing buttons.

Keywords: VR module · Transmitter and Receiver chip · Recording playback
chip · Arduino · Easy VR Commander

1 Introduction

Interaction between visually impaired people with the surrounding objects at different
places is very difficult. It is required to identifying the objects simple and intuitive. In this
paper, we proposed a sophisticated method to meet the goal. Identification of objects is
donebyusing radio frequency technology and it is extensively used in themany industries
due to its less economic [1]. This RFID device assist the visually impaired people as
well as old people to recognize the misplaced objects in their home or office [2, 3] and
Using this RFID Technology we can recognize object’s locations in a reliable, flexible,
inexpensive and scalable manner [4]. It is difficult to recognize different types of objects
at different locations at the same time due to collision. Nowadays many Technologies
are available to identifying the objects i.e., Bar code, RFID etc., but they have their
own limitations [5]. For the past two decades RFID Technology has been popular to
identifying the remote objects [6]. RFID Technology have three categories 1. Passive
RFID (Radio Frequency Identification) 2. Active RFID (Radio Frequency Identification)
3. Semi active RFID (Radio Frequency Identification). Due to long range applicationswe

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
N. Gupta et al. (Eds.): IC4S 2022, LNICST 472, pp. 170–179, 2023.
https://doi.org/10.1007/978-3-031-28975-0_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28975-0_14&domain=pdf
https://doi.org/10.1007/978-3-031-28975-0_14


Voice Based Objects Detection for Visually Challenged 171

select an activeRFIDTechnology in our proposal. The themeof this paper is toPerception
of Retractus Objects through Voice based Active RFID Technology. In this proposal we
divide entire system into two categories i.e., RFID Reader with voice module and RFID
tags and user interface. Each and every object contains unique coded Tag. RFID reader
will take care about the tracking of Tags information. These tags are scan by RFID
Reader at a rate of hundreds per second [7]. Here the RFID Reader range is typically
100 m. This Technology is most suitable for Indoor navigation [8].

2 Literature Survey

Now a day’s RFID technology is used for various application in three different ways,
Those are Passive RFID, Active RFID and Semi Active RFID. Among all these Active
RFID is used for long distance communication [9].

In 2009, RFID for Identification of stolen/lost [10] items proposed that the pri-
vate data regarding the manufacturing details stored in RFID tag can be test a security
framework designed to authenticate RFID readers before allowing them to access.

In 2014, The misplaced objects are identified using active RFID. It reduces the user
time to detect the misplaced object [11], Such as medicine box, mobile, key chain etc.
with in the room vicinity. Even though RFID technology is a old, but nowadays it is
used in many applications. In this Faraday’s laws of electromagnetic principles are used
ti detect the misplaced objects Maxwell’s equations describing the electromagnetism.
These principles are foundation for modern RF communication.

In 2021, RFID based attendance system is proposed which is useful for colleges,
schools and corporate offices etc. The manual attendance system is difficult to manage
and time consuming. This RFID based attendance system overcome these drawbacks in
efficient manner [12].

Using an object finder, one can identify lost household and personal items in a home
[13]. A locator, like those offered by specialist retailers, has an interrogator with a few
buttons of different colours and a tag of the same colour as each button. By adding a tag
to an item that needs to be tracked, the user can find the item by pressing the button on
the interrogator that corresponds to the tag. The item’s tag makes the appropriate noises
and flashes, enabling the user to locate the object.
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Fig. 1. Existing object locators

Here Fig. 1 shows existing RFID-based object locator [14]. These object locators
are extensible, reusable and low support. They are simple for users to set up and use.
This examination shows that quest investment utilization for all plans and look through
plans depend the abilities of RFID readers and RF transceivers used by agents.

3 Propose Methodology

This paper gives a voice based object finder framework for visually challenged persons
in home applications RFID Reader have ArduinoMicrocontroller, RF Transmitter along
with Voice recognition (VR) module as shown in Fig. 2. RFID Tag comprises of PIC
Microcontroller, Buzzer and RFReceiver as shown in Fig. 3.Whenever Voice Command
is given by the user VR module in the RFID Reader recognizes and send corresponding
digital code to the Microcontroller. The digital code coming from the VR Module is
pre-recorded in the memory of the VR module. By using Time Division Multiplexing
Process, Micro controller will send unique ID Code to all the Tags at a particular time
interval. By this process all the Tag ID codes are sending in different time intervals. This
Technique will avoid the collision of the data coming from the RFID Reader. At the
same time Microcontroller activates the Voice Module which announces voice for the
sake of cross checking of the correct voice Command. All the RFID Tags receives the
Unique ID Code transmitted by the RFID Reader at a particular time interval. But only
matched Tag gives response and sounds the buzzer until the user picks up and RESET.

The voice-based navigation system block diagram for individuals who are blind is
shown in Fig. 2. RFID reader is connected toArduinoUNO. The Tag receives voice com-
mands from blind people. At each location, passive RFID tags are positioned. Through
the use of Arduino, the voice command [15] reaches its goal. The RFID reader reads
the data from the RFID Tag when the RFID label enters its field of vision. The device
is turned on after the antenna receives power from the RF reader. The information con-
tained in the chip is then recovered and sent back to the reader at that point. Assuming
the RFID tag and reader are in sync, this shows that the goal has been reached in the.
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Fig. 2. Block Diagram of RFID Reader

Fig. 3. Block Diagram of RFID Tag

In existing methods they are used buttons to recognize the remote object but in our
proposed methodology we used voice commands to recognize the objects and Micro
controller decodes the voice commands and activates the voice chip that announces the
voice command for verifying the user command as shown in Fig. 4.

At the same time micro controller sending the corresponding unique code to all the
tags in a time division multiplexing process. These RFID Tags are connected to the
different objects for identification purpose. Each RFID Tag consisting of RF Receiver,
Micro controller. It has a distinct reader ID that distinguishes it from the rest. Here there
are 5 RFID Tags for identifying Five different objects. It receives Transmitted ID from
the RFID Reader and compares with its own unique ID, If both ID’s are matched then it
will sound the buzzer until RESET by the user. The Tags are kept around 50 m diameter
from the reader. This RFID Tags are working with a battery-powered power source As
a result, the range of these sensors is greater than that of passive sensors. It is possible
to increase the number of sensors so that we can identify more objects.

The voice module consisting of PIC16F877A and APR9600 chips. The interfacing
between PIC 16F877A and APR9600 is through parallel interface. In our proposed
method we have programmed the PIC 16F877A to access the voice chip (APR9600)
through the corresponding addresses.
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We have entered these commands through PC hyper terminal through RS232 inter-
face with a Baud rate of 9600 voice signals are pre recorded in the APR9600 through
Mic in the Recording mode.

Fig. 4. RFID Reader Flow chart

Voice module interfaced with other microcontrollers through RS232 Interface. Voice
module is an integration of PIC16F877AMicrocontroller and APR9600Voice recording
and play back chips. Here PIC16F877A Microcontroller is programmed for a dedicated
accessing of APR9600 as shown in Fig. 5.

Main themeofThisMicrocontroller is to formbridge betweenAPR9600with outside
Microcontroller. In this we have used 434 MHz RF Transmitter and Receiver modules
for the wireless communication between the Reader and Tags. We have used parallel
interfacing between the APR9600 and PIC16F877A.We can prerecord the voice signals
in a particular location inAPR9600 by grounding the corresponding address line through
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PICMicrocontroller during recording time. Playback can be performed by grounding the
particular address line at once. APR9600 contains 8 address lines are used for recording
and play back purpose.

Fig. 5. RFID TAG flow chart

The positioning accuracy of the active RFID Tags is in the range of 10 m. The
maximum signal range and accuracy can be increased by using trilateration. ITU (Inter-
national Telecommunication Union) model is useful for indoor environments. Path loss
within a room or a confined space within a building might be bounded by any type
of wall. The measured RSSI (Received signal strength indication) and the range from
the transmitter have a logarithmic relationship. The can be expressed mathematically as
shown in Eq. (1)

xT = 20log10fc + 10.m.log10D − 28 (1)

where xT is the total signal strength in [dBm]
fc is the carrier frequency in [MHz].
m is the signal strength exponent.
D is the range between the RFID tag and the RFID reader in [m].
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A new, simplified equation that uses three fixed parameters from Eq. (2) can be used
to determine the ideal parameters for an RFID system.

xT = b0 + b1.log10D (2)

where b0 and b1 are coefficients found during calibration using measurements on a
known baseline.

Then the parameter Eq. (3)

b0 = 20log10fc − 28 (3)

Equation (4) may then be used to calculate the distance d between the RFID tag and
the RFID reader: with the coefficients

D = 10
xT−b0
b1 (4)

3.1 Testing Method

This proposed work is tested using the Arduino communication interface. When a voice
command is provided in this case, the com port will display the information. The asso-
ciated object will emit a buzzer sound and have its LED light up in response to a voice
command.

4 Implementation and Results

Fig. 6. Interfacing voice recognizer with Arduino UNO

In the above Fig. 6 We have Interfaced Easy VR shield with ARDUINO UNO for
the voice commands recognition.
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Fig. 7. Easy VR module simulation results

The Fig. 7 shows the simulation results of Easy VR modules in training mode and
recognition mode. In the Group 0 of Easy VR module we have stored customized voice
commands. The commands location information is as follows.

0 - location “Bottle”, 1 - location “LunchBox”, 2 - location “Uniform”, 3 - location
“Stick”, 4 - location “Books”

In the bottom portion of the above Fig. 8 shows recognition of the voice commands.
Whenever voice command matches with the data base information it sends in the ASCII
text format. As shown in Fig. 6, five different objects are identified by the visually
challenged people by using our prototype model with in the 50 m range. Here we have
attached 5 different RFID Tags with unique ID. This unique ID code is written in one
array in ASCII format of that Tag Microcontroller. This written ID code is compared
with Live receiving ID code from the Reader, when both are matched the buzzer will
ringing sound. In Easy VRModule we recorded predefined voice commands using Easy
VR commander software through PC.
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Fig. 8. RFID Tags attached to the different objects (Bottle, Lunch Box, Uniform, Stick, Book)

5 Conclusion and Future Scope

Our Proposed methodology shows reliable, accurate, streamlined and scalable RFID-
based approach for visually challenged people to identify their objects with in the room.
In present existing system they have button type technique. To improve convenience
of the user especially for visually challenged people we incorporate voice recognition
methodology. So that user can easily operate device. Active RFID Tags track the objects
over long distance comparing with the Passive RFID Tags. Time division Multiplexing
approach leads to addmore number of RFID tags to our system.We can extend this work
for identifying objects in 3D regions, multiple stationary, outdoor environments mobile
object localization.few limitations ofRFID is the regularmaintenance ofBatteries, signal
will lose due to any metal obstacles. Future research of this work can be additional
improvements in overall speed, particularly for moving objects.
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This paper points on enhancing a visually impaired acknowledgment framework
through utilizing RFID and covers a concise understanding of important work about the
RFID framework. The audit of RFID framework presents the specialized elements of
this utility and presents the idea of exploration being created invoice based for blind
individuals. The data, for example, the expenses of the parts of the proposed RFID-
based framework is given. RFID innovation is maturing and extending as the world
dynamically moves towards a contact-less climate. All things considered, the client can
move a sweep even from feet away from the reader. Further, in addition to being cost
effective due to it’s easy and less massive production cost, RFID alleviates the scope
of malpractices and errors. One more highlight note here is that this framework can
additionally be reinforced by presenting parts like a finger impression scanner assuming
the need emerges. Likewise the extent of this RFID based framework can be reached out
to a scope of tasks like library the board, stopping security the executives, and so forth.
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Abstract. The extraction of three dimensional (3D) information from digital pic-
tures, such as those acquired by aCCDcamera, is known as computer stereo vision.
Examining the relative locations of things in the two panels allows 3D information
to be derived by comparing information about a scene from two viewpoints. We
employed two cameras in the suggested system to identify obstructions in front of
the autonomous vehicle or robot using the disparity idea. The absolute difference
between the two pictures is calculated and utilized to regulate the motion of the
vehicle/robot. Edge pixels retrieved from two pictures are matched, and a dense
disparity map is generated by filling in the gaps between two consecutive edge
pixels. A system has been proposed that permits the identification of an ideal path
in real time between a starting point and a desired position in a congested environ-
ment using stereo vision, followed by a path planning algorithm and navigation
enabling easy vehicle/robot traversal.

Keywords: Depth estimation · Disparity map · Stereo vision · Autonomous
vehicles · Robot · Block matching · Sum of absolute difference (SAD)

1 Introduction

Recently, technology is steadily moving toward automation with little human interven-
tion and reaching ease of operation in a wide range of disciplines. Since autonomous
robots can automate a variety of labor-intensive occupations in the industrial environ-
ment and increase productivity, the number of robots used in manufacturing has rapidly
increased, and this trend is predicted to continue in the future. Autonomous vehicles
and robots may also do activities without the need for human intervention by combin-
ing hardware and the right algorithm to achieve the needed functionality in a range of
contexts, which has led to their widespread use in several industries.

For navigation, a variety of sensors are used, such as ultrasonic sensors, laser scan-
ners, Lidars, and others. This study looked at how to use stereo vision as the main sensor
to create a consistent global map for an unstructured interior environment in real time,
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which will aid in a robot’s autonomous movement. Due to its numerous significances in
several applications, such as IndustrialAutomation,ADAS, and robots, visual perception
of an unknown environment has become essential [1]. Localization of the robot or vehi-
cle, as well as sufficient map and path planning, are essential for autonomous traversal,
with path planning being critical in implementing an ideal accident-free path forward.
Precedent to these activities, we performed object recognition and range estimation for
every item via the vision configuration.

Any sort of uncertainty perceived in a world model should be dealt with by the
path planning method, which should also be capable of reducing the impact of objects
on the robot when it is traversing a small space. These frequently use different map
representations as their foundation, including metric maps, topological maps, hybrid
maps, and others [2]. For these applications, several object recognition and classification
algorithms built on stereo matching approaches [3], classic image processing techniques
aswell as deep learning-basedmethods [4] have been developed.We have used computer
vision for this.

Stereoscopy is a technology for capturing and displaying 3D pictures by merging
two or more photographs taken from slightly different perspectives, it may create the
illusion of depth. There are twoways to capture stereoscopic images: with specialist two-
lens stereo cameras or with systems that combine two single-lens cameras. The distance
between the camera and the object of interest in the picture can be calculated using
stereoscopic images. One of the most important qualities of any autonomous ground
vehicle is its ability to discriminate between obstacles and how reliable and complete it
is the perception of the environment.

After identifying an item and measuring distance from it, a system of stereo vision
provides a pair of stereo images that may be used to measure distance. Avoidance per-
formed by any of the controlling devices upon receiving the detection decision from
the stereo system [5–8]. To grasp the different techniques published in the literature in
recent years, a taxonomy of stereo matching methods is devised.

2 Methodology

Figure 1 shows the block diagram of the proposed system for depth estimation and
navigation path planning using stereo vision, which is briefly described in this section.
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Fig. 1. Proposed diagram for depth estimates and navigation path planning

2.1 Stereo Calibration

When working with stereoscopy, it is critical to calibrate the cameras and get the nec-
essary intrinsic and extrinsic characteristics. This is an example of a pinhole camera. A
scene view is created by employing a perspective transformation to project 3D points
into the picture plane.
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When we calibrate the camera, we get certain precise numbers that we may use to
estimate distances in length units rather than pixels. The purpose of calibration is to
determine the intrinsic and extrinsic characteristics of the camera. A chessboard pattern
is a common method for calibrating a camera. The chessboard patterns as shown in
Fig. 2. The chessboard design is easy to calibrate since it is flat, so there are no depth
problems, and it is easier to extract corner points because they are well defined. The

Fig. 2. Chess board patterns
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corners are all on the same line. To get a better calibration, a variety of positions are
employed [9–11].

Stereo calibration is identical to single camera calibration; however, it includes more
stages and provides all intrinsic and extrinsic characteristics. We must define two image
vectors and locate the chessboard in each photo.

2.2 Stereo Rectification

For rectification of frames received from stereo cameras, intrinsic and extrinsic properties
discovered during calibration are employed. Due to the imaging principle of the camera
and the construction of the device, the left and right pictures acquired by the binocular
vision system normally contain some image distortion. As a result, the identical pixel in
the left and right photos may not be on the same pole line. This will make subsequent
stereo matching more difficult, resulting in increased time consumption and mismatch.
To increase the accuracy of stereo matching, the picture must be corrected to obtain
precise co-plane and line alignment of the left and right images in theory. Calibration
and rectification of stereo images as shown in Fig. 3.

Fig. 3. Calibration and rectification of stereo images

2.3 Stereo Synchronization

Many stereo synchronization algorithms have been presented during the last twodecades.
All approaches are classified as sparse stereo or dense stereo matching. All approaches
are classified as direct matching, custom-built filters, or network learning models. Until
date, the majority prominent categorization approach has been global and local. One
of the most significant responsibilities of a machine vision system is calculating the



184 A. K. Kushwaha et al.

distance between distinct points or primitives in a scenario and the cameras location.
The most common method for obtaining depth information from intensity images is to
use two synchronized camera signals, from which the disparity maps, also known as
depth images, are created by matching the two stereo images point by point [3–9, 11,
12].

Fig. 4. Matching windows in stereo matching

To calculate the pixel p disparity, local stereo matching compares a pixel’s sur-
roundings in the left picture to significantly translated regions in the right image. The
processing of each individual pixel, which ignores the context of the complete image,
results in noisy disparity images. Areas of non-textured images that are impacted by
input noise of any kind are especially susceptible to this (e.g., light gleaming, slightly
varying colours over adjoining camera views, etc.). In Fig. 4, the surrounding areas of
pixels p and q in the left and right images are compared using local stereo matching
algorithms, with q translated across a candidate disparity p in comparison to p. N= 256
and 65,536 potential disparities are assessed for each pixel p in 8-bit and 16-bit depth
maps, respectively, and the candidate disparity with the lowest matching cost is given
to pixel p. [8]. On the other hand, accurate, local stereo matching algorithms pay close
attention to the matching window form, lining up the edges with object borders.

2.4 Disparity

Disparity is the measured parallel shift in pixel-coordinates between the positions of a
particular object in a pair of stereo pictures. By identifying the object in both the left
and right photos, disparity is calculated. d = xl − xr, where xl and xr stand for the
item’s parallel locations in the left and right images, respectively, and d represents the
disparity. Items close to the camera will be in a different position than those farther
away. The relationship between disparity and depth allows us to calculate the actual
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separation between two objects. Figure 5 shows two images taken using a stereo camera
setup along with the distance between the objects. Each image has a different object in
two dimensions. The distance between the cameras and the object can be measured by
calculating the disparity. Distance and disparity are inversely connected.

Fig. 5. The pair of photographs taken and the disparity between the objects

2.5 Disparity Map

Adisparitymap is a 2Dmatrix in which each quantity represents the pixel disparity value
by a single value. By visualising each number as a coloured pixel, the disparity map can
be displayed as a grayscale image. High disparity levels produce brighter pixels, whilst
low disparity values produce darker pixels, as shown in the image. The disparity map is
shown as a grayscale image in Fig. 6. Dark features are farther away from the cameras
than bright features. Features that are too far away from the camera to be associated with
are represented by the black patches.
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Fig. 6. Disparity map for stereo pairs

2.6 Stereo Correspondence

The correspondence between two corrected stereo pictures is referred to as stereo cor-
respondence. A disparity map is produced by computing the difference between the
features of the left and right images. Stereo Block Matching to compute stereo corre-
spondence, Python and OpenCV create a quick and efficient stereo block-matching tech-
nique. The semi-global block matching-method is the function that was implemented.
The photos are first gone through excluding process to improve quality andmake it easier
to locate characteristics. In order to identify characteristics that complement those of the
left and right corrected images, the approach iterates between the images using a SAD
window (sum of absolute differences). The algorithm looks through the equivalent rows
in the right image to find a match for each trait found in the left picture. The algorithms
use the SAD window to match blocks of pixels rather than individual pixels. By doing
this, each batch of photos will process more quickly, which is beneficial for real-time
applications. Post filtering is used to prevent bad similarity matches from occurring. The
class Stereo SGBM in OpenCV offers this capability. The disparity function in Python
uses the same method. Consequently, a disparity map is produced.

2.7 Total Absolute Differences

In digital image processing, the sum of absolute differences (SAD) is a metric for picture
block similarity. It is calculated as the sum of the differences between each pixel in the
native block and its corresponding pixel in the contrast block. The blockmatchingmotion
estimation subsystem uses the SADmethod continually. The macro block uses the SAD
technique to calculate the definite differences between the picture’s (Template image)
and its matching pixels’ (Search image) pixels, and these differences are then averaged
to produce the similarity block. The only arithmetic operations used in the procedure are
addition and shifting. The SAD approach is particularly the quickest and is extensively
used in block motion evaluation and object discovery due to its simplicity. It performs
independent computation checks on each pixel in the block, making the implementation
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process simpler and more parallel. This study presents the 4 × 4, 8 × 8 SAD technique
for video compression motion estimation. The architecture can conduct full locomotion
searches on essential manifold of 4 × 4 and 8 × 8 block dimension. Figures 7 and 8
depict the diagrams of blocks of 8 × 8 SAD and Ladder of SAD respectively.

 Template 
Image

4X4 / 8X8

Search
Image

4X4 / 8X8

SAD 
Processor

Comparator

Similarity

4X4 / 8X8

Fig. 7. Diagram of 8 × 8 SAD block

Fig. 8. Ladder of SAD block

Representative stages elaborated in completely parallel SAD architecture are:

• Carry out complete difference of all the pixels (of a block of video).
• Perform addition of all the complete dissimilarity.
• Pick block with smallest contrast value.

The sum of absolute differences (SAD) approach is an easy way to determine how
similar template image T and sub-images in source picture S are to one another. The
absolute difference between each pixel in T and its corresponding pixel in the sub-
images being compared in S is determined. These distinctions are added together to
form a basic similarity measure. Assume a 2-D m * n template, T (x, y) is to be matched
inside a S(x, y) source image of size p × q, where (p > m and q > n)(x, y)” [7]. The
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SAD distance is determined for each pixel position (x, y) in the picture as follows:

SAD(x, y) =
∑(m−1)

k=0

∑(n−1)

l=0
|S(x + k, y + l)− T (k, l)| (2)

2.8 Distance Evolution

Range evaluation via stereovision is commonly utilized since, for a given environment,
two separate perspectives are produced, which aids in determining depth values. Due
to the disparity values obtained being inversely proportional to the depth of a certain
scene, disparity maps are utilized to estimate the depth of a given scene. The bounding
boxes produced by object detection were employed to estimate range for the detected
items, with the centroid of the bounding box designating the location of the object in
the environment at that precise moment [4]. The following are the distance estimate
equations that were utilized based on this information:

D = baseline× focal length

disparity value
(3)

D = 562.44× d3 + 1426.83× d2 + 1300.22× d − 494.35 (4)

Here, d constitute of disparity values acquired from SAD method. This equation was
created using ground truth data of noticed object detection interval and disparity values,
where ‘d’ represents observed disparity values. These two equations were obtained to
calculate the range of objects that were identified.

2.9 Physical Mapping and Navigation Route Planning

Building a map and improving it at orderly time spans that are synced with the robot’s
movement is a critical task for navigation. Mapping an unfamiliar area aid in deter-
mining the position of the robot in relation to its surroundings. This approach aids in
the estimation of landmarks, which aids in the route planning process of the robot. The
suggested technology performs mapping using vision, with items classified as barriers
serving as markers for the robot. “To map the environment in our scenario, we use occu-
pancy grid maps, which are made up of discretized cells that each reflect the occupancy
of a certain obstacle. These assist in locating nearby open spaces that can be used for
safe movement or to accomplish a particular objective. Each grid cell is given an integer
value that describes its state, much like an occupancy grid map (empty or occupied).
Obstacle-occupied cells are given a high integer value, i.e., 1, whereas empty cells are
given a value of 0” [4]. A typical illustration of an occupancy grid map is shown in
Table 1.

Following the completion of the techniques outlined in the preceding segments,
produced data is received and provide to route planningmethods, which generate control
points that the robot must act in accordance with in order to get to the target location.
These waypoints were then utilized to provide actuation orders to the robot, allowing it
to move securely.
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Table 1. Occupancy grid map

1 1 1 0 0 0 0 0

1 1 1 0 0 0 0 0

1 1 1 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

1 0 0 1 1 1 1 1

1 0 0 0 1 1 1 1

1 0 0 0 1 1 1 1

1 0 0 0 1 1 1 1

3 Result and Discussion

It is depended on the methods mentioned in preceding segments, a network map was
created to indicate the habitation of every network by the entity and was supplied to
the planner to generate the course that the robot travelled. The range estimates for each
identified barrier were calculated using Eqs. (2) and (3), after which some observations
were taken, revealing that the suggested interval-disparity mapping equation, Eq. 3,
proved to be more precise than Eq. 2.

Figure 9 depicts the stereovision system’s output GUI. A initial camera image is
shown in GUI Image 1. An image from the second camera is displayed in Image 2. The

Fig. 9. Output GUI of stereovision system
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composite image of images 1 and 2 is seen in image 3. The distance travelled by the
object is displayed on a stereovision distance graph.

Table 2. Comparison for range estimation with equations

Ground truth (cm) Equation 2 (cm) Equation 3 (cm)

31 41 31

61 56 64

91 61 93

121 64 124

151 79 148

181 89 180

211 121 208

241 127 241

271 146 274

Table 2 mention comparison for range estimation with equations. The suggested
method, in conjunction with the distance-disparity mapping equation, proved to be
efficient in presented scenario.

4 Conclusion

The procedures mentioned here for autonomous route planning of a robot/vehicle in an
interior territory are conducted in real-time using the provided object perception struc-
ture and the suggested distance estimate approach. The performance of the suggested
methodaswell-organized approach for route planning in limited contextswasdetermined
through analysis of path planning techniques. Due to restricted processing recourses, a
high-fidelity pair of cameras was used for depth measurement, helping to improve maps
while robot motion was being performed. When superior quality analytical resources
are available, estimation can be performed by utilizing deep learning structures with
maps improved using probabilistic route-maps, and route planning procedures can be
evolved using more systematic planning methods for vigorous presentation of our robot
in settings with severe constraints.
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Abstract. Forecasting the upcoming water level of a dam or reservoir
is the goal of water level forecasting in reservoirs. In order to predict
the water level of the dam or reservoir for the subsequent consecutive
time interval, this paper proposes a method based on the ARIMA (Auto
Regressive Integrated Moving Averages) machine learning model, which
fed on historical data of water levels with respect to consecutive time
intervals. Additionally, the anticipated output, whether it be in TMC or
MFTC units, is depending on the data that is given. The model’s perfor-
mance is further examined in the study using certain machine learning
metrics.

Keywords: Water Level Forecasting · ARIMA · Time Series
Analysis · Auto ARIMA

1 Introduction

Water Level Forecasting in Reservoirs is to forecast the future outflow of city or
country reservoirs. The purpose of predictions or forecasts is to make ourselves
ready to meet the future needs and to make the ruling bodies aware of the future
trends of any given commodity. This solution or analysis is used as a basis for
any government bodies to make any substitutions to the insufficient levels of
water for the people. Now a days the techniques of machine learning are making
a huge impact in society or the market by getting an analysis on the future
needs. And the machine learning model used in this is ARIMA which is a Time
Series Analysis model based on the single variable data which varies with respect
to the time [1].

The Word Time Series Analysis means by analysing a sequence of data col-
lected over an interval of time [2]. ARIMA or Auto Regressive Integrated Moving
averages which is a combination of AR model (Auto Regressive) and MA (Mov-
ing Averages) model with respect to differencing (Stationarizing data) [3].

The incident laid foundation for the idea - Forecasting water levels was due to
the vast growth of the capital city of Tamil Nadu state in India named Chennai
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from 1893 to 2017, areas of the surrounding floodplain, along with its lakes and
ponds had disappeared. This leads to the decrease of Chennai’s water bodies
from 12.6 km2 to about 3.2. And, finally the water crisis in 2019 was declared as
“Day Zero” by city officials on 19th June. The people along with the government
face a huge problem with the sudden lack of water for the entire city. In order
to solve the above, forecasting the water levels through Time Series Analysis
Technique in machine learning will –

– The forecasted data used by the government to fulfil the needs of the people
in Chennai city regarding water whether there is any chance of occurrence of
water crises by comparing it with the population.

– With forecasted data, the officials can also evacuate the people of Chennai
city.

– Prevention measures for any issues related to floods were taken into consid-
eration.

2 Chennai City’s Reservoirs Data

Actually the city Chennai has a source of 4 main reservoirs named Poondi,
Cholavaram, Redhills, Chembarambakkam. The source for these 4 dams was
rainfall water. These 4 dams together with addition of extra rainfall water add-
ing up to another reservoir as a source for people of Chennai city. The water
in the final reservoir plays a key role for the people of Chennai city in order
to make decisions on the usage of water. According to the statistics on the day
zero in chennai in 2019, Due to the drain of reservoirs named poondi from 3,231
to 22, cholavaram from 1,081 to 0 and redhills, chembarambakkam from 3300
and 3645 to 0, being india’s fourth largest city, needs about 800 million litres
of water daily but the public water board has been able to supply 525 million
litres which impacts the people along with government officials of the state.

3 Time Series Analysis

Time Series Analysis can be applied on the time-series data which is a sequence
of data noted or stored with respect to specific intervals of time in chronological
order [4]. This level of forecasting has a huge impact on economic, commercial
and other financial aspects of business and life. This type of analysis plays a
major role in situations of natural calamities.

Features of Time-series are:

• Trend
• Seasonality
• Cyclicality
• White noise

It’s mandatory that the data must be stationary if we are using time-series
forecasting. Stationarity in the data indicated that the distribution of the data
doesn’t change with the time. We explain it with the statistical measure such as
trend, variance, autocorrelation to remain constant. In general, stationary data
is said to have the following three properties:
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• Trend = zero
• Variance = constant
• Autocorrelation = constant

The trend may be upward, downward or constant. For a stationary time-series
the trend must be constant. In Simple words, Variance is of average distance of
the specified data with respect to certain time interval from the zero line in the
graph if we draw the varying time quantity with respect to time.

The Variance must be constant for a time-series data to be Stationary. Auto-
correlation is nothing but how each value or observation in time-series data
relates to its neighbours and it must be constant for a data to be stationary.

If the data is non-stationary and if fed to the model, the final results may
be highly inaccurate. The conversion of non-stationary to stationary by using
techniques of Differencing or log of the series. Most commonly used method is
differencing.

4 ARIMA

ARIMA or Auto Regressive Integrated Moving Averages is a statistical analysis
model there on top of all other time-series models which feed on time series
data to either get clear insight about the data or forecast future values. It is a
combination of AR and MA with respect to differencing (Stationarizing data) [5].

4.1 Auto Regression (AR)

In simple words, it is a model which regresses on its own lagged, or previous
values by changing variable [6]. The Eq. 1 shows the equation represents the
AR model. Epsilon-t is white noise or term that represents shock-term at that
particular time. White noise is a series of measurements in which each value is
uncorrelated with previous values.

yt = c + φ1yt−1 + φ2yt−2 + ... + φpyt−p + εt (1)

4.2 Integrated (I)

It refers to some techniques where the actual data was differenced to convert it
to stationary and finally new data is replaced with old non-stationary one.

4.3 Moving Averages (MA)

It represents an equation which regresses values of time series against previous
shock values of the same time series as of Eq. 2.

yt = c + εt + θ1εt−1 + θ2εt−2 + ... + θpεt−p (2)

The Eqs. – 1, 2 represents the equation which shows the combination of rela
tion of specified data to its previous with respect to time with an order of q. The
three components involved in ARIMA which are of integers whose functionality
defined as:
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• p: Integer value, which decides the number of values to be regressed is used
in the AR model.

• d: Integer value, which is the number of times the differencing tech-nique
applied on data in order to convert to stationary.

• q: Integer value, which decides the number of shock terms with respect to
time, is used in the MA model.

yt = μ +
p∑

i=1

aiyt−i +
q∑

i=1

biεt−i + εt (3)

εt =
√

σtZt, σ
2 = w +

p∑

i=1

αiεt2−i +
q∑

i=1

βiσt2−i (4)

The Eq.-3, 4 shows the equation of the ARMA model which is a time-series
model, regressed on previous values and previous shock terms ]cite7. After
forecasting through the ARIMA model, the values are stationary but we need
non-stationary (based on input). For that we actually convert by using the values
of differencing and the technique used in it.

For differencing, we use cumulative sum. The count of differencing applied
on the data to achieve stationarity before it is fed to the model will be the number
of times the cumulative sum must be applied in order to achieve non-stationarity
in the result.

For the log method, we use an exponential function. The number of times
the log method is applied on the data to achieve stationarity before it is fed into
the model will be the number of times the exponential function will be used to
achieve nonstationarity in the result.

It’s important to note that when we process the data, we tend to remove
the seasonality (patterns repeated at regular intervals) in the data. Even after
we remove the seasonality in the data, but still the data holds the seasonal
properties, then such data can’t be fed to the ARIMA model, such data can be
satisfied using the SARIMA or the Seasonal ARIMA model.

5 Data Preparation

After collecting the data with respect to time i.e., the final reservoir which is a
combi-nation of all the 4 dams in Chennai city. The data is stored in colaboratory
notebook of Google in order to execute. The data is dated from 2014 and to the
year 2019 and the sample of top 5 observations. First step needed to check before
going to feed data to the model is stationarity. Can check stationarity through
visually and various tests. Through Fig. 1 and the concept of Stationarity in
ARIMA in above, the data is non - stationary. And a test named AD- Fuller
used to verify the data used is stationary or non-stationary.
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Fig. 1. Plotted Data

5.1 Ad-Fuller Test

Augmented dicky Fuller is one among the tests that are used to verify that the
data used in the work is stationary or not. And is the most common test used
in the processes which results in some values. If the obtained value is less than
threshold then we say that data is stationary. Ad-Fuller test is performed by
importing from “statsmodels.tsa.stattools”. After performing the AD-FULLER
Test also the result same as above stated from data visualization i.e., data is non-
stationary. In order to convert data to stationary the technique of differencing
or log is applied on the data and continues to repeat the same until the AD-
FULLER Test results that data is sta-tionary and counts the number of time
applied as the value of the term “d”. Figure 2 shows the plotting of the data
after converting it into stationary through differencing. And the next step is to
train the ARIMA model.

Fig. 2. Stationary Data
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6 Training Arima Model

The data is ready to feed the model and the important thing is to find the
parameters i.e., p, q and d. The d was also found while converting. Here the
actual data i.e., nonstationary is fed along with the hyperparameters. The model
itself will do the differencing through the parameter d. i.e., itself converting the
data into stationary.

6.1 Experiments

The hyper-parameters were adjusted based on the result obtained through chang-
ing the values and the values which give the best scores of AIC and BIC (Min-
imum) are the best parameters [9]. The identification of p and q terms was
done using Partial Autocorrelation and Autocorrelation in Fig. 3. After fixing
the terms p, q, d the data is fed to the ARIMA Model along with the hyperpa-
rameters. And some consecutive data is left over to test the model. Finally the
model is ready to predict the future values of the water levels of the Chennai
city’s reservoir.

Fig. 3. Autocorrelation and Partial Autocorrelation

7 Auto ARIMA

For a while, we have been going through the process of manually fitting differ-
ent models and deciding which one is best. So, we are going to automate the
process. Usually, in the basic ARIMA model, we need to provide the p, d and
q values which are essential. We use statistical techniques as above mentioned
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in order to generate these values by performing the difference to eliminate the
non-stationary and plotting ACF and PACF graphs. In Auto ARIMA, the
model itself will generate the optimal p, d and q values which would be suitable
for the data set to provide better forecasting [10].

We automated the process of finding p, d and q values by using the Auto
ARIMA model and data is fed to the model in order to predict future consecutive
values [11].

8 Evaluation

Finally, we need an evaluation metric in order to know the performance of the
model. So, we take 20 or 30% of the whole data as test data and compare it with
the predicted data from our model in order to get a score of the model. Here the
end consecutive data is separated from the training data and is used to test the
model.

Fig. 4. Plot of Test, Predicted Data and Train Data

In Fig. 4 represents the graphical representation of the data available to us
along with the differentiate between train, test data and data predicted by the
model. The orange, blue and green colored lines in Fig. 4 indicates the train,
predicted and test data.

The Fig. 5 indicates or plotted in order to get clear insight among predicted
and actual data. The orange and blue lines in Fig. 5 indicates actual and pre-
dicted values. Figure 6 is plotted to showcase the fluctuations of current available
and future pre-dicted data by plotting. The orange and blue line in the Fig. 6
indicates predicted fu-ture and total data. The evaluation metric used for the
model is r2 score [12] and the obtained r2 score for the above model is 0.3284,
which is greater than zero and is nearer to it. So, our model fits well and is able
to predict the future data based on past outcomes.
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Fig. 5. Plot of Predicted and Actual Data

Fig. 6. Plot of Total and Future Data

9 Conclusion and Future Work

ARIMA Model is on top in time-series analysis in order to forecast upcoming
data and we automated it with help of Auto ARIMA in order to increase the
accuracy of the model. The proposed model is based on Time-series analysis
and achieved nota-ble accuracy and good performance. As time-series analysis
requires a high amount of data even for predicting for a shorter period of time.
So, in order to make the model robust in terms of performance is to train the
model on newly updated data at consequent time intervals. Finally the Auto
ARIMA model was incorporated to know the future values of availability of
water for Chennai capital city of Tamil Nadu in India.
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Abstract. Health of human beings, animals, and plants depends a lot on the
quality of drinking water. There are many sources of drinking water such as lakes,
canals, reservoirs, etc.Manuallymonitoring thewater quality of thesewater bodies
requires lot of effort as operators need to get in a boat with all the sensors and
manually check the entire water body. In this work, to ease the water quality
monitoring of water bodies, a remote control (RC) boat was used. This RC boat
accompanied by different sensors was used to measure the PH level and turbidity
level. When there is a deviation of water quality parameters from the standard
values, the system will send an alert message to the remote user. Water quality
was measured using two different sensors such as PH, temperature and turbidity
sensors. PH sensor monitors the PH value of water and the turbidity sensor will
find the suspended or unwanted particles in the water. The location from where
the data collected from pH sensor, Turbidity sensor, and Temperature sensor was
determined by using the GPS module. The measured values were displayed on
the LCD. This data with respect to the location will be stored in the SD card and
also the system will alert the user by sending a message with location, when the
RC boat is about to sink and/or if the measured water quality is abnormal.

Keywords: Water quality monitoring · Remote control boat · PH sensor ·
Turbidity Sensor

1 Introduction

The health of animals and humans depends on the quality of their drinking water. There
are several sources of drinking water such as rivers, reservoirs, lakes, etc. Water quality
is extremely important to irrigation, fishing, and energy producing businesses. Water
quality of these water bodies is important to be maintained at a specified level for water
supply in urban houses and available water sources. However, it is not fundamentally
secure for use in rural areas. In fact, despite the fact that it is the obligation of the gov-
ernment to ensure that its residents have access to clean water. Imperfectly the constant
expansion of the population puts a burden on the infrastructure. The quality of drinking
water plays a vital role in the lives of human beings and animals. Monitoring is defined
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as the gathering of data at certain locations and intervals in order to produce information
that may be utilized to guide present situations, establish trends, and so on. Sampling and
laboratory procedures are two common approaches for determining water quality. These
procedures, on the other hand, are inefficient and time-consuming, resulting in a delay
in the detection of impurities and reactions to those pollutants in water. As a result, more
efficient and effective water quality monitoring systems are needed. Water-dependent
microbiological and physiochemical data can be used to do this. Turbidity, power of
hydrogen pH, and temperature are some of the physiochemical properties of water [1,
2].

Instead of water sampling and laboratory testing, these characteristics are frequently
assessed more economically and rapidly [3]. According to a study and research con-
ducted by the United States Environmental Protection Agency [4], pollutants impact
water parameters in precise ways that may be discovered, detected, and monitored
using appropriate or specific water quality sensors. Commercially accessible probes and
meters for water quality testing are available. These products analyze the parameters
individually.

In this work, a low-cost, real-time, multi-sensor boat system that is specifically built
for large-scale aquatic environments including rivers, reservoirs, and lakes is presented.
PH, temperature, and turbidity sensors fromWHO standards are used in the system. All
sensor data is collected, evaluated, and communicated to the observer through a wireless
communication system. The graphical user interface GUI approach is used to create and
show these findings, complete with their readings and as well as their nominal ranges.

2 Methodology

In the proposed system,multiple components, modules likeArduinomega, GPSmodule,
GSMmodul, SD card module, battery, pH sensor, Temperature sensor, Turbidity sensor,
water sensor, etc. were integrated to achieve the desired tasks. It is used to detect,
monitor and keep track of records of the real instance parameters like pH, temperature
and turbidity using the corresponding sensors like pH sensors, temperature sensors, and
turbidity sensors to check the water quality [5]. A water sensor is used along with these
sensors to detect if there is any water entering inside the remote control (RC) boat.
The obtained data is processed in microcontroller and is sent to the user or costumer,
as a message with real location and display on LCD display. Arduino mega 2560 is
a development board based on the ATmega 2560 micro controller. It can be used and
applied intowork for lots of IOTprojects and several other applications as this board gives
a more view and add-ons for the projects that requires more GPIO pins and memory
space. Arduino is the heart of our project. GPS Module contains tiny processors and
antennas, which receives a certain location, along with timestamps, from a satellite
through dedicated RF frequencies. Using this module, the RC boat can send real-time
messages to the user. Global System for Mobile communication is shortly termed as
GSM. Basically is designed and was used for wireless radiation monitoring through
Short Messaging Services (SMS), mainly in transmitting the data as text SMS to a host
server. Out of the box, the shield will work with the Arduino Uno. An SD card Module
is a breakout board used for SD card processes such as reading and writing with a
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microcontroller, which allows communication with the memory card and write or read
the information on them. The Arduino in our model can create a file in SD card to read,
write and save data using the SD library. A battery is used in this device, to convert
chemical energy into electrical energy. Here come the main components. PH sensor
helps to measure the acidity or alkanity of the water with the value range between 0–14.
pH stands for potential hydrogen. The basic principle of the pH sensor, or a pH meter,
is to measure the concentration of hydrogen ions. To detect and measure the degree of
hotness and coolness, and convert it into an electric signal, a temperature sensor is used.
Tomeasure the amount of light that is scattered by the suspended solids inwater, turbidity
sensors were used. With the use of LED light sources, turbidity sensors determine the
level of particulate or suspended matter in water or other fluids. The vital component,
water sensor is used to detect the presence ofwater, a leak, level, volume, etc.WhenWi-Fi
is enabled, the sensor can send out a notification to the homeowner through a Smartphone
app. Besides these components, we used several other supporting components like LED,
LCD (16*2), buzzer, jumper wires, motor driver modules (L298N), PCB (Printed Circuit
Boards) and power supply circuits like resistor, voltage regulator, diodes, capacitors,
analog joystick and etc.

In the proposed system, RC boat is accompanied by various types of sensors which
are used to measure the pH level, turbidity level, temperature level. This will enable
automatic monitoring of water quality in water bodies, more particularly in aquaculture
[6].The RC boat is implemented [7, 8], integrating the GSM Module, GPS Module,
Water sensor, LCD display, SD card Module, Temperature sensor, Turbidity sensor, pH
sensor, LED and buzzer, to the Arduino Mega 2560. Block diagram of the proposed
system is shown in Fig. 1.

Fig. 1. Block diagram of water quality monitoring system
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The power source is given to the device; the device comes to on condition. The
commands are given through Arduino nano to the transmitter. The transmitter transmits
the input signal to the receiver. The receiver, receives the input signals and decodes it
into valid signals, and sends it to the Arduino nano, in which, several other components
that are mentioned in above description. This process is a part and parcel of the device.
Since, the operation of sensors and modules, is mainly is based on the input signals,
which effects the final output or result.

Interfacing of Sensors, Modules (GSM, GPS, SD card), LED, LCD with Arduino
MEGA by power supply in circuit diagram is as shown in Fig. 2.

Fig. 2. Schematic of the proposed system

3 Working

The proposed project, GSM based Remote Control Boat (RC Boat) works as depicted
in the flowchart shown in Fig. 3. There are various conditions and commands, operated
in between the start and stop phase or on and off states or active and passive states.
Let us discuss the operations performed in the active state, say when the device is on.
Firstly, as the proposed project is remote control based, it obviously requires a remote to
control the water quality analysis device. Themovement of the boat, whether to continue
using the boat, is based on the remote control commands. For the movement, if there
is a command not to run the boat, then the process terminates. Else If the command is
yes, the operations are executed step by step as follows. The microcontroller initializes
the sensors and collects the detected, pH, temperature, turbidity values in real time
from the sensors. These values were received by the microcontroller for further analysis
and required action. If there is no deviation in the obtained data from the predefined
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values of pH, temperature and turbidity, corresponding to the regional water bodies,
then the obtained data is stored in the SD card and the device displays those values on
the display. If incase, there occurs a deviation in the obtained data, the device sends a
real time message to the remote user with location. In both the cases the next proceeding
step is continuing the data delivery and the process are terminated once after the user is
noticed with the monitored status.

Fig. 3. Flow chart of the water quality monitoring system
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The RC boat and remote controller block diagram is as shown in Fig. 4. In this
system, Arduino Nano was used as a microcontroller for both remote controller and RC
boat. Analog joystick and NRF24L01+ are connected to the Arduino nano in the remote
controller. Power source for remote controller is given by using circuits and carbon zinc
(HW) battery.

Fig. 4. Block diagram of remote controller and RC boat

NRF24L01, servo motor and motor driver module are connected to Arduino nano
as input and output. DC motor is connected to motor driver module. Power source for
remote controller is given by using circuits and Li-ion batteries.

4 Results

The water quality monitoring results were taken from different areas. The water quality
parameters pH values, Turbidity values, temperature values and GPS coordinates [9] are
collected by the Arduino and are stored in SD card module by using written command.
It stores data for every 4 s. Further it will send message alerts through GSM and water,
commands were displayed on LCD 16*02 display.

Water quality monitoring system was tested in some different scenarios. Also, this
system can be used to monitor the water quality in remote areas [10]. The scenarios
considered here are water in water tank of a building, lake in different timing. If pH
values are in between 6.5 to 7.5 then water is neutral i.e., drinkable water, less than 6.5
then water having acidic nature i.e., unsafe to drink, greater than 7.5 then water having
basic nature, i.e., likely to be contaminated with pollutants. If turbidity value is greater
than 4 NTU then water is clean, in between 4 to 3.5 turbidity is present i.e., water is
slightly clean, less than 3.5 NTU then turbidity is present i.e., water is not clean and it
is impure.
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The measurements depicted in Table 1 were taken fromwater tank of building which
is located in Jangareddygudem. The water quality parameters pH values, Turbidity val-
ues, temperature values are stored in SD card. Results of the water in water tank is
slightly neutral i.e., pure water and having very less turbidity.

Table 1. Water Quality Measurement-1 at Water tank, Jangareddygudem Dated 23-05-2022

pH values Turbidity values (NTU) Temperature (°C) Latitude Longitude

6.73 4.45 34.44 17.1297595 81.3017427

7.01 4.63 34.63 17.1297400 81.3017377

6.83 4.65 34.75 17.1297424 81.3017381

6.74 4.63 34.50 17.1297560 81.3017337

6.67 4.69 34.38 17.1297618 81.3017333

6.62 4.66 34.25 17.1297638 81.3017353

6.74 4.67 34.25 17.1297554 81.3017276

6.87 4.68 34.44 17.1297560 81.3017337

6.83 4.66 34.31 17.1297583 81.3017358

7.02 4.29 34.13 17.1297695 81.3017447

7.03 4.32 34.00 17.1297570 81.3017357

6.93 4.21 34.02 17.1297485 81.3017390

Table 2. Water Quality Measurement-2 at Lake view, Vishnu Institute of Technology, Sri Vishnu
Educational Society, Bhimavaram, Dated 24-05-2022

pH values Turbidity values (NTU) Temperature (°C) Latitude Longitude

7.23 4.65 39.13 16.5663129 81.5215628

7.08 4.63 39.19 16.5663167 81.5215554

6.97 4.69 39.31 16.5663309 81.5215413

6.82 4.66 39.50 16.5663167 81.5215467

6.78 4.67 39.56 16.5663293 81.5215390

6.70 4.67 39.25 16.5663492 81.5215185

6.67 4.68 39.90 16.5663726 81.5215306

6.64 4.66 39.85 16.5663717 81.5215437

6.65 4.29 39.75 16.5663646 81.5215531

6.63 3.68 39.82 16.5663591 81.5215702

6.57 3.61 39.70 16.5663517 81.5215631

(continued)
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Table 2. (continued)

pH values Turbidity values (NTU) Temperature (°C) Latitude Longitude

6.58 3.54 39.55 16.5663437 81.5215567

6.51 3.61 39.13 16.5663627 81.5215360

6.87 2.39 39.00 16.5663521 81.5215353

6.85 3.53 39.02 16.5663665 81.5215685

Table 2 shows the water quality monitoring results taken from a lake which is located
near Vishnu Institute of Technology, Sri Vishnu Educational Society, Bhimavaram. The
water quality parameters pH values, Turbidity values, temperature values are stored in
SD card. Results of the water in the lake is slightly neutral and having turbidity.

Different conditions and stages were displayed on LCD in the system as shown in
Fig. 5. Initially whenwater qualitymonitoring system is switched on LCD shows display
1, then it checks SD card is connected or not, if SD card is connected, we get display 2
indication else we get display 3 indication. Display shows the sensor values as shown
in Display 4. If system is sending message alert to user display as shown in Display 5,
when message alert was sent then the display will be as shown in Display 6.

LED indications are shown in Fig. 6. When water quality monitoring system is
switched on then power indication LED will be on. If SD card is storing the data, we get
an LED blinking indication. Similarly, When GPS module is getting data of coordinates
then we get LED blinking indication.

SMS messages shown in Fig. 7 are the alert messages to the user. When the device
is switched on, then the user will get a message as “GSM based Water Quality Moni-
toring RC boat is started”. If the values were abnormal when compared with predefined
values then user get an alert message with sensor values and location as “pH value=…,
Turbidity value = …, Temperature value = …, “Pollution found in water in this loca-
tion”,“https://www.google.com/maps/?q=17.120454,81.298873”. If RC boat is about to
sink when it is detected by water sensor, user get an message alert along with location
as “RC Boat is about to sink, Rescue the boat”, https://www.google.com/maps/?q=17.
120454,81.298873”.

https://www.google.com/maps/?q=17.120454,81.298873
https://www.google.com/maps/?q=17.120454,81.298873


Water Quality Monitoring Using Remote Control Boat 209

Display 1

Display 2

Display 3

Display 4

Display 5

Display 6

Fig. 5. LCD display at different stages
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Fig. 6. LED indications

Fig. 7. SMS alerts-1 and 2

5 Discussions

Water is such a valuable resource for the existence of many living beings. Monitoring
of water quality is very crucial for the healthy existence of living beings. Due to the
scarce water resources, increasing population, and aging infrastructure, it is becoming
a challenging task to provide good quality water to all living beings. As a result, better
strategies for observing of state of water and novel methods of water characterization
are required. Although current approaches analyze physical, chemical, and biological



Water Quality Monitoring Using Remote Control Boat 211

agents, they have significant flaws, including inadequate spatiotemporal coverage, labor-
intensive and high costs (people, operation, and equipment). Requirement of a system
to provide real-time water quality data to enable public health choices is very essential
in the present scenario. As a result, constant water quality monitoring is required. The
proposed system is a low cost, real time water quality monitoring system consisting of
different hardware modules such as Remote Control Module, Remote Control Boat, and
a water quality monitoring system embedded with various sensors. Using this system,
water quality was monitored at various locations having difference in quality of water.
From the measurements, it was observed that the values of PH, temperature and Turbid-
ity of water were varied depending on the quality of water indicating the whether the
water is suitable for drinking or not. This kind of real time water monitoring assists the
local authorities, Government authorities to understand the water quality and make the
required arrangements to process it for better quality before supplying the water to the
public. The proposed system can be modified for constant monitoring of water quality.
Impure quality of water can be tested in laboratories for further analysis. Further the
system can be modified to monitor the level of water present in lakes and reservoirs
which are the main sources of drinking water. “Internet of Things” can be used to let
everyone acknowledge about the water quality.

6 Conclusions

The proposed system is used to monitor the quality of water remotely, get the real time
data and also this system alerts the remote user if the water quality is abnormal. The
proposed system is used to test the quality of water in different locations and water
bodies such as local water tanks, lakes, ponds, etc. Measurements were taken using
the proposed system and observed the PH, temperature and turbidity of various water
bodies. Variations in PH, temperature, and turbidity values were observed for different
water bodies. These measurements enables the remote user to understand and analyze
different water bodies and see whether the water is acidic, basic in nature, its turbidity is
good or not for the health of living beings. This kind of real timewater monitoring assists
the local authorities, Government authorities to understand the water quality and make
the required arrangements to process it for better quality before supplying the water to
the public.
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Abstract. This work is focused on the exploration of the potential of Group IV
alloy based nanostructured photodetector which can perform well in smart city
environment. The theoretical model for multiple quantum well detector based
on Germanium Tin (GeSn) alloy working in short wave infrared range (SWIR)
is proposed after considering various design aspects. In this work, detectivity
is estimated for SiGeSn/GeSn based interband multiple quantum well infrared
photodetector. Detectivity is calculated by using responsivity and dark current,
assuming appropriate conditions. After calculation, it is studied under variation
of some important parameters. The result reveals the enhancement of detectivity
with number of wells. It also indicates that the low biasing range is quite sufficient
to make the proposed device work efficiently. Moreover, peak detectivity in the
tune of 109 cm Hz1/2 W−1 is attained.

Keywords: Smart City · GeSn · Detectivity · Group IV ·MQWIP · Interband

1 Introduction

The concept of smart city aimed to advance the standard of human lives directly or
indirectly. Smart cities provide all required infrastructure facilities and services more
effectively than the conventional cities. Recently, with the advent of internet of things
(IoT), the doors are opened for the city administrators to make the real implementation
of smart city smoothly. Smart city really helps to incorporate advance and state of
art technologies in various dimensions of city life like education, healthcare, sanitation,
water supply, commutation services, among other. IoT proved to be a boon for providing
smart city environment with the feasibility of automation in crucial aspects of citizen
life [1]. However, it also manifests a large amount of data required in the tune of Zetta
Bytes (ZB) or more. Unfortunately, it is just the beginning, because the demand of data is
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going to increase at an alarming rate. As a result of this, surge in energy requirement will
emerge. Hence, data centers are expected to consume a big chunk of the world electric
power.

Considering the above two points, requirement of high-speed processing as well as
low energy consumption technology is first in the bucket list of any smart city techni-
cal administrator. Microelectronics engineers are working superbly to design ultra-low
energy consumption and high data processing integrated chips which can consume up
to pico-Joule of energy. Having said that, it is not sufficient energy saving which is
expected in the smart city environment because of the large number of sensors and actu-
ators required for signal processing. Concurrently, photonics also showed a tremendous
surge specially after the invention of Laser. There is no doubt regarding the speed of this
technology due to mass less photons which carry the data. Another important benefit of
photonics in smart city is the low energy consumption of the photonic integrated circuit
which is in the range of femto-Joule.

Due to the aforementioned advantages, photonic integrated circuit research field wit-
nessed a large amount work done by the researchers in recent times [2]. In this integrated
circuit, a single platform or substrate accommodate all components like detector, source
and many more. As a result, we can design a low cost CMOS compatible monolithic
integrated device [3]. Moreover, data is also transmitted as well as received at higher
rate due to all optical processing in this monolithic integrated device which seems to be
perfect in the smart city eco system. One of the indispensable parts of this device is a
competent integrated detector, which is responsible for receiving and sensing the optical
signal and convert it into its electrical counterpart.

Within this frame of reference, research on some important aspects of integrated
photodetector and its fabrication is very much relevant. But before its fabrication, a
detailed theoretical study for its suitable design should be done to validate its feasibility.
The conventional material from III-V group family is not suitable due to difficulties in
their growth on Silicon platform [4]. Moreover, the material processing and fabrication
cost also increase for III-V materials like GaAs, InGaAs, among other. As a result,
workers have to look for another option for an appropriate material which can fulfill the
above criteria to serve as the material for integrated detector.

Considering the above points, the focus of the researchers shifted towards Silicon
based materials like Si, Ge, etc. The biggest bottleneck for the realization of monolithic
photodetector is the indirect bandgap nature of Si, Ge. But one property of Ge had given
hope to researchers for the realization of all group IV photodetector. In Germanium (Ge),
there is very little gap between the indirect bandgap and direct band gap. In other words,
� and L band edges in Germanium are separated by only fewmV [5]. This characteristic
had provided the opportunity to make the direct bandgap edge lower than the indirect
bandgap edge so that Ge act like a direct bandgap material. There are different types of
techniques of doing that like ‘n’ doping in Ge, introducing strain in Ge and incorporation
of Sn into Ge [6]. Among these methods, the third one is standout and received very well
by the researchers. The findings of the wide-ranging work related to Sn incorporation
in Ge are very interesting and have paved the path of the possible role of GeSn/SiGeSn
alloy in integrated photodetector [7, 8].
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But before the actual realization of SiGeS/GeSn based sensors, one need to assess
their validity theoretically. As a result, models need to be proposed which obey basic
device physics and also practical fabrication aspects. The theoretical study is having its
own limitations due to dearth of reported works in SiGeSn/GeSn photodetector regime
[8]. In addition, properties of Sn and Ge make this task more challenging. For instance,
lattice constant difference betweenGe andSn is very large. Excessivemismatching cause
strain gross imperfection during fabrication if ignored. This makes design of theoretical
model for SiGeSn/GeSn detector more challenging.

In order to resolve this issue, a theoretical model for GeSn/SiGeSn Quantum well
infrared photodetector (QWIP) was introduced by one of the authors [9, 10]. In this
model, the strain factor was compensated by introducing some modifications which are
explained later. Different aspects of QWIP performance were investigated in single well
and multiple well configuration [9, 10]. Having said that, minimum detectable signal
still needs to be studied under different variables for GeSn/SiGeSn QWIP. Detectivity is
a most important parameter from a device designer perspective and proper effort should
be devoted towards its exploration. Because in case of all group IV based QW based
detector, detectivity is hardly reported.

Thus, in this work, photosensitive device compatible to smart city applications is
studied along with its crucial parameters. This device is analyzed by introducing a
theoretical model of group IV based MQWIP. The remaining sections of this paper will
give a brief summary about the studied model, methodology and a detailed discussion
on the results obtained.

2 Design of MQWIP

The theoretical model for consideredMQWIP is provided in Fig. 1. It possesses multiple
quantum well structure. Each quantum well is formed by periodic repetition of single
quantumwell (SQW)which consists of GeSn activewell which is surrounded by SiGeSn
barriers on either side. The bandgap of SiGeSn is higher thanGeSn activewell, which is a
type I quantum well configuration [11]. Moreover, the thickness of the well is carefully
chosen to allow single state in each of conduction band and valence band. The mole
fraction of Sn in GeSn well is selected so that GeSn become direct bandgap in nature
[9]. The device operational wavelength as per design is 3.4 μm.

Fig. 1. Considered multiple quantum well infrared photodetector model

In the design of the considered QWIP structure, each quantum well structure consist
of one GeSn narrow bandgap well and two SiGeSn wide bandgap barriers. This structure
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is repeated ‘K’ times in a periodical manner. Now regarding the content of well, 17% of
Sn is considered which is sufficient to induce direct band gap nature in the GeSn layer
[10]. The SiGeSn layer acts as a barrier with 9%, 80% and 11% of Si, Ge and Sn content
respectively. The width of the barriers is also one of the important aspects in design of
this QWIP. This is because of the involvement of alloys like GeSn and SiGeSn which
are difficult to grow in normal conditions. The large lattice mismatching between Sn and
Ge/Si tempts the researchers to look for other ways to successfully fabricate the GeSn
and SiGeSn layers. Dislocation can occur if this problem cannot be handled properly.
Hence in order to avoid this issue, the strain compensating technique is used, which
is already successfully applied in case of GeSn based quantum well lasers [12, 13].
The dimension of barriers is chosen according to following strain balance environment
equation as below [13],

p∑

i = 1

Xijiei
li

;Xi = E(i)
11 + E(i)

12 − 2
E(i)2
12

E(i)
11

(1)

where p is the number of layers, the coefficients of elasticity are E11, E12, the width of
the layer is represented by j, and e denotes the dielectric constant. In this strain balancing
environment, well and barrier experience opposite strain. In our design, well is chosen to
be under compressive strain whereas barriers are under tensile strain. By using the above
expression (Eq. 1), the width of the barrier is attained as 36 Å. A buffer layer is also
considered to make fabrication feasibility and strain compensating conditions favorable.
In Fig. 1, P and N contact layers are also shown. The compositions of these layers are
chosen to make them lattice matched to buffer. The input electromagnetic signal (light)
is considered to be propagate in transverse electric mode owing to the compressive strain
in well [11].

3 Performance Evaluation

Sensitivity of the sensor is a very important decisive parameter in its performance. In
terminology of photonic detection, it is termed as detectivity. It is almost mandatory to
specify detectivity for device engineers as well as manufacturers. Actually, detectivity
indicates the minimum signal which can be detect by the sensor without any noise. The
detectivity, DMQWIP can be calculated with the help of Eq. (2) [4]:

DMQWIP = 1

2
(RespK)

[
q
(
IddarkK_electrons + IddarkK_holes

)]−1/2 (2)

where RepsK indicates responsivity for ‘K’ quantum well periodic structure (as shown in
Fig. 1), the current density in absence of light denoted by IddarkK_electrons and IddarkK_holes
respectively. As it is clear from the above equation, evaluation of DMQWIP requires the
values of current in presence of light (in the form of responsivity) and absence of light
(dark current).

Current is generated by the movement of charge carriers triggered by the incident
light. this current can be calculated in terms of responsivity. In order to obtain this
parameter, the charge mechanism of MQWIP should be studied in detail. Further, the
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use of the continuity equation becomes crucial here. In MQWIP, the charge carriers are
moving across multiple interfaces and also there is an interaction between carriers of
adjacent well in multiple quantum well structure. The light absorption parameter is also
playing a vital role in this analysis.

After responsivity, the sensitivity calculation requires the current which is generated
in the absence of light. The calculation of this current is not straightforward, and it
requires certain assumptions and considering special conditions which are as follows.
Firstly, in the absence of light, no charge carriers are generated, that is why the corre-
sponding parameter should be neglected in the rate equation. Now if light is not present
to trigger the charge carrier movement, temperature role become very important. So,
instead of optical rate, thermal rate of generation is considered in the calculation of the
current in absence of light. Aswe are considering interband transition in this case, charge
carriers relaxation time in interband state also plays a key role in this calculation. The
generation rate of carriers, gd, in dark conditions can be calculated as [11]

gd =
nint,2D(T)

tinterband_ relaxation
(3)

In the above expression nint,2D is the temperature dependent carrier density in
intrinsic state and tinterband_relaxation is the relaxation time of carriers in interband state.

Now, current in absence of light both for holes and electrons can be obtained by
using the rate equation under DC conditions. Some changes are required to make in the
conventional rate equation and it is given as [14],

δnQW,dark

δt
= capp

q
idmax,e + gd − nQW,darkRtotal (4)

In the above expression, the generated carriers in dark conditions are denoted by
nQW,dark, the peak value of current density in absence of light indicated by idmax,e for
a solo well. The combination of carrier rates by different mechanism like optical gen-
eration, thermionic and tunneling are shown by Rtotal. Moreover, in this calculation,
the model for MQWIP coined by Ryzhii is adopted, hence the probability of capture
of carriers is used here, which is denoted by capp. This calculation is implemented for
multiple quantum well structure and considering the process reported by Ryzhii [15].
Then after getting the values of responsivity and dark current density, sensitivity can be
calculated for proposed MQWIP as shown in Eq. 2.

Another important parameter for study is the distribution of the electric field, which is
most crucialwhen the device is to be designed for smart city environment. The calculation
of the electric field and its spatial distribution in a quantum well is evaluated with the
help of the Ryzhii model [16]. The emitter layer and tunneling layer are considered in
this model. The current density of emitter layer, je, is related to the electric field of the
tunneling layer, Et, as shown in Eq. 5.

jm
je

= exp

⎛

⎝ Et

E+MED

(
1− nQW

ni,2D

)

⎞

⎠ (5)
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where jm is the maximum emitter current density, E is the electric field over the active
sensing region, nQW is the electron concentration in quantum well, and ED is the field
due to intrinsic sheet concentration ni,2D.

On further simplifying Eq. 5,

(
1− nQW

ni,2D

)
=

(
Et

ln
(
jk

) − E

)
1

MED
(6)

where jk = (jm/je), and je can also be expressed in terms of tunneling electric field in
another way as [16],

je = jmexp

(−Et

Ee

)
; Ee = Et

ln(jk)
(7)

Now, position dependent potential can be written by using the Poisson equation for
quantum well and it is written as [16],

pd(x) = V
x

W
+ 2πqni,2D

εwp
.x(W− x)

(
1− nQW

ni,2D

)
(8)

where V is the applied bias, pd is the position dependent potential, wp is the quantum
well period (wd + wB), E is the dielectric constant, x is the position coordinate, and W
is the total width of well. Then, the electric field for the first quantum well period is
written as considering Fig. 1 and Ryzhii model [16],

E1 = d(pd)

dx
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x=wp

= V

W
+ 2πqni,2D

εwp
.(W− 2wp)

(
1− nQW

ni,2D

)
(9)

MQWIP is the main focused device structure. So, for the Mth quantum well,
expression of the electric field is given by:

EM = d(pd)

dx

∣∣∣∣
x=Mwp

= E + 2πqni,2D
εwp

(
W − 2Mwp

)(
1− nQW

ni,2D

)
(10)

From Eqs. 6, 7 and 10, the final expression for the electric field over MQWIP is
written as:

EM = Et

ln(jk)
+ 2πqni,2D

εwp

(
Et

ln(jk)
− E

)(
W − 2Mwp

) 1

MED
(11)

The above expression will be used to determine the distribution of the electric field
across different wells of MQWIP.

4 Results and Discussions

As explained in the previous section, detectivity is evaluated by calculating the photo
current and the current in absence of light. The value of the photo current, taking into
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consideration of carrier mechanism, had already been published by the first author for
single quantum well detector [15]. In this work, a similar procedure was adopted to
calculate the photo current for multiple quantum well photodetector. The current in
absence of light is also obtained by adopting the process as explained in the previous
section. Consider the number of well in the proposedmodel ofMQWIP as ‘M’, then total
current in absence of light can be shown under variation of ‘M’. Therefore, in Fig. 2,
Iddark (summation of holes and electron current without light) is shown for different
numbers of quantum well. It is clear from this figure that the current in absence of light
reduces with enhancement in ‘M’.

The carrier movement in absence of light is due to thermal effect. Thus, thermionic
emission is the primary source of carrier generation, when there is no light. The trend in
Fig. 2 is due to the following reason. When the number of well enhances, the effective
field reduces. As the electric field drive the thermionic emission, this emission rate
decreases on increasing the number of well. Reduction of the thermionic emission rate
also cause decreasing of the current in absence of light. It can be also observed from the
figure that after a particular value of QW number ‘M’, the dark current saturates, which
was also reported by Ryzhii [16].

Equation 2 is used to calculate sensitivity or detectivity. It actually indicates the
minimum amount of signal which can be detect by the device without any ambiguity.
DMQWIP is calculated as explained in the previous section and the corresponding peak
values are shownw.r.t. bias (V), for various ‘M’ in Fig. 3. It is revealed from the figure that
as V increase, detectivity decreases, because the impact of V is more on the dark current
rather than on responsivity. At minimum values of V, a maximum value of DMQWIP
is obtained, i.e. 2.3 x 109cmHz1/2W−1 for M = 14. Moreover, Fig. 3 also discloses
that detectivity enhances with M. Another important point depicted from this figure is
that low biasing is sufficient for good sensitivity for the proposed detector. In smart city
environment, low range of biasing will be ideal as energy consumption would be low,
which is desirable.

Fig. 2. Current without light input for various M
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Fig. 3. DMQWIP for various M

Now, the spatial distribution of the electric field for M = 8 is calculated and shown
in Fig. 4 at applied bias 0.1 V. It can be observed from the figure that the minimum field
in device, for M = 8, is in the saturation region. So, using the saturation velocity for
our analysis seems to be appropriate. It can also be inferred from the figure that the first
quantum well field is very high due to direct injection of emitter tunneling current into
this well. Low biasing is good enough to operate this photosensitive device which can
generate good amount of electric field.

Fig. 4. Electric field distribution in MQWIP for M = 8
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5 Conclusion

The present work focuses on the investigation of the potential of group IV based
MQWIP for its compatibilities with smart city technologies by proposing a theoreti-
cal model. Sensitivity is calculated by considering various charge carrier mechanisms
observed by multiple quantum well structure and its interfaces. The value of detectivity
(~109 cmHz1/2W−1) obtained in this work is in the range of that of III-V based photode-
tectors, which is a very encouraging sign. It further motivates the researchers to explore
more this device to make it suitable for one of the components of photonic integrated
circuit monolithic chip. The outcome of this work depicts that the photonics is at the
pole position among other emerging technologies to become an integral part of smart
cities network. The proposed detector has immense potential to provide a solution of
low energy consumption in smart city environments.
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Abstract. A frequency reconfigurable antenna is designed and presented for 5G
applications. The proposed antenna is designed by using two T shaped patches
positioned inversely to each other and connected by a PIN diode. Here the bottom
T shaped patch is inverted and connected to the micro strip line feeding. FR4
substrate is used as dielectric and the backside ground is maintained partial with
a rectangular open slot is etched opposite to the feed point. The PIN diode acts as
a switch to change the operating frequency of the proposed antenna in-between
n77 and n78 bands of 5G applications. The simulated analysis of proposed 5G
antenna showed that, when diode is in OFF conditions it operates at 3.5 GHz with
operational band covers from 3.34 GHz to 3.7 GHz. Similarly, when diode is in
ON condition the antenna operated at 3.7 GHz with operational band covering
from 3.47 GHz to 3.94 GHz. The performance of the frequency reconfigurable
5G antenna for OFF and ON conditions is compared with the help of S11 vs fre-
quency, VSWR and radiation pattern curves and presented. The proposed antenna
maintained similar radiation coverage at respective resonant frequencies for OFF
and ON conditions making it suitable for future 5G applications.

Keywords: 5G · n78 band · n77 band · PIN diode · Frequency Reconfigurable

1 Introduction

The reconfigurable antennas capable of adjusting their performance based on the tuning
provided can help in many ways in serving different applications by single antenna.
An antenna which can operate at different band of frequencies when tuned can serve
multipurpose. Similarly antenna having the capability of altering its radiation pattern to
desired direction can help in many ways in communications systems in improving the
signal strength in desired direction or reducing the coverage in unwanted region. These
reconfigurable antennas garnered much attention in recent times. Frequency reconfig-
urable antenna where a single antenna can be made to serve different operational bands
based on the switching condition provided has several advantages in multi application
purpose communication systems. Different techniques are used to provide switching for
reconfigurable antennas [1]. One of the most commonly used techniques is utilizing PIN
diodes appropriate place in the antenna design [2].
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Over the years different frequency reconfigurable antenna are being developed to
serve various applications [3–8]. ForUWBmodel the frequency selection canbebasedon
which bands need to be passed or filtered, based on the requirement the operational bands
can be tuned [9]. The frequency/radiation steerable antennas find applications majorly
in Wireless Sensor Networks (WSN) [10]. In recent times reconfigurable antennas for
LTE and 5G applications achieved more attention by researchers. These antennas are
developed for lower frequency of operation tomm-wave applications [11–14]. In 5Gnew
radio (NR), the n77 band covers from 3.3 GHz to 4.2 GHz with operational frequency
at 3.7 GHz and n78 band covers from 3.3 GHz to 3.8 GHz with operating frequency
maintained at 3.5 GHz [15, 16].

In the current work a single diode is used to switch the operating frequency of the
antenna. The designed antenna has two T shaped patches connected by the diode and
fed by micro-strip feeding. The diode OFF and ON conditions helped in reconfiguring
the antenna operating frequency to operate at n78 and n77 bands respectively.

2 Frequency Reconfigurable 5G Antenna Design

2.1 5G Antenna Design

The proposed frequency reconfigurable 5G antenna design is illustrated in the following
Fig. 1 and the geometrical dimensions in mm are listed in Table 1. The radiating element
consists of two T shaped patches, where the first patch is positioned inversely. One side
it is connected by a microstrip feed line and another side it is connected to the second T
shaped patch via PIN diode. The PIN diode used in this design is BAR 64-02V diode.
The diode forward and reverse biasing conditions are explained in the following Fig. 2.
The diode OFF and ON conditions helped in switching the operating frequency from 3.5
GHz to 3.7 GHz. The ground plane of the antenna is maintained partial with an open slot
at center part of the top side. The antenna used FR4 substrate with dielectric constant 4.4
and the overall dimensions of the antenna in XYZ directions are 25 × 20 × 1.6 mm3.

Fig. 1. Design of the proposed frequency reconfigurable 5G antenna
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Table 1. 5G reconfigurable antenna design parameters in (mm).

Parameter Value (mm) Parameter Value (mm)

L 25 W 20

L1 3.4 W1 10

L2 3.5 W2 2.6

L3 3 W3 2.4

L4 3 W4 9.5

L5 5 W5 2.2

L6 6 W6 2.6

L7 1.4

Fig. 2. BAR 64-02V PIN diode biasing conditions

3 Parametric Study

The above-mentioned suitable dimensions in Table 1 are obtained from parametric study.
Change in some of these parameters can affect the performance of the antenna. The
parametric study analysis for few selected dimensions with the help of S11 vs frequency
curves are presented in this section.

3.1 W1, W2, W4, L3 and L4 Dimensions Parametric Study

The dimensions selected for parametric study are from the two T shaped patches. The
top T patch dimension W1 and W2 effect on antenna performance for diode OFF and
ON conditions are presented in the following Figs. 3 & 4. Where it can be observed
from Fig. 3 that the dimensionW1 effects the antenna operating frequency drastically as
W1 increases, the operating frequency shifts towards lower resonance with a decline in
impedancematching. Here forW1= 10mm the antennamaintained operating frequency
near at 3.5 GHz for OFF condition and at 3.7 GHz for ON condition.
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Fig. 3. S11 vs Frequency curve comparison for W1 variation a) Diode OFF and b) Diode ON

Fig. 4. S11 vs Frequency curve comparison for W2 variation a) Diode OFF and b) Diode ON

Similarly, from Fig. 4 for dimension W2 the shift in operating frequency is less as
the step size of the dimension is less. In view of the required operating frequencies for
n78 and n77 bands W2 = 2.6 mm is selected.

The bottom T patch dimensions W4, L3 and L4 varied and the S11 vs frequency
curves comparison is presented in the following Figs. 5, 6 and 7.

Fig. 5. S11 vs Frequency curve comparison for W4 variation a) Diode OFF and b) Diode ON
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Fig. 6. S11 vs Frequency curve comparison for L3 variation a) Diode OFF and b) Diode ON

Fig. 7. S11 vs Frequency curve comparison for L4 variation a) Diode OFF and b) Diode ON

From Fig. 5 it can be seen that, for W4 variation effect on operating frequency shift
is less for both OFF and ON conditions of the diode. But the impedance matching of the
antenna is affected, the increment in W4 dimension helped in improving the impedance
matching. Based on the required operating frequencies for the considered 5G bands W4
= 9.5 mm is considered for further analysis. For dimensions L3 and L4 of the operating
frequency is being shifted drastically when these dimensions are varied. When L3 is
increased the operating frequency is being shifted towards the lower resonance while
the impedance matching is affected less. But for increment in dimension L4 not only the
operating frequency is being shifted towards lower resonance, the impedance matching
is improving. Based on the operating frequencies of n78 and n77 bands L3 = 3 mm
and L4 = 3 mm are selected. Similarly rests of the dimensions in antenna geometry
are varied and through parametric study the suitable dimensions that produced required
operating frequencies are listed in Table [1].

4 Results and Discussions

The performance comparison for the PIN diode OFF and ON conditions are explained
in this section using S11 vs frequency, VSWR, radiation patterns and surface current
distribution field curves.
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4.1 Reflection Coefficient Comparison for OFF and ON Conditions

The proposed antenna performance comparison for OFF andON conditions using reflec-
tion coefficient curves is presented in the following Fig. 8. The designed 5G antenna
operated at 3.5 GHz with operational band below −10 dB, covering from 3.34 GHz
to 3.7 GHz (n78 band) for diode OFF condition. Similarly, it operated at 3.7 GHz
with operational band covering from 3.47 GHz to 3.94 GHz (n77 band). So, the 5G
antenna-maintained band widths of 360 MHz and 470 MHz for OFF and ON conditions
respectively. The return loss for OFF condition at 3.5 GHz is maintained at −18.41 dB
and for ON condition at 3.7 GHz the return loss is −33 dB.

Fig. 8. S11 vs Frequency curves comparison a) Diode-OFF and b) Diode-ON

4.2 VSWR Comparison for OFF and ON Conditions

Similarly for diode OFF and ON conditions the VSWR curves comparison is presented
in the following Fig. 9.

Fig. 9. VSWR curves comparison a) Diode-OFF and b) Diode-ON

From the above Fig. 9, it can be observed that the VSWR value for the proposed
antennamaintained in between 1 and 2 values for the respective operational bands during
OFF and ON conditions.
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4.3 2D and 3D Radiation Patterns Comparison for OFF and ON Conditions

As the antenna resonant frequency maintained at 3.5 GHz for diode OFF condition and
at 3.7 GHz for diode ON condition the radiation pattern comparison is given at the
respective resonant frequencies in the below Fig. 10.

Fig. 10. 2D radiation pattern comparison a) At 3.5 GHz for Diode-OFF and b) At 3.7 GHz for
Diode-ON

FromFig. 10 it can be seen that, the 5Gantennamaintained similar radiation coverage
for the diode OFF and ON conditions at its respective operating frequencies proving its
suitability for 5G applications.

Similarly the 3D radiation patterns at 3.5GHz and 3.7GHz forOFF&ONconditions
are compared in the following Fig. 11.

Fig. 11. 3D radiation pattern comparison a) At 3.5 GHz for Diode-OFF and b) At 3.6 GHz for
Diode-ON
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From the above Fig. 11 it can be observed that, the 5G antenna maintained simi-
lar shape for radiation coverage in overall. But the maximum gain during diode OFF
condition is maintained at 2 dB at 3.5 GHz resonant frequency. Whereas for diode ON
conditions the maximum gain is 1.8 dB at resonant frequency 3.7 GHz.

4.4 Surface Current Distribution Comparison for OFF and ON Conditions

The current distribution for respective resonant frequencies during diode OFF and ON
conditions is presented in the following Fig. 12.

Fig. 12. Surface current distribution comparison a) At 3.5 GHz for Diode-OFF and b) At 3.7 GHz
for Diode-ON

From the current distribution curves shown in above Fig. 11 it can be seen that
at respective operating frequencies while the diode is OFF and ON the 5G antenna
maintained different current distribution through the patch. For diode OFF condition the
maximum J value at 3.5 GHz is 96.16 A/m and for ON condition it is 129.05 A/m at 3.7
GHz.

5 Conclusion

A frequency reconfigurable 5G antenna is designed and presented for n78 and n77 bands.
The designed antenna covered n78 band operating at 3.5 GHz while the diode is OFF
condition and maintained bandwidth of 360 MHz. Similarly for diode ON condition
it serves 5G n77-band operating at 3.7 GHz with bandwidth of 470 MHz. Antenna
exhibited good radiation coverage for both OFF and ON conditions making it good
candidate for 5G applications.
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Abstract. Undersea acoustic communications have drawn a lot of attention
recently as their uses start to transition from military to commercial. The acous-
tic properties of the ocean are characterized by their tremendous complexity and
dynamic nature. The parameters such as; depth, temperature, salinity, location,
time of day, and season of the underwater medium influences the acoustic signal
propagation. However, these medium parameters are varying arbitrarily depend-
ing upon shallow and deep-water divisions of the ocean. In addition to the medium
parameters, the characteristics of the acoustic channel (transmission loss, absorp-
tion and multi-path) are affected by variation in the acoustic signal speed in
underwater. The influence of the aforementioned parameters alters the velocity
of acoustic transmission, which affects network connectivity. Because research
in the undersea environment is expanding rapidly, proficient channel modelling
is required to demonstrate the effect of sound speed variations with respect to
medium parameters. As a result, an acoustic channel has been modelled in this
work,which analyses the sound speedvariation in deepwaterwith respect to under-
water medium parameters. In addition, the proposed model evaluates absorption
and transmission losses in a deep-water scenario.

Keywords: Absorption · Acoustic Channel · Deepsea · Sound Speed ·
Temperature · Transmission Loss · Salinity

1 Introduction

In the scientific community, underwater acoustic sensor networks (UASN) are becoming
more significant due to their function as enabling technology for a variety of applica-
tions. The underwater acoustic sensor networks (UASN) are composed of submerged
sensors and are used to gather information on the parts of rivers and oceans that have
not previously been explored. These networks are dispersed across a study region and
contain a configurable number of vehicles, anchored sensors, and floating sensors [1].
These nodes establish a communication channel with one or more hops between them.
Optic, radio, electromagnetic, and acoustic waves are all capable of being used by under-
water equipment to communicate with one another [2]. Since it can transmit digital data
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through an underwater channel and has a large range, acoustic communication is the
preferred method among researchers. The network characteristics of the UASN (node
mobility, transmission range, power), as well as the characteristics of the underwater
medium (temperature, pressure, salinity, and pH), introduce significant research chal-
lenges, such as limited bandwidth, multipath fading, limited battery, and limited data
capacity [3].

The main factors that matter in an underwater environment are temperature, salinity,
and sound speed with respect to depth [4]. Due to a variety of characteristics, such as
wave height, turbid currents, water pressure, water chemical compositions, and wave
speed, the undersea environment is also unpredictable [5]. The proposed channel model
must be able to recognize changes in underwater medium characteristics and network
parameters in order to build a reliable network. Usually, in underwater, the acoustic chan-
nel model performance is influenced by its operating frequency and the speed sound [6].
Temperature, salinity, depth, and pH are all factors that affect sound speed in underwater
[7]. The sound speed changes as temperature and salinity change with regard to depth in
the water. Seawater salinity varies according to both water depth and geographic loca-
tion. Salinity have been measured as a part per thousand and calculated from the ocean
dissolved salt concentrations (ppt) [8–10].

In PolarRegions, salinity is less than 30 ppt, despite the fact that the average salinity is
between 31 and 37 ppt. On the other hand, salinity, temperature, transmission distance,
and frequency of operation all affect how well sound travels through sea water [11].
These irregular differences in sound speed (depending on temperature, salinity, water
depth, and pH) and absorption affect the formation of linkages between the sensor nodes
(dependent on acoustic frequency, transmission distance). The connectedness of UASN
also depends on the development of efficient communication links between the sensor
nodes. An effective acoustic channel model that takes into account the effects of sound
speed, absorption losses, and transmission losses must be included in order to provide
reliable communication between the sensor nodes in a deep underwater network.

2 Related Work

The marine environment has a significant impact on wireless acoustic signal propa-
gation across a water body as the channel of propagation. The Doppler shift, strong
multi-path propagation, high attenuation, constrained bandwidth, severe fading, lengthy
delay spread, fast time variation of the channel, route loss, and noise are only a few of
the challenges the acoustic channel faces [12]. Therefore, in order to build and create
efficient underwater communication systems, it is essential to do research and have a
thorough understanding of how the underwater environment affects the communication
signal in both the regions (shallow and deepwater) ofmarine. Even though, the terrestrial
networks have attained significant attention in the research groups, the implementations
of these networks in underwater is a challenging task due to excessive absorption of elec-
tromagnetic waves in underwater. In addition, the terrestrial networks are differed from
underwater in many network constraints [13–24] such as; propagation delay, topology,
power needs,mobility, network life, data rate, etc. The foremost parameter that affects the
performance of acoustics is variable sound speed. Usually, the temperature changes have
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been reduced in Deepsea water locations when compared to shallow water. The authors
in [12] have provided and investigated the underlying physics of fundamental wave
propagations using the fundamental physics concepts before contrasting the problems
and effects of using various communication carriers (acoustic, EM, and optical).

The authors in [25] has explored the effects of propagation characteristics on under-
water communication, including sound speed, channel latency, absorption, scattering,
multipath, waveguide effects, and ambient noise. The authors in [26] used increased
propagation loss and ambient noise models to examine the dependence of the channel
capacity on depth and temperature. For reducing the mistakes in the sound speed in
oceans and seas, a mathematical model [27] that offers the conversion of atmospheric
pressure to depth and depth to atmospheric pressure has been presented. In, [28] authors
have described an experimental setup that shows how salinity, temperature, and pressure
affect the physical properties of the deployed environment and sound speed fluctuations.
A method [29] for increasing the localization accuracy in the water by estimating the
sound speed at a specific spot with time. For network simulation in underwater environ-
ments, an acoustic channel model has been developed [30]. A real-time measurement of
the route loss for an underwater acoustic channel has been made [31]. To improve accu-
racy and throughput, modelling underwater acoustic channel characteristics has been
applied recent breakthroughs in deep learning and artificial intelligence. To increase the
accuracy of channel models, a deep learning-based framework for underwater channel
modelling has been presented [32]. The main statistical characteristics of the channel
model have been outlined and examined in [33].

The literature has shed light on how changes in the properties of the underwa-
ter medium affect underwater sound propagation. The impact of temperature, salinity,
absorption, and transmission losses caused by changes in the sound speedmust therefore
be addressed and taken into account. The link development in the network is altered by
these fluctuations in sound speed caused by the unpredictability of the undersea envi-
ronment. As a result, the proposed work objective is to analyses the acoustic channel
properties in the Deepsea water region while taking transmission losses and absorption
into account.

3 Channel Model

An acoustic channel that considers the effects of temperature, salinity, absorption, and
transmission losses on sound speed has been designed for simulating an underwater
acoustic channel in shallow and Deepsea water. In a Deepsea water scenario, the sound
speed has first been measured at various depths by adjusting salinity and temperature,
and then the losses resulting from the change in sound speed have been determined. In
addition, the transmission losses and absorption with respect to frequency and distance
has been evaluated for deep water scenario.

3.1 Sound Velocity

The incredibly slow pace at which sound moves through water is one of the main differ-
ences between acoustic waves and EM transmission. Undersea sound speed is influenced
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by conditions including pressure, salinity, and temperature. The speed of sound near the
ocean surface is normally around 1520 m/s, which is four orders of magnitude faster
than the speed of sound in air but five orders of magnitude slower than the speed of light.
The sound speed in water is directly impacted by environmental changes (temperature,
salinity, and depth). Mackenzie provides an empirical formula [34] for calculating sound
velocity as a function of temperature, salinity, and depth is represented using (1).

c(T , S, z) = a1 + a2T + a3T
2 + a4T

3 + a5(S − 35) + a6z + a7z
2 + a8T (S − 35)a9Tz

3 (1)

3.2 Propagation Loss of Sound

Spreading, dispersion, and absorption all contribute to the attenuation in undersea acous-
tic signals. Spreading loss is a metric for signal deterioration brought on by the geometri-
cal spreading effect that occurs as a sound wave moves away from its source. Cylindrical
and spherical spreading in underwater acoustics, are two different types of spreading
mechanisms. For cylindrical and spherical spreading the loss is expressed using (2) and
(3) respectively. LCS represents loss due to cylindrical spreading, LSS represents loss due
to spherical spreading and Rt represents the transmission range [35].

LCS = 10log(Rt) (2)

LSS = 20log(Rt) (3)

3.3 Absorption Coefficient

For the frequency range of 100Hz to 1MHz, an empirical formula [35] for the absorption
coefficient has been expressed using (4). It changes with frequency, pressure (depth),
and temperature.

α = A1P1f1f 2

f 2 + f 21
+ A2P2f2f 2

f 2 + f 22
+ A3P3f

2 (4)

3.4 Absorption Loss

The absorption loss, which is range-dependent and calculated using (5), represents the
energy loss of sound as a result of the transformation of energy into heat due to the
chemical features of viscous friction and ionic relaxation in the ocean.

Lab = (α × Rt) × 10−3 (5)
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3.5 Transmission Loss

Transmission loss [36], which is defined as the cumulative loss of acoustic strength
caused by an acoustic pressure wave as it moves away from its source which is
represented by using (6).

TLDeepsea = LSS + Lab (6)

4 Implementation Parameters

The parameters considered for analyzing the transmission loss, absorption loss,
spreading loss and sound speed has been listed in Table 1.

Table 1. Implementation Parameters

Parameter Range

Depth 100–8000 m

Temperature 30–4 °C

Salinity 30–37 ppt

Frequency 100 Hz–100 kHz

pH 7.8

Rt 100 m

5 Simulation Results

The acoustic medium is the primary means of wireless data communication in marine
environment, and the speed of sound is the most fundamental characteristic that influ-
ences the data rates that can be achieved, as well as the quality of service, latency, and
other crucial network parameters in this channel. The sound speed has unpredictable
variations in underwater due to abnormal changes in temperature, salinity, depth and pH
with respect to the season, time and location of the ocean.

In addition, the sound speed also influenced by numerous factors, including wave
height, turbid currents, water pressure, chemical compositions of the water, and wave
speed. Whereas, the variation in aforementioned parameters has different profiles in
shallowanddeep-water divisions of the ocean. The sound speed profile exhibits abnormal
variations in shallow water because of drastic change in temperature gradients of the
water column across the water depth.Whereas, the temperature is almost constant (4 °C)
at the deep water scenarios, where the sound speed profile has minimal variations. It is
clearly depicted in Fig. 1, that the sound speed is varying with temperature and depth.
When the depth is extended to 7000 m and the temperature is lowered to 4 °C, the sound
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Fig. 1. Effect of Temperature variations on sound speed in deep-water

speed increases to 1650 m/s (see Fig. 1) from the initial value of 1450 m/s at a certain
temperature and depth (T = 30 °C, D = 100 m). Similarly, salinity of the ocean water

Fig. 2. Effect of salinity variations on sound speed in deep-water
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increases along the depth, which also influences the sound speed in deep water. This is
clearly depicted in Fig. 2, that the sound speed increases with increase in depth as well as
salinity. At a particular salinity (S = 33 ppt), the sound speed attained different profiles
(varying from 1540 m/s to 1650 m/s) along the depth (see Fig. 2).

Absorption, which results from the transformation of acoustic energy into heat, is
the principal cause of attenuation. As the distance and frequency rise, the attenuation
grows. The influence of different absorption due to various chemical compositions of
the underwater medium has been depicted in Fig. 3. It is clear that boric acid (H3BO3),
magnesium sulphate (MgSO4), and pure water are themain contributors to attenuation at
frequencies below 1 kHz, between 1 kHz and 100 kHz, and above 100 kHz, respectively
(seeFig. 3). It is also obvious that the orders ofmagnitudevarywidely and that attenuation
rises sharply with frequency. For frequencies of 1 kHz and below, attenuation is less
than a few hundredths of a dB/km; hence, it is not a limiting factor. Approximately
1 dB/km of attenuation occurs at 10 kHz, restricting ranges of more than a few tens of
kilometres. The transmission losses are frequency and range dependent. According to
Fig. 4, transmission losses increase as frequency increases, while transmission losses
decrease as depth increases.

Fig. 3. Attenuation in deep water due to absorption
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Fig. 4. Transmission losses with respect to frequency in deep-water

6 Conclusion

This study proposes an acoustic channel model that investigates the effect of underwater
medium factors such as temperature and salinity on sound speed. By varying different
depths in a deep-water scenario, the proposed channel model investigates the effect of
salinity and temperature at a fixed pH. The proposed channel model also investigates the
effect of absorption due to different chemical compositions of water with respect to the
frequency of the acoustic signal. Finally, the transmission losses have been estimated
at various depths in deep-water with respect to the frequency at a fixed transmission
range. The simulation results show that transmission and absorption losses are fre-
quency dependent. These two losses have increased in proportion to the frequency. As
the temperature and salinity decrease gradually and along the depth, the sound speed
increases in deep-water.
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Abstract. The major requirements of fifth-generation (5G) cellular networks and
further are low latency and great speed of data transmission. One suchway to fulfill
these requirements is to make use of 5G enabling technology called Millimeter-
wave (mmWave) communication. The cellular systems relying on this technology
can functionwith higher data transfer rate up to gbps due to the availability of large
bandwidth. A very high transceiver intricacy is required exorbitantly in the case of
conventional MIMO methods whereas digital precoding/conjoining is generally
accomplished at baseband with single radio frequency (RF) sequence and a single
ADCper antenna in case of traditionalMIMOsystems. So an all-digital processing
approach is prohibitive owing to the high price and power depletion of RF chains
and ADCs at frequencies of mmWave. This appraisal primarily aims at offering a
complete analysis of channel approximation techniques accompaniedwith various
diversifiedmillimeter wave scheme. Consequently, in terms of their corresponding
aids and inadequacies a comparison is also provided among prevailing resolutions.

Keywords: Millimeter-wave communications · 5G cellular systems · Massive
MIMO · Hybrid architecture · Channel estimation · Beamforming · Compressive
sensing

1 Introduction and Background

Technology has emerged all its way to the next level with the upbringing of various
evolving applications like AR, VR, MR, holography projection, high definition videos,
smart cities, industrial IoT, connected cars and many more. The high ended technologies
mention above need to link devices immensely and they need to transmit the data with
high speed and also more data need to be exchanged between devices. So we go for a
fifth generation technology in which the user data rate is increased by a factor of 10–100
(up to 10 Gigabps), latency is reduced by factor 10, connectivity density is increased by
10 when compared to 4G, and also to decrease the price and power intake [1]. Owing to
this immensely growing ultimatum for data congestion and enormous connectivity and

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
N. Gupta et al. (Eds.): IC4S 2022, LNICST 472, pp. 244–255, 2023.
https://doi.org/10.1007/978-3-031-28975-0_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28975-0_21&domain=pdf
http://orcid.org/0000-0002-7589-6142
http://orcid.org/0000-0002-6446-853X
https://doi.org/10.1007/978-3-031-28975-0_21


A Comprehensive Review on Channel Estimation Methods 245

in addition the inadequacy in the sub-6 GHz radio spectrum, investigators are attempting
to put forward innovative elucidations. These are primarily centered either on making
the network busy or on developing extra bands of frequency or on employing the novel
schemes of signal processing.

In terms of employing several bands, the millimeter wave frequency in between the
range of 30 Giga Hertz and 300 Giga Hertz (i.e. range of 1–10 mm wave lengths), and
the vast underutilized bandwidth in these bands will let the wireless systems to handle
massive increases in capacity ultimatum as the employed bandwidth increases. Because
of this reason, mmWave communications play a superior role in fifth and further peers
of cellular networks [2].

The basic challenge with the mm Wave communication systems is that they have
a difficulty of large path loss of free space when related to the ones of sub-6 Giga
Hertz although their bandwidth is striking. Adding to that, in some mm Wave bands, a
significant attenuation is witnessed due to atmospheric changes, and extreme weather
conditions like the effects of rain and snow. Consequently, in such cases, the mm Wave
communications may be appropriate only for indoor applications i.e., very close dis-
tance communications since it is unsafe to broadcast over a small distance of meters.
For outdoor mobile communications, by either raising the power of transmission or by
employing high-gain, high-directional antennas, one can overcome this difficulty and
owing to this, a better range of transmission is expected.

The high transmission power is possible by facilitating constricted steering beams
in mmWave systems, since the transmission power is always restricted by conventions.
A lot much gain is essential in the desirable direction and lesser gain in the undesirable
region. These can be accomplished by allowing the transmitter and the receiver to direct
towards each other. Signal processing technique such as beam forming is employed to
attain the requisite high directivity, which is possible by taking the number of antennas
in each antenna group at the sender and receiver ends huge. This method is enabled by
the lesser mmWave signal wave length of which makes it feasible to hold together more
antennas while overcome maintaining the size of the array small.

Onemore feature ofmillimeterwave structure design emanates from the unfeasibility
to straight away smear the outmoded digital transceiver designs, which is engaged in sub-
6 Giga Hertz, straight to the millimeter wave structures since there is large power intake
of mmWave RF chains. In order to solve this problem, of late, some novel personalized
multiple-input-multiple-output (MIMO) structural designs i.e. Totally-analog fusion and
few bit Analog to Digital Converters (ADC) designs were recommended. Whichever
architecture is implemented, the goal is to reduce the total amount of power consumed
by minimizes the Radio Frequency chains count or the power consumed per unit.

Channel estimation is the most essential part of any telecommunication structure
as it is very much required for augmenting the performance of the link. But because
of the multifaceted architecture of transceiver, massive number of antennas and large
misused bandwidth, attaining Channel State Information (CSI) is quite a bit challenge
predominant in millimeter wave systems. The main intention of this appraisal is to put
forward a complete general idea of the prevailing channel estimation techniques for
millimeter wave systems. Each method of estimation is analyzed and provided with the
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appropriate level of particulars in a clear and crisp manner. Also a reasonable assessment
among them is carried out by a measure of structural design and performance.

In the current study, many diverse prevailing research works were considered and
different assumptions were made to them. They are with regard to the: i) Type of data
transmission (simplex or half duplex or full duplex), ii) Number of users of the system
(whether single or many), iii) Dimensions of channel estimation (2D or 3D), iv)Type of
the channel (frequency selective or not), v) mode of the channel for implementation.

Table 1. Review of millimeter wave Communications System existing Surveys.

Coverage and Access [3]

Channel Estimation Technique [3, 4]

Channel Measurement Technique [3, 4, 6]

Channel Modeling Technique [3, 4]

Cross-Layer Design [4, 7]

Technical Potentials and Key Challenges [2, 3]

MIMO system Architecture [3, 5]

Performance Analysis [5]

Propagation Characteristics of channel [2, 5, 6]

Standardization [4, 7]

Table 1 illustrates an examination of some attributes associated with mmWave
systems and the appraisals in which respective area was fundamentally gone through.

2 Characteristics of mmWave Communications

For applications like radar and dedicated communication, mmWave communications
have been utilized previously. Later, IEEE has developed certain standards such as IEEE
802.15.3c [9] for wireless PAN’s, IEEE 802.11ad [10] for wireless LAN’s and Wireless
HD [11] for wireless HDMI in the last decade. Of late, the mobile link exploration
communal has paid much attention to sub-100 GHz structures functioning in the bands
of 28, 38, 71 and 81 GHz, where as the band over 100 GHz has only been explored
by a limited latest article [12]. At mmWave frequencies, the propagation characteristics
distinct from those of a standard sub 6 GHz system.

A. Propagation Characteristics

The free space path loss is a significant characteristic of propagation where a clear
comparison is made between sub-6 GHz and mm Wave systems and it is given by the
following expression.

PLFS ∝ dn

λ2
(1)
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where FS stands for free space and n is the path loss coefficient, which is usually
equivalent to 2. But, in certain circumstances of the cellular networks and indoor routines
n is smaller than 2. In some cases such as in the course of extreme weather conditions
while propagation, the value of the path loss coefficient could come near the value of 6
[14], λ is the wavelength and d is the separation distance between the transmitter and
receiver [15]. An analysis is made in terms of distance of transmission, antenna array,
propagation environment between microwave broadcast in the 1.8 Giga Hertz Global
System for Mobile (GSM) Communication band and mmWave propagation in the 73
Giga Hertz bands was compared, and found an additional loss of 32 dB.

Path loss includes the reduction in strength of mm Wave signals which are caused
due to atmospheric changes principally by O2 and water vapor absorption, along with
the scattering effects of the rain. The atmospheric attenuation is proportional to the
operating frequency. At 60 and 120 GHz, atmospheric oxygen absorption is very severe,
while water vapour absorption is generally very strong at 180 GHz [16].

B. Technical Potential

Owing to the high bandwidth efficiency and shorter wavelengths, the 5G cellular tech-
nology gives the mm Wave Communication systems the front face. Of course there are
a few characteristics of mmWave channel which were quite a bit challenging, but they
can be over written because of the presence of some benefits.

Large Bandwidth: Concentration restricted alone on the profoundly engaged traditional
sub-6 Giga Hertz frequency bands doesn’t serve the purpose of achieving very high
speeds of data. This high data rates can be attained by providing a very large bandwidth.
So the large number of mmWave bands is made available to achieve enormous data
exchange in spite of low spectral proficiency [17].

Short Wavelength: Antennas with high directivity can be employed for overcoming the
problem of shorter wavelengths finally resulting in the free space path loss. This can be
overcome by spending on antenna arrays andmethods of beamforming. Narrower beams
involve higher antenna count in the array which is attuned with mmWave structures.

III. Technologies that enable

Millimeter Wave communications tools is enabled by other techniques like massive
MIMO, signal processing and advancements in circuit plan and amalgamation.
Massive MIMO: It is a most essential method for improving the capacity of cellular
networks. Massive MIMO employs a large number of antennas at base stations and
mobile terminals. So far the traditional sub-6GHz systems havemade use of thisMassive
MIMO, and so it is as well very much important for mmWave structures where more
amount of directivity is obligatory [18]. Due to the availability of higher frequency
bands, antenna arrays were designed with a more number of antennas.
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Fig. 1. Overall mmWave transceiver system architecture.

Enhanced Signal Processing Techniques: The problem with the traditional MIMO sys-
tems is that they are made totally digital and a single RF chain is made available to each
antenna. Due to this the difficulties such as high enactment cost and high energy in take
arise [19, 20]. Certainly, it has been demonstrated that Radio Frequency constituents
can ingest up to 70 percent of the whole transceiver power intake [21]. So instead of
going after the completely digitalized one, quite a few mmWave hybrid designs were
put forward.

3 Massive MIMO for Millimeter Wave Systems

For millimeter wave communication systems, more number of antennas must be used,
both at the transmitter and receiving ends. As per the previous exploration carried out, it
is recommended that the base station have to be possessed with 32 to 256 antennas and
the mobile terminal with 4 to 16 antennas [22].

The overall design of hybrid mm Wave transceiver is depicted by means of a block
diagram displayed in Fig. 1. Without loss of generality, a Base Station which is con-
structed with number of Radio Frequency chains (MB) and a number of antennas (NB)
then (MB < NB) is expected to fortified with MT Radio Frequency chains and NT
antennas (MT < NT) so as to interchange some blocks of data [5]. In general, the
count of Radio Frequency chains at base stations is more than that of mobile terminals.
The same design might be drawn-out to several numbers of handlers. However, here, a
point-to-point transmission is considered.

The hybrid design’s baseband digital processing and analogue circuit work together
to generate beams for the sender or/and receiver. In disparity by the outmode overall-
digital design that would not contemplate an analog circuit beforehand the Radio Fre-
quency chains at the sender and contemplates a single Radio Frequency chain per every
antenna, i.e. MB = NB and MT = NT [3]. Because of the problems mentioned above,
nowadays a complete digital design is sidestepped in millimeter wave communication
system design. In the place of that novel hybrid designs were proposed so as to make
the massive MIMO system achievable. The awareness is to lessen the total power intake
and the total amount needed out which can be made possible by diminishing the count of
Radio Frequency chains and the resolution of the Analog to Digital (ADC) Converters.
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Hybrid Style: The hybrid design characterizes a negotiation between an entirely digital
structural design (with the same number of antennas and Radio Frequency chains) and
a completely analogue design (where only single Radio Frequency chain is utilized).
Both analogue and digital domains are used for precoding (at transmitter side) and
combining (at the receiver side). The aim is to make utilization of a dimension compact
pre-coder/combiner with a very less count of Radio Frequency chains while still banking
on complete-size analog pre-coder/combiner. This hybrid architecture has enhanced the
performance in terms of reduction in the RF chain count but the results are shown to be
not very much enhanced from complete digital design [8].

mmWave MIMO Channel Modeling: Physicalmodeling and analyticalmodeling are the
two different types of mmWave channel architectures. The physical models are centered
on the electromagnetic properties of signal broadcast between arrays of antennas match-
ing to transmitter and receiver. They are an excellent choice formmWaveMIMOchannels
because they can effectively redirect to the measured parameters and are well-known.
The latter one i.e., the analytical models on the other hand, are more suitable for the
development of algorithm and for scrutinizing the system.

Table 2. Techniques for estimating channel in hybrid architecture systems

Reference paper Method No. of Users Up Link/Down
Link

Description

Alkhateeb et al.
[23]

Divide and
conquer
approach

Single Down Link Orthogonal
Matching Pursuit,
Least Square
Estimation

He et al. [25] Mode by mode
approach

Single Up Link/Down
Link

Non Line of Sight
channel based on
the Time Division
Duplexing
correlation
statistics

Lee et al. [24] Open loop
system

Single Not specified Orthogonal
Matching Pursuit,
MG-OMP, LSE

Schniter et al. [26] Aperture
shaping

Not specified Not specified Least Absolute
Shrinkage and
Selection Operator,
LMMSE

(continued)
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Table 2. (continued)

Reference paper Method No. of Users Up Link/Down
Link

Description

Payami et al. [27] Ping pong
approach

Single Not specified The amount of
multi-path
components has no
effect on the
training time

Peng et al. [29] Antenna Array
with Virtual
Elements

Single UpLink The angular
estimate resolution
is improved using a
CS-based approach

Kokshoorn et al.
[28]

Overlapped
beam patterns

Single Not specified MRC, used to track
fast changing
channels

Montagner et al.
[30]

2D Discrete
Fourier
Transform

Single Not specified DFT, iterative
cancellation
method

Mendezrial et al.
[31]

Switches Single Down Link Orthogonal
Matching Pursuit,
M-OMP

Han et al. [32] Two stage
asymmetric

Multi Down Link Exhaustive search,
Compressive
Sensing

Park et al. [33] Spatial
covariance
Technique

Single Up Link Orthogonal
Matching Pursuit,
S-OMP, C-OMP,
Dynamic
Simultaneous
-OMP, Dynamic
Covariance OMP

Guo et al. [34] Dimension
Deficient

Single UpLink CoSaMP, it reduce
the accidental
errors

The channel model communicates the NTX NB composite matrix HDL of the
Narrowband Down Link (DL) channel is expressed as,

HDL =
√

NBNT

LαPL,DL

L∑
l=1

αl,DLaT (θl,T , ϕl,T )aHB (θl,B, ϕl,B), (2)

where L represents path count between the Base Station (BS) and Mobile Terminal
(MT), (θ l,T ,Φ l,T ) are the azimuth angles of arrival and elevation angles of arrival (AoA)
and (θ l,B,Φ l,B) are the azimuth angles of departure and elevation angles of departure
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(AoD), αPL,DL is the regular value of the path-loss, αl,DL is the complex increase of gain
of the lth track in the Down Link channel. The Eq. (2) ought to be revised to signify
the D-delay down link channel exemplary because of the reason that the channel is
frequency-discerning when the structure is extended to wide range of frequencies.

Henceforth the equation is produced as:

HDL =
√

NBNT

LαPL,DL

L∑
l=1

αl,DLpB(dTs − τl)...

aT (θl,T , ϕl,T )aHB (θl,B, ϕl,B), (3)

At the Base Station, Where pB(.) is a combination of the pulse shaping filter and
other filters responses.

4 Techniques for Estimating Channels in Hybrid Architecture
Systems

Taking into consideration the previously mentioned restraints, a few channel approxi-
mation approaches by way of this hybrid design have been suggested. These approaches,
along with others, are detailed below, and they are given in Table 2 with t corresponding
references. Many of the proposals undertake a narrowband constant frequency mmWave
channel prototype. Various techniques for mm wave channel estimation with hybrid
architectures are presented in this section.

Divide and Conquer Approach: In this method, [23] a low-intricacy algorithm has been
proposed called adaptive channel estimation for mmWave channel. For this approach,
more and less number of antenna arrays and RF units are employed at both the sides
of Base Station and Mobile Terminal respectively. The approximation procedure is sep-
arated into several phases. The Angle of Arrivals/Angle of Departures angular values
are parted into K non-overlaid angular sub-slots at each stage, and K beam patterns are
employed to direct the pilot signal and syndicate the signal at the destination. As a result,
each beam arrangement at the sender is joined with K beam structures at the receiver,
requiring K2 time slots for each stage to span all possible transmit-receive beam pat-
tern combinations. The authors constructed and offered a predetermined codebook that
contains the beam patterns. Evaluating the amounts of the K2acknowledged signals is
then used to decide or surmount the subsequent Angle of Arrivals / Angle of Departures
sub-range for the following stage.

Ping-pong Approaches: This algorithm customs ping-pong iterations. In order to attain
the channel parameters, this algorithm entails an intricacy of O(KL2NBlogK(NG/L)),
wherefrom an even network of NG points, the parameters AoAs and AoDs are acquired.
Two-phase procedure for estimation of channel with a single-user (SU) is presented
in [27] and in addition a codebook design which is analogous to that in [23] is also
developed. The procedure is categorized by a dual phase handshaking amidst the sender
and the receiver.
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Overlapped Beam Patterns Technique: In [28] by making use of a conception of mak-
ing an approximation on the beam patterns that are overlapped, a fast channel estima-
tion algorithm is put forward. When compared to [23], this idea lessens the time turns
desirable to approximate the channel by K2/ log22(K + 1) with a minor deprivation in
performance. This minor deterioration can be tolerated when tracking rapidly changing
channels is essential.

Open-loop Approach: In [24] proposed an open-loop channel approximation method
that does not require a feedback loop. The procedure is grounded on CS methods and
is recommended for an SU mmWave structure. Just like various channel approximation
procedures, the researchers employed theOrthogonalMatching Pursuit and least squares
estimation algorithm (LSE) practices to accomplish the approximation of the Angle of
Arrivals/Angle of Departures increase in power correspondingly.

Mode-by-Mode Method: A different structure was proposed in [25] in order to assess a
time basely correlated Non Line of Sight (NLOS) in mmWaveMIMO channel. To effec-
tively trail the channel disparities, the authors former changed the parametric channel
structure into a progression time basely correlated MIMO channel model. The structure
is established on TDD correlation statistics and investigates the channel’s reciprocity.
Themode bymode technique, a suggested procedure, updates each column of the analog
pre-coder and combiner.

Aperture Shaping Technique: In [26], The aim of augmenting the sparseness of the
virtual MIMO channel have recommended a procedure labeled as aperture shaping.
Concisely, shaping of aperture is implemented by smearing a constant gain value at
individual antennas at either ends of the Transmitter and Receiver. The shaping coeffi-
cients are augmented to get the most out of the signal-to-interference ratio. Adding to
that, to further uncover the channel sparsity, They used a millimeterWave system, which
employs modulation and demodulation practices established on Fast Fourier transforms
(FFT).

Antenna Array in Virtual Element Approach: The authors in [29] suggested a novel
idea, which outspreads the actual antenna groups at individually the sender and receiver
to a different one by affixing some Aυ virtual antennas without changing the physi-
cal array, based on the same assumptions as in [23]. The goal of AAVE is to progress
the angular approximation resolution by adding simulated antennas to the existent of
physical antennas at either sides of the Base Station (BS) and Mobile Terminal (MT).

2D DFT Approach: In [30], Millimeter Wave channel approximation technique relied
on the Discrete Fourier Transform in two dimensional was offered. The approximation
of the channel considerations is made by means of the iterative dissolution technique. In
detail, the method after withdrawing the earlier estimated parameters in each iteration,
samples are used inDiscrete Fourier Transform (DFT) to examine the channel parameters
for each path.

Switches Approach: In order to lessen price, intricacy and power intake, particularly at
Mobile Terminals where these parameters are essential, in [31], the authors projected
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an innovative hybrid design for a Down Link Single User Millimeter Wave system by
means of switches as a substitute for phase shifters.

Asymmetric Two Stage Approach: An unbalanced channel estimate procedure for a
Down Link multi user Millimeter Wave system was suggested in [32]. As the name
suggests it is a dual stage procedure namely, a comprehensive search phase, subse-
quently a CS approximation phase. During the former phase, the Base Station directs
the training signals which points in all directions to the Mobile Terminals which in turn
explore in comprehensive routine for the finest conjoining vectors to discover the Angle
of Arrival. In the latter phase, CS approximation is done.

The Spatial Covariance Method: In [33], channel approximation algorithm scentered
on assessing the three-dimensional covariance for a Time Division Duplexing Up Link
Single User Millimeter Wave channel were offered. The researchers planned to evaluate
the channel covariance straight without guesstimating the channel clearly whereas in
two stage approach, first channel need to be approximated and followed by that finding
out channel covariance need to be done.

Over Complete Dictionary Method: In [34] proposes an additional channel approxima-
tion approach for a fully-connected Up Link Single User mmWave system The number
of Radio Frequency chains is significantly less than the number of antennas, and as a
result, the signal at the receiver stage does not contain all of the Channel State Informa-
tion, which the authors referred to as the measurement deficient that causes the channel
approximation difficulty.

5 Conclusion

An overview of current channel estimate approaches for massiveMIMO communication
systems using mmWave is provided in this survey. First, the system architecture and
channel characteristics that must be considered were explained. After that, we examined
the performance of various channel estimate approaches in order to have a thorough
understandingof each.This techniquewas usedonmillimeterWave systemarchitectures,
specifically the hybrid design.
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Abstract. The vital technology in the marine industry, underwater acoustic com-
munication (UWAC), which has a crucial subsidiary role in undersea surveillance
and military maneuvers. Now a days, the utmost prevalent and enduring system
for undersea exploration is UWAC due to diminutive attenuation (signal reduc-
tion) of sound. However, the sound speed has abnormal variations with respect to
the ocean columns. Usually, ocean water columns have been classified into two
types based on the depth; such as shallow (0–100 m) and Deep-sea water (100-
few thousands of kilometers). The physical (temperature, salinity) and chemical
characteristics (pH, dissolved oxygen, nutrient salts) of these water divisions has
abnormal variations with respect to the topographical regions and water depth. In
addition, numerous factors such as; wave speed; multipath, interference, doppler
spread have shown a great influence on sound propagation in underwater. Hence,
a proficient channel modelling is required to analyze the effect of aforementioned
parameters in order to achieve reliable communication in underwater environment.
Therefore, in this work an acoustic channelmodel has been proposed for analyzing
the sound speed variations and transmission losses in shallow and Deep-sea water
scenarios. The effect of temperature, salinity on sound speed with respect to water
depth has been estimated. Finally, the simulations outcomes of both shallow and
Deep-sea water have been compared in terms of attenuation, sound speed, and
transmission losses.

Keywords: Absorption · Attenuation · Acoustic Channel · Deepsea · Sound
Speed · Temperature · Transmission Loss · Salinity

1 Introduction

Since they serve as enabling technology for a number of applications, underwater acous-
tic sensor networks (UASN) are gaining importance in the scientific community. The
purpose of the underwater acoustic sensor networks (UASN), which are made up of
submerged sensors, is to collect data on the portions of rivers and oceans that have
not yet been extensively studied. A variable number of vehicles, anchored sensors, and
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floating sensors are present in these networks, which are scattered throughout the study
area [1]. These nodes create a channel of communication that includes one or more
hops. Underwater devices can communicate with one another through optical, radio,
electromagnetic, and acoustic waves [2].

Researchers like acoustic communication because it has a wide range and can convey
digital data across an underwater channel. Significant research challenges are introduced
by the network properties of the UASN (node mobility, transmission range, power), as
well as the properties of the underwatermedium (temperature, pressure, salinity, and pH),
such as constrained bandwidth, multipath fading, constrained battery, and constrained
data capacity [3]. Temperature, salinity, and sound speed with respect to depth are the
key variables that affect an underwater habitat [4]. The undersea environment is also
unpredictable because of a number of factors, including wave height, turbid currents,
water pressure,water chemical compositions, andwave speed [5]. To create a trustworthy
network, the suggested channel model must be able to detect changes in the properties
of the underwater medium and network parameters. The operating frequency and sound
speed of an acoustic channel model in an underwater environment typically affect how
well it performs [6].

Underwater conditions can be influenced by temperature, salinity, depth, and pH
[7, 8]. With respect to water depth, the sound speed varies as temperature and salinity
change. The salinity of seawater varies with both water depth and location [9]. Salinity
has been calculated from ocean dissolved salt concentrations and measured in parts
per thousand (ppt). The establishment of links between the sensor nodes is impacted
by these erratic changes in sound speed (based on temperature, salinity, water depth,
and pH) and absorption (dependent on acoustic frequency, transmission distance). The
creation of effective communication links between the sensor nodes is another factor
which is influenced by change in sound speed [10, 11]. In order to ensure dependable
communication between the sensor nodes in a deep underwater network, an efficient
acoustic channel model that considers the impacts of sound speed, absorption losses,
and transmission losses must be incorporated. Hence, this work is focused on developing
a channelmodelwhich illustrates the comprehensive analysis of aforementioned channel
characteristics in both the water divisions such as; shallow and Deep-sea scenarios.

2 Literature Review

Acoustic signal transmission through a water body as the route of propagation is sig-
nificantly impacted by the marine environment. A few of the difficulties the acoustic
channel faces are the Doppler shift, strong multi-path propagation, high attenuation,
confined bandwidth, severe fading, extended delay spread, rapid time variation of the
channel, route loss, and noise [12]. Therefore, it is crucial to conduct study and have a
complete understanding of how the underwater environment influences the communi-
cation signal in both the regions (shallow and deep water) of the marine environment
in order to construct and create reliable underwater communication systems. Although
terrestrial networks have received a lot of attention from research teams, it is difficult to
establish similar networks underwater due to the high absorption of electromagnetic radi-
ation there. Additionally, there are several network constraints that separate terrestrial
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networks from underwater networks [13–24], including propagation delay, topology,
power requirements, mobility, network life, data rate, etc.

Before comparing the issues and effects of employing different communication car-
riers, the authors in [25] supplied and explored the underlying physics of basic wave
propagations using the fundamental physics ideas (acoustic, EM, andoptical). The effects
of propagation properties, such as sound speed, channel delay, absorption, scattering,
multipath, waveguide effects, and ambient noise, have been studied by the authors in
[26]. The dependence of the channel capacity on depth and temperature was examined
by the authors in [27] using enhanced propagation loss and ambient noise models. A
mathematical model [28] that allows the conversion of atmospheric pressure to depth and
depth to atmospheric pressure has been presented in order to reduce errors in the sound
speed in oceans and seas. An experimental setup that demonstrates how salinity, temper-
ature, and pressure affect the physical characteristics of the deployed environment and
sound speed fluctuations is detailed in [29]. A technique for raising localization accuracy
[30] in water involves calculating the sound speed at a particular location over time. An
acoustic channel model has been created to simulate networks in aquatic environments
[31].

An underwater acoustic channel path loss has been measured in real-time [32].
Recent advances in deep learning and artificial intelligence have been used to predict
the characteristics of underwater acoustic channels in order to increase accuracy and
throughput. A deep learning-based framework for underwater channel modelling has
been presented [33] to improve the accuracy of channel models. The channel model’s
primary statistical properties have been outlined and discussed in [34]. The literature
has provided insight into how variations in the underwater medium’s characteristics
impact underwater sound propagation. Therefore, it is important to address and take into
consideration the effects of temperature, salinity, absorption, and transmission losses
brought on by changes in the sound speed. These variations in sound speed brought
on by the unpredictability of the undersea environment change how links grow in the
network. Since transmission losses and absorption must be considered, the suggested
study objective is to analyze and compare the acoustic channel parameters in shallow
and Deep-sea scenarios.

3 Methodology

The influence of underwater physical parameters such as temperature and salinity on
sound speed has been estimated using designed acoustic channel model for shallow
and Deepsea water scenarios. The channel model evaluates the attenuation which is
attained because of chemical compositions of the sea water. The transmission losses
for both shallow and Deepsea water scenarios have been evaluated with respect to the
frequency and distance. The performance measures of proposed channel model have
been compared in terms of sound speed, attenuation, and transmission losses for both
shallow and Deepsea water scenarios.
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3.1 Sound Velocity

One of the key distinctions between acoustic waves and EM transmission is the extraor-
dinarily slow speed at which sound travels through water. Pressure, salinity, and tem-
perature are a few factors that affect the undersea sound speed. Normal ocean surface
sound propagation occurs at a speed of around 1520 m/s, which is four orders of magni-
tudes quicker than airborne sound propagation but five orders of magnitude slower than
light propagation. Environmental changes have a direct impact on the sound speed of
water (temperature, salinity, and depth). For computing sound velocity as a function of
temperature, salinity, and depth, Mackenzie presents an empirical formula [35] which
is epitomized using (1).

c(T , S, z) = a1 + a2T + a3T
2 + a4T

3 + a5(S − 35) + a6z + a7z
2 + a8T (S − 35)a9Tz

3 (1)

3.2 Propagation Loss of Sound

Undersea acoustics attenuate due to spreading, dispersion, and absorption. A measure
of signal degradation brought on by the geometrical spreading effect that happens as a
soundwave travels away from its source is called spreading loss. In underwater acoustics,
there are two basic kinds of spreading mechanisms: cylindrical and spherical. The loss is
expressed using (2) for cylindrical spreading and (3) for spherical spreading, respectively.
LCS , LSS , and Rt stand for transmission range, loss due to cylindrical spreading, and loss
due to spherical spreading, respectively [36].

LCS = 10log(Rt) (2)

LSS = 20log(Rt) (3)

3.3 Absorption Coefficient

An empirical formula [36] for the absorption coefficient has been used for the frequency
range of 100Hz to 1MHzwhich is represented using (4) and it is a function of frequency,
pressure (depth), and temperature.

α = A1P1f1f 2

f 2 + f 21
+ A2P2f2f 2

f 2 + f 22
+ A3P3f

2 (4)

3.4 Absorption Loss

The range-dependent absorption loss, which is computed using Eq. (5), indicates the
energy loss of sound as a result of the conversion of energy into heat due to the chemical
properties of viscous friction and ionic relaxation in the ocean.

Lab = (α × Rt) × 10−3 (5)
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3.5 Transmission Loss

Transmission loss [37], which is defined as the cumulative loss of acoustic strength
caused by an acoustic pressure wave as it moves away from its source which is
represented by using (6) & (7) for both shallow and Deep-sea water scenarios
respectively.

TLshallow = LCS + Lab (6)

TLDeepsea = LSS + Lab (7)

4 Implementation Parameters

The parameters considered for analyzing the transmission loss, absorption loss,
spreading loss and sound speed has been listed in Table 1.

Table 1. Implementation Parameters

Parameter Range

Shallow water Depth 0–100 m

Deep water Depth 100–8000 m

Shallow Water Temperature 30–24°C

Deep Water Temperature 24°–4°C

Shallow Water Salinity 30–35 ppt

Deep Water Salinity 35 ppt

Frequency 100 Hz–100 kHz

pH 7.8

Rt 100 m

5 Simulation Results

The primary method of wireless data transfer in a marine environment is the acoustic
medium. Themost fundamental factor affecting achievable data rates, as well as network
factors like latency and quality of service, is the speed of sound in an acoustic channel.
Due to irregular variations in temperature, salinity, depth, and pH with respect to the
season, time, and location of the ocean, the sound speed has unpredictable variations
underwater. However, these irregularities have different profiles in the two divisions of
the ocean such as shallow and deep water. In, shallowwater the effect of temperature and
salinity are predominant factor for abrupt change in sound speed, where as in deep water
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the effect of temperature and salinity on sound speed is insignificant due to constant
values of temperature (4 °C) and salinity (35 ppt) in deep water. In deep water, the
effect of pressure (depth) is significant on sound speed. The sound speed profile exhibits
abnormal variations in shallow water because of drastic change in temperature gradients
of the water column across the water depth (See Fig. 1). Whereas, the temperature is
almost constant (4 °C) at the deep water scenarios, where the sound speed profile has
minimal variations. It is clearly depicted in Fig. 1, that the sound speed is varying with
temperature and depth. When the depth is extended to 100 m, the sound speed increases
to 1542 m/s (see Fig. 1) from the initial value of 1539 m/s at a certain temperature and
depth (T = 27°C, D = 100 m).

Fig. 1. Effect of temperature on sound speed in shallow water.

In the case of deep water, When the depth is extended to 8000 m and the temperature
is lowered to 4°C, the sound speed increases to 1450 m/s (see Fig. 2) from the initial
value of 1530 m/s at a certain temperature and depth (T = 4°C, D = 8000 m).

Similarly, salinity of the oceanwater increases along the depth, which also influences
the sound speed in deep water. This is clearly depicted in Fig. 3, that the sound speed
increases with increase in depth as well as salinity in shallow water. At a particular
salinity (S= 33 ppt), the sound speed attained different profiles (varying from 1540 m/s
to 1550 m/s) along the depth (see Fig. 3). Whereas, in deep water the salinity value is
almost constant (s= 35 ppt), the sound speed has liner in nature, which is increases with
depth (see Fig. 4).
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Fig. 2. Effect of temperature on sound speed in Deep water.

Fig. 3. Effect of salinity on sound speed in shallow water.

Absorption, which results from the transformation of acoustic energy into heat, is
the principal cause of attenuation. As the distance and frequency rise, the attenuation
grows. It is also obvious that the orders of magnitude vary widely and that attenuation
rises sharply with frequency. For frequencies of 1 kHz and below, attenuation is less than
a few hundredths of a dB/km; hence, it is not a limiting factor. Approximately 1 dB/km
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Fig. 4. Effect of salinity on sound speed in Deep water.

of attenuation occurs at 10 kHz, restricting ranges of more than a few tens of kilometres
(see Fig. 5).

Fig. 5. Attenuation in shallow and deep water due to absorption.

The transmission losses are frequency and range dependent. According to Fig. 6,
transmission losses increase as frequency increases, while transmission losses decrease
as depth increases. The transmission losses are higher in shallow water when compared
to deep water because of highly abnormal environment conditions in shallow water (see
Fig. 6).
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Fig. 6. Transmission losses with respect to frequency in shallow and deep water.

6 Conclusion

In order to examine the impact of underwater medium characteristics like temperature
and salinity on sound speed, this study suggests an acoustic channel model for both
ocean divisions. The suggested channel model analyses the influence of salinity and
temperature at a given pH by adjusting different depths in shallow and Deep-sea scenar-
ios. The effect of absorption resulting from various water chemical compositions with
regard to the frequency of the acoustic signal is also investigated by the proposed channel
model. Finally, with a fixed transmission range and various depths in shallow and deep
water, the transmission losses have been evaluated. According to the simulation results,
transmission and absorption losses depend on frequency. The frequency has grown pro-
portionately to these two losses. In deep water, the sound speed rises as temperature and
salinity gradually decrease with depth. Whereas, in shallow water the sound speed has
been gradually decreased with respect to depth.
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