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Foreword

Europe is a mosaic of languages, cultures and peoples. The promotion and encour-
agement of this diversity is the reflection of our will to keep having diverse societies
that live together in the use of different languages.

These languages are more than a communication tool. They are factors of iden-
tity, vectors of culture, and ways of understanding and explaining the world. Each
language, regardless of its status and number of speakers, is a treasure that has been
created and polished over generations. And while the means and ambition must be
put in place to promote and preserve all languages, those that are in a situation of
greater weakness must be the object of special attention.

The preservation of multilingualism as an expression of Europe’s intrinsic diver-
sity is therefore a political commitment that today faces significant challenges. We
have built a world with very powerful uniformizing tendencies, inertias that make
it increasingly difficult to protect the treasure of cultural and linguistic diversity. So
much so that one language disappears every two weeks, and up to 90% of existing
languages could be gone by the turn of the century.

In this sense, digital tools, although possessing many virtues, can also generate
a clear concern when it comes to their impacts on linguistic diversity and equality.
It has never been so fast and so easy to communicate and inform, and never have
the temptation and incentives to end up doing it in just a handful of languages — the
most powerful and influential — been so great. If the audience is the world, and if
what counts is getting more followers, then the temptation to stop using our own
languages is enormous. In this sense, preserving linguistic equality in the digital age
must be an objective assumed by all EU institutions. And part of the solution can
come precisely from the tools that the digital world can offer to us.

The European Parliament has long expressed its concern about the future of mul-
tilingualism in the digital age. In a landmark document, our Parliament adopted a
2018 resolution on achieving language equality in the digital age, whose rapporteur
was my Welsh colleague and former MEP Jill Evans.

Building up on that report, the Panel for the Future of Science and Technology
(STOA), of which I am a proud member, held a seminar in late 2022 titled “To-
wards full digital language equality in a multilingual European Union”. This event
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presented the conclusions of the European Language Equality (ELE) project, which
analysed over 80 languages to develop a roadmap towards achieving full digital lan-
guage equality in Europe by 2030.

It is tempting to think that multilingualism begins and ends with the languages that
have a guaranteed official status; in the case of the EU, the 24 languages that appear
in the treaties as the official languages of the Union. But in the EU alone there are at
least 60 other languages that also deserve to be preserved and encouraged, despite the
fact that they do not have official status. That is why we must welcome initiatives
like the ELE project, and work together towards a Union in which all languages,
especially minority ones, enjoy the same rights.

As a native Catalan speaker, who is very much aware of the pressure that techno-
logical and digital trends exert especially on lesser-used languages, and committed
to the protection and promotion of these languages, I am very honoured to introduce
this book, European Language Equality: A Strategic Agenda for Digital Language
Equality, and 1 would like to thank and congratulate all who contributed in the ELE
project and in the writing of these pages. Projects and publications like these draw
the right path towards a more inclusive and diverse Union.

Brussels, January 2023 Jordi Solé



Preface

The origins of this book date back to 2010. Back then, under the umbrella of the EU
Network of Excellence META-NET, we started preparing the White Paper Series Eu-
rope’s Languages in the Digital Age (published in 2012)! and the Strategic Research
Agenda for Multilingual Europe 2020 (SRA, published in 2013), the first document
of its kind for the European Language Technology (LT) field in a community-driven
process.” The META-NET White Paper Series revealed, among others, that, back
then, 21 European languages were threatened by what we called digital language
extinction. As a direct response to this danger, the META-NET SRA provided sug-
gestions as to how to bring about a change and how to increase the collaboration with
the entire European LT community on a number of priority research themes towards
the common goal of what is now known as digital language equality in Europe.
Especially the notion of digital language extinction but also our strategic recom-
mendations generated a certain amount of attention. Back in 2013 and 2014, col-
leagues from META-NET were involved in dozens of television, radio and print
interviews and there have also been several follow-up publications and EU projects
as well as official questions raised in the European Parliament (EP). These eventu-
ally led to a number of workshops held in the EP and to a study commissioned by the
EP’s Science and Technology Options Assessment (STOA) unit. The STOA study?
(2018) eventually paved the way for the report Language Equality in the Digital Age*
jointly prepared by the EP’s Committees on Culture and Education (CULT) and on In-
dustry, Research and Energy (ITRE). These recommendations, informally known as
the Jill Evans report, were adopted by the EP in a landslide vote in September 2018.
Among other recommendations, this report suggested to the European Commission
to “establish a large-scale, long-term coordinated funding programme for research,
development and innovation in the field of language technologies, at European, na-
tional and regional levels, tailored specifically to Europe’s needs and demands”. The

! http://www.meta-net.eu/whitepapers

2 http://www.meta-net.eu/sra

3 https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2017)598621
4 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332 EN.html
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European Language Equality (ELE) proposal® and eventual project, described in the
present volume, represented our direct response to this recommendation.

It was a pleasure to lead the ELE project and to collaborate with such a strong
and dedicated team consisting of 52 partner organisations covering all European
countries, academia and industry as well as all major pan-European initiatives. Like
many other projects around the globe, ELE was also affected by the SARS-CoV-2
pandemic but, fortunately, our initial plans and project proposal had already been
prepared during the pandemic, which meant that we were able to tailor the project to
the new normal. Nevertheless, everybody involved was happy to eventually be able
to attend our joint META-FORUM event, which took place in June 2022 with about
100 participants in the conference centre in Brussels and hundreds more participating
remotely. After what felt like an endless succession of virtual meetings, for many of
us, this was the first opportunity to meet face-to-face.

This book describes the results produced during the project’s runtime; additional
details are available in more than 60 project reports.® We would like to express our
gratitude towards the consortium for its hard and dedicated work towards our goal
of developing the Strategic Research, Innovation and Implementation Agenda and
Roadmap for Achieving Full Digital Language Equality in Europe by 2030.” We
would also like to thank all ELE colleagues wholeheartedly for the chapters they
contributed, without which this book would not have been possible. Additionally,
we would like to thank all initiatives ELE collaborated with, especially the Euro-
pean Language Grid® project, the results of which have also been documented in a
book in the same series. Finally, we would like to thank Jordi Solé for supporting
and chairing the workshop Towards full digital language equality in a multilingual
European Union, held on 8 Nov. 2022 in the EP, and for contributing the foreword.

This volume covers the results achieved during the project’s first iteration (Jan-
uary 2021 until June 2022). Immediately after the end of the first project, the initia-
tive continued with the project ELE 2, which will end in June 2023. We sincerely
hope that the whole ELE initiative will serve its purpose, which is to help bring about
digital language equality in Europe by 2030. This book provides an analysis of the
current state of play (Part I) and our recommendations for the future situation in
2030 (Part II). Proper support for the implementation of these plans would mean a
quantum leap for Europe’s multilingual landscape with concomitant benefits for all
its citizens, regardless of the language they prefer to communicate in.

Berlin and Dublin, April 2023 Georg Rehm
Andy Way

Acknowledgements The European Language Equality project has received funding from the Eu-
ropean Union under the grant agreement no. LC-01641480 — 101018166 (ELE).
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Chapter 1 s
European Language Equality: Introduction

Georg Rehm and Andy Way

Abstract This chapter provides an introduction to the EU-funded project European
Language Equality (ELE). It motivates the project by taking a general look at multi-
lingualism, especially with regard to the political equality of all languages in Europe.
Since 2010, several projects and initiatives have developed the notion of utilising
sophisticated language technologies to unlock and enable multilingualism techno-
logically. However, despite a landmark resolution that was adopted by the European
Parliament in 2018, no significant progress has been made. Together with the whole
European LT community, and making use of a concerted community consultation
process, the ELE project produced strategic recommendations that specify how to
bring about full digital language equality in Europe and reach the scientific goal of
Deep Natural Language Understanding by 2030, not only addressing but eventually
solving the problem of digital inequality of Europe’s languages.

1 Overview and Context

In Europe’s multilingual setup, all 24 official EU languages are granted equal sta-
tus by the EU Charter and the Treaty on EU. Furthermore, the EU is home to over
60 regional and minority languages which have been protected and promoted under
the European Charter for Regional or Minority Languages (ECRML) treaty since
1992, in addition to various sign languages and the languages of immigrants as well
as trade partners. Additionally, the Charter of Fundamental Rights of the EU under
Article 21 states that, “[a]ny discrimination based on any ground such as sex, race,
colour, ethnic or social origin, genetic features, language, religion or belief, political
or any other opinion, membership of a national minority, property, birth, disability,
age or sexual orientation shall be prohibited.”
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Unfortunately, language barriers still hamper cross-lingual communication and
the free flow of knowledge and thought across language communities and continue to
be unbreachable in many situations. While multilingualism is one of the key cultural
cornerstones of Europe and signifies part of what it means to be and to feel European,
no EU policy has been proposed to address the problem of language barriers.

Artificial Intelligence (AI), Natural Language Processing (NLP), Natural Lan-
guage Understanding (NLU), Language Technologies (LTs), and Speech Technolo-
gies (STs) have the potential to enable multilingualism technologically but, as the
META-NET White Paper Series Europe s Languages in the Digital Age (Rehm and
Uszkoreit 2012) found in 2012, our languages suffer from an extreme imbalance in
terms of technological support. English is very well supported through technologies,
tools, datasets and corpora, for example, but languages such as Maltese, Estonian or
Icelandic have hardly any support at all. In fact, the 2012 study assessed at least 21
European languages to be in danger of digital extinction. If, as mentioned above, all
European languages are supposed to be on an equal footing in general, technologi-
cally, they clearly are not (Kornai 2013).

After the findings of the META-NET study and a set of follow-up projects, stud-
ies and recommendations (e. g., Rehm and Uszkoreit 2013; STOA 2018), the joint
CULT/TRE report Language Equality in the Digital Age (European Parliament
2018) was eventually passed with an overwhelming majority by the European Parlia-
ment on 11 September 2018. It concerns the improvement of the institutional frame-
work for LT policies at the EU level, EU research and education policies to improve
the future of LTs in Europe, and the extension of the benefits of LTs for both private
companies and public bodies. The resolution also recognises that there is an imbal-
ance in terms of technology support of Europe’s languages, that there has been a
substantial amount of progress in research and technology development and that a
large-scale, long-term funding programme should be established to ensure full tech-
nology support for all of Europe’s languages. The goal is to enable multilingualism
technologically since “the EU and its institutions have a duty to enhance, promote
and uphold linguistic diversity in Europe” (European Parliament 2018).

While the resolution was a important milestone for the idea of enabling Europe’s
multilingualism technologically and bringing every language in Europe to the same
level of technology support, there has been no concrete follow-up action along the
lines laid out in the resolution, i.e., to set up “a large-scale, long-term coordinated
funding programme for research, development and innovation in the field of lan-
guage technologies, at European, national and regional levels, tailored specifically
to Europe’s needs and demands”. In the meantime, however, many highly influential
breakthroughs in the area of language-centric Al have been achieved, mostly by large
enterprises in the US and Asia, especially approaches and technologies concerning
large language models (LLMs such as BERT or ChatGPT).!

Due to a lack of action over the last five to seven years, Europe has mostly been
playing “second fiddle” in the area of language-centric Al and Language Technolo-

! ChatGPT was released in Nov. 2022, https://chat-gpt.org. Most chapters of this book were written
by mid-2022, which is why they do not reflect the widespread impact and subsequent recognition
of this novel application.
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gies. Driven by the “European Strategy for data”, the EU is currently concentrating
on setting up a number of sectorial data spaces to enable and support the data econ-
omy and to boost its digital sovereignty.” These, fortunately, also include a dedicated
language data space with a focus on stakeholders from industry. But, simply put, lan-
guage is much more than data. In addition to the complex and long-term activity of
constructing the aforementioned data spaces, the EU also invests in Al-related ac-
tions that include language, albeit with limited budgets. However, much more needs
to be done to properly address the challenge of Europe’s multilingualism with mean-
ingful and long-lasting solutions.

With a consortium of 52 partners, the EU project European Language Equality
(ELE; Jan. 2021 — June 2022) and its follow-up project ELE 2 (July 2022 — June
2023) developed, through a large-scale, community-driven process, a Strategic Re-
search, Innovation and Implementation Agenda for Digital Language Equality in
Europe by 2030 to address this major issue by means of a coordinated, pan-European
research, development and innovation programme. This book is the definitive docu-
mentation of the EU project ELE. It describes the current situation of technology sup-
port for Europe’s languages and our overall recommendations of what more needs
to be done to achieve Digital Language Equality (DLE) in Europe by 2030.

2 The European Language Equality Project

The original proposal for the EU project “European Language Equality” was pre-
pared by a consortium of 52 partners* (see Figure 1) and submitted on 29 July 2020,
responding to the European Commission call topic PPA-LANGEQ-2020 (“Devel-
oping a strategic research, innovation and implementation agenda and a roadmap
for achieving full digital language equality in Europe by 2030”).> The ELE project
started in January 2021 and finished in June 2022. Immediately after the end of the
first ELE project, the one-year ELE 2 project began with a reduced consortium of
seven partners, continuing some of the work strands of the first project.

Developing a strategic agenda and roadmap for achieving full DLE in Europe
by 2030 involves many stakeholders, which is why the process of preparing the dif-
ferent parts of the strategic agenda and roadmap — the key objective and result of
the project — was carried out together with all 52 partners of the consortium and the
wider European LT community. We concentrated on two distinct but related aspects:
1. describing the current state of play (as of 2021/2022) of LT support for the lan-
guages under investigation; and 2. strategic and technological forecasting, i. e., esti-
mating and envisioning the future situation ca. 2030. Furthermore, we distinguished
between two main stakeholder groups: 1. LT developers (industry and research) and

2 https://digital-strategy.ec.europa.eu/en/policies/strategy-data
3 https://european-language-equality.eu
4 https://european-language-equality.eu/consortium/

5 https://ec.europa.eu/research/participants/data/ref/other_eu_prog/other/pppa/wp-call/call-fich
e _pppa-langeq-2020 en.pdf
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Fig. 1 Members of the ELE consortium at META-FORUM 2022 in Brussels (9 June 2022)

2. LT users and consumers. Both groups were represented in ELE with several net-
works, initiatives and associations who produced one report each, highlighting their
own individual needs, wishes and demands towards DLE. The project’s industry
partners produced four in-depth reports compiling the needs, wishes and visions of
the European LT industry. We also organised a larger number of surveys (inspired by
Rehm and Hegele 2018) and consultations with stakeholders not directly represented
in the consortium.

With the development of the strategic agenda, the project followed two comple-
mentary goals. 1. The socio-political goal was the preparation of a strategic agenda
explaining how Europe can bring about full digital language equality by 2030. This
objective and the need for a corresponding large-scale, long-term programme have
been recognised already by the EU (European Parliament 2018). 2. Additionally,
the strategic agenda and the eventual large-scale, long-term funding programme are
also meant to pursue a scientific goal, i.e., reaching Deep Natural Language Un-
derstanding by 2030. As briefly mentioned, Europe is currently lagging behind the
breakthroughs achieved on other continents, which is why the dedicated large-scale,
long-term funding programme we envision can and must achieve both objectives:
develop resources and technologies to fully unlock and benefit from multilingual-
ism technologically and also put Europe back into the pole position in the area of
LT, NLP and language-centric Al research.

Operationally, the project was structured into five work packages (see Figure 2).
In WP1, “European Language Equality: Status Quo in 2020/2021”, a definition of
the concept of DLE was prepared and the current state-of-the-art in the research area
of LT and language-centric Al was documented in a report. The heart of WP1 was
the preparation of more than 30 language reports, each documenting one European
language and the level of technology support it had as 0f2022. While WP1 examined
the status quo, WP2, “European Language Equality: The Future Situation in 2030”
looked into the future. Operationalised through a complex community consultation
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process, we collected and analysed the demands, needs, ideas and wishes of Euro-
pean LT developers (industry and research), European LT users and consumers as
well as European citizens. Four technical deep dives took a detailed look at the four
main areas of LT (Machine Translation, Speech, Text Analytics and Data). The re-
sults of WP1 and WP2 were fed to WP3, “Development of the Strategic Agenda
and Roadmap”, in which the overall strategic agenda was developed based on the
collected findings of WP1 and WP2, including an additional feedback loop with the
wider community. WP4, “Communication — Dissemination — Exploitation — Sustain-
ability” organised a number of events, including META-FORUM 2022° in Brussels
(see Figure 1) and a workshop in the European Parliament.” WP4 also set up and
managed our social media channels and a newsletter under the umbrella brand “Eu-
ropean Language Technology”.® WP5 took care of managing the large consortium
of 52 partners. Figure 3 shows the overall timeline of the project.

Our methodology was, thus, based on a number of stakeholder-specific surveys as
well as collaborative document preparation that also involved technology forecast-
ing. Both approaches were complemented through the collection of additional input
and feedback through various online channels. The two main stakeholder groups
(LT developers and LT users/consumers) differ in one substantial way: while the
group of commercial or academic LT developers is, in a certain way, closed and
well represented through relevant organisations, networks and initiatives in the ELE
consortium, the group of LT users is an open set of stakeholders that is only partially
represented in our consortium. Both stakeholder groups have been addressed with
targeted and stakeholder-specific surveys.

The ELE project resulted in around 70 deliverables, of which the public ones
are available online.” In addition, a number of reports were prepared pro bono by
collaborators who supported the goals of the project, including language reports on
Bosnian, Serbian, West Frisian, the Nordic minority languages and Europe’s sign
languages. All reports are available on the ELE website.

3 Beyond the ELE Project

While forecasting the future of the field of LT and language-centric Al is surely
an enormous challenge, we can confidently predict that even greater advances will
be achieved in all LT research areas and domains in the near future (Rehm et al.
2022). However, despite claims of human parity in many LT tasks, Deep Natural
Language Understanding, the main scientific goal of the ELE Programme, is still
an open research problem far from being solved since all current approaches have

6 https://www.european-language- grid.eu/events/meta-forum-2022

7 https://www.europarl.europa.eu/stoa/en/events/details/towards- full-digital-language-equality-i
/20220711WKS04301

8 The social media channels and the newsletter were organised in close collaboration with ELE’s
sister project European Language Grid (ELG, Rehm 2023).

9 https://www.european-language-equality.eu/deliverables
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Fig. 2 Work packages and tasks of the ELE project

severe limitations (Bender et al. 2021). Interestingly, the application of zero-shot to
few-shot transfer learning with multilingual pre-trained language models and self-
supervised systems opens up the way to leverage LT for less-developed languages.
For the first time, a single multilingual model recently outperformed the best spe-
cially trained bilingual models on news translations, i.e., one multilingual model
provided the best translations for both low- and high-resource languages, indicating
that the multilingual approach appears to be the future of MT (Tran et al. 2021). How-
ever, the development of these new systems would not be possible without sufficient
resources (experts, data, compute facilities, etc.), including the creation of carefully
designed and constructed evaluation benchmarks and annotated datasets for every
language and domain of application.

Unfortunately, as of now, there is no equality in terms of tool, resource and ap-
plication availability across languages and domains. Although LT has the poten-
tial to overcome the linguistic divide in the digital sphere, most languages are ne-
glected for various reasons, including an absence of institutional engagement from
decision-makers and policy stakeholders, limited commercial interest and insuffi-
cient resources. For instance, Joshi et al. (2020) and Blasi et al. (2022) look at the
relation between the types of languages, resources and their representation in NLP
conferences over time. As expected, but also disappointingly, only a very small num-
ber of the over 6,000 languages of the world are represented in the rapidly evolving
field of LT. A growing concern is that due to unequal access to digital resources and
financial support, only a small group of large enterprises and elite universities are in
a position to lead further development in this area (Ahmed and Wahed 2020).

To unleash the full potential of LT in Europe and ensure that no users of these
technologies are disadvantaged in the digital sphere simply due to the language they
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Fig. 3 Overall timeline of the ELE project

speak, we argue that there is a pressing need to facilitate long-term progress towards
multilingual, efficient, accurate, explainable, ethical, fair and unbiased language un-
derstanding and communication. In short, we must ensure DLE in all areas of society,
from government to business to citizens.

4 Summary of this Book

This book is structured into two main parts. Part | examines the current state of play
of technology support for Europe’s languages. Part II outlines the future situation
in 2030 and beyond, as specified through the community consulting and forecasting
process of the ELE project. Below we include short summaries of the two parts.

4.1 Part I: European Language Equality — Status Quo in 2022

Part 1 concentrates on the current situation as of 2022. First, Chapter 2 examines
the state-of-the-art in LT, NLP and language-centric Al. It provides the technical
foundation of all subsequent chapters. Chapter 3 defines the DLE metric, developed



8 Georg Rehm and Andy Way

within the project, with its technological (Gaspari et al. 2022) and contextual fac-
tors (Griitzner-Zahn and Rehm 2022). This chapter also describes the interactive
DLE dashboard, which was implemented as an additional component of the Euro-
pean Language Grid cloud platform (ELG, Rehm 2023). Assuming that the ELG
catalogue of resources, tools and services contains, at any given point in time, a rep-
resentative picture of the technology support of Europe’s languages, the dashboard
can be used to visualise the overall situation in different ways, including compar-
isons of multiple languages along various dimensions. Chapter 4 summarises the
findings and provides an answer to the question of how Europe’s languages com-
pare technologically ca. 2022. The chapter describes the methodology of basing the
computation of the DLE scores on the contents of the ELG repository, which has
been substantially expanded by the ELE project with more than 6,000 additional re-
sources, and highlights the current situation using a number of graphs. Chapters 5
to 37 contain extended high-level summaries of the 33 language reports produced
by the ELE project. These reports can be conceptualised as updates, ten years on, of
the META-NET White Papers (Rehm and Uszkoreit 2012), especially as many of
them were written by the original authors.

4.2 Part II: European Language Equality — The Future Situation in
2030 and beyond

Part II outlines the future situation in 2030 and beyond, making use of the collected
and synthesised results of the community consultation process. First, Chapter 38
describes the community consultation process on a general level, primarily with
regard to the different surveys used in the project vis-a-vis European LT develop-
ers, European LT users and consumers as well as European citizens. The chapter
also summarises the approach regarding the four technology deep dives as well as
the dissemination and feedback collection activities in the project. Chapter 39 sum-
marises the results of the three main surveys. The following four chapters highlight
the main findings of the four technology deep dives on the four main areas of LT
research and development: Machine Translation (Chapter 40), Speech Technologies
(Chapter 41), Text Analytics (Chapter 42) as well as Data and Knowledge (Chap-
ter 43). The penultimate Chapter 44 presents the strategic plans and projects in LT
and Al from an international, European and national perspective. It contextualises
the strategic recommendations of the project. Finally, Chapter 45, provides an ex-
tended summary of the stand-alone document of the Strategic Research, Innovation
and Implementation Agenda and Roadmap the ELE project has developed.'? On the
whole, the present book can be conceputalised as the collective findings and recom-
mendations of the ELE project, and as such it reflects years of work based on the
distilled input and collaboration of hundreds of experts and stakeholders from across
the European LT and language-centric Al community.

10 https://european-language-equality.eu/agenda/
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Abstract This chapter landscapes the field of Language Technology (LT) and lan-
guage-centric Al by assembling a comprehensive state-of-the-art of basic and ap-
plied research in the area. It sketches all recent advances in Al, including the most
recent deep learning neural technologies. The chapter brings to light not only where
language-centric Al as a whole stands, but also where the required resources should
be allocated to place European LT at the forefront of the Al revolution. We identify
key research areas and gaps that need to be addressed to ensure LT can overcome
the current inequalities. '

1 Introduction

Interest in the computational processing of human languages led to the establishment
of specialised fields known as Computational Linguistics (CL), Natural Language
Processing (NLP) and Language Technology (LT). CL is more informed by linguis-
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tics and NLP by computer science, LT is a more neutral term. In practice, these
communities work closely together, sharing the same publishing venues and confer-
ences, combining methods and approaches inspired by both, and together making up
language-centric Al In this chapter we treat them interchangeably.

Over the years, LT has developed different methods to make the information con-
tained in written and spoken language explicit or to generate or synthesise written
or spoken language. Despite the inherent difficulties in many of the tasks performed,
current LT support allows many advanced applications which were unthinkable only
a few years ago. LT is present in our daily lives, for example, through search en-
gines, recommendation systems, virtual assistants, chatbots, text editors, text predic-
tors, automatic translation systems, automatic subtitling, automatic summarisation
and inclusive technology. Its recent accelerated development promises even more
encouraging and exciting results in the near future.

This state-of-the-art in LT and language-centric Al begins with a brief historical
account in Section 2 on the development of the field from its inception through the
current deep learning era. The following three sections are neural language models
(Section 3), research areas (Section 4) and LT beyond language (Section 5). They
offer a survey that maps today’s LT and language-centric Al landscape. Finally, a
discussion and various conclusions are outlined in Section 6.

2 Language Technology: Historical Overview
2.1 A Brief History

The 1950s mark the beginning of Language Technology as a discipline. In the middle
of the 20th century, Alan Turing proposed his famous test, which defines a criterion
to determine whether a machine can be considered intelligent (Turing 1950). A few
years later, Noam Chomsky laid the foundations to formalise, specify and automate
linguistic rules with his generative grammar (Chomsky 1957). For a long period
of time, the horizon defined by Turing and the instrument provided by Chomsky
influenced the majority of NLP research.

The early years of LT were closely linked to Machine Translation (MT), a well-
defined task, and also relevant from a political and strategic point of view. In the
1950s it was believed that a high-quality automatic translator would be available
soon. By the mid-1960s, however, the Automatic Language Processing Advisory
Committee (ALPAC) report revealed the true difficulty of the task and NLP in gen-
eral. The following two decades were heavily influenced by Chomsky’s ideas, with
increasingly complex systems of handwritten rules. At the end of the 1980s, a revo-
lution began which irreversibly changed the field of NLP. This change was driven
mainly by four factors: 1. the clear definition of individual NLP tasks and correspond-
ing rigorous evaluation methods; 2. the availability of relatively large amounts of
data; 3. machines that could process these large amounts of data; and 4. the gradual
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introduction of more robust approaches based on statistical methods and machine
learning (ML), that would pave the way for subsequent major developments.

Since the 1990s, NLP has moved forward with new resources, tools and appli-
cations. An effort was made to create wide-coverage linguistic resources, such as
annotated corpora, thesauri, etc., from which WordNet (Miller 1992) is one of the
main results. Data-driven systems displaced rule-based systems, leading to the al-
most ubiquitous presence of ML components in NLP systems. In the 2010s we ob-
served a radical technological shift in NLP. Collobert et al. (2011) presented a multi-
layer neural network (NN) adjusted by backpropagation that solved various sequen-
tial labeling problems. Word embeddings gained particular relevance due to their
role in the incorporation of pre-trained external knowledge into neural architectures
(Mikolov et al. 2013). Large volumes of unannotated texts, together with progress in
self-supervised ML and the rise of high-performance hardware (Graphics Processing
Units, GPU), enabled highly effective deep learning systems to be developed across
a range of application areas. These and other breakthroughs helped launch today’s
Deep Learning Era.

2.2 The Deep Learning Era

Today, LT is moving away from a methodology in which a pipeline of multiple mod-
ules is utilised to implement solutions to architectures based on complex neural net-
works trained on vast amounts of data. Four research trends are converging: 1. mature
deep neural network technology, 2. large amounts of multilingual data, 3. increased
High Performance Computing (HPC) power, and 4. the application of simple but ef-
fective self-learning approaches (Devlin et al. 2019; Yinhan Liu et al. 2020). These
advancements have produced a new state-of-the-art through systems that are claimed
to obtain human-level performance in laboratory benchmarks on difficult language
understanding tasks. As a result, various large IT enterprises have started deploying
large language models (LLMs) in production.

Despite their notable capabilities, however, LLMs have certain drawbacks that
will require interdisciplinary collaboration and research to resolve. First, we have
no clear understanding of how they work, when they fail, or what emergent prop-
erties they present. Indeed, some authors call these models “foundation models” to
underscore their critically central yet incomplete character (Bommasani et al. 2021).
Second, the systems are very sensitive to phrasing and typos, are not robust enough,
and perform inconsistently (Ribeiro et al. 2019). Third, these models are expensive
to train, which means that only a limited number of organisations can currently af-
ford their development (Ahmed and Wahed 2020). Fourth, large NLP datasets used
to train these models have been ‘filtered’ to remove targeted minorities (Dodge et al.
2021). In addition, LLMs can sometimes produce unpredictable and factually inac-
curate text or even recreate private information. Finally, computing large pre-trained
models comes with a substantial carbon footprint (Strubell et al. 2019).
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The implications of LLMs may extend to questions of language-centred Al
sovereignty. Given the impact of LT in everyone’s daily lives, many LT practi-
tioners are particularly concerned by the need for digital language equality (DLE)
across all aspects of our societies. As expected, only a small number of the world’s
more than 6,000 languages are represented in the rapidly evolving LT field. This
disproportionate representation is further exacerbated by systematic inequalities in
LT across the world’s languages (Joshi et al. 2020). Interestingly, the application of
zero-shot to few-shot transfer learning with multilingual pre-trained language mod-
els, prompt learning and self-supervised systems opens a path to leverage LT for
less-developed languages. However, the development of these new LT systems will
require resources along with carefully designed evaluation benchmarks and anno-
tated datasets for every language and domain of application.

Forecasting the future of LT and language-centric Al is a challenge. It is, neverthe-
less, safe to assume that many more advances will be achieved utilising pre-trained
language models and that they will substantially impact society. Future users are
likely to discover novel applications and wield them positively or negatively. In
either case, as Bender et al. (2021) argue, it is important to understand the current
limitations of LLMs, which they refer to as “stochastic parrots”. Focusing on state-of-
the-art results exclusively with the help of leaderboards, without encouraging deeper
understanding of the mechanisms by which they are attained, can give rise to mislead-
ing conclusions. These, in turn, may direct resources away from efforts that would
facilitate long-term progress towards multilingual, efficient, accurate, explainable,
ethical and unbiased language understanding and communication.

3 Neural Language Models

LT is undergoing a paradigm shift with the rise of neural language models that are
trained on broad data at scale and are adaptable to a wide range of monolingual and
multilingual downstream tasks (Devlin et al. 2019; Yinhan Liu et al. 2020). These
models are based on standard self-supervised deep learning and transfer learning, but
their scale results in emergent and surprising capabilities. One of the advantages is
their ability to alleviate the feature engineering problem by using low-dimensional
and dense vectors (distributed representation) to implicitly represent the language
examples (Collobert et al. 2011). In self-supervised learning, the language model
is derived automatically from large volumes of unannotated language data (text or
voice). There has been considerable progress in self-supervised learning since word
embeddings associated word vectors with context-independent vectors.

With transfer learning, the learning process starts from patterns that have been
learned when solving a different problem, i. e., leveraging previous learning to avoid
starting from scratch. Within deep learning, pre-training is the dominant approach
to transfer learning: the objective is to pre-train a deep Transformer model on large
amounts of data and then reuse this pre-trained language model by fine-tuning it on
small amounts of (usually annotated) task-specific data. Recent work has shown that



2 State-of-the-Art in Language Technology and Language-centric Al 17

pre-trained language models can robustly perform tasks in a few-shot or even zero-
shot fashion when given an adequate task description in its natural language prompt
(Brown et al. 2020). Unlike traditional supervised learning, which trains a model to
take in an input and predict an output, prompt-based learning or in-context learning is
based on exploiting pre-trained language models to solve a task using text directly.
This framework is very promising since some NLP tasks can be solved in a fully
unsupervised fashion by providing a pre-trained language model with task descrip-
tions in natural language (Raffel et al. 2020). Surprisingly, fine-tuning pre-trained
language models on a collection of tasks described via instructions (or prompts) sub-
stantially boosts zero-shot performance on unseen tasks (Wei et al. 2021).

Multilingual Large Language Models (MLLMs) such as mBERT (Devlin et al.
2019), XLM-R (Conneau et al. 2020), nBART (Yinhan Liu et al. 2020), mT5 (Xue et
al. 2021), etc. have emerged as viable options for bringing the power of pre-training
to a large number of languages. For example, mBERT is pre-trained on Wikipedia
corpora in 104 languages. mBERT can generalise cross-lingual knowledge in zero-
shot scenarios. This indicates that even with the same structure of BERT, using mul-
tilingual data can enable the model to learn cross-lingual representations. The sur-
prisingly good performance of MLLMs in cross-lingual transfer as well as bilingual
tasks suggests that these language models are learning universal patterns (Doddapa-
neni et al. 2021). Thus, one of the main motivations of training MLLMs is to enable
transfer from high-resource languages to low-resource languages.

New types of processing pipelines and toolkits have arisen in recent years due
to the fast-growing collection of efficient tools. Libraries that are built with NN
components are increasingly common, including pre-trained models that perform
multilingual NLP tasks. Neural language models are adaptable to a wide spectrum
of monolingual and multilingual tasks. These models are currently often considered
black boxes, in that their inner mechanisms are not clearly understood. Nonethe-
less, Transformer architectures may present an opportunity to offer advances to the
broader LT community if certain obstacles can be successfully overcome. One is the
question of the resources needed to design the best-performing neural language mod-
els, currently done almost exclusively at large IT companies. Another is the problem
of stereotypes, prejudices and personal information within the corpora used to train
the models. The predominance of English as the default language in NLP can be
successfully addressed if there is sufficient will and coordination. The continued
consolidation of large infrastructures will help determine how this is accomplished
in the near future. Their successful implementation would mark a crucial first step
towards the development, proliferation and management of language resources for
all European languages. This capability would, in turn, enable Europe’s languages
to enjoy full and equal access to digital language technology.
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4 Research Areas

Section 4 introduces some of the more prominent research areas in the field: Lan-
guage Resources (Section 4.1), Text Analysis (Section 4.2), Speech Processing (Sec-
tion 4.3), Machine Translation (Speech 4.4), Information Extraction and Retrieval
(Section 4.5), NLG and Summarisation (Section 4.6) as well as HCI (Section 4.7).

4.1 Language Resources

The term Language Resource (LR) refers to a set of speech or written data and
descriptions in machine readable form. These are utilised for building, improving
or evaluating text- and speech-based algorithms or systems. They also serve as re-
sources for the software localisation and language services industries, language stud-
ies, digital publishing, international transactions, subject-area specialists and end
users. Although no widely standardised typology of LRs exists, they are usually
classified as: 1. Data (i. e., corpora and lexical/conceptual resources); 2. Tools/Ser-
vices (i. e., linguistic annotations; tools for creating annotations; search and retrieval
applications; applications for automatic annotation) and 3. Metadata and vocabular-
ies (i. e., vocabularies or repositories of linguistic terminology; language metadata).
In this section we will focus on the first two categories.

A main objective of the LR community is the development of infrastructures and
platforms for presenting and disseminating LRs. There are numerous repositories
in which resources for each language are documented. Among the major European
catalogues are European Language Grid (ELG, Rehm 2023),> ELRC-SHARE, 3 Eu-
ropean Language Resources Association (ELRA), * Common Language Resources
and Technology Infrastructure (CLARIN)® and META-SHARE.® The Linguistic
Data Consortium,” which operates outside of Europe, should also be highlighted.

In addition, there are several relevant multilingual public domain initiatives.
Among these are the Common Voice Project,® designed to encourage the develop-
ment of ASR systems; the M-AILABS Speech Dataset,” for text-to-speech synthesis;
the Ryerson Audio-Visual Database of Emotional Speech and Song,!” for research

2 https://www.european-language-grid.eu

3 http://www.elrc-share.eu

4 http://catalogue.elra.info

3 https://www.clarin.eu/content/language-resources

6 http://www.meta-share.org

7 https://catalog.ldc.upenn.edu

8 https://commonvoice.mozilla.org

9 https://www.caito.de/2019/01/the-m-ailabs-speech-dataset/
10 https://zenodo.org/record/1188976
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on emotional multimedia content; and LibriVox,!" an audiobook repository that can
be used in different research fields and applications.

A cursory glance at these repositories not only gives us an idea of the amount
of resources available for Europe’s languages, but also reveals the clear inequality
between official and minority languages. Moreover, although the four European lan-
guages with the most resources are English, French, German and Spanish, English
is far ahead of the rest, with more than twice as many resources as the next language
(see Figure 1, p. 50). At the same time, the languages without official status trail
significantly behind in terms of LR development, demonstrating the critical impact
that official status has on the extent of available resources.

4.2 Text Analysis

Text Analysis (TA) aims to extract relevant information from large amounts of un-
structured text in order to enable data-driven approaches to manage textual content.
In other words, its purpose is to create structured data out of unstructured text con-
tent by identifying entities, facts and relationships that are buried in the textual data.
TA employs a variety of methodologies to process text. It is crucial for establishing
“who did what, where and when,” a technology that has proven to be key for ap-
plications such as Information Extraction, Question Answering, Summarisation and
nearly every linguistic processing task involving semantic interpretation, including
Opinion Mining and Aspect-based Sentiment Analysis (ABSA).

The best results for TA tasks are generally obtained by means of supervised,
corpus-based approaches. In most cases, manually annotating text for every sin-
gle specific need is extremely time-consuming and not affordable in terms of hu-
man resources and economic costs. To make the problem more manageable, TA is
addressed in several tasks that are typically performed in order to preprocess the
text to extract relevant information. The most common tasks currently available in
state-of-the-art NLP tools and pipelines include Part-of-Speech (POS) tagging, Lem-
matisation, Word Sense Disambiguation (WSD), Named Entity Recognition (NER),
Named Entity Disambiguation (NED) or Entity Linking (EL), Parsing, Coreference
Resolution, Semantic Role Labelling (SRL), Temporal Processing, ABSA and, more
recently, Open Information Extraction (OIE).

Today, all these tasks are addressed in an end-to-end manner, i. e., even for a tradi-
tionally complex task such as Coreference Resolution (Pradhan et al. 2012), current
state-of-the-art systems are based on an approach in which no extra linguistic anno-
tations are required. These systems typically employ LLMs. Similarly, most state-
of-the-art TA toolkits, including AllenNLP and Trankit, among others (Gardner et
al. 2018; M. V. Nguyen et al. 2021), use a highly multilingual end-to-end approach.
Avoiding intermediate tasks has helped to mitigate the common cascading errors
problem that was pervasive in more traditional TA pipelines. As a consequence, the

1 https://librivox.org
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appearance of end-to-end systems has helped bring about a significant jump in per-
formance across every TA task.

4.3 Speech Processing

Speech processing aims at allowing humans to communicate with digital devices
through voice. This entails developing machines that understand and generate not
only oral messages, but also all the additional information that we can extract from
the voice, like who is speaking, their age, their personality, their mood, etc. Some of
the main areas in speech technology are text-to-speech synthesis (TTS), automatic
speech recognition (ASR) and speaker recognition (SR).

TTS attempts to produce the oral signal that corresponds to an input text with
an intelligibility, naturalness and quality similar to a natural speech signal. Statisti-
cal parametric speech synthesis techniques generate speech by means of statistical
models trained to learn the relation between linguistic labels derived from text and
acoustic parameters extracted from speech by means of a vocoder. HMM (Hidden
Markov Models) and more recently DNN (Deep Neural Networks) have been used as
statistical frameworks. Various architectures have been tested, such as feed-forward
networks (Qian et al. 2014), recurrent networks (Y. Fan et al. 2014) and WaveNet
(Oord et al. 2016). Among the criteria used for training, the most common is mini-
mum generation error (Z. Wu and King 2016), although recently new methods based
on Generative Adversarial Networks (GAN, Saito et al. 2017) have been proposed
with excellent results in terms of naturalness of the produced voice.

ASR, producing a transcription from a speech signal, has been long sought after.
The intrinsic difficulty of the task has required a step-by-step effort, with increasingly
ambitious objectives. Only in the last two decades has this technology jumped from
the laboratory to production. The first commercial systems were based on statistical
models, i.e., HMMs (Juang and Rabiner 2005; Gales and Young 2008). While this
technology was the standard during the first decade of the century, in the 2010s,
the increase in computing power and the ever-growing availability of training data
allowed for the introduction of DNN techniques for ASR.

More recently, end-to-end or fully differentiable architectures have appeared that
aim to simplify a training process that is capable of exploiting the available data.
In these systems, a DNN maps the acoustic signal in the input directly to the textual
output. Thus, the neural network models the acoustic information, the time evolution
and some linguistic information, learning everything jointly. New architectures, in
the form of Transformers (Gulati et al. 2020; Xie Chen et al. 2021) and teacher-
student schemes (Z. Zhang et al. 2020; Jing Liu et al. 2021), have been applied to
ASR with great success. Recently, Whisper, a Transformer sequence-to-sequence
model trained on very large amounts of data that can perform several tasks such as
multilingual ASR, translation and language identification, has been developed by
OpenAl (Radford et al. 2022) showing the potential of weakly supervised systems.
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A similar evolution has taken place in the area of SR. Part of the widespread emer-
gence of biometric identification techniques, exemplified by the now commonplace
ability to unlock a smartphone with a fingerprint or an iris, speaker recognition in-
volves the automatic identification of people based on their voice. Nowadays, the
classical systems have been outperformed by end-to-end neural network based sys-
tems, which are being improved using widespread databases (Nagrani et al. 2017)
and enforcing research (Nagrani et al. 2020), obtaining better recognition rates by
means of new network architectures and techniques (Safari et al. 2020; H. Zhang
et al. 2020; R. Wang et al. 2022).

4.4 Machine Translation

Machine Translation (MT) is the automatic translation from one natural language
into another. Since its first implementation (Weaver 1955) it has remained a key
application in LT/NLP. While a number of approaches and architectures have been
proposed and tested over the years, Neural MT (NMT) has become the most popular
paradigm for MT development both within the research community (Vaswani et al.
2018; Yinhan Liu et al. 2020; Zhu et al. 2020; Sun et al. 2022) and for large-scale pro-
duction systems (Y. Wu et al. 2016). This is due to the good results achieved by NMT
systems, which attain state-of-the-art results for many language pairs (Akhbardeh et
al. 2021; Adelani et al. 2022; Min 2023). NMT systems use distributed representa-
tions of the languages involved, which enables end-to-end training of systems. If we
compare them with classical statistical MT models (Koehn et al. 2003), we see that
they do not require word aligners, translation rule extractors, and other feature ex-
tractors; the embed — encode — attend — decode paradigm is the most common NMT
approach (Vaswani et al. 2017; You et al. 2020; Dione et al. 2022).

Thanks to current advances in NMT it is common to find systems that can easily
incorporate multiple languages simultaneously. We refer to these types of systems
as Multilingual NMT (MNMT) systems. The principal goal of an MNMT system is
to translate between as many languages as possible by optimising the linguistic re-
sources available. MNMT models (Aharoni et al. 2019; B. Zhang et al. 2020; Emezue
and Dossou 2022; Siddhant et al. 2022) are interesting for several reasons. On the
one hand, they can address translations among all the languages involved within a
single model, which significantly reduces training time and facilitates deployment
of production systems. On the other hand, by reducing operational costs, multilin-
gual models achieve better results than bilingual models for low- and zero-resource
language pairs: training is performed jointly and this generates a positive transfer of
knowledge from high(er)-resource languages (Aharoni et al. 2019; Arivazhagan et
al. 2019). This phenomenon is known as translation knowledge transfer or transfer
learning (Zoph et al. 2016; T. Q. Nguyen and Chiang 2017; Hujon et al. 2023).

For instance, A. Fan etal. (2021) have created several MNMT models by building
a large-scale many-to-many dataset for 100 languages. They significantly reduce the
complexity of this task, employing automatic building of parallel corpora (Artetxe



22 Rodrigo Agerri, Eneko Agirre, Itziar Aldabe, Nora Aranberri et al.

and Schwenk 2019; Schwenk et al. 2021) with a novel data mining strategy that ex-
ploits language similarity in order to avoid mining all directions. The method allows
for direct translation between 100 languages without using English as a pivot and it
performs as well as bilingual models on many competitive benchmarks. Addition-
ally, they take advantage of backtranslation to improve the quality of their model on
zero-shot and low-resource language pairs.

4.5 Information Extraction and Information Retrieval

Deep learning has had a tremendous impact on Information Retrieval (IR) and In-
formation Extraction (IE). The goal of IR is to meet the information needs of users
by providing them with documents or text snippets that contain answers to their
queries. IR is a mature technology that enabled the development of search engines.
The area has been dominated by classic methods based on vector space models that
use manually created sparse representations such as TF-IDF or BM25 (Robertson
and Zaragoza 2009), but recent approaches that depend on dense vectors and deep
learning have shown promising results (Karpukhin et al. 2020; Izacard and Grave
2021). Dense representations are often combined with Question Answering (QA) to
develop systems that are able to directly answer specific questions posed by users,
either by pointing at text snippets that answer the questions (Karpukhin et al. 2020;
Izacard and Grave 2021) or by generating the appropriate answers themselves (P.
Lewis et al. 2021).

IE aims to extract structured information from text. Typically, IE systems recog-
nise the main events described in a text, as well as the entities that participate in
those events. Modern techniques mostly focus on two challenges: learning textual se-
mantic representations for events in event extraction (both at sentence and document
level) and acquiring or augmenting labeled instances for model training (K. Liu et al.
2020). Regarding the former, early approaches relied on manually coded lexical, syn-
tactic and kernel-based features (Ahn 2006). With the development of deep learning,
however, researchers have employed neural networks, including CNNs (Y. Chen et
al. 2015), RNNs (T. H. Nguyen and Grishman 2016) and Transformers (Yang et al.
2019). Data augmentation has been typically performed by using methods such as
distant supervision or employing data from other languages to improve IE on the tar-
get language, which is especially useful when the target language is under-resourced.
Deep learning techniques utilised in NMT (Jian Liu et al. 2018) and pre-trained mul-
tilingual LLMs (Jian Liu et al. 2019) have also helped in this task.

Another important task within IE is Relation Extraction (RE), whose goal is to
predict the semantic relationship between two entities, if any. The best results on RE
are obtained by fine-tuning LLMs, which are supplied with a classification head. One
of the most pressing problems in RE is the scarcity of manually annotated examples
in real-world applications, particularly when there is a domain and language shift.
In recent years, new methods have emerged that only require a few-shot or zero-
shot examples. Prompt-based learning, e. g., uses task and label verbalisations that
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can be designed manually or learned automatically (Schick and Schiitze 2021) as an
alternative to fine-tuning. In these methods, the inputs are augmented with prompts
and the LM objective is used in learning and inference. This paradigm shift has
allowed IE tasks to be framed as a QA problem (Sulem et al. 2022) or as a constrained
text generation problem (S. Li et al. 2021) using prompts, questions or templates.

4.6 Natural Language Generation and Summarisation

Natural Language Generation (NLG) has become one of the most important and chal-
lenging tasks in NLP (Gehrmann et al. 2021). NLG automatically generates under-
standable texts, typically using a non-linguistic or textual representation of informa-
tion as input (Reiter and Dale 1997; Gatt and Krahmer 2018; Junyi Li et al. 2021a).
Applications that generate new texts from existing text include MT from one lan-
guage to another (see Section 4.4), fusion and summarisation, simplification, text
correction, paraphrase generation, question generation, etc. With the recent resur-
gence of deep learning, new ways to solve text generation tasks based on different
neural architectures have arisen (Junyi Li et al. 2021b). One advantage of these neu-
ral models is that they enable end-to-end learning of semantic mappings from input
to output in text generation. Existing datasets for most supervised text generation
tasks are small (except MT). Therefore, researchers have proposed various meth-
ods to solve text generation tasks based on LLMs. Transformer models such as T5
(Raffel et al. 2020) and BART (M. Lewis et al. 2020) or a single Transformer de-
coder block such as GPT (Brown et al. 2020) are currently standard architectures for
generating high quality text.

Due to the rapid growth of information generated daily online (Gambhir and
Gupta 2017), there is a growing need for automatic summarisation techniques that
produce short texts from one or more sources efficiently and precisely. Several ex-
tractive approaches have been developed for automatic summary generation that
implement a number of machine learning and optimisation techniques (J. Xu and
Durrett 2019). Abstractive methods are more complex as they require NLU capabil-
ities. Abstractive summarisation produces an abstract with words and phrases that
are based on concepts that occur in the source document (Du et al. 2021). Both ap-
proaches can now be modeled using Transformers (Yang Liu and Lapata 2019).

4.7 Human-Computer Interaction

The demand for technologies that enable users to interact with machines at any time
utilising text and speech has grown, motivating the use of dialogue systems. Such sys-
tems allow the user to converse with computers using natural language and include
Siri, Google Assistant, Amazon Alexa, and ChatGPT, among others. Dialogue sys-
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tems can be divided into three groups: task-oriented systems, conversational agents
(also known as chatbots) and interactive QA systems.

The distinguishing features of task-oriented dialogue systems are that they are
designed to perform a concrete task in a specific domain and that their dialogue flow
is defined and structured beforehand. For example, such systems are used to book a
table at a restaurant, call someone or check the weather forecast. The classical im-
plementation of this type of system follows a pipeline architecture based on three
modules: the NLU module, the dialogue manager and the NLG module. While clas-
sical dialogue systems trained and evaluated these modules separately, more recent
systems rely on end-to-end trainable architectures based on neural networks (Bordes
et al. 2017; Hosseini-Asl et al. 2020).

Conversational agents enable engaging open-domain conversations, often by em-
ulating the personality of a human (S. Zhang et al. 2018). The Alexa prize,'? for
instance, focused on building agents that could hold a human in conversation as
long as possible. These kinds of agents are typically trained in conversations mined
from social media using end-to-end neural architectures (Roller et al. 2021).

Interactive QA systems try to respond to user questions by extracting answers
from either documents (Rajpurkar et al. 2018) or knowledge bases (T. Yu et al. 2018).
In order to be able to have meaningful interactions, interactive QA systems have
a simple dialogue management procedure taking previous questions and answers
into account (Choi et al. 2018). The core technology is commonly based on LLMs
(Qiu et al. 2020) where some mechanism is included to add context representation
(Vakulenko et al. 2021).

5 Language Technology beyond Language

Knowledge about our surrounding world is required to properly understand natural
language utterances (Bender and Koller 2020). That knowledge is known as world
knowledge and many authors argue that it is a key ingredient to achieve human-level
NLU (Storks et al. 2019). One of the ways to acquire this knowledge is to explore
the visual world together with the textual world (Elu et al. 2021). CNNs have been
the standard architecture for generating representations for images (LeCun and Ben-
gio 1995) during the last decade. Recently, self-attention-based Transformer models
(Vaswani et al. 2017) have emerged as an alternative architecture, leading to excit-
ing progress on a number of vision tasks (Khan et al. 2021). Compared to previous
approaches, Transformers allow multiple modalities to be processed (e. g., images,
videos, text and speech) using similar processing blocks and demonstrate excellent
scalability properties. Encoder-decoder models in particular have been gaining trac-
tion recently due to their versatility on solving different generative tasks (Junnan Li
et al. 2022; Xi Chen et al. 2022).

12 https://developer.amazon.com/alexaprize
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Regarding downstream tasks, caption generation is a typical visio-linguistic task,
where a textual description of an image must be generated. The first approaches to
solve this problem combined CNNs with RNNs in an encoder-decoder architecture
(Vinyals et al. 2015). Further improvements were achieved when attention was in-
cluded (K. Xu et al. 2015) and some researchers have proposed utilising object-based
attention instead of spatial attention (Anderson et al. 2018). Although it is not cur-
rently clear which attention mechanism is better, the quality of the text generated by
these models is high as measured by metrics such as BLEU (Papineni et al. 2002)
and METEOR (Banerjee and Lavie 2005)

Visual generation, in contrast to caption generation, requires an image to be gen-
erated from a textual description. One of this task’s most significant challenges is to
develop automatic metrics to evaluate the quality of the generated images and their
coherence with the input text. The first effective approaches were based on Gener-
ative Adversarial Networks (Goodfellow et al. 2014) and Variational Autoencoders
(Kingma and Welling 2013). Cho et al. (2020) demonstrate that multimodal Trans-
formers can also generate impressive images from textual input. Nevertheless, novel
advancements in diffusion models (Sohl-Dickstein et al. 2015; Ho et al. 2020) have
defined the current state-of-the-art in image generation (Ramesh et al. 2022). These
models learn to iteratively reconstruct noisy images and, recently, their size and com-
putational cost has been reduced as diffusion can be now applied in a reduced latent
space instead of an image’s pixel space (Rombach et al. 2022).

Another typical task is Visual Question Answering (VQA), where given an image
and a question about the contents of that image, the right textual answer must be
found. There are many VQA datasets in the literature (Antol et al. 2015; Johnson et
al. 2017). Some demand leveraging external knowledge to infer an answer and, thus,
they are known as knowledge-based VQA tasks (P. Wang et al. 2017a,b; Marino et al.
2019). These VQA tasks demand skills to understand the content of an image and
how it is referred to in the textual question, as well as reasoning capabilities to infer
the correct answer. Multimodal Transformers, such as OFA (P. Wang et al. 2022) and
PaLI (Xi Chen et al. 2022), define the state-of-the-art in several of these tasks.

Visual Referring Expressions are one of the multimodal tasks that may be con-
sidered an extension of a text-only NLP task, i. e., referring expressions (Krahmer
and Deemter 2012) in NLG systems. Its objective is to ground a natural language
expression to objects in a visual input. There are several approaches to solve this task
(Golland et al. 2010; Kazemzadeh et al. 2014). The most recent ones use attention
mechanisms to merge both modalities (L. Yu et al. 2018) or are based on multimodal
Transformers (Ding et al. 2022).

A natural extension of textual entailment, Visual Entailment is an inference task
for predicting whether an image semantically entails a text. Vu et al. (2018) initially
proposed a visually-grounded version of the textual entailment task, where an im-
age is augmented to include a textual premise and hypothesis. However, Xie et al.
(2019) propose visual entailment, where the premise is an image and the hypothesis
is textual. As an alternative to entailment, there are other grounding tasks that clas-
sify whether an image and its caption match (Suhr et al. 2018; F. Liu et al. 2022) or
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tasks that measure the similarity between sentences with visual cues, such as vSTS
(Lopez de Lacalle et al. 2020).

Multimodal MT (MMT) seeks to translate natural language sentences that de-
scribe visual content in a source language into a target language by taking the visual
content as an additional input to the source language sentences (Elliott et al. 2017;
Barrault et al. 2018). Different approaches have been proposed to handle MMT, al-
though attention models that associate textual and visual elements with multimodal
attention mechanisms are the most common (Huang et al. 2016; Calixto et al. 2017).

6 Conclusions

Language tools and resources have increased and improved since the end of the
last century, a process further catalysed by the advent of deep learning and LLMs
over the past decade. Indeed, we find ourselves today in the midst of a significant
paradigm shift in LT and language-centric Al. This revolution has brought notewor-
thy advances to the field along with the promise of substantial breakthroughs in the
coming years. However, this transformative technology poses problems, from a re-
search advancement, environmental, and ethical perspective. Furthermore, it has also
laid bare the acute digital inequality that exists between languages. In fact, as em-
phasised in this chapter, many sophisticated NLP systems are unintentionally exac-
erbating this imbalance due to their reliance on vast quantities of data derived mostly
from English-language sources. Other languages lag far behind English in terms of
digital presence and even the latter would benefit from greater support. Moreover,
the striking asymmetry between official and non-official European languages with
respect to available digital resources is concerning. The unfortunate truth is that DLE
in Europe is failing to keep pace with the newfound and rapidly evolving changes in
LT. One need look no further than what is happening today across the diverse topog-
raphy of state-of-the-art LT and language-centric Al for confirmation of the current
linguistic unevenness. The paradox at the heart of LT’s recent advances is evident
in almost every LT discipline. Our ability to reproduce ever better synthetic voices
has improved sharply for well-resourced languages, but dependence on large vol-
umes of high-quality recordings effectively undermines attempts to do the same for
low-resource languages. Multilingual NMT systems return demonstrably improved
results for low- and zero-resource language pairs, but insufficient model capacity
continues to haunt transfer learning because large multilingual datasets are required,
forcing researchers to rely on English as the best resourced language.

Nonetheless, we believe this time of technological transition represents an op-
portunity to achieve full DLE in Europe. There are ample reasons for optimism. Re-
cent research in the field has considered the implementation of cross-lingual transfer
learning and multilingual language models for low-resource languages, an example
of how the state-of-the-art in LT could benefit from better digital support for low-
resource languages.
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Forecasting the future of LT and language-centric Al is a challenge. Just a few
years ago, nobody would have predicted the recent breakthroughs that have resulted
in systems able to deal with unseen tasks or maintaining natural conversations. It is,
however, safe to predict that even more advances will be achieved in all LT research
areas and domains in the near future. Despite claims of human parity in many LT
tasks, Natural Language Understanding is still an open research problem far from
being solved since all current approaches have severe limitations. Interestingly, the
application of zero-shot to few-shot transfer learning with multilingual LLMs and
self-supervised systems opens up the way to leverage LT for less developed lan-
guages. However, the development of these new LT systems would not be possible
without sufficient resources (experts, data, HPC facilities, etc.) as well as the cre-
ation of carefully designed and constructed evaluation benchmarks and annotated
datasets for every language and domain of application. Focusing on state-of-the-art
results exclusively with the help of leaderboards without encouraging deeper under-
standing of the mechanisms by which they are achieved can generate misleading
conclusions, and direct resources away from efforts that would facilitate long-term
progress towards multilingual, efficient, accurate, explainable, ethical and unbiased
language understanding and communication, to create transparent digital language
equality in Europe in all aspects of society, from government to business to citizen.
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Chapter 3 e
Digital Language Equality:
Definition, Metric, Dashboard

Federico Gaspari, Annika Griitzner-Zahn, Georg Rehm, Owen Gallagher,
Maria Giagkou, Stelios Piperidis, and Andy Way

Abstract This chapter presents the concept of Digital Language Equality (DLE) that
was at the heart of the European Language Equality (ELE) initiative, and describes
the DLE Metric, which includes technological factors (TFs) and contextual factors
(CFs): the former concern the availability of Language Resources and Technologies
(LRTs) for the languages of Europe, based on the data included in the European
Language Grid (ELG) catalogue, while the latter reflect the broader socio-economic
contexts and ecosystems of the languages, as these determine the potential for LRT
development. The chapter discusses related work, presents the DLE definition and
describes how it was implemented through the DLE Metric, explaining how the TFs
and CFs were quantified. The resulting scores of the DLE Metric for Europe’s lan-
guages can be visualised and compared through the interactive DLE dashboard, to
monitor the progress towards DLE in Europe.!

1 Introduction and Background

The META-NET White Paper Series (Rehm and Uszkoreit 2012) showed the clear
imbalance in terms of technology support for 31 European languages as of 2012
(see Chapter 1). Beyond the official European and national languages, more than
60 regional and minority languages (RMLs) are protected by the European Char-
ter for Regional or Minority Languages and the Charter of Fundamental Rights of
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the EU. Against this background, the EU-funded project European Language Equal-
ity (ELE) has addressed the issue of Digital Language Equality (DLE) in Europe,
with the intention of tackling the imbalances across Europe’s languages, that have
widened even further in the meantime, as explained in Chapter 4. ELE’s contribu-
tion to advancing DLE in Europe hinges on a systematically developed and inclusive
all-encompassing strategic research, innovation and implementation agenda (SRIA)
and a related roadmap to drive forward much needed efforts in this direction (see
Chapter 45). The present chapter describes the notion of DLE and the associated
metric that are at the heart of these plans, and presents the DLE dashboard that vi-
sualises the digital support of each European language, so as to monitor the overall
progress towards DLE in Europe, also in a comparative fashion across languages.
Despite the persisting imbalances, Europe has come a long way in recognising and
promoting languages as fundamental rights of its people and essential components of
its unique combined cultural heritage, and this awareness is reflected in research and
policy advancements of the last two decades. Krauwer (2003) represented one of the
earliest calls for action towards the development of Language Resources and Tech-
nologies (LRTs), in particular for under-resourced languages. In the following years,
several projects and initiatives contributed to the progress of Europe’s languages
in terms of technological and digital support; some of the main efforts in this area
that laid the foundation for subsequent substantial progress were, e. g., Euromatrix
(Eisele et al. 2008), iTranslate4.eu (Yvon and Hansen 2010), FLaReNet (Soria et al.
2012) and CLARIN (Hinrichs and Krauwer 2014). Additionally, META-NET, an
EU Network of Excellence forging the Multilingual Europe Technology Alliance,
was established and a group of projects (TAME, CESAR, METANET4U, META-
NORD) promoted and supported the development of Language Technologies (LTs)
for all European languages (Rehm and Uszkoreit 2012, 2013; Rehm et al. 2016). The
EU project CRACKER (Cracking the Language Barrier, 2015-2017) continued the
work of META-NET, concentrating on additional strategy development and com-
munity building (Rehm et al. 2020). The most recent EU-funded projects continuing
efforts in this area were European Language Grid (ELG, Rehm 2023b) and European
Language Equality (ELE, Rehm et al. 2022), which collaborated closely, leading to
the development of the DLE Metric and the DLE dashboard presented in this chapter.

2 Related Work

While our work on DLE focused specifically on the languages of Europe, it is lo-
cated in a broader context of related recent efforts with a wider remit, which are
briefly reviewed here to pinpoint issues of interest for the subsequent presentation
of the definition of DLE, its metric and the dashboard. Joshi et al. (2020) investi-
gate the relation between the languages of the world and the resources available for
them as well as their coverage in Natural Language Processing (NLP) conferences,
providing evidence for the severe disparity that exists across languages in terms of
technological support and attention paid by academic, scientific and corporate play-
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ers. In a similar vein, Blasi et al. (2022, p. 5486) argue that the substantial progress
brought about by the generally improved performance of NLP methods “has been
restricted to a minuscule subset of the world’s approx. 6,500 languages”, and present
a framework for gauging the global utility of LTs in relation to demand, based on
the analysis of a sample of over 60,000 papers published at major NLP conferences.
This study also shows convincing evidence for the striking inequality in the devel-
opment of LTs across the world’s languages. While this severe disparity is partly in
favour of a few, mostly European, languages, on the whole, the vast majority of the
languages spoken in Europe are at a disadvantage.

Simons et al. (2022) develop an automated method to evaluate the level of techno-
logical support for languages across the world. Scraping the names of the supported
languages from the websites of over 140 tools selected to represent a good level of
technological support, they propose an explainable model for quantifying and mon-
itoring digital language support on a global scale. Khanuja et al. (2022) propose an
approach to evaluate NLP technologies across the three dimensions of inclusivity,
equity and accessibility as a way to quantify the diversity of the users they can serve,
with a particular focus on equity as a largely neglected issue. Their proposal consists
of addressing existing gaps in LRT provision in relation to societal wealth inequal-
ity. Khanuja et al. (2022) lament in particular the very limited diversity of current
NLP systems for Indian languages, and to remedy this unsatisfactory situation they
demonstrate the value of region-specific choices when building models and creat-
ing datasets, also proposing an innovative approach to optimise resource allocation
for fine-tuning. They also discuss the steps that can be taken to reduce the biases in
LRTs for Indian languages and call upon the community to consider their evaluation
paradigm in the interest of enriching the linguistic diversity of NLP applications.

Acknowledging that LTs are becoming increasingly ubiquitous, Faisal et al. (2022)
look into the efforts to expand the language coverage of NLP applications. Since a
key factor determining the quality of the latest NLP systems is data availability, they
study the geographical representativeness of language datasets to assess the extent
to which they match the needs of the members of the respective language commu-
nities, with a thorough analysis of the striking inequalities. Bromham et al. (2021)
examine the effects of a range of demographic and socio-economic aspects on the
use and status of the languages of the world, and conclude that language diversity
is under threat across the globe, including in industrialised and economically ad-
vanced regions. This study finds that half of the languages under investigation faced
serious risks of extinction, potentially within a generation, if not imminently. This
is certainly an extremely sombre situation to face up to, which calls for a large-scale
mobilisation of all possible efforts by all interested parties to avoid such a daunting
prospect, particularly in Europe, where multilingualism is recognised as an impor-
tant part of diversity. Establishing a working definition of DLE, devising a metric
to measure the situation of each European language with respect to DLE and im-
plementing an interactive dashboard to monitor progress in this direction are vital
elements of this large-scale endeavour.
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3 Digital Language Equality: Key Principles and Definition

The DLE Metric and the DLE dashboard can be used to measure, visualise and com-
pare the position of Europe’s languages with respect to DLE on the basis of up-to-
date and carefully chosen quantitative indicators. In this context, language equality
does not mean sameness on all counts, regardless of the respective environments of
the languages; in fact, the different historical developments and current situations of
the very diverse languages under consideration are duly taken into account, along
with their specific features, different needs and realities of their communities, e. g.,
in terms of number of speakers, ranges of use, etc., which vary significantly. It would
be naive and unrealistic in practice to disregard these facts, and to set out to erase
the differences that exist between languages, which are vital reflections of the rele-
vant communities of speakers and key components of Europe’s shared cultural her-
itage. This is also a core value of multilingualism in Europe, where all languages
are regarded as inherent components of the cultural and social fabric that connects
European citizens in their diversity.

In addition, the notion of DLE stays well clear of any judgement of the political,
social and cultural status or value of the languages, insofar as they collectively con-
tribute to a multilingual Europe that should be supported and promoted. Alongside
the fundamental concept of equality, we also recognise the importance of the notion
of equity, meaning that for some European languages, and for some of their needs, a
targeted effort is necessary to advance the cause of equality. For example, the avail-
ability of, and access to, certain resources and services (e. g., to revitalise a language,
or to promote education through that language) may be very important for some of
Europe’s languages, but by and large these are not pressing issues, for instance, for
most official national languages. With this in mind, the definition of DLE and the
implementation of the DLE Metric discussed below are intended to accurately cap-
ture the needs and expectations of the various European languages, and especially
the shortfalls with respect to being adequately served in terms of resources, tools
and technological services in the digital age, so as to support the large-scale efforts
to achieve DLE, also through data analytics and visualisation in the DLE dashboard.

The definition of DLE drew inspiration, among others, from the META-NET
White Paper Series (Rehm and Uszkoreit 2012) and from the BLARK concept (Basic
Language Resource Kit, Krauwer 2003), which have been instrumental in assessing
the level of technological support for specific languages, and in particular in identi-
fying those that lag behind in the digital age and in encouraging the targeted inter-
ventions required to fill the gaps in LT support. These starting points were further
elaborated by the ELE consortium in collaboration with its vast networks of contacts
and partnerships, also in light of the latest developments in LRTs and in language-
centric Al techniques and of the evolution of the relevant institutional, academic,
industrial and business landscape that has grown and diversified considerably in the
last two decades, as discussed in other chapters of this book. Following a systematic
and inclusive consultation effort in the ELE consortium, the following consensus
was achieved (Gaspari et al. 2021, p. 4).
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Digital Language Equality (DLE) is the state of affairs in which all languages
have the technological support and situational context necessary for them to
continue to exist and to prosper as living languages in the digital age.

This definition was applied to 89 European languages in the project: all 24 of-
ficial EU languages, 11 additional official national languages and 54 RMLs. This
definition, in turn, provided the conceptual basis to design and implement a metric
to enable the quantification of the level of technological support of each European
language with descriptive, diagnostic and predictive value to promote DLE in prac-
tice. This approach allows for comparisons across languages, tracking their progress
towards the ultimate collective goal of DLE in Europe, as well as the prioritisation
of interventions to meet any needs, especially to fill identified gaps, focusing on re-
alistic and feasible targets, as part of the implementation of the all-encompassing
SRIA and related roadmap devised by ELE to drive the advancement towards DLE,
as described in detail in Chapter 45.

4 Implementing the Digital Language Equality Metric

Based on the definition of DLE, we describe the associated metric as follows (Gas-
pari et al. 2021, p. 4):

The Digital Language Equality (DLE) Metric is a measure that reflects the
digital readiness of a language and its contribution to the state of technology-
enabled multilingualism, tracking its progress towards the goal of DLE.

The DLE Metric is computed for each European language on the basis of a range
of quantifiers, grouped into technological factors (TFs, that correspond to the avail-
able resources, tools and services, Gaspari et al. 2022a) and situational contextual
factors (CFs, that reflect the broad socio-economic ecosystem of each language,
which determines the potential for technology and resource development, Griitzner-
Zahn and Rehm 2022).

The setup and formulation of the metric are modular and flexible, i. e., they con-
sist of well-defined separate and independent, but tightly integrated quantifiers. In
particular, the TFs were devised so as to be compatible with the metadata schema
adopted by the European Language Grid cloud platform? (Labropoulou et al. 2020;
Piperidis et al. 2023). The ELG cloud platform bundles together datasets, corpora,
functional software, repositories and applications to benefit European society, indus-
try and academia and administration, and provides a convenient single access point
to LRTs for Europe’s languages (Rehm 2023a).

2 https://www.european-language- grid.eu
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In addition, the definition of DLE and its associated metric have been designed
to be transparent and intuitive for linguists, LT experts and developers, language ac-
tivists, advocates of language rights, industrial players, policy-makers and European
citizens at large, to encourage the widest possible uptake and buy-in to the cause of
DLE across Europe. In establishing the DLE definition and its associated metric, an
effort was made for them to be founded on solid, widely agreed principles, but also
striking a balance between a methodologically sound and theoretically convincing
approach, and a transparent formulation. The rationale behind this approach was that
the DLE definition and its metric should be easily understood and able to inform fu-
ture language and LT-related policies at the local, regional, national and European
levels in order to guide and prioritise future efforts in the creation, development and
improvement of LRTs according to the SRIA and roadmap (see Chapter 45), with
the ultimate goal of achieving DLE in Europe by 2030.

Through data analytics and visualisation methods in the DLE dashboard (see Sec-
tion 7), European languages facing similar challenges in terms of LT provision can
be grouped together, and requirements can be formulated to support them in remedy-
ing the existing gaps and advancing towards full DLE. A crucial feature of the DLE
Metric is its dynamic nature, i. e., the fact that its scores can be updated and moni-
tored over time, at regular intervals or whenever one wishes to check the progress
or the status of one or more European languages. This is why the DLE Metric is a
valuable tool to achieve DLE for all European languages, and a key element of the
sustainable evidence-based SRIA and of the roadmap guiding future interventions
promoting LTs and language-centric Al across Europe.

5 Technological Factors

In order to objectively quantify the level of technological support for each of Eu-
rope’s languages, a number of TFs were considered. The following description
presents their main categories, illustrating the breadth and diversity of the LRTs
that they capture through the ELG catalogue (Rehm 2023a; Piperidis et al. 2023;
Labropoulou et al. 2020). In that regard, we assume that the ELG catalogue, with its
more than 13,000 LRTs at the time of writing, provides a representative picture of
the state of play of technology support of Europe’s languages.

The first category of TFs is based on the availability of LRs, i. e., corpora, datasets
or collections of text documents, text segments, audio transcripts, audio and video
recordings, etc., monolingual or bi-/multilingual, raw or annotated. This category
also encompasses language models and computational grammars and resources or-
ganised on the basis of lexical or conceptual entries (lexical items, terms, concepts,
etc.) with their supplementary information (e. g., grammatical, semantic, statistical
information, etc.), such as lexica, gazetteers, ontologies, term lists, thesauri, etc.

The resulting technological DLE score for each European language is a reflection
of the LRTs available in the ELG catalogue for that language. While the number of
available LRs is an essential aspect of a language’s digital readiness, the specific
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types and features of these LRs are equally important, insofar as they indicate how
well a language is supported in the different LT areas. To capture such aspects in
the DLE Metric, in addition to raw counts of available LRs, the following LR fea-
tures have also been taken into account and attributed specific weights in the scoring
mechanism (see Table 1, p. 66, in the Appendix):

* resource type

* resource subclass

* linguality type

* media type covered or supported
+ annotation type (where relevant)
* domain covered (where relevant)
+ conditions of use

The second category of TFs is based on the availability of tools and services of-
fered via the web or running in the cloud, but also downloadable tools, source code,
etc. This category encompasses, for example, NLP tools (morphological analysers,
part-of-speech taggers, lemmatisers, parsers, etc.); authoring tools (e.g. spelling,
grammar and style checkers); services for information retrieval, extraction, and min-
ing, text and speech analytics, machine translation, natural language understanding
and generation, speech technologies, conversational systems, etc. The features of
tools and services that are considered and assigned weights in the scoring system of
the DLE Metric (see Table 2, p. 67), are as follows:

* language (in)dependent

* type of input processed

* type of output provided

* type of function

* domain covered (where relevant)
+ conditions of use

5.1 Weights and Scores

The weights given to the feature values of the LRTs quantify their contribution to the
DLE score with regard to the relevant TFs. The scoring system (see Tables 1 and 2)
is based on the assumption that for any language some features of LRTs contribute
more effectively to achieving DLE than others. Higher weights are assigned to fea-
ture values related to 1. more complex LRTs, e. g., tools that process or support more
than one modality, 2. more expensive and labour-intensive datasets or tools, . g., in
terms of the effort required to build them, 3. more open or freely available datasets
and tools, and 4. additional envisaged applications that could be supported.

One guiding consideration in developing the DLE Metric, and especially in as-
signing the weights of the features and their values for the TFs, is to make the fewest
possible assumptions about the (preferred or supposedly ideal) use-cases and actual
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application scenarios that may be most relevant to users. These can vary widely for
all languages on the basis of a number of factors impossible to establish a priori.
We therefore refrained from predetermining particular preferred end-uses when im-
plementing the full specification of the DLE Metric, which otherwise would risk it
being unsuitable for some end-users and applications. Here we briefly review some
of the key features of the TFs, focusing on those that can have several values.

For instance, a feature of LRs that can receive several values is that of Annota-
tion Type, where applicable. In the implementation of the DLE Metric, we assign a
constant very small fixed weight, also based on the fact that some LRs can possess
several annotation types in combination. A similar consideration applies to the Do-
main feature (again, where relevant), which has many possible values both for LRs
and for tools and services: in these cases, the weights assigned to Domain values are
fixed and relatively small, again considering that multiple domains can be combined
in a single LR, tool or service. In addition to Domain, another feature that appears
both in LRs and tools and services is Conditions of use: the weights proposed for
this feature of the TFs are identical for the corresponding values of Conditions of
use across datasets and tools and services. In the case of (much) more restrictive
licensing terms, lower weights are assigned than to liberal use conditions, so they
contribute (much) less to the partial technological DLE score for the LRT in ques-
tion, and therefore to the overall technological DLE score for the specific language.

5.2 Configuration of the Technological Factors

Before coming up with the final implementation of the weighting and scoring system
for the TFs (see Tables 1 and 2), we experimented with a range of different setups. We
used the contents of the ELG catalogue as of early 2022, which at that time contained
about 11,500 records, out of which about 75% were datasets and resources (corpora,
lexical resources, models, grammars) and the rest were tools and services. These
records contained multiple levels of metadata granularity. The ELG repository had
been populated with LRTs following extensive efforts by a wide range of language
experts and reflected the input of this community of experts, mobilised in ELE, to
ensure comprehensive coverage, which is why we considered the ELG catalogue
representative with regard to the existence of LRTs for Europe’s languages, so it was
used as the empirical basis for the computation of the technological DLE scores.
The ELG catalogue includes metadata for LRs and LTs. In ELG, each resource
and tool/service has several features and associated values, based on the schemes
presented in Tables 1 and 2. Each feature was initially assigned a tentative weight to
calculate preliminary technological DLE scores of each language, comparing the re-
sulting scores of a number of alternative preliminary setups. During this fine-tuning
of the weights, we considered especially where each language stood in relation to the
others and how their relative positioning changed as a result of assigning different
weights to the various feature values. This was an efficient and effective method to
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gradually refine the setup of the TFs and propose the implementation of the weights
in the scoring mechanism that was eventually adopted (see Tables 1 and 2).

The experiments showed that the global picture of the technological DLE scores
for the languages of Europe tended not to change dramatically as the weights as-
signed to the feature values were manipulated. We experimented both with very mod-
erate and narrow ranges of weights, and with more extreme and differentiated weight-
ing schemes. Since, ultimately, any changes were applied across the board to all
LRTs included in the ELG catalogue for all languages, any resulting changes propa-
gated proportionally to the entire set of languages, thus making any dramatic changes
rather unlikely, unless one deliberately rewarded (i. e., gamed) features known to
disproportionately affect one or more particular languages. It is clear that this would
have been a biased and unfair manipulation of the DLE Metric, and was therefore
avoided, as we wanted the relevant scores to be a fair, and bias-free, representation
of the status of all European languages with respect to DLE.

These preliminary experiments carried out in early 2022 to finalise the setup of the
TFs for the DLE Metric demonstrated that the overall distribution of the languages
tended to be relatively stable. This was due partly to the sheer amount of features and
possible feature values that make up the TFs. As a result, even if one changed the
weights, with the exception of minor and local fluctuations, three main phenomena
were generally observed while testing the DLE Metric and its TF scores.

1. The overall positioning of the languages remained largely stable, with a hand-
ful of languages standing out with the highest technological DLE scores (En-
glish leading by far, typically over German, Spanish and French, with the sec-
ond language having roughly half the technological DLE score of English), the
many minimally supported languages still displaying extremely low technologi-
cal DLE scores, and a large group of similarly supported languages in the middle.

2. Clusters of languages with similar LT support according to intuition and expert
opinion remained ranked closely together, regardless of the adjustments made
to specific weights for individual features and their values.

3. Even when two similarly supported languages changed relative positions (i. .,
language A overtook language B in terms of technological DLE score) as a re-
sult of adjusting the weights assigned to specific features and their values, their
absolute technological DLE scores still remained very close, and the changes
in ranking tended not to affect other neighbouring languages on either side in a
noticeable manner.

During the preliminary testing that eventually led to the final setup of the TFs in
the DLE Metric presented in Tables 1 and 2, we performed focused checks on pairs
or small sets of languages spoken by comparable communities and used in nearby
areas or similar circumstances, and whose relative status in terms of LT support is
well known to the experts. These focused checks involved, e. g., Basque and Galician,
Irish with respect to Welsh, and the dozen local languages of Italy (also with respect
to Italian itself), etc. Overall, the general stability and consistency demonstrated by
the technological DLE scores across different setups of weight assignments for the
various features and their possible values for TFs provided evidence of its validity



48 Federico Gaspari, Annika Griitzner-Zahn, Georg Rehm, Owen Gallagher et al.

as an effective tool to guide developments and track progress towards full DLE for
all of Europe’s languages. In essence, the setup eventually selected (Tables 1 and 2)
ensures that the DLE Metric optimally captures the real situation of all of Europe’s
languages in the digital age, tracking the progress towards DLE.

5.3 Computing the Technological Scores

Based on the above, the steps to calculate the technological DLE score which is part
of the DLE Metric are as follows:

1. Each LRT in the ELG catalogue obtains a score (Scorey, gr), which is equal to
the sum of the weights of its relevant features (see Tables 1 and 2 for the weights
and associated values). Specifically for features Annotation Type and Domain,
instead of simply adding the respective weight, the weight is multiplied by the
number of unique feature values the LR in question has (see Section 5.1).
Example: Suppose an LRT in the ELG catalogue (LRT1) has the following
features: corpus, annotated, monolingual, with three different annotation types
(morphology, syntax, semantics), with text as media type, covering one domain
(e.g., finance), with condition of use research use allowed. Then, using the
weights as specified in Table 1, LRT1 is assigned the following score:

Scoreppry =5+ 1425+ (3%0.25) + 1 + (1 #0.3) + 3.5 = 14.05

2. To compute the technological DLE score for language X (T'echDLE1qn4x)
we sum up the Scorerrr of all LRTs that support language X (LRT1, LRT2,
...LRTN), i.e.,

N
TeChDLELCmgX = Z SCO’I"SLRTZ‘
i=1

Similarly, any tool or service included in the ELG catalogue receives a partial
score with the same procedure, on the basis of the weights presented in Table 2. As
the ELG catalogue organically grows over time, the resulting technological DLE
scores are constantly updated for all European languages. These scores can be vi-
sualised through the DLE dashboard (see Section 7), providing an up-to-date and
consistent (i. e., comparable) measurement of the level of LT support and provision
that each language of Europe has available, also showing where the status is not ideal
or not at the level one might expect.
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5.4 Technological DLE Scores of Europe’s Languages

Figure 1 shows the technological DLE scores for all of Europe’s languages as of late
February 2023, obtained on the basis of the final weighting and scoring mechanism
described in the previous sections.

Not surprisingly, based on the TFs of the DLE Metric, at the time of writing in
early 2023, English is still by far the most well-resourced language of Europe, lead-
ing the way over German and Spanish, that follow with very similar technological
DLE scores, which are roughly half that of English. French has a marginally lower
score, which places it in fourth position. Italian, Finnish and Portuguese follow at
some distance, and it is interesting to note that the next cluster of languages that are
spoken by sizeable communities in Europe (e. g., Polish, Dutch, Swedish), still in
the top ten of the overall list of languages, have a technological DLE score that is
roughly six times lower than that of English: a stark reminder based on evidence
provided by the ELG catalogue and measured through the DLE Metric of the per-
sisting imbalances in the overall digital support of Europe’s languages, showing that
urgent decisive action is needed to achieve DLE (Chapter 4 provides a more detailed
cross-language comparison).

5.5 Open Issues and Challenges

The technological DLE scores based on the TFs do not take into account the size
of the LRs or the quality of the LRTs included in ELG. While these are important
features, there exist a large variety of size units for LRs, and the way of measuring
data size is not standardised, especially for new types of LRs such as language mod-
els. Regarding the quality of tools and services in particular, while some information
on the Technology Readiness Level® scale is available in ELG, the large number of
null values does not make it easy to take this aspect into account for consistency
reasons. These are shortcomings that can be revisited in subsequent efforts, with a
view to overcoming these limitations and further improving the overall accuracy and
granularity of the technological DLE scores going forward.

As far as datasets are concerned, in particular, there could be benefits in setting a
minimum size criterion to include LRs such as corpora or grammars in the compu-
tation of the technological DLE score, €. g., to avoid using very small resources that
cannot be realistically applied in actual technology development scenarios. How-
ever, it is difficult to establish arbitrarily what this minimum size threshold should
be, also in recognition of the specifics of the languages of Europe. As a result, the
decision was made not to set any minimum size requirement for LRs. The thinking
behind this choice was that relatively small datasets are common in less-resourced
languages, for particular domains, etc., and there is the possibility to merge small
datasets to create bigger ones that would, in fact, be useful, for instance in domain

3 https://en.wikipedia.org/wiki/Technology readiness level
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Fig. 1 Technological Digital Language Equality scores as of late February 2023
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adaptation for MT, to mention but one example. More broadly, by proposing the
DLE Metric we intend to foster a culture of valuing all and any LRTs, especially
for less-resourced languages, judiciously balancing the importance given to the size,
quantity, diversity and quality of the LRTs, being mindful that several of Europe’s
languages are in dire need of support.

6 Contextual Factors

While the technological scores based on the TFs represent the technological support
of a language, they do not reflect the overall socio-political environment of a lan-
guage. There are other factors that influence how a language thrives in the digital
age, such as political will, funding, being the object of research projects, economic
interest, etc. The importance of creating a picture that reflects this environment of a
language community was recently also considered by other researchers. Several data-
driven studies analyse the relationship between the technical support of a language
and non-technological factors (see Section 2).

Related approaches attempt to measure the influence of non-technological factors
on the development of LRTs considering often only individual factors in the realm
of economy (usually the Gross Domestic Product, GDP), research (e. g., number of
publications in specific conferences) and the size of the language community. In the
DLE Metric, the Contextual Factors (CFs) are defined as the “general conditions
and situations of the broader context” of a language community (Gaspari et al. 2021,
p- 7). This definition includes factors from all areas of life assuming that those have
an influence on the development and use of LRTs.

Economy Factors in this area reflect the general and the LRT-specific part of the
economy. The overall welfare of the language community and the size of the
potential market are important factors for companies to invest in the development
of LRTs for a language.

Education The language and digital literacy level of a language community in-
fluences the use of a language online and on digital devices. Additionally, to be
able to develop LRTs, researchers with technical but also linguistic skills of the
respective languages are needed.

Funding Investment in research and innovation in the area of LT is necessary for
basic and applied research on which technology development is based.

Industry Companies, both well-established and startups, are important drivers of
the development and distribution of LT applications, tools and services.

Law The legal framework can hinder progress or steer developments in certain
directions.

Media The creation and distribution of news, newspapers, magazines, films, etc. in
a language constitutes, on the one hand, a possible large dataset for the devel-
opment of LRTs, and on the other hand, demonstrates the willingness to make
content accessible to the language community.
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Online The online representation of a language community indicates that active
community members are willing and determined to use the language in the digi-
tal world. Additionally, the availability of online data in the respective language
gives researchers or developers the opportunity to create LRs.

Policy Strategic plans and agendas at local, regional and national levels indicate
the political will to support a topic and the direction in which policy-makers in-
tend to lead society in the future.

Public Administration Public authorities represent the state to its citizens. The
inclusion and support of languages spoken in the country or region by public
authorities enables participation and utilisation within the society.

Research & Development & Innovation Innovations depend on basic and ap-
plied research and on the development of products that are ready for the mar-
ket. This requires a minimum of research positions in relevant institutions and
supporting infrastructure.

Society The social attitude towards a language has a great influence on how much
investment, effort and time are put into the preservation of a language by the
language community and by the state.

Technology The technological infrastructure reflects the possibility for a language
community to access and take a part in the digital world.

6.1 Computing the Contextual Scores

6.1.1 Data Sources and Collection

Initially, 72 potential contextual factors were identified through the collection of
factors considered relevant in publications such as, among others, the STOA study
(STOA 2018), the META-NET White Paper Series (Rehm and Uszkoreit 2012) and
EFNIL’s European Language Monitor (ELM);* we also consulted with the 52 ELE
project partners. The 72 tentative CFs were clustered into 12 areas (see above) rep-
resenting different aspects of a language’s context (Gaspari et al. 2021).

To be measurable, each factor had to be quantified with an indicator, which de-
pended on the existence and accessibility of corresponding data. First, different data
sources were collected including, among others, EUROSTAT,” ELM, Ethnologue®
and various reports and articles. Second, possible indicators for each factor were
considered and matched with the available data. GDP, for example, was considered
to be a suitable indicator for the factor “economic size”.

Eventually, 27 of the 72 initial factors had to be excluded due to missing data. This
affected especially factors from the areas “research & development & innovation”,
“society” and “policy”. Data about policies is essentially too broad and reflects rather

4 http://www.efnil.org/projects/elm
3 https://ec.europa.eu/eurostat
¢ https://www.ethnologue.com
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coarsely whether policies exist or not. For instance, the factor “presence of local, re-
gional or national strategic plans, agendas, committees working on the language, LT,
NLP, etc.” was quantified on data indicating whether a national agenda with regard
to Al and LTs exists. Considering also local and regional plans and the existence
and maybe also number and size of committees would require much more detailed
data. The factors excluded from the class “research & development & innovation”
covered mainly figures about the LT research environment, while broader numbers
about the research situation of the whole country were indeed available. Tables 4-15
in the Appendix show all factors from the preliminary definition (Gaspari et al. 2021,
2022b), their class and the indicator they were quantified with. Overall, 46 factors
were quantified with at least one appropriate indicator, and some with two indicators
representing different perspectives like total numbers and numbers per capita.

The data was collected in late 2021. Many sources provided their data as spread-
sheets, while some data was published as HTML documents. The data for 15 indi-
cators had to be collected manually from reports and articles. We attempt to update
the contextual factors on an annual basis. Preliminary tests indicate that updating the
contextual DLE scores for all EU languages takes up to two weeks of work by one
member of staff who is familiar with the structure and nature of the CFs.

6.1.2 Data Processing

The collected CF data was very heterogeneous: it had different formats, was based
on country or language community level, included differing languages or countries
and consisted of different data types. Data preparation took several steps, including
data format standardisation, harmonising language names based on Glottolog (Ham-
marstrom et al. 2021) and data merging. Some sources provided plain text from
which a score had to be manually determined. Features mentioned in the text, e. g.,
regarding the existence of a national LT policy, were quantified with a number and
this number was assigned to countries or language communities. If the text included
more than one feature, the numbers were added up, e. g., if a country published sev-
eral policies covering the topic Al and LTs. Table 3 (p. 68) shows a list of the indi-
cators transformed from plain text.

The DLE Metric processes data on a per-language basis. Thus, data collected on
the country level had to be converted to the language level. In total, the factors were
quantified with three different types of data, namely absolute numbers, proportional
numbers, and scores. Total numbers were split proportionally, using the percentage
of speakers of the language per country. The percentages were calculated through
population size and number of speakers. Due to some gaps and old records, experts
from the ELE consortium were asked to provide missing or more up-to-date and
reliable data. The figures for Alsatian, Faroese, Gallo, Icelandic, Macedonian and
the Saami languages were corrected accordingly.

Languages often taught as a second language (English, German, French, Spanish)
were only included in the mapping if the language had an official status in the country.
For example, the figures for English consist of the figures of the UK, Ireland and



54 Federico Gaspari, Annika Griitzner-Zahn, Georg Rehm, Owen Gallagher et al.

Malta (in other European countries, English does not have official status). If the
language was an official national language in at least one country, only language
communities with more than one percent were included to simplify the mapping.
Total numbers per capita of a language community, proportional numbers, and scores
were applied to the language communities without adjustment.

If a language was spoken in more than one country, total numbers were added
up, while proportional numbers, scores and total numbers per capita were calculated
through the average; the different sizes of the language communities were partly
taken into account, hence, the data values of bigger language communities were
weighted double for the calculation of the average. However, a more complex inclu-
sion of the size of the language community would result in more fine-grained figures,
which would probably affect the contextual DLE scores to some extent.

6.1.3 Calculation of the Contextual Digital Language Equality Score

The data referring to each language community was converted into contextual DLE
scores, which indicate the extent to which a language has a context that supports the
possibility of evolving digitally or not. Without the political will, funding, innovation
and economic interest in the respective region, the probability of achieving DLE is
low. Given the underlying complexity, in order for the contextual scores to be easily
conceptualised and comparable across languages, a relative score between 0 and
1 was assigned to each language, with 0 representing a context with no potential
for the development of LT, and 1 representing the best potential. To keep this part
of the DLE Metric as transparent as possible, we decided to base the calculation
on an average of the factors. Therefore, the intermediate goal was to calculate a
score between 0 and 1 for each factor. The language with the lowest value for the
respective factor was attributed 0, while the language with the highest value received
1. The following steps were conducted to calculate the contextual DLE score for each
European language:

1. Calculation of the range: highest value — lowest value;

2, (walue= nfi’;":“m)*wo Percentage weighting of a language within the range;

3. The result is a relative value: to obtain a score between 0-1 the result is divided
by 100;

4. Apply steps 1-3 for all languages and factors;

Calculate the average of all factors per language;

6. Weighting of the scores with the three chosen factors of a. number of speakers,
b. scores based on the language status, and c. whether the language is an official

EU language or not.

hd

The three weighting factors were considered to be particularly relevant for the
context to develop LRTs due to the influence of the number of speakers on the invest-
ment by large companies and its official status in the EU on the amount of funding.
The weighting included two steps: 1. calculating the average of the overall scores,
the scores for the number of speakers and the legal status and 2. adding 0.07 to the
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score for each official EU language. The second step was separated from the average
calculation, because the indicator consisted of two values, 1 if it is an official EU
language and 0 if it is not. The average calculation would result in an excessively
strong boost for all official EU languages. Hence, with the data for the contextual
factors available at the end of 2021, English already had a score of around 0.7-0.8
without the boost. Smaller values for EU languages would have penalised English,
which would not have represented reality.

We created five different versions of the possible configurations of the CFs to con-
duct a thorough comparative evaluation. The factors were classified based on a num-
ber of overall properties, i. e., if a data point can be updated automatically or if the
data is considered high quality (see Tables 4-15). Data quality was chosen to avoid
bias in the overall result caused by extreme maximum and minimum values. For ex-
ample, for the quantification of the factor “number of podcasts”, several platforms
were found which could have provided numbers of podcasts in different European
languages, but because of different target audiences, the values were highly skewed
to the languages spoken by those target audiences. Factors which were quantified
with data reflecting no big differences between languages were also excluded by the
quality criterion, e. g., the literacy level of all countries varied between 98 and 99
percent, i. e., hardly at all. To be able to update the metric on a regular basis without
much manual effort after the end of the ELE project, the possibility of collecting the
data fully automatically was picked as the other main criterion.

Based on these criteria, the following CF configurations were examined:

Factors with available data: 46 factors

Factors that can be updated automatically: 34 factors

Factors with good or high data quality: 26 factors

Factors that can be updated automatically and that also have good or high data
quality: 21 factors

5. A set of manually curated factors using four criteria: automatically updatable,
good/high data quality, a maximum of two factors per class, balance between
data types: 12 factors (Table 16 shows the factors included in this configuration)

Rl

Including fewer factors in the metric increased the risk of omitting an important
factor. On the other hand, including fewer factors also reduced the risk of distorting
the metric with more data.

6.2 Experts Consultation

Considering that appropriate baselines do not exist, we validated the five different
results through the consultation of experts. Individual contextual scores can be inter-
preted by comparing them to the scores of other languages.

The panel consisted of ELE consortium partners. We selected the members based
on their expertise and experience in the areas of LT, Computational Linguistics
and Linguistics. Moreover, the experts represented different European countries and
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were very familiar with the background of their countries and languages spoken there.
We reached out to 37 of the 52 ELE partner organisations. They received the results
of'the five configurations of the metric and were asked to provide assessments regard-
ing the languages they knew, to explain how they would have expected the results
to be, and to indicate the most appropriate configuration.

In total, 18 partners provided assessments. The feedback consisted of overall rat-
ings of the five configurations as well as detailed comments regarding individual
languages. As a consequence, most answers related to official EU languages. RMLs
for which feedback was received are spoken in the UK, Spain, Italy and the Nordic
countries. We received feedback on 56 of the 89 languages.

In general, using all factors was evaluated as risky due to the possible distor-
tion of results caused by data of bad quality. The results of configuration 1 were
considered unexpected, with high scores for languages such as Emilian, Gallo and
Franco-Provencial, probably caused by distorted data. The second configuration was
criticised, too, except for positive comments on the automatic nature of the metric.
The results were less distorted but evaluated as worse compared to configurations
3-5. The results of configurations 4 and 5 were similar. Focusing on quality data
improved the results significantly. With fewer factors, configuration 5 provided sim-
ilar results as configuration 4. Configuration 5 was assessed positively regarding the
transparency of fewer factors and the possibility to balance the classes.

Overall, the results of the fifth configuration were assessed to represent the con-
text of the language communities in the most adequate way, while there is still room
for improvement for a few languages. Table 17 (p. 73) provides more details.

Several suggestions for improvements were made. Since only pan-European data
sources were taken into account for reasons of consistency and comparability, one
recommendation concerned extending the data through relevant national and re-
gional sources. One expert pointed out that the context of European languages spo-
ken in countries outside of Europe was excluded, and these missing statistics on the
development of LRTs would greatly impact the overall scores, e. g., Portuguese in
Brazil. Another suggestion referred to missing factors, such as the inclusion of the
vitality status of a language being particularly important for RMLs, or the integration
of a factor representing competition of a national language with English as the other
official national language which often still dominates daily life, e. g., in Ireland, and
prevents more widespread use of the other national language in these areas. Another
idea was to replace the official EU status as a weighting factor with the country’s
membership in the European Economic Area (EEA), since these countries also have
access to European research funds.

Suggestions were also made regarding the presentation of the results. Language
communities having particularly complex political backgrounds are most likely to be
misrepresented by a simple calculation based on country-specific data, and should be
highlighted and presented with the limits of solely data-driven work for such cases.
It was also suggested that languages without a writing system should be emphasised
as special cases for the development of LRTs.

Some feedback expressed reservations about the whole approach. A few review-
ers pointed out that a single methodology should not be used to take into account
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the different complex contexts and realities of Europe’s language communities. For
example, languages like Maltese, Irish and the other Celtic languages, which scored
better than expected according to our experts, are of note here. The relative prosper-
ity of the United Kingdom, even though it is no longer an EU Member State, seems
to boost the RMLs spoken in the UK, although in reality these RMLs are strongly
dominated by English. The same applies to Ireland, which has a strong economy,
a large ICT sector and significant investments in (English) Al and LT research and
development, but a very low level of support for Irish LT.

Another point of criticism was the inclusion of data not applied on a per capita
basis. As a result, despite having relatively good support, some small language com-
munities were unable to achieve a high score. The size of the language community
has an impact on the economic interest, investment, number of researchers, etc. for
the language, but for small language communities that have already invested a lot in
their language and infrastructure, some of the scores obtained may appear too low
compared to the expectations of the experts.

These criticisms can be debated at length, especially in the interest of finding
effective solutions to the identified issues, but are very difficult to avoid altogether
with such a quantitative approach as the one that is required to define and measure
the CF's as part of the DLE Metric.

These first stable results for the CF calculation were improved based on a more
fine-grained data mapping from country to language community level and the feed-
back of the experts. The aggregation of data points from different countries for lan-
guages spoken in several countries, e. g., French, was based on the average with a
boost for the data points collected from the countries in which the language has an
official national status. This process was replaced by the calculation of a weighted
average based on the number of speakers of the language communities which reflects
the distribution of the language communities better and prevents distortion through
too small or too big language communities. In addition, the boost for EU Member
States was changed to a boost for countries in the EEA, the vitality status was added
as a penalty for declining languages, and those competing with English as the other
dominant official national language were also penalised. The results of this adapta-
tion decreased the number of languages that eventually achieved an excessively high
contextual score.

6.3 Contextual DLE Scores of Europe’s Languages

In all examined configurations, the top third is dominated by the official EU lan-
guages, while the RMLs are part of the long tail to the right. Official national lan-
guages which are not official EU languages are ranked between the official EU lan-
guages and the RMLs. Figure 2 shows the final results after the adaptation.

As expected, English has the best context for the development of LRTs by far.
It is followed by German and French. Italian and Spanish are shown in positions 4
and 5. The position of Spanish affer Italian is caused by the inclusion of data from
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European countries only. If data had been included from countries outside of Europe,
Spanish, Portuguese, French and English would have had much higher scores. After
the five leading languages, variations between the different configurations can be
seen. Swedish, Dutch, Danish, Polish, Croatian, Hungarian and Greek are ranked in
the upper half of the official EU languages. The official EU languages with the lowest
scores are Latvian, Lithuanian, Bulgarian, Romanian, Maltese and Irish which joined
this group after the last adjustment.

Among the group of official national languages which are not official EU lan-
guages, Norwegian, Icelandic and Serbian are the top performers, achieving contex-
tual DLE scores in line with the middle- and lower-scoring official EU languages,
while Manx’ is presented as a downward outlier. Languages such as Norwegian,
Luxembourgish, Faroese and Icelandic achieve better scores than Albanian, Turk-
ish, Macedonian and Bosnian.

The RMLs are led by languages spoken in the more Northern countries like some
Saami languages, Western Frisian and Welsh or languages spoken by quite big lan-
guage communities like Catalan. A total of 23 RMLs achieve contextual DLE scores
equal to or lower than 0.05 in the final results, while 30 of the languages obtain
scores between 0.06 and 0.1. Kildin Saami and Griko are the languages with the
lowest scores.

6.4 Open Issues and Challenges

The contextual DLE scores calculated have some limitations (see Section 6.2). First,
expanding the dataset to include regional or national sources would result in 1. a
higher number of factors, 2. improved data quality, as the gaps in individual indica-
tors may be filled, 3. quantification of more factors with more than one indicator, to
reflect different perspectives, and 4. a more complex mapping to language commu-
nities based on regional data resulting in a significant impact on RMLs.

Second, the data cleaning procedure can be improved. One possibility would be
to replace outliers with values outside twice the standard deviation by the respective
maximum or minimum values of the data series. Data gaps could be filled using
data from previous years and skewed data could be corrected using a square root
transformation. These processing steps could decrease the impact of distorted data.

An improvement of the mapping from country level to language level could repre-
sent regional or urban-rural divides more accurately, especially for larger countries.
In particular, the missing mapping of proportional data, scores and total numbers per
capita has a major impact on the resulting contextual DLE scores. Here, regional data
could help calculate the average deviation of individual regions or language commu-

7 Manx and Jerriais have been assigned to the group of national languages without being an official
EU language, as both languages are recognised as official languages of Jersey and the Isle of Man.
Neither island is part of the United Kingdom, but crown dependencies. Therefore, the two languages
can be considered both official national languages or RMLs.
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nities from other proportional data and to transfer this deviation to proportional data
only found on the national level, and similarly for the total figures per capita.

Romaine (2017, p. 49) stresses the importance of an “on-going monitoring of indi-
vidual communities” for a reliable evaluation of the situation regarding language di-
versity, which was taken into account with the inclusion of the criterion of automatic
updatability of the factors. One problem concerns the eventual interdependencies of
the values: the scores of al// languages may change if new values for some language
communities are added, even if the situation of another language community itself
has not changed. A temporal dimension could be added to mitigate this.

7 Digital Language Equality Dashboard

In order to provide a precise and easy-to-use tool for presenting and monitoring the
TFs and CFs that contribute to the DLE Metric, we designed and implemented a
web-based dashboard as part of the European Language Grid.® It is available at:

https://live.european-language-grid.eu/catalogue/dashboard

The dashboard shows the contents of the ELG database as interactive visuals dy-
namically created by user queries, thus providing constantly up-to-date and consis-
tent (i. e., comparable) measurements of the level of LT support and provision across
all of Europe’s languages (Figure 3). The dashboard provides the figures, statistics
and graphs, as appropriate, for:

+ the TFs and CFs of the DLE Metric, calculated according to the detailed techni-
cal description presented above;

* LRTs hosted in the ELG catalogue, which constitute the source/base data for the
TFs that are at the basis of the technological DLE score.

Architecturally, the DLE dashboard consists of two layers: the database of the
ELG catalogue and the frontend. The ELG database contents are indexed and saved
in JSON. Each user query retrieves the respective results from JSON and exposes
them to the front end. While the TFs are calculated dynamically (see Section 5.3)
and they reflect the status of the ELG catalogue’s database at the time of accessing
the dashboard, in the current implementation the CFs are calculated offline, stored
in a separate file and exposed to the respective tab of the dashboard’s frontend.

8 https://www.european-language- grid.eu
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8 Conclusions and Future Work

This chapter has introduced the definition of DLE adopted in ELE and has described
the DLE Metric, explaining the roles and setups of the complementary TFs and CFs
and how the scores are computed. By providing an empirically-grounded and realis-
tic quantification of the level of technological support of the languages of Europe, the
DLE Metric is intended to contribute to future efforts to level up the digital support
of all of Europe’s languages, most notably with the implementation of the evidence-
based SRIA and roadmap that will drive future efforts in equipping all European
languages with the LRTs needed to achieve full DLE (see Chapter 45). The DLE
Metric provides a transparent means to track and monitor the actual progress in this
direction, as the technological and contextual DLE scores can be visualised through
the DLE dashboard.

The overview of the TFs and CFs is accompanied by discussions of the scoring
and weighting mechanisms adopted for the computation of the technological and con-
textual DLE scores, following extensive testing and expert consultations comparing
alternative setups. The chapter explains the overall design of the features and their
values with the scores and weighting mechanisms that contribute to the DLE Metric
scores, based on data included in the ELG catalogue and the factors eventually se-
lected to represent the specific ecosystems of the languages and their communities.
As aresult of this, the notion of DLE and its associated metric introduced in this chap-
ter represent valuable tools on which to base future efforts to measure and improve
the readiness of Europe’s languages for the digital age, also taking into account the
situational contexts in which the various languages are used via the CFs.

Thanks to the descriptive, diagnostic and predictive value of the DLE Metric, the
community now has a solid and verifiable means of pursuing and evaluating much-
needed developments in the interest of all languages of Europe and their speakers.
The DLE Metric is relevant to a wide range of stakeholders at local, regional, na-
tional and European levels who are committed to preventing the extinction of Euro-
pean languages under threat and who are interested in promoting their prosperity for
the future. Such stakeholders include decision- and policy-makers, industry leaders,
researchers, developers, and citizens across Europe who will drive forward future
developments in the fields of LT and language-centric Al in the interest of DLE.
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Appendix
Feature Value ‘Weight

Resource Type  Corpus 5
Lexical conceptual resource 1.5
Language description 35

Subclass Raw corpus 0.1
Annotated corpus 2.5
Computational lexicon 2
Morphological lexicon 3
Terminological resource 3.5
Wordnet 4
Framenet 4
Model 5
Each of the others (there are 15 more) 0.5

Linguality Type Multilingual 5
Bilingual 2
Monolingual 1

Media Type Text 1
Image 3
Video 5
Audio 2.5
Numerical text 1.75

Annotation Type FEach of these — can be combined in a single LR 0.25

Domain Each of these — can be combined in a single LR 0.3

Conditions of Use Other specific restrictions 0.5
Commercial uses not allowed 1
No conditions 5
Derivatives not allowed 1.5
Redistribution not allowed 2
Research use allowed 3.5

Table 1 Weights assigned to the technological factors of the DLE Metric for language resources
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Feature Value Weight
Language Independent False 5
True 1
Input Type Input text 2
Input audio 5
Input image 7.5
Input video 10
Input numerical text 2.5
Output Type Output text 2
Output audio 5
Output video 10
Output image 7.5
Output numerical text 2.5
Function Type Text processing 3
Speech processing 10
Information extraction and information retrieval 7.5
Translation technologies 12
Human-computer interaction 15
Natural language generation 20
Support operation 1
Image/video processing 13
Other 1
Unspecified 1
Domain Each of these — can be combined in a single tool 0.5
Conditions of Use Unspecified 0
Other specific restrictions 0.5
No conditions 5
Commercial uses not allowed 1
Derivatives not allowed 1.5
Redistribution not allowed 2
Research use allowed 3.5

Table 2 Weights assigned to the technological factors of the DLE Metric for tools and services
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Factor Merging of the Scores Conversion from Text to Scores
Public funding avail- Adding up scores for 1 for regional funding
able for LTs each country 1 for national funding
1 for intranational funding
1 for ESIF

1 for EUREKA
1 for EUROSTAT

Legal status and le- Adding up scores per lan- 10 for statutory national language

gal protection guage 10 for de facto national working language
2 for statutory provincial language
2 for statutory provincial working language
1 for recognised language

Publicly  available Adding up two scores: 2 for dub

media outcomes one score for language 1.5 for voice over
transfer practices for cin- 1.5 for sub and dub
ema works screened and 1 for sub
one for television works
broadcast

Adding up scores + divi- Broadcast in original language: 5 for mostly/al-

sion by the number of an- ways, 2.5 for sometimes

swers Broadcast with dubbing: 4 for mostly/always, 2
for sometimes
Broadcast in original language with voice-over:
3 for mostly/always, 1.5 for sometimes
Dual-channel sound: 2 for mostly/always, 1 for
sometimes
Broadcast with subtitles: 1 for mostly/always, 0.5
for sometimes

Presence of local, One of the scores per 1 for no plan/strategy

regional or national country 2 for a plan without mentioning LT

strategic plans 3 for a plan mentioning LT
4 for a plan mentioning LT and minority and re-
gional languages

Political activity Adding up scores per 1 score for each document
country 1 score for each document mentioning LT
2 for each document exclusively about LT
1 for a document covering a specific language
2 for each document published 2020/2021
1 for each document published 2019/2018

Table 3 Contextual factors: Conversion from plain text into scores
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ECONOMY
Factor Indicator

Size of the economy Annual GDP

GDP per capita* **
Size of the LT/NLP market LT market in million Euro
Size of the language service, translating or inter- Number of organisations from the industry in the
preting market ELG catalogue* **
Size of the IT/ICT sector Perc. of the ICT sector in the GDP* **

ICT service exports in balance of payment* **
Investment instruments into AI/LT GDE on R&D in relevant areas™
Regional/national LT market No indicator found
Average socio-economic status Annual net earnings, 1.0 FTE worker* **

Life expectancy at age 60**

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 4 Contextual factors: Proposed factors for class “Economy”

EDUCATION

Factor Indicator

Higher Education Institutions operating in the No indicator found

language

Higher education in the language No indicator found

Academic positions in relevant areas Head count of R&D personnel

Academic programmes in relevant areas No indicator found

Literacy level Literacy rate*®

Students in language/LT/NLP curricula Total no. of students in relevant areas* **
Equity in education Proportional tertiary educ. attainment* **
Inclusion in education Percentage of foreigners attaining tertiary educa-

tion* **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 5 Contextual factors: Proposed factors for class “Education”

FUNDING
Factor Indicator
Funding available for LT research projects No. of projects funded in relevant areas*
Score from the national funding programmes
Venture capital available Venture capital amounts in Euro
Public funding for interoperable platforms Number of platforms**

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 6 Contextual factors: Proposed factors for class “Funding”
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INDUSTRY
Factor Indicator
Companies developing LTs No. of enterprises in the ICT area* **
Start-ups per year Percentage of “Enterprise births”**
Start-ups in LT/Al Number of Al start ups* **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 7 Contextual factors: Proposed factors for class “Industry”

LAW
Factor Indicator
Copyright legislation and regulations No indicator found
Legal status and legal protection Scores out of the legal status™ **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 8 Contextual factors: Proposed factors for class “Law”

MEDIA
Factor Indicator
Subtitled or dubbed visual media Scores out of language transfer practices*®
Scores out of answers about broadcast practices
Transcribed podcasts Number of entries in the CBA*

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 9 Contextual factors: Proposed factors for class “Media”

ONLINE

Factor Indicator
Digital libraries Percentage of contribution to Europeana
Impact of language barriers on e-commerce Percentage of population buying cross-border**
Digital literacy No indicator found
Wikipedia pages Number of articles in Wikipedia* **
Websites exclusively in the language No indicator found
Websites in the language (not exclusively) Perc. of websites in the languages* **
Web pages No indicator
Ranking of websites delivering content 12 selected websites supporting the languages
Labels and lemmas in knowledge bases Number of lexemes in Wikipedia* **
Language support gaps Language matrix of supported features*
Impact on E-commerce websites T-Index*

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 10 Contextual factors: Proposed factors for class “Online”
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POLICY
Factor Indicator
Presence of strategic plans, agendas, etc. Scores out of a list of the published national Al
strategies
Scores from questionnaire about strategies
Promotion of the LR ecosystem No indicator found
Consideration of bodies for the LR citation No indicator found
Promotion of cooperation No indicator found

Public and community support for resource pro- No indicator found

duction best practices

Policies regarding BLARKS No indicator found

Political activity Scores out of the list of documents

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 11 Contextual factors: Proposed factors for class “Policy”

PUBLIC ADMINISTRATION
Factor Indicator
Languages of public institutions No. of constitutions written in the language
Available public services in the language Percentage of a maximum score about digital

public services**
Score for digital public services**

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 12 Contextual factors: Proposed factors for class “Public administration”

RESEARCH & DEVELOPMENT & INNOVATION

Factor Indicator
Innovation capacity Innovation Index* **
Research groups in LT Number of research organisations

Research  groups/companies  predominantly No indicator found
working on the respective language

Research staff involved in LT No indicator found

Suitably qualified Research staff in LT No indicator found

Capacity for talent retention in LT No indicator found

State of play of NLP/AI No indicator found

Scientists working in LT/on the language Number of researchers in relevant areas*
Researchers whose work benefits from LRs and No indicator found

LTs

Opverall research support staff Head count of research support staff* **

Scientific associations or general scientific and No indicator found
technology ecosystem
Papers about LT and or the language Number of papers about LT**
Number of papers about the language* **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 13 Contextual factors: Proposed factors for class “Research & Development & Innovation”
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SOCIETY
Factor Indicator

Importance of the language No indicator found

Fully proficient (literate) speakers Number of L1 speakers*

Digital skills Perc. of individuals with basic digital skills* **

Size of language community Total number of speakers* **

Population not speaking the official language(s) No indicator found

Official or recognized languages Total no. of languages with official status*
Number of bordering languages

Community languages Number of community languages*

Time resources of the language community No indicator found

Society stakeholders for the language No indicator found

Speakers’ attitudes towards the language Total number of participants wanting to acquire
the language

Involvement of indigenous peoples No indicator found

Sensitivity to barriers No indicator found

Usage of social media or networks Total number of social media users* **

Percentage of social media users* **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data

Table 14 Contextual factors: Proposed factors for class “Society”

TECHNOLOGY
Factor Indicator
Open-source technologies of LTs No indicator found
Access to computer, smartphone etc. Perc. of households with a computer* **
Digital connectivity and internet access Perc. of households with broadband* **

Indicator marked * is automatically updateable — Indicator marked ** provides good quality data
Table 15 Contextual factors: Proposed factors for class “Technology”

Class Factor
Economy Size of economy
Size of the ICT sector
Education Students in LT/language
Inclusion in education
Industry Companies developing LTs
Law Legal status and legal protection
Online Wikipedia pages
R&D &I Innovation capacity
Number of papers
Society Size of language community
Usage of social media
Technology Digital connectivity, internet access

Table 16 Contextual factors included in the final configuration (configuration 5)
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Appropriate Ranked too high Ranked too low Contrary Opinion
English Irish Norwegian French
Dutch Italian Spanish German
Danish Swedish Portuguese Saami, Northern
Polish Hungarian Czech Latvian
Greek Croatian Romanian
Finnish Maltese Bulgarian
Estonian Faroese Icelandic
Slovene Scottish Gaelic Emilian
Slovak Cornish Sicilian
Lithuanian Manx
Serbian Saami, Southern
Basque Saami, Pite
Catalan Saami, Lule
Galician Saami, Skolt
Asturian Saami, Inari
Aragonese Sardinian
Welsh Romagnol
Griko
Lombard
Ligurian
Venetian
Southern Italian
Friulian
Piemontese
Ladin

25 17 9 4

Table 17 Contextual factors: Assessment of the languages in the final configuration (configura-
tion 5) by the panel of experts
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Chapter 4 e
European Language Technology in 2022/2023

Maria Giagkou, Teresa Lynn, Jane Dunne, Stelios Piperidis, and Georg Rehm

Abstract This chapter presents the results of an extensive empirical investigation of
the digital readiness of European languages, and provides a snapshot of the support
they are offered through technology as of 2022. The degree of digital readiness was
assessed on the basis of the availability of language resources and technologies for
each language under investigation and a cross-language comparison was performed.
As a complementary approach, the perspectives and opinions of LT users, develop-
ers and the regular citizen were acquired in order to fully understand the EU’s LT
landscape. Both the objective empirical findings and the voice of the community
clearly indicate that there is an extreme imbalance across languages when it comes
to the individual levels of technological support. Although the LT field as a whole
has demonstrated remarkable progress during the last decade, this progress is not
equally evidenced across all languages, posing, more acutely than ever before, a
threat of digital extinction for many of Europe’s lesser supported languages.'

1 Introduction

More than ten years ago, the study “Europe’s Languages in the Digital Age” con-
cluded that most European languages are under threat in the digital age. The study,
prepared by more than 200 experts and documented in 32 volumes of the META-
NET White Paper Series (Rehm and Uszkoreit 2012), assessed Language Technol-
ogy (LT) support for each language in four different areas: automatic translation,
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speech interaction, text analysis and the availability of language resources (LRs).
The results were alarming: most of the 32 European languages investigated were
evaluated as severely under-resourced and some almost completely neglected.

During the last ten years since the publication of the META-NET White Papers,
the LT field as a whole has seen remarkable progress. In particular, the advent of
data-driven approaches such as deep learning and neural networks, together with
the considerable increase in the number and quality of LRs for a number of lan-
guages, have yielded previously unforeseeable results. However, is this remarkable
progress equally evidenced across all languages, or is the gap between “big” and
“small” languages documented in 2012 still present in 2022/2023?

The question of whether languages can be considered digitally equal has become
increasingly relevant in recent years, with a growing number of studies attempting
to quantify digital readiness and compare languages in this respect. Methods have
varied, with some assessing the level of technology support based on mentions of
a language at NLP publication venues or language resource catalogues (e. g., Blasi
et al. 2022; Joshi et al. 2020; Ranathunga and Silva 2022) or on websites describing
LT tools and services (e. g., Simons et al. 2022). However, the overall conclusion
is always the same; from a technological perspective, there is a striking imbalance
across languages in terms of support, and it is clear that not all languages benefit
equally and fairly from the overall progress in LT advances.

In the ELE project, we took an empirical approach to quantifying digital readiness
of a language and providing an evidence-based grounding on which languages can
be compared. We started by applying the Digital Language Equality (DLE) Metric
(see Chapter 3) to examine both the current state of technology support and the po-
tential for short- and mid-term development of LT (Section 2). We continued with a
quantitative investigation of the various perspectives and dimensions of current tech-
nological support, as this is reflected in the Language Resources and Technologies
(LRTs) collection of the European Language Grid (ELG, Rehm 2023). The results of
this empirical assessment were then supplemented by surveys and consultations with
a broad representation of LT developers and LT users and consumers, who provided
feedback and insight as to their experiences with LTs for EU languages (Section 3).
Furthermore and most importantly, we focused on a large number of European lan-
guages and provided updates of the META-NET White Papers in the form of the
ELE Language Reports (Giagkou et al. 2022), condensed versions of which are pre-
sented in Chapters 5-37. It is only through such a holistic examination that a clear
picture of the current status and future prospects of DLE can be gained.

2 How Do Europe’s Languages Compare?

In this section, we first describe our source of evidence and methodology (Sec-
tion 2.1), followed by a presentation of our findings (Section 2.2).
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2.1 Source of Evidence and Methodology

To compare the level of technology support across languages, we considered the
language technology tools and resources in the catalogue of the European Language
Grid (Rehm 2023; Piperidis et al. 2023; Labropoulou et al. 2020). The comparative
evaluation was performed on various dimensions.

* The current state of technology support, as indicated by the availability of tools
and services® broadly categorised into a number of core LT application areas:

— Text processing (e. g., part-of-speech tagging, syntactic parsing)
Information extraction and retrieval (e. g., search and information mining)
— Translation technologies (e. g., machine translation, computer-aided trans-
lation)

Natural language generation (NLG, e.g., text summarisation, simplifica-
tion)

Speech processing (e. g., speech synthesis, speech recognition)

— Image/video processing

— Human-computer interaction (HCI, e. g., tools for conversational systems)

* The potential for short- and mid-term development of LTs, insofar as this po-
tential can be approximated by the current availability of resources that can be
used as training or evaluation data. The availability of data was investigated with
regard to a small number of basic types of resources:

Text corpora

— Parallel corpora

Multimodal corpora (incl. speech, image, video)

— Language models

— Lexical resources (incl. dictionaries, wordnets, ontologies, etc.)

We measured the LT support for 87 national, regional and minority European
languages with regard to each of the dimensions mentioned above based on their
respective coverage in the ELG catalogue. For the types of resources and application
areas, the respective percentage of resources that support a specific language over the
total number of resources of the same type was calculated, as well as their average.
Subsequently, each language was assigned to one band per resource type and per
application area and to an overall band, on a four-point scale, inspired by the scale
used in the META-NET White Paper Series, as follows:

1. Weak or no support: the language is present (as content, input or output lan-
guage) in <3% of the ELG resources of the same type

2 Tools tagged as “language independent” without mentioning any specific language are not taken
into account. Such tools can certainly be applied to a number of languages, either as readily appli-
cable or following fine-tuning, adaptation, training on language-specific data etc., yet their exact
language coverage or readiness is difficult to ascertain.
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2. Fragmentary support: the language is present in >3% and <10% of the ELG
resources of the same type

3. Moderate support: the language is present in >10% and <30% of the ELG
resources of the same type

4. Good support: the language is present in >30% of the ELG resources of the
same type

The thresholds for defining the four bands (i.e., 3%, 10% and 30%) were in-
formed by an exploratory k-means 4-cluster analysis based on all data per applica-
tion and resource type, in order to investigate the boundaries of naturally occurring
clusters in the data. The boundaries of the clusters were then used to define the bands
per application area and resource type. The overall level of support for a language
was calculated based on the average coverage of all dimensions investigated.

The ELG platform harvests several major LR/LT repositories’ and, on top of that,
more than 6,000 additional LRTs were identified and documented by language in-
formants in the ELE consortium. These records contain multiple levels of metadata
granularity as part of their descriptions. At the time of investigation, the ELG cata-
logue comprised more than 11,500 metadata records, encompassing both data and
tools/services, covering almost all European languages, both official and regional as
well as minority ones.

It should be noted that due to the evolving nature of this extensive catalogue
and differing approaches taken in documenting records, certain categories of meta-
data captured are not yet at the level of consistency required to carry out a reliable
cross-lingual comparison at a granular level. For example, information provided on
corpus size, annotation type, licensing type, size unit type, and so on, still varies
across records for many languages, while numerous gaps exist for others. As the
ELG catalogue is continuously growing, the comprehensiveness, accuracy and level
of detail of the records are expected to improve over time.

For the purposes of a high-level comparison, the results presented here are based
on relative counts of entries in the ELG for the varying types of data resources and
tools/services for each language. As such, the positioning of each language into a
specific level of technology support is subject to change as it reflects a snapshot of
the available resources at the time of investigation.

That said, we consider the current status of the ELG catalogue and the higher-level
findings below representative with regard to the current existence of LT resources
for Europe’s languages.

3 At the time, ELG harvested ELRC-SHARE, LINDAT/CLARIAH-CZ, CLARIN.SI, CLARIN-PL
and the datasets section of Hugging Face (Labropoulou et al. 2023).
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2.2 Results and Findings

As discussed above, our analysis takes into account a number of dimensions for data
and tools/services. Table 1 reports the detailed results per language per dimension
investigated and the classification of each language into an overall level of support.

The best supported language is, as expected, English, the only language that is
classified in the good support group. French, German and Spanish form a group
of languages with moderate support. Although they are similar to English in some
dimensions (e. g., German in terms of available speech technologies and Spanish
in terms of available models), overall they have not yet reached the coverage that
English has according to the ELG catalogue. All other official EU languages are
clustered in the fragmentary support group, with the exception of Irish and Maltese,
which have only weak or no support. From the remaining languages, (co-)official
at the national or regional level in at least one European country and other minor-
ity and lesser spoken languages,* Norwegian and Catalan belong to the group of
languages with fragmentary support. Basque, Galician, Icelandic and Welsh are bor-
derline cases; while they are grouped in the fragmentary support level, they barely
pass the threshold of the lowest level. All other languages are supported by technol-
ogy either weakly or not at all. Figure 1 visualises these findings.

Looking into particular dimensions of data availability, it is evident that an abun-
dance of training data for developing LTs is available only for a few languages with
high commercial interest. For many (the majority of) European languages, this is
not the case and only corpora which are minuscule in comparison to English are
available. When investigating the current availability of some of the data types men-
tioned in the previous paragraph, as represented in the resources hosted in ELG in
January 2023, it is apparent that even the best-supported languages in this dimen-
sion, Spanish and English, are still only moderately covered (Figure 2). With respect
to multimodal data, all languages with the exception of English are weakly covered,
with some, e. g., Maltese and Luxembourgish, severely underrepresented (Figure 3).

Although the data gaps per language are different, some data types are partic-
ularly sparse across many languages. These include: large language models, both
monolingual and multilingual; multimodal data, especially speech in conversational
settings (dialogues) from speakers of different ages, genders and linguistic/dialectal
backgrounds, but also video corpora for sign languages; domain-specific data (e. g.,
medical, legal or media among many others of interest); data for language use on

4 In addition to the languages listed in Table 1, ELE also investigated Alsatian, Aragonese, Ar-
beresh, Aromanian, Asturian, Breton, Cimbrian, Continental Southern Italian (Neapolitan), Cor-
nish, Eastern Frisian, Emilian, FrancoProvencal (Arpitan), Friulian, Gallo, Griko, Inari Sami, Kare-
lian, Kashubian, Ladin, Latgalian, Ligurian, Lombard, Lower Sorbian, Lule Sami, Mocheno, North-
ern Frisian, Northern Sami, Picard, Piedmontese, Pite Sami, Romagnol, Romany, Rusyn, Sardinian,
Scottish Gaelic, Sicilian, Skolt Sami, Southern Sami, Tatar, Tornedalian Finnish, Venetian, Voro,
Walser and Yiddish. The scores for all of these languages are very low, placing all of them in the
weak or no support group.

5 The DLE dashboard enables more fine-grained comparisons. It dynamically visualises the con-
tents of the ELG catalogue and offers an up-to-date snapshot of the current availability of LRTs
(see Chapter 3): https://live.european-language-grid.eu/catalogue/dashboard.
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Tools and Services Language Resources

Text Processing

Speech Processing
Image/Video Processing
Information Extraction and IR
Human-Computer Interaction
Translation Technologies
Natural Language Generation
Text Corpora

Multimodal Corpora

Parallel Corpora

Models

Lexical Resources

Overall

Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
Finnish
French
German
Greek
Hungarian
Irish
Italian
Latvian
Lithuanian
Maltese
Polish
Portuguese
Romanian
Slovak
Slovenian
Spanish
Swedish

Albanian
Bosnian
Icelandic
Luxembourgish
Macedonian
Norwegian
Serbian

EU official languages

National level

Basque

Catalan

Faroese

Frisian (Western)
Galician

Jerriais

Low German
Manx
Mirandese
Occitan

Sorbian (Upper)
Welsh

(Co-)official languages

Regional level

All other languages

Table 1 State of technology support, in 2022, for selected European languages with regard to core
Language Technology areas and data types as well as overall level of support (light yellow: weak/no
support; yellow: fragmentary support; light green: moderate support; green: good support)
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Fig. 1 Overall state of technology support for selected European languages (2022)

social media; semantic resources (e. g., semantic annotations and knowledge bases);
data for language pathologies; benchmarks, i.e., well-designed gold-standard cor-
pora for evaluating LT systems or fine-tuning language models.
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Fig. 2 Number of language models available in the catalogue of the European Language Grid for
the EU official languages and for some indicative non-EU official ones (as of January 2023)

Similarly to data, the identified gaps for technologies are very diverse across lan-
guages. While overall LTs for English are numerous and at the state-of-the-art level,
a number of very small minoritised languages lack even basic tools such as spell
checkers. In the worst case, they are not even supported by operating systems. Nev-
ertheless, there seems to be a generalised consensus that, when it comes to languages
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Fig. 3 Number of multimodal datasets (i. e., media type: audio, video or image) available in the
catalogue of the European Language Grid for the EU official languages and for some indicative
non-EU official ones (as of January 2023)

for which at least a minimum level of technological support has been achieved, the
technologies most urgently needed include: discourse processing, bias detection and
anonymisation, conversational systems and question-answering in the wider context
of HCI, NLG (with summarisation mentioned frequently) and Natural Language Un-
derstanding (NLU), e. g., even English and German are currently supported by less
than 100 HCI or NLG systems on ELG, while some languages like Bosnian and
Norwegian Nynorsk are not supported at all (Figures 4 and 5).

Fig. 4 Number of Human-Computer Interaction systems described in the catalogue of the European
Language Grid for the EU official languages and for some indicative non-EU official ones (as of
January 2023)

The results of this analysis are only informative of the relative positioning of lan-
guages, but not of the technological progress achieved by a specific language. The
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Fig.5 Number of Natural Language Generation systems described in the catalogue of the European
Language Grid for the EU official languages and for some indicative non-EU official ones (as of
January 2023)

LT field as a whole has significantly progressed in the last ten years and remarkable
progress has been achieved for specific languages in terms of quantity, quality and
coverage of LRTs. It is at the same time undebatable that the technology require-
ments for a language to be considered digitally supported by today’s standards have
changed significantly in the last ten years (e. g., the prevalent use of virtual assistants,
chatbots, improved text analytics capabilities, etc.). Nevertheless, the imbalance in
distribution across languages which was documented in the META-NET White Pa-
pers in 2012 still exists, and the huge distance between the best supported languages
and the minimally supported ones was still evidenced in 2022. It is exactly this dis-
tance that needs to be ideally eliminated, or at least reduced, in order to move towards
DLE and avert the risks of digital language extinction.

It should be noted that this analysis does not include a fifth level, excellent sup-
port, for the grouping of languages, in addition to the four levels described in Sec-
tion 2.1. Currently, no European language, not even English, is optimally supported
by technology, i.e., the goal of Deep Natural Language Understanding has not
been reached yet for any language. Although recently there have been many break-
throughs in Al, Computer Vision, Machine Learning and LT, we are still far from
the grand challenge of highly accurate deep language understanding, which is able
to seamlessly integrate modalities, situational and linguistic context, general knowl-
edge, meaning, reasoning, emotion, irony, sarcasm, humour, culture, explain itself
on request, and be effected as required on the fly and at scale. A language can only
be considered excellently supported by technology if and when the goal of Deep
Natural Language Understanding has been reached.
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3 The Voice of the Community

The findings in Section 2 are extremely valuable in terms of highlighting the status
quo across Europe with respect to LT support. However, facts and figures alone
cannot paint the full picture. The perspectives and opinions of LT users, developers
and the average citizen were also required in order to fully understand the EU’s LT
landscape. As a project from the community for the community, the ELE consortium
wanted to ensure that as many voices as possible were heard and taken as input for
the ELE strategic agenda and roadmap.

A broad spectrum of stakeholders was consulted to achieve this wider insight into
the levels of LT support across European languages (also see Chapter 38, p. 229 ff.).
We distinguish between three main stakeholder groups: LT developers (industry and
research), LT users (commercial and academic users) and EU citizens, i. e., the gen-
eral public who use and consume LTs in everyday personal and professional settings,
often without even realising it. Each group is diverse, some including many sub-
groups, representing a variety of sectors and domains. For the latter, we looked at
the interesting subdivisions of commercial and academic users as well as EU citizens.
The first two groups are represented in the ELE consortium with several networks,
initiatives and associations, representing the views of their constituencies, highlight-
ing their wishes, demands and needs towards full DLE in Europe.

Further insight was gained from a number of online surveys and expert interviews
targeting LT developers, users and consumers. The surveys investigated language
coverage, evaluated the current situation of LT in Europe and encouraged partici-
pants to share their predictions and visions for the future. In this section, we look, in
particular, at the evaluation of the current situation to see how these opinions com-
pare to the empirical results presented in Section 2 and also in Chapter 39 (p. 245 ff.).

3.1 Developers of Language Technologies

European LT developers are a diverse group of stakeholders, comprising academic
and industrial entities in the field of LT. Beyond research, they develop pre-commer-
cial prototypes, algorithms, applications and systems. An initial grouping is, thus, LT
industry and LT research (also see Rehm et al. 2023, 2020). This section focuses on
their view about the situation as of 2022, while Section 3 in Chapter 38 presents their
forward-looking predictions going towards 2030.

In addition to the horizontal grouping into research and industry, a vertical cate-
gorisation can be performed with regard to the multi- and interdisciplinary nature of
LT. LT is in the intersection of Linguistics and Computational Linguistics, Computer
Science and Al, while at the same time encompassing methods and findings from
Cognitive Science and Psychology, Mathematics, Statistics, Philosophy and other
fields. As a result, the ELE stakeholder group of LT developers were identified not
only within the strict limits of LT per se, but also in the neighbouring disciplines of
AI and Digital Humanities/Social Science and Humanities (DH/SSH).
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Europe has a long-standing research, development and innovation tradition in
LT with over 800 centres performing excellent, highly visible and internationally
recognised research on all European and many non-European languages. In terms
of companies, the European LT industry was estimated to comprise 435 companies
(LT-Innovate 2016) or 473 LT vendors in the EU26 plus Iceland and Norway in 2017
(Vasiljevs etal. 2019). In January 2023, the ELG catalogue comprised more than 800
commercial entities including integrators and a certain number of user companies.

In order to disseminate the survey widely, we mobilised existing European net-
works, associations, initiatives and projects. Some of the well-established and long-
standing pan-European LT networks were represented in the ELE consortium and
they constituted the core ELE LT developers stakeholders groups (i. e., CLAIRE,
CLARIN, LT-Innovate, META-NET and ELG). The ELE partners that represented
these initiatives not only contributed their views to the project but also facilitated
access to and elicitation of the views of their constituency and members. In partic-
ular, they coordinated the distribution of the survey to their members, conducted
interviews and focused consultation meetings, where needed and appropriate, and
consolidated their feedback (Thonnissen 2022; Eskevich and Jong 2022; Rufener
and Wacker 2022; Hajic¢ et al. 2022; Hegele et al. 2022).

The survey encompassed 45 questions in total. A respondent was presented with
32 (minimum) to 45 (maximum) questions, including “if other” questions. In all, 35
questions were mandatory and 27 were closed questions (single or multiple choice).
The survey was structured into four main parts: Part A. Respondents’ profiling, Part
B. Language coverage, Part C. Evaluation of current situation, and Part D. Predic-
tions and visions for the future (see also Chapter 38, p. 229 ff., and Chapter 39,
p. 245 ft.). For assessing the current situation from the perspective of LT develop-
ers, we focus on the findings based on responses to Parts B and C of the survey.

The LT developers survey was filled in by 321 different respondents who repre-
sent 223 different organisations (Way et al. 2022). 73% of the organisations are re-
search or academic institutions and 22% are private companies. In 5% of responses
the “Other” value was indicated as the type of organisation and this has been fur-
ther specified as freelancer/private practitioner or currently unemployed, govern-
ment agency, not-for-profit organisation, etc. Of note here is the response to the
question “What languages does your organisation conduct research in and/or for
what languages do you offer services, software, resources, models etc.?”. Figure 6
shows the languages supported by survey respondents’ organisations. All official
EU languages are covered as well as other state official, regional and/or co-official
European languages. The five most frequently mentioned languages are, yet again,
English, German, Spanish, French and Italian.

In order to evaluate the current situation and to further grasp the main challenges
and obstacles the European LT community faces, the survey participants were asked
to indicate their level of agreement with a set of potential obstacles (Figure 7). As
part of a free text question, respondents were also given the opportunity to elabo-
rate on the obstacles and challenges indicated in the questions and/or add any other
obstacle/challenge not previously listed.
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Fig. 6 LT developers survey — languages supported by the respondents’ organisations in their re-
search and development activities

With respect to questions about the status quo of the languages, most of the par-
ticipants agreed or strongly agreed that the importance of multilinguality in the Eu-
ropean landscape does not always receive adequate recognition, and the smaller lan-
guages appear not to be attractive enough for industry and investors (74% agreed
or strongly agreed on this point). This was backed up by comments relating to how
industrial players can find a commercial interest in pre-competitive investments for
“larger” languages, while this will rarely be the case for “smaller” ones. It was sug-
gested that in that situation, the role of additional investors for the development of
LTs for “smaller” languages should be played by bodies either at national or EU
level. Moreover, it was noted that it is very often the case that small languages can
rely on public funding only, which however is considered insufficient. For this rea-
son, it was argued that public investments for small languages are necessary on a
larger scale to really make them available to the wider community. It was also ob-
served that the cost of developing LTs for a language is usually constant, regardless
of the number of speakers of that language. Furthermore, for languages with larger
numbers of speakers, it can often be easier to collect LRs: for instance, the larger
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Fig. 7 LT developers survey — challenges the European LT community currently faces, according
to LT developers

the number of speakers, the more online content is produced, which in turn can be
collected and provide the raw language data necessary for the development of LRTs.

It was reported that this situation was even worse for non-standard languages: lo-
cal dialects, non-standard written language on social media platforms, non-standard
language for speech recognition, and non-standard language as used by migrants or
citizens with a migration background. There is hardly ever funding available for cre-
ating LRs for non-standard varieties. There is equally little incentive for researchers
to publish their work on small languages, resulting in the dominance of the English
language in scientific literature.

3.2 Users of Language Technologies

Commercial users were those respondents representing companies in the sector
of Information and Communication Technologies (ICTs) and eCommerce (e.g.,
Megabyte Ltd, A Capela group, Telecats), energy (e. g., Shell, Menai Science Park
Ltd) and business services (e. g., Spencer Stuart, Inuits, Projectus grupa). They also
included respondents from the following groups: self-employed language profession-
als (e. g., translators); professionals working on different economic sectors (e. g.,
banking, health); independent professionals/consultants; professionals working in
public administration; media and publishing professionals.

Academic users included researchers, data scientists, university professors, lan-
guage teachers, lecturers, and Master’s and PhD students. Some non-governmental
organisations (NGOs) were also represented in the survey, such as Federal Lezghin
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National and Cultural Autonomy, and representatives of public administration, such
as National Youth Service (Ministry of Education, Children and Youth, Luxem-
bourg), Hungarian National Research, Development and Innovation Office and the
Government of the Balearic Islands. In addition, Wikipedia partners collected re-
sponses from representatives of the various Wikipedia projects, such as Wikimedia
Community User Group Malta, Wikimedia Hungary, Wikimedia UK, and Wikime-
dia Community Ireland, to name a few. The full list of stakeholders of the LT users
and consumers survey is presented in Way et al. (2022).

Six well-known European initiatives disseminated the survey within their net-
works and produced one report each, based on their respective constituencies. These
include the European Federation of National Institutions for Language (EFNIL,
Kirchmeier 2022), the European Language Equality Network (ELEN, Hicks 2022),
the European Civil Society Platform for Multilingualism (ECSPM, Gisladottir 2022),
the New European Media initiative (NEM, Hrasnica 2022), the Association of Euro-
pean Research Libraries (LIBER, Blake 2022) and Wikipedia (Heuschkel 2022).

The survey obtained a total of 246 responses. The results show that contributions
came from a diverse range of economic sectors and professional activities, but most
of the respondents worked in the education and research sector with 130 responses
(53%) out of 246, that is, most respondents were researchers, university professors,
assistant professors, lecturers or held other academic positions. The survey was also
filled out by representatives of NGOs, large enterprises, SMEs, government depart-
ments and independent contractors and consultants in diverse economic sectors. The
15 (6%) respondents who selected the option “other” represented non-governmental
bodies, non-profit organisations, public sector organisations, social organisations
and independent government departments.

Of relevance to assessing the current situation, we note here the responses to the
question “In general terms, how do you evaluate the performance of the tools you
use for the official European language(s) you work with”. Responses were captured
through a 4-point Likert scale (where 1 indicated very poor support, 2 poor support,
3 good support and 4 excellent support). The list of LTs evaluated can be seen in Way
et al. (2022). Figure 8 shows the average score for each of the European languages
evaluated. The results show striking differences in technological support between
European languages. Unsurprisingly, English is very well supported with a mean
score of 3.4, while the group formed by German, French and Spanish follows with a
mean score between 2.4 and 2.5. All other European languages were considered to
have either poor support (mean scores ranging from 1 to 1.3), very poor support or
no support at all with scores below 1.

3.3 European Citizens as Consumers of Language Technologies

In addition to the consultation with stakeholders that represent communities of users
and consumers, a survey targeting European citizens was carried out to make sure
that their voices also play a decisive role in the pursuit of full DLE in Europe. This
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Fig. 8 LT users survey — level of technological support: average scores for the European lan-
guage(s) that respondents work with

consultation with a larger and more diverse cohort of consumers allowed us to ob-
tain a more accurate picture of the current scenario in terms of LT support across
European languages and have a more representative basis for a technological and
scientific forecasting on how LTs can be deployed and applied in Europe by 2030.

The citizens’ survey was launched in January 2022 and closed on 01 May 2022. It
was made available in 35 languages and disseminated across 28 countries.® For each
country we created a standalone survey so that respondents only saw the version in
the language of the country in which they were based. For countries with more than
one official language, we created a standalone version of the survey in each language
spoken in the country, e. g., four surveys were set up in Spain (in Spanish, Catalan,
Galician and Basque). This approach allowed us to specifically target regions where
we were more likely to find communities of respondents that were speakers of that
language. More details on this survey and the community consultation methodology
are presented in Chapter 38 (p. 229 ft.).

In total, 21,108 complete responses were collected. However, as the collection
of survey responses through commercial online services is known to present some
known issues that can render results unreliable (Lawlor et al. 2021), closer inspection
revealed a number of flags indicating unreliable responses. These responses were
filtered from the dataset, and as such, a final 20,586 responses were analysed.

® While ELE investigated about 90 European languages, we only produced translated versions for
those languages for which native speaker post-editing was available. The 35 languages covered by
the survey represent the support offered through the ELE consortium members.



90 Maria Giagkou, Teresa Lynn, Jane Dunne, Stelios Piperidis, Georg Rehm

Respondents provided profiling questions and were asked to list all of the lan-
guages they speak. Of particular interest in our examination of the current situation
is the response to question 6 “Please rate all the types of software applications, apps,
tools or devices you use for your language(s)”.
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Fig. 9 EU citizens survey — responses to question 6: Please rate all the types of sofiware applica-
tions, apps, tools or devices you use for your language(s). Tools you do not use for your language(s)
do not need to be rated. Note that purple indicates the median and blue the mode.

The list of eight tools presented was: Search apps (e.g., Google, Bing); per-
sonal assistant apps (e. g., Siri, Alexa); proofreading apps (e. g., spelling and gram-
mar checkers, autocorrect); translation apps (e. g., Google Translate, DeepL); auto-
matic subtitling (e. g., news report, YouTube); language learning apps (e. g., Babbel,
Rosetta Stone); chatbots (e. g., for customer support) and screen readers. The aim of
this question was to understand the perception of the average EU citizen and LT user
of the quality of the tools that they use for each language they speak.

The ratings were based on a 5-point Likert scale, i. e., respondents had the op-
tion of rating 1-star (poor) through to 5-stars (excellent) for each of the eight tools
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presented, and for each language they had selected in the previous question. In the
interest of space, Figure 9 presents only the languages for which language reports
were produced (see Chapters 5-37) and only shows responses from the perspective
of each language, as opposed to each tool. Due to the large size of the dataset and
the varying proportion of responses for each language, the figures presented here are
based on the calculation of the median score (purple) and the mode (blue). Tools that
were not available or used by a respondent did not receive a score. In these instances,
the tool was assigned a rating of zero, as a penalty for lesser-used tools across all lan-
guages. This explains the low scores for languages such as Serbian, Luxembourgish
and Icelandic, which either have very few available or low-rated existing LTs.

To some degree, the results reflect the trend presented for the technological DLE
scores of the relevant languages (see Chapter 3) in terms of the quantification of the
technological factors of the DLE Metric. The difference between the median score
for English and the next well-resourced languages is not as stark, however. This
could be explained by the fact that the ratings of the tools are bound to an upper
limit of five and as a result, the scores are “flatter” and closer to each other. On the
other hand, we can see that the mode score reveals that tools for English, French,
Spanish and Italian received more frequent higher ratings. Nevertheless, the results
provide a clear insight into the average European user’s perception of the quality of
LT support for their languages.

4 Conclusions

We examined around 90 European languages with the goal of creating a snapshot of
their digital readiness in 2022. We made use of the inventory of LRTs in the European
Language Grid and assessed the technological readiness of each language based on
the availability of LRTs. From this, we carried out a cross-language comparison on
this empirical basis, as well as an analysis of feedback from developers and users of
LTs across Europe, including input from over 20,000 EU citizens.

The status as analysed in 2022 is very clear: there is an extreme imbalance across
languages when it comes to the individual levels of technological support. While the
META-NET White Paper Series reported a similar imbalance ten years ago, what is
surprising is the little comparative change seen across the board since then. The
same trend of acute digital inequality continues, and worse still, the gap between
English and the rest of the EU languages is getting wider. Even though some of the
widely spoken languages in Europe and beyond (Spanish, German and French) have
demonstrated considerable progress and are among the top performers, their distance
from English is intolerable. Moreover, a striking asymmetry is evidenced between
official and non-official EU or EEA languages.

Our results reiterate that digital language inequality poses a direct threat to Eu-
rope’s linguistic and cultural diversity. Europe has become or is about to become a
continent where digital diglossia is the de facto context for many EU citizens, with
the exception of English native speakers. When going about their online lives, EU
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citizens too often find it more efficient or even absolutely necessary to rely on other,
more widely supported languages (predominantly English) for certain services and
information because this gives them greater access to high-quality and reliable con-
tent to a broader audience, and allows them to use more advanced technologies. This
is true particularly for the younger generations, thus increasing the generational lan-
guage gap and bringing lesser-resourced languages ever closer to digital extinction.
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Kepa Sarasola, Itziar Aldabe, Arantza Diaz de Ilarraza, Ainara Estarrona, Aritz
Farwell, Inma Hernaez, and Eva Navas

Abstract Since 1968 Basque has been immersed in a process of revitalisation that
has faced formidable obstacles. Nonetheless, significant progress has been made in
numerous areas. The Language Technology community widely accepts the standard-
ised language and constructs efficacious LT tools. After thirty years of collaborative
work, research has resulted in state-of-the-art technology and robust, broad-coverage
NLP for Basque. However, a dramatic difference remains between Basque and other
European languages in terms of both the maturity of research and the state of readi-
ness with respect to language technology solutions.

1 The Basque Language

Basque is spoken by 28.4% (751,500) of Basques in a territory that spans part of
northern Spain and southern France. Of these, 93.2% reside on the Spanish side and
the remaining 6.8% in the French region. The Basque Autonomous Community in
Spain has established Basque as a co-official language. The Chartered Community
of Navarre grants co-official status to Basque only in northern Navarre. Basque has
no official status in the French Basque Country. The same is true for the European
Union, which limited the status of official European languages to state languages.
As a non-Indo-European language isolate, Basque grammar differs considerably
from surrounding languages, though it has borrowed up to 40% of vocabulary from
Romance languages and uses the Latin script. The five main spoken dialects are no-
ticeably distinct from one another and it was not until 1968 that the Royal Academy
of the Basque Language unified Basque. Since then, it has been immersed in a pro-
cess of revitalisation that has faced formidable obstacles. Nevertheless, significant
progress in numerous areas has fostered the necessary sociolinguistic conditions for
the successful development and dissemination of LT. This positive course of events,
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bolstered by years of collaborative work, has resulted in state-of-the-art technology
and robust, broad-coverage NLP for Basque (Hernaez et al. 2012). Still, a dramatic
difference remains between Basque and other European languages in terms of re-
search maturity and readiness with respect to solutions (Sarasola et al. 2022).

Data collected by the Basque Institute of Statistics (EUSTAT), shows that 85%
of people aged 15+ in the Basque Autonomous Community (1,603,000 individuals)
used the internet between June and September 2021. According to the PuntuEUS
Observatory, which measures the presence of Basque on the internet, there are cur-
rently 12,470 websites with the Basque language code (.eus) as the top-level domain.
In 2020, the percentage of websites with content in Basque was 84.4%.

2 Technologies and Resources for Basque

The LT support of Basque is reflected in the European Language Grid (ELG). Half
of the resources are corpora, while the rest includes resources, grammars and models.
Basque language models in ELG may be divided into monolingual and multilingual.
Among the former is BERTeus, a Basque language model pre-trained on crawled
newspaper articles and the Basque Wikipedia. The latter include IXAmBERT, a mul-
tilingual pre-trained language model for English, Spanish and Basque.

Most Basque monolingual corpora are annotated at some linguistic level. The
largest, the ETC corpus and the Lexical Observatory Corpus, contain 48-355 mil-
lion words. The EPEC corpus contains 300,000 words of standard written text, man-
ually tagged at different grammatical levels. Bi- or multilingual corpora, the major-
ity of Basque corpora in ELG, are composed of comparable or parallel data. HAC,
a cross-lingual corpus for Basque, Spanish, French and English and the Basque-
Spanish EiTB corpus of aligned comparable sentences contain 629,916 and 564,625
translation units, respectively. In comparison to text corpora, resources that include
other modalities are relatively few. However, several databases for ASR, TTS and
speech-to-speech translation (S2ST) have been built over the last decade. Large pub-
lic datasets for high quality speech synthesis for Basque are not available for com-
mercial use, but smaller datasets developed at the UPV/EHU are on hand for research.
S2ST, a new research area that requires bilingual data, has made inroads with respect
to Basque: there is a bilingual Basque-Spanish dataset containing over eight years
of Basque parliamentary sessions.

Lexical resources outweigh conceptual ones, followed by dictionaries, thesauri,
terminological resources, ontologies and wordnets. The Egungo Euskararen Hizte-
gia (Contemporary Basque Dictionary) and the Orotariko Euskal Hiztegia (General
Basque Dictionary) count among the most important dictionaries. Additionally, there
are euLex and the Euskararen Datubase Lexikala and three variants of WordNet
(EusWordNet, Multilingual Central Repository 3.0, SLI Galnet).

Basque tools and services in ELG span a range of applications, but none are listed
for information extraction and retrieval, language generation and summarisation or
human-computer interaction. Instead, most may be classified as spellcheckers or fall
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under text analysis, speech processing, and translation technologies. There are three
spellcheckers of note, while pipelines for sentence segmentation, tokenisation, PoS
tagging, lemmatisation and dependency parsing may be constructed with UDPipe,
ixaKat or IXA-pipes. Other types of linguistic processing are also available, ranging
from word sense disambiguation and lexical similarity to RST parsers.

There are two major TTS engines that read texts with high quality synthetic voices
in Basque or Spanish. Just one Basque company offers a speech recognition service.
Google’s Cloud Speech-to-Text is available for Basque, but only in default and com-
mand and search models. There are no additional enhanced models as there are for
English, French or Spanish, no option for using Google’s Cloud TTS, and Amazon
does not include Basque in their TTS or ASR services. Besides Google Translate,
there are four locally developed neural systems that provide high quality translation
between specific language pairs.

Although most basic LT tools are available, a significant gap remains between
Basque and other languages in terms of data. This difference is also observed in
speech resources and domain-specific data. If we wish to fine-tune models for better
performance, domain-specific corpora are required. These examples underline the
endemic digital inequality that exists in LT, although one bright spot for languages
with few resources, such as Basque, is that pre-trained mono- and multilingual mod-
els have proven quite useful in NLP tasks, even when based on far smaller corpora.
As a final note, it is worth mentioning most Basque resources have been produced
by research groups at the University of the Basque Country and other public entities.
Regrettably, resources produced by companies involved in publicly funded projects
are not always open-sourced and greater pressure must be applied to ensure they are.

3 Recommendations and Next Steps

While Basque’s digital condition may not be endangered, it does remain vulnera-
ble. More work must be done to deepen its integration into social network applica-
tions, expand its use in business and employment services, and extend its reach into
entertainment products. Moreover, there are significant gaps in the availability of
language data and tools that must be addressed so that research may be improved
and better commercial applications developed. The more obvious lacunae include a
lack of sufficient multimodal corpora, public datasets, and advanced language mod-
els. While it is true that pre-trained mono- and multilingual models are employed to
great effect in a variety of NLP tasks, a dearth of domain-specific data in Basque con-
tinues to hinder the ability to fine-tune models. This is an area that not only requires
attention with respect to Basque, but also underscores the chasm in LT between the
most utilised languages, such as English, and those with far fewer digital resources.
It is as understandable as it is troublesome that a high percentage of Basque speakers
meet with obstacles in their online lives, too often finding it easier or necessary to
rely on other, more widely available languages for determined services and informa-
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tion. This prima facie case of linguistic inequality, not limited to Basque, does not
bode well for the future of Europe’s cultural heritage.

Fortunately, a remedy may yet be found if action is taken now. Basque’s digital
health would benefit from bolder and nimbler LT strategies at the European, national
and regional levels. In this context, the Spanish Government has approved the New
Language Economy PERTE with the purpose of reinforcing the value of official lan-
guages in the digital transformation process. Out of a €1.1 billion budget, at least
€30 million will be earmarked for supporting projects in co-official languages. Sim-
ilarly, the Basque Government has launched GAITU, an action plan that aims to
integrate Basque into LT between 2021-2024. Finally, the opportunity to take a role
in the CLARIN infrastructure would also result in the creation and maintenance of
resources. These types of actions should guarantee that data and resources will be
made publicly accessible whenever possible because the amount of available data
will determine the quality of prospective applications. Licences that provide fewer
restrictions on content creation should be more widespread so that greater amounts of
linguistic data may be collected. Infrastructures and trained personnel are required to
manage the influx of data and curate it for research and development. At one level,
taking these steps will help ensure that LT continues to adapt to Basque’s digital
needs and keep pace with advances at the global level. At another, such a strategy
would impart greater visibility to LT and reinforce its vital role in enabling Basque
to thrive in today’s rapidly evolving socio-digital space.
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Abstract It is objective to state that there are no language technologies for the
Bosnian language or initiatives for the digitalisation of the Bosnian language. There-
fore, it is necessary to take initial steps towards technological support for the Bosnian
language, in order to prevent its digital extinction. In Bosnia and Herzegovina, no
programmes aimed at the research and development of language technology prod-
ucts have been initiated. The Bosnian language is present in the digital sphere more
or less as much as it is included in foreign, multilingual tools and resources, which
are mostly related to Machine Translation (Google Translate and others).

1 The Bosnian Language

The Bosnian language belongs to the West-South Slavic subgroup of the Slavic
branch of the great Indo-European linguistic family. Bosnian has about 2.5 million
native speakers in Europe. It is the official language in Bosnia and Herzegovina,
along with Croatian and Serbian, where it is spoken by 1.87 million people, or 53%
of the population. Bosnian is the native language of Bosniaks in Bosnia and Herze-
govina, but also of members of other ethnic groups. Outside of Bosnia and Herze-
govina, Bosnian is one of the official languages in Montenegro. Bosnian is also an
officially recognised minority language in Croatia, Serbia, North Macedonia and
Kosovo. In Western Europe and North America, Bosnian is used by about 150,000
people, and by 100,000 to 200,000 people in Turkey.

There is no single language law in Bosnia and Herzegovina that regulates the
issue of official language use. However, Bosnian (along with Croatian and Serbian)
is listed as one of the official languages in laws and regulations on primary education,
secondary education and higher education.

Two writing systems are used in the Bosnian language: Latin and Cyrillic. Both
Latin and Cyrillic have 30 letters each; Latin has 27 monographs and three digraphs
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(dz, 1j, nj), and Cyrillic has 30 monographs. In the past, the Bosnian language was
also recorded with Glagolitic, Bosnian Cyrillic (Bosan¢ica) and Arebica.

According to the morphological classification, the Bosnian language belongs to
the group of synthetic languages of the inflectional type: it has a larger number of
inflections, i. e., different grammatical forms of words; it is characterised by the fre-
quent merging of different morphemes, by a multitude of changes within individual
forms and at the boundaries of morphemes, etc.

The Bosnian language belongs to the group of languages marked by the syntac-
tic structure of SVO: Subject—Verb—Object, e. g., Mahir slusa rok [Mahir listens to
rock.]. There are three types of word order in the Bosnian language: basic word or-
der (grammatical-semantic), actualised word order (contextually conditioned) and
obligatory word order (prosodically conditioned) (Jahi¢ et al. 2000, p. 465-473).

In January 2021, 3.27 million people lived in Bosnia and Herzegovina (49.2%
of them in urban areas): the total number of mobile connections was 3.73 million,
which is 113.9% of the total population; there were 2.32 million internet users (71%
of the population) and 1.8 million active social media users (55% of the population).!

There are more than 25,000 .ba domains registered.> The languages of websites
under the .ba domain are mostly Bosnian, Croatian and Serbian, while some web-
sites, due to their character and purpose, are bilingual: Bosnian — English, Croatian
— English, Serbian — English and the like.

2 Technologies and Resources for Bosnian

Very few resources (i.e., corpora, language models or lexica) are available for
Bosnian to date. In fact, Bosnian lacks a reference monolingual corpus that would be
a valuable asset for both linguistic research and LT development. With regard to bi-
or multilingual corpora, although they are rare, Bosnian is included as part of some
corpora. Examples are the SETimes corpus, a parallel corpus in ten languages with
its Bosnian part consisting of 2.2 million words, and the Oslo Corpus of Bosnian
Texts, a 1.5 million words corpus consisting of different genres of texts published
in the 1990s. The Bosnian part of the CC-100 corpus comprises 14 million tokens
(Conneau et al. 2020).

In arelatively recent project aiming at compiling Web corpora of Bosnian (bsWaC)
(Ljubesi¢ and Klubicka 2014), 8,388 seed URLs for Bosnian were obtained via the
Google Search API queried with bigrams of mid-frequency terms obtained from
corpora built with focused crawls of newspaper sites. Each TLD was crawled for 21
days with 16 cores used for document processing. The web corpus of the Bosnian
language comprises 722 million tokens (Ljubesi¢ and Klubic¢ka 2016).

! https://datareportal.com
2 https://www.domaintools.com
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With respect to available language technologies, Bosnian is supported in a number
of machine translation systems, mainly commercial ones, like Apptek, Tradukka and
iTranslate. Google Translate also supports Bosnian.

CroNER is a tool for recognising and classifying named entities in natural lan-
guage texts in Croatian. CroNER recognises nine different classes of named entities.
Although developed for Croatian, CroNER can successfully be applied to texts in
closely related languages such as the Bosnian language.

A relatively recent (2017) mobile application for The orthography of the Bosnian
language (Halilovi¢ 1996) can be used to learn the spelling of the Bosnian language
and certain grammar rules. The mobile application allows you to search words or
book chapters that contain this “orthography”. This medium also allows for more
flexibility than a book: You can consult “orthography” almost always, on the tram, in
a cafe, during a walk. The aim was to bring the book closer to the younger generation
and to promote the use of technology in education.

The Language Institute of the University of Sarajevo has developed a digital plat-
form for the Bosnian language, e-bosanski.? Its goal is to offer language material
about Bosnian in an online format. The material currently available is the Bosnian
Dictionary of Accent Variations — Sound (Online) and Converter of Alphabets.

The Dictionary of Accent Doublets is a dictionary entry in the Bosnian Accent
Manual (with a sound accent book) by a group of authors: Jasmin Hodzi¢, Aida KrSo
and Haris Catovi¢.* The corpus of audio recordings is designed to acquire compe-
tencies in accentuation, especially for practising general mutual accent differences
in individual accents, regardless of the realised examples in everyday speech or in
the Bosnian accent norm. It contains over 1,000 accent doublets selected from over
7,000 examples that make up the already excerpted material for a future study on
the sources of Bosnian accentuation. Practically, this means that sound recordings
for different accent variations of the same words are hosted on this platform. The
Sounded Dictionary of Names is a separate part of the dictionary appendix of the fu-
ture study of the Prosodem variant of personal names by the author Jasmin Hodzi¢.
111 names with accent variations are currently provided, i. e., recordings of differ-
ent accent variations of the same names. The platform also encompasses the Accent
Reader’ and Accent Exercises.® The Accent Reader provides material from a hun-
dred accented and sounded literary texts. The texts are related to everyday Bosnian
life and tradition. Videos with the pronunciation of all vowels under different accents
in the Bosnian language are available, including short-descending, short-ascending,
and long-descending and long-ascending accents.

The platform additionally provides a Converter of Alphabets, i.e., a converter
from the Latin alphabet to Glagolitic, Bosnian Cyrillic (Bosancica) and Arebica.

The Language Institute of the University of Sarajevo plans to create a large his-
torical online dictionary of the Bosnian language that will include language material

3 https://www.e-bosanski.ba

4 https://www.e-bosanski.ba/rad/

3 https://www.youtube.com/playlist?list=PL230XGW7TwJoq3ZNvg7IF7VpcsiecCLW-n
6 https://www.youtube.com/playlist?list=PL230XGW7TwJo2MgihumhTIX52 QxFBQrT
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from the Middle Ages (inscriptions and charters), aljamiado texts, texts from oral lit-
erature and so-called Krajina letters. The online dictionary will provide word search
functionalities, retrieving the context of the word (sentence, verse, document) from
the original work.

3 Recommendations and Next Steps

As is evident from the analysis above, there are no large monolingual corpora that are
representative of the modern use of the Bosnian language, or for the development of
large language models (Cusié¢ 2022). Therefore, it is necessary to start from scratch.
Current data is not sufficient in either the general or specific domains. At the national
level, the Council of Ministers of Bosnia and Herzegovina is a public body that could
pass the necessary acts to support the development of LT for the Bosnian language,
but it is unlikely that this will happen, because language is a sensitive issue in Bosnia.
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