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Foreword

Europe is a mosaic of languages, cultures and peoples. The promotion and encour-
agement of this diversity is the reflection of our will to keep having diverse societies
that live together in the use of different languages.

These languages are more than a communication tool. They are factors of iden-
tity, vectors of culture, and ways of understanding and explaining the world. Each
language, regardless of its status and number of speakers, is a treasure that has been
created and polished over generations. And while the means and ambition must be
put in place to promote and preserve all languages, those that are in a situation of
greater weakness must be the object of special attention.

The preservation of multilingualism as an expression of Europe’s intrinsic diver-
sity is therefore a political commitment that today faces significant challenges. We
have built a world with very powerful uniformizing tendencies, inertias that make
it increasingly difficult to protect the treasure of cultural and linguistic diversity. So
much so that one language disappears every two weeks, and up to 90% of existing
languages could be gone by the turn of the century.

In this sense, digital tools, although possessing many virtues, can also generate
a clear concern when it comes to their impacts on linguistic diversity and equality.
It has never been so fast and so easy to communicate and inform, and never have
the temptation and incentives to end up doing it in just a handful of languages – the
most powerful and influential – been so great. If the audience is the world, and if
what counts is getting more followers, then the temptation to stop using our own
languages is enormous. In this sense, preserving linguistic equality in the digital age
must be an objective assumed by all EU institutions. And part of the solution can
come precisely from the tools that the digital world can offer to us.

The European Parliament has long expressed its concern about the future of mul-
tilingualism in the digital age. In a landmark document, our Parliament adopted a
2018 resolution on achieving language equality in the digital age, whose rapporteur
was my Welsh colleague and former MEP Jill Evans.

Building up on that report, the Panel for the Future of Science and Technology
(STOA), of which I am a proud member, held a seminar in late 2022 titled “To-
wards full digital language equality in a multilingual European Union”. This event
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vi Foreword

presented the conclusions of the European Language Equality (ELE) project, which
analysed over 80 languages to develop a roadmap towards achieving full digital lan-
guage equality in Europe by 2030.

It is tempting to think thatmultilingualism begins and endswith the languages that
have a guaranteed official status; in the case of the EU, the 24 languages that appear
in the treaties as the official languages of the Union. But in the EU alone there are at
least 60 other languages that also deserve to be preserved and encouraged, despite the
fact that they do not have official status. That is why we must welcome initiatives
like the ELE project, and work together towards a Union in which all languages,
especially minority ones, enjoy the same rights.

As a native Catalan speaker, who is very much aware of the pressure that techno-
logical and digital trends exert especially on lesser-used languages, and committed
to the protection and promotion of these languages, I am very honoured to introduce
this book, European Language Equality: A Strategic Agenda for Digital Language
Equality, and I would like to thank and congratulate all who contributed in the ELE
project and in the writing of these pages. Projects and publications like these draw
the right path towards a more inclusive and diverse Union.

Brussels, January 2023 Jordi Solé



Preface

The origins of this book date back to 2010. Back then, under the umbrella of the EU
Network of ExcellenceMETA-NET, we started preparing theWhite Paper SeriesEu-
rope’s Languages in the Digital Age (published in 2012)1 and the Strategic Research
Agenda for Multilingual Europe 2020 (SRA, published in 2013), the first document
of its kind for the European Language Technology (LT) field in a community-driven
process.2 The META-NET White Paper Series revealed, among others, that, back
then, 21 European languages were threatened by what we called digital language
extinction. As a direct response to this danger, the META-NET SRA provided sug-
gestions as to how to bring about a change and how to increase the collaboration with
the entire European LT community on a number of priority research themes towards
the common goal of what is now known as digital language equality in Europe.

Especially the notion of digital language extinction but also our strategic recom-
mendations generated a certain amount of attention. Back in 2013 and 2014, col-
leagues from META-NET were involved in dozens of television, radio and print
interviews and there have also been several follow-up publications and EU projects
as well as official questions raised in the European Parliament (EP). These eventu-
ally led to a number of workshops held in the EP and to a study commissioned by the
EP’s Science and Technology Options Assessment (STOA) unit. The STOA study3
(2018) eventually paved theway for the report Language Equality in the Digital Age4
jointly prepared by the EP’s Committees onCulture and Education (CULT) and on In-
dustry, Research and Energy (ITRE). These recommendations, informally known as
the Jill Evans report, were adopted by the EP in a landslide vote in September 2018.
Among other recommendations, this report suggested to the European Commission
to “establish a large-scale, long-term coordinated funding programme for research,
development and innovation in the field of language technologies, at European, na-
tional and regional levels, tailored specifically to Europe’s needs and demands”. The

1 http://www.meta-net.eu/whitepapers
2 http://www.meta-net.eu/sra
3 https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2017)598621
4 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_EN.html
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European Language Equality (ELE) proposal5 and eventual project, described in the
present volume, represented our direct response to this recommendation.

It was a pleasure to lead the ELE project and to collaborate with such a strong
and dedicated team consisting of 52 partner organisations covering all European
countries, academia and industry as well as all major pan-European initiatives. Like
many other projects around the globe, ELE was also affected by the SARS-CoV-2
pandemic but, fortunately, our initial plans and project proposal had already been
prepared during the pandemic, which meant that we were able to tailor the project to
the new normal. Nevertheless, everybody involved was happy to eventually be able
to attend our joint META-FORUM event, which took place in June 2022 with about
100 participants in the conference centre in Brussels and hundredsmore participating
remotely. After what felt like an endless succession of virtual meetings, for many of
us, this was the first opportunity to meet face-to-face.

This book describes the results produced during the project’s runtime; additional
details are available in more than 60 project reports.6 We would like to express our
gratitude towards the consortium for its hard and dedicated work towards our goal
of developing the Strategic Research, Innovation and Implementation Agenda and
Roadmap for Achieving Full Digital Language Equality in Europe by 2030.7 We
would also like to thank all ELE colleagues wholeheartedly for the chapters they
contributed, without which this book would not have been possible. Additionally,
we would like to thank all initiatives ELE collaborated with, especially the Euro-
pean Language Grid8 project, the results of which have also been documented in a
book in the same series. Finally, we would like to thank Jordi Solé for supporting
and chairing the workshop Towards full digital language equality in a multilingual
European Union, held on 8 Nov. 2022 in the EP, and for contributing the foreword.

This volume covers the results achieved during the project’s first iteration (Jan-
uary 2021 until June 2022). Immediately after the end of the first project, the initia-
tive continued with the project ELE 2, which will end in June 2023. We sincerely
hope that the whole ELE initiative will serve its purpose, which is to help bring about
digital language equality in Europe by 2030. This book provides an analysis of the
current state of play (Part I) and our recommendations for the future situation in
2030 (Part II). Proper support for the implementation of these plans would mean a
quantum leap for Europe’s multilingual landscape with concomitant benefits for all
its citizens, regardless of the language they prefer to communicate in.

Berlin and Dublin, April 2023 Georg Rehm
Andy Way

Acknowledgements The European Language Equality project has received funding from the Eu-
ropean Union under the grant agreement no. LC-01641480 – 101018166 (ELE).

5 https://www.european-language-equality.eu
6 https://www.european-language-equality.eu/deliverables/
7 https://www.european-language-equality.eu/agenda/
8 https://www.european-language-grid.eu
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Chapter 1
European Language Equality: Introduction

Georg Rehm and Andy Way

Abstract This chapter provides an introduction to the EU-funded project European
Language Equality (ELE). It motivates the project by taking a general look at multi-
lingualism, especially with regard to the political equality of all languages in Europe.
Since 2010, several projects and initiatives have developed the notion of utilising
sophisticated language technologies to unlock and enable multilingualism techno-
logically. However, despite a landmark resolution that was adopted by the European
Parliament in 2018, no significant progress has been made. Together with the whole
European LT community, and making use of a concerted community consultation
process, the ELE project produced strategic recommendations that specify how to
bring about full digital language equality in Europe and reach the scientific goal of
Deep Natural Language Understanding by 2030, not only addressing but eventually
solving the problem of digital inequality of Europe’s languages.

1 Overview and Context

In Europe’s multilingual setup, all 24 official EU languages are granted equal sta-
tus by the EU Charter and the Treaty on EU. Furthermore, the EU is home to over
60 regional and minority languages which have been protected and promoted under
the European Charter for Regional or Minority Languages (ECRML) treaty since
1992, in addition to various sign languages and the languages of immigrants as well
as trade partners. Additionally, the Charter of Fundamental Rights of the EU under
Article 21 states that, “[a]ny discrimination based on any ground such as sex, race,
colour, ethnic or social origin, genetic features, language, religion or belief, political
or any other opinion, membership of a national minority, property, birth, disability,
age or sexual orientation shall be prohibited.”
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Unfortunately, language barriers still hamper cross-lingual communication and
the free flow of knowledge and thought across language communities and continue to
be unbreachable in many situations. While multilingualism is one of the key cultural
cornerstones of Europe and signifies part of what it means to be and to feel European,
no EU policy has been proposed to address the problem of language barriers.

Artificial Intelligence (AI), Natural Language Processing (NLP), Natural Lan-
guage Understanding (NLU), Language Technologies (LTs), and Speech Technolo-
gies (STs) have the potential to enable multilingualism technologically but, as the
META-NET White Paper Series Europe’s Languages in the Digital Age (Rehm and
Uszkoreit 2012) found in 2012, our languages suffer from an extreme imbalance in
terms of technological support. English is very well supported through technologies,
tools, datasets and corpora, for example, but languages such as Maltese, Estonian or
Icelandic have hardly any support at all. In fact, the 2012 study assessed at least 21
European languages to be in danger of digital extinction. If, as mentioned above, all
European languages are supposed to be on an equal footing in general, technologi-
cally, they clearly are not (Kornai 2013).

After the findings of the META-NET study and a set of follow-up projects, stud-
ies and recommendations (e. g., Rehm and Uszkoreit 2013; STOA 2018), the joint
CULT/ITRE report Language Equality in the Digital Age (European Parliament
2018) was eventually passed with an overwhelming majority by the European Parlia-
ment on 11 September 2018. It concerns the improvement of the institutional frame-
work for LT policies at the EU level, EU research and education policies to improve
the future of LTs in Europe, and the extension of the benefits of LTs for both private
companies and public bodies. The resolution also recognises that there is an imbal-
ance in terms of technology support of Europe’s languages, that there has been a
substantial amount of progress in research and technology development and that a
large-scale, long-term funding programme should be established to ensure full tech-
nology support for all of Europe’s languages. The goal is to enable multilingualism
technologically since “the EU and its institutions have a duty to enhance, promote
and uphold linguistic diversity in Europe” (European Parliament 2018).

While the resolution was a important milestone for the idea of enabling Europe’s
multilingualism technologically and bringing every language in Europe to the same
level of technology support, there has been no concrete follow-up action along the
lines laid out in the resolution, i. e., to set up “a large-scale, long-term coordinated
funding programme for research, development and innovation in the field of lan-
guage technologies, at European, national and regional levels, tailored specifically
to Europe’s needs and demands”. In the meantime, however, many highly influential
breakthroughs in the area of language-centric AI have been achieved, mostly by large
enterprises in the US and Asia, especially approaches and technologies concerning
large language models (LLMs such as BERT or ChatGPT).1

Due to a lack of action over the last five to seven years, Europe has mostly been
playing “second fiddle” in the area of language-centric AI and Language Technolo-

1 ChatGPT was released in Nov. 2022, https://chat-gpt.org. Most chapters of this book were written
by mid-2022, which is why they do not reflect the widespread impact and subsequent recognition
of this novel application.

https://chat-gpt.org
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gies. Driven by the “European Strategy for data”, the EU is currently concentrating
on setting up a number of sectorial data spaces to enable and support the data econ-
omy and to boost its digital sovereignty.2 These, fortunately, also include a dedicated
language data space with a focus on stakeholders from industry. But, simply put, lan-
guage is much more than data. In addition to the complex and long-term activity of
constructing the aforementioned data spaces, the EU also invests in AI-related ac-
tions that include language, albeit with limited budgets. However, much more needs
to be done to properly address the challenge of Europe’s multilingualism with mean-
ingful and long-lasting solutions.

With a consortium of 52 partners, the EU project European Language Equality
(ELE; Jan. 2021 – June 2022) and its follow-up project ELE 2 (July 2022 – June
2023) developed, through a large-scale, community-driven process, a Strategic Re-
search, Innovation and Implementation Agenda for Digital Language Equality in
Europe by 2030 to address this major issue by means of a coordinated, pan-European
research, development and innovation programme.3 This book is the definitive docu-
mentation of the EU project ELE. It describes the current situation of technology sup-
port for Europe’s languages and our overall recommendations of what more needs
to be done to achieve Digital Language Equality (DLE) in Europe by 2030.

2 The European Language Equality Project

The original proposal for the EU project “European Language Equality” was pre-
pared by a consortium of 52 partners4 (see Figure 1) and submitted on 29 July 2020,
responding to the European Commission call topic PPA-LANGEQ-2020 (“Devel-
oping a strategic research, innovation and implementation agenda and a roadmap
for achieving full digital language equality in Europe by 2030”).5 The ELE project
started in January 2021 and finished in June 2022. Immediately after the end of the
first ELE project, the one-year ELE 2 project began with a reduced consortium of
seven partners, continuing some of the work strands of the first project.

Developing a strategic agenda and roadmap for achieving full DLE in Europe
by 2030 involves many stakeholders, which is why the process of preparing the dif-
ferent parts of the strategic agenda and roadmap – the key objective and result of
the project – was carried out together with all 52 partners of the consortium and the
wider European LT community. We concentrated on two distinct but related aspects:
1. describing the current state of play (as of 2021/2022) of LT support for the lan-
guages under investigation; and 2. strategic and technological forecasting, i. e., esti-
mating and envisioning the future situation ca. 2030. Furthermore, we distinguished
between two main stakeholder groups: 1. LT developers (industry and research) and
2 https://digital-strategy.ec.europa.eu/en/policies/strategy-data
3 https://european-language-equality.eu
4 https://european-language-equality.eu/consortium/
5 https://ec.europa.eu/research/participants/data/ref/other_eu_prog/other/pppa/wp-call/call-fich
e_pppa-langeq-2020_en.pdf

https://digital-strategy.ec.europa.eu/en/policies/strategy-data
https://european-language-equality.eu
https://european-language-equality.eu/consortium/
https://ec.europa.eu/research/participants/data/ref/other_eu_prog/other/pppa/wp-call/call-fiche_pppa-langeq-2020_en.pdf
https://ec.europa.eu/research/participants/data/ref/other_eu_prog/other/pppa/wp-call/call-fiche_pppa-langeq-2020_en.pdf
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Fig. 1 Members of the ELE consortium at META-FORUM 2022 in Brussels (9 June 2022)

2. LT users and consumers. Both groups were represented in ELE with several net-
works, initiatives and associations who produced one report each, highlighting their
own individual needs, wishes and demands towards DLE. The project’s industry
partners produced four in-depth reports compiling the needs, wishes and visions of
the European LT industry. We also organised a larger number of surveys (inspired by
Rehm and Hegele 2018) and consultations with stakeholders not directly represented
in the consortium.

With the development of the strategic agenda, the project followed two comple-
mentary goals. 1. The socio-political goal was the preparation of a strategic agenda
explaining how Europe can bring about full digital language equality by 2030. This
objective and the need for a corresponding large-scale, long-term programme have
been recognised already by the EU (European Parliament 2018). 2. Additionally,
the strategic agenda and the eventual large-scale, long-term funding programme are
also meant to pursue a scientific goal, i. e., reaching Deep Natural Language Un-
derstanding by 2030. As briefly mentioned, Europe is currently lagging behind the
breakthroughs achieved on other continents, which is why the dedicated large-scale,
long-term funding programme we envision can and must achieve both objectives:
develop resources and technologies to fully unlock and benefit from multilingual-
ism technologically and also put Europe back into the pole position in the area of
LT, NLP and language-centric AI research.

Operationally, the project was structured into five work packages (see Figure 2).
In WP1, “European Language Equality: Status Quo in 2020/2021”, a definition of
the concept of DLE was prepared and the current state-of-the-art in the research area
of LT and language-centric AI was documented in a report. The heart of WP1 was
the preparation of more than 30 language reports, each documenting one European
language and the level of technology support it had as of 2022.WhileWP1 examined
the status quo, WP2, “European Language Equality: The Future Situation in 2030”
looked into the future. Operationalised through a complex community consultation
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process, we collected and analysed the demands, needs, ideas and wishes of Euro-
pean LT developers (industry and research), European LT users and consumers as
well as European citizens. Four technical deep dives took a detailed look at the four
main areas of LT (Machine Translation, Speech, Text Analytics and Data). The re-
sults of WP1 and WP2 were fed to WP3, “Development of the Strategic Agenda
and Roadmap”, in which the overall strategic agenda was developed based on the
collected findings of WP1 and WP2, including an additional feedback loop with the
wider community. WP4, “Communication – Dissemination – Exploitation – Sustain-
ability” organised a number of events, including META-FORUM 20226 in Brussels
(see Figure 1) and a workshop in the European Parliament.7 WP4 also set up and
managed our social media channels and a newsletter under the umbrella brand “Eu-
ropean Language Technology”.8 WP5 took care of managing the large consortium
of 52 partners. Figure 3 shows the overall timeline of the project.

Our methodology was, thus, based on a number of stakeholder-specific surveys as
well as collaborative document preparation that also involved technology forecast-
ing. Both approaches were complemented through the collection of additional input
and feedback through various online channels. The two main stakeholder groups
(LT developers and LT users/consumers) differ in one substantial way: while the
group of commercial or academic LT developers is, in a certain way, closed and
well represented through relevant organisations, networks and initiatives in the ELE
consortium, the group of LT users is an open set of stakeholders that is only partially
represented in our consortium. Both stakeholder groups have been addressed with
targeted and stakeholder-specific surveys.

The ELE project resulted in around 70 deliverables, of which the public ones
are available online.9 In addition, a number of reports were prepared pro bono by
collaborators who supported the goals of the project, including language reports on
Bosnian, Serbian, West Frisian, the Nordic minority languages and Europe’s sign
languages. All reports are available on the ELE website.

3 Beyond the ELE Project

While forecasting the future of the field of LT and language-centric AI is surely
an enormous challenge, we can confidently predict that even greater advances will
be achieved in all LT research areas and domains in the near future (Rehm et al.
2022). However, despite claims of human parity in many LT tasks, Deep Natural
Language Understanding, the main scientific goal of the ELE Programme, is still
an open research problem far from being solved since all current approaches have

6 https://www.european-language-grid.eu/events/meta-forum-2022
7 https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i
/20220711WKS04301
8 The social media channels and the newsletter were organised in close collaboration with ELE’s
sister project European Language Grid (ELG, Rehm 2023).
9 https://www.european-language-equality.eu/deliverables

https://www.european-language-grid.eu/events/meta-forum-2022
https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i/20220711WKS04301
https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i/20220711WKS04301
https://www.european-language-equality.eu/deliverables
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WP3  Development of the Strategic Agenda and Roadmap
Task 3.1: Desk research – landscaping 
Task 3.2: Consolidation and aggregation of all input received 
Task 3.3: Final round of feedback collection

WP1  European Language Equality: Status Quo in 2020/2021
Task 1.1: Defining Digital Language Equality
Task 1.2: Language Technologies and Language-centric AI – State of the Art
Task 1.3: Language Technology Support of Europe’s Languages in 2020/2021

WP2  European Language Equality: The Future Situation in 2030
Task 2.1: The perspective of European LT developers (industry and research)
Task 2.2: The perspective of European LT users and consumers
Task 2.3: Science – Technology – Society: Language Technology in 2030

WP4  Communication – Dissemination – Exploitation – Sustainability
Task 4.1: Overall project communication and dissemination
Task 4.2: Liaise with EP/EC – organisation of a targeted workshop
Task 4.3: Organisation of final ELE conference
Task 4.4: Production of PR materials and sustainable results

Digital Language 
Equality: Definition of 
the concept

Language Technology 
and language-centric AI: 
State of the Art

31 reports on the tech-
nology support of 31 
European languages 
(META-NET White Paper update)

Reports from 
networks, 
initiatives and 
associations

Deep dives 
(MT, speech, 
text analytics, 
data)

Report on 
external 
consultations 
and surveys

Forecast: 
Language 
Technology
in 2030

Existing strategic 
documents and 
projects in LT/AI

Strategic agenda and roadmap:
initial version

Strategic agenda and roadmap:
final version

Final round of 
feedback collection

EP/EC Workshop ELE Conference

ELE Strategic Agenda and Roadmap
(print version, interactive version) Final ELE Book Publication

WP5  Project Management
Task 5.1: Overall project management including Project Management Office
Task 5.2: Digital collaboration and document management infrastructure

Fig. 2 Work packages and tasks of the ELE project

severe limitations (Bender et al. 2021). Interestingly, the application of zero-shot to
few-shot transfer learning with multilingual pre-trained language models and self-
supervised systems opens up the way to leverage LT for less-developed languages.
For the first time, a single multilingual model recently outperformed the best spe-
cially trained bilingual models on news translations, i. e., one multilingual model
provided the best translations for both low- and high-resource languages, indicating
that the multilingual approach appears to be the future ofMT (Tran et al. 2021). How-
ever, the development of these new systems would not be possible without sufficient
resources (experts, data, compute facilities, etc.), including the creation of carefully
designed and constructed evaluation benchmarks and annotated datasets for every
language and domain of application.

Unfortunately, as of now, there is no equality in terms of tool, resource and ap-
plication availability across languages and domains. Although LT has the poten-
tial to overcome the linguistic divide in the digital sphere, most languages are ne-
glected for various reasons, including an absence of institutional engagement from
decision-makers and policy stakeholders, limited commercial interest and insuffi-
cient resources. For instance, Joshi et al. (2020) and Blasi et al. (2022) look at the
relation between the types of languages, resources and their representation in NLP
conferences over time. As expected, but also disappointingly, only a very small num-
ber of the over 6,000 languages of the world are represented in the rapidly evolving
field of LT. A growing concern is that due to unequal access to digital resources and
financial support, only a small group of large enterprises and elite universities are in
a position to lead further development in this area (Ahmed and Wahed 2020).

To unleash the full potential of LT in Europe and ensure that no users of these
technologies are disadvantaged in the digital sphere simply due to the language they
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Start of the ELE project (January 2021) M1 ELE kick-off meeting

M2

Digital collaboration and document 
management infrastructure (D5.1) M3 Digital Language Equality – preliminary definition (D1.1)

Promotional materials and PR package (D4.1); project infrastructure (D5.1)
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Fig. 3 Overall timeline of the ELE project

speak, we argue that there is a pressing need to facilitate long-term progress towards
multilingual, efficient, accurate, explainable, ethical, fair and unbiased language un-
derstanding and communication. In short, wemust ensure DLE in all areas of society,
from government to business to citizens.

4 Summary of this Book

This book is structured into two main parts. Part I examines the current state of play
of technology support for Europe’s languages. Part II outlines the future situation
in 2030 and beyond, as specified through the community consulting and forecasting
process of the ELE project. Below we include short summaries of the two parts.

4.1 Part I: European Language Equality – Status Quo in 2022

Part I concentrates on the current situation as of 2022. First, Chapter 2 examines
the state-of-the-art in LT, NLP and language-centric AI. It provides the technical
foundation of all subsequent chapters. Chapter 3 defines the DLE metric, developed
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within the project, with its technological (Gaspari et al. 2022) and contextual fac-
tors (Grützner-Zahn and Rehm 2022). This chapter also describes the interactive
DLE dashboard, which was implemented as an additional component of the Euro-
pean Language Grid cloud platform (ELG, Rehm 2023). Assuming that the ELG
catalogue of resources, tools and services contains, at any given point in time, a rep-
resentative picture of the technology support of Europe’s languages, the dashboard
can be used to visualise the overall situation in different ways, including compar-
isons of multiple languages along various dimensions. Chapter 4 summarises the
findings and provides an answer to the question of how Europe’s languages com-
pare technologically ca. 2022. The chapter describes the methodology of basing the
computation of the DLE scores on the contents of the ELG repository, which has
been substantially expanded by the ELE project with more than 6,000 additional re-
sources, and highlights the current situation using a number of graphs. Chapters 5
to 37 contain extended high-level summaries of the 33 language reports produced
by the ELE project. These reports can be conceptualised as updates, ten years on, of
the META-NET White Papers (Rehm and Uszkoreit 2012), especially as many of
them were written by the original authors.

4.2 Part II: European Language Equality – The Future Situation in
2030 and beyond

Part II outlines the future situation in 2030 and beyond, making use of the collected
and synthesised results of the community consultation process. First, Chapter 38
describes the community consultation process on a general level, primarily with
regard to the different surveys used in the project vis-à-vis European LT develop-
ers, European LT users and consumers as well as European citizens. The chapter
also summarises the approach regarding the four technology deep dives as well as
the dissemination and feedback collection activities in the project. Chapter 39 sum-
marises the results of the three main surveys. The following four chapters highlight
the main findings of the four technology deep dives on the four main areas of LT
research and development: Machine Translation (Chapter 40), Speech Technologies
(Chapter 41), Text Analytics (Chapter 42) as well as Data and Knowledge (Chap-
ter 43). The penultimate Chapter 44 presents the strategic plans and projects in LT
and AI from an international, European and national perspective. It contextualises
the strategic recommendations of the project. Finally, Chapter 45, provides an ex-
tended summary of the stand-alone document of the Strategic Research, Innovation
and Implementation Agenda and Roadmap the ELE project has developed.10 On the
whole, the present book can be conceputalised as the collective findings and recom-
mendations of the ELE project, and as such it reflects years of work based on the
distilled input and collaboration of hundreds of experts and stakeholders from across
the European LT and language-centric AI community.

10 https://european-language-equality.eu/agenda/

https://european-language-equality.eu/agenda/
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State-of-the-Art in Language Technology and
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Abstract This chapter landscapes the field of Language Technology (LT) and lan-
guage-centric AI by assembling a comprehensive state-of-the-art of basic and ap-
plied research in the area. It sketches all recent advances in AI, including the most
recent deep learning neural technologies. The chapter brings to light not only where
language-centric AI as a whole stands, but also where the required resources should
be allocated to place European LT at the forefront of the AI revolution. We identify
key research areas and gaps that need to be addressed to ensure LT can overcome
the current inequalities.1

1 Introduction

Interest in the computational processing of human languages led to the establishment
of specialised fields known as Computational Linguistics (CL), Natural Language
Processing (NLP) and Language Technology (LT). CL is more informed by linguis-
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tics and NLP by computer science, LT is a more neutral term. In practice, these
communities work closely together, sharing the same publishing venues and confer-
ences, combining methods and approaches inspired by both, and together making up
language-centric AI. In this chapter we treat them interchangeably.

Over the years, LT has developed different methods to make the information con-
tained in written and spoken language explicit or to generate or synthesise written
or spoken language. Despite the inherent difficulties in many of the tasks performed,
current LT support allows many advanced applications which were unthinkable only
a few years ago. LT is present in our daily lives, for example, through search en-
gines, recommendation systems, virtual assistants, chatbots, text editors, text predic-
tors, automatic translation systems, automatic subtitling, automatic summarisation
and inclusive technology. Its recent accelerated development promises even more
encouraging and exciting results in the near future.

This state-of-the-art in LT and language-centric AI begins with a brief historical
account in Section 2 on the development of the field from its inception through the
current deep learning era. The following three sections are neural language models
(Section 3), research areas (Section 4) and LT beyond language (Section 5). They
offer a survey that maps today’s LT and language-centric AI landscape. Finally, a
discussion and various conclusions are outlined in Section 6.

2 Language Technology: Historical Overview

2.1 A Brief History

The 1950smark the beginning of Language Technology as a discipline. In the middle
of the 20th century, Alan Turing proposed his famous test, which defines a criterion
to determine whether a machine can be considered intelligent (Turing 1950). A few
years later, Noam Chomsky laid the foundations to formalise, specify and automate
linguistic rules with his generative grammar (Chomsky 1957). For a long period
of time, the horizon defined by Turing and the instrument provided by Chomsky
influenced the majority of NLP research.

The early years of LT were closely linked to Machine Translation (MT), a well-
defined task, and also relevant from a political and strategic point of view. In the
1950s it was believed that a high-quality automatic translator would be available
soon. By the mid-1960s, however, the Automatic Language Processing Advisory
Committee (ALPAC) report revealed the true difficulty of the task and NLP in gen-
eral. The following two decades were heavily influenced by Chomsky’s ideas, with
increasingly complex systems of handwritten rules. At the end of the 1980s, a revo-
lution began which irreversibly changed the field of NLP. This change was driven
mainly by four factors: 1. the clear definition of individual NLP tasks and correspond-
ing rigorous evaluation methods; 2. the availability of relatively large amounts of
data; 3. machines that could process these large amounts of data; and 4. the gradual
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introduction of more robust approaches based on statistical methods and machine
learning (ML), that would pave the way for subsequent major developments.

Since the 1990s, NLP has moved forward with new resources, tools and appli-
cations. An effort was made to create wide-coverage linguistic resources, such as
annotated corpora, thesauri, etc., from which WordNet (Miller 1992) is one of the
main results. Data-driven systems displaced rule-based systems, leading to the al-
most ubiquitous presence of ML components in NLP systems. In the 2010s we ob-
served a radical technological shift in NLP. Collobert et al. (2011) presented a multi-
layer neural network (NN) adjusted by backpropagation that solved various sequen-
tial labeling problems. Word embeddings gained particular relevance due to their
role in the incorporation of pre-trained external knowledge into neural architectures
(Mikolov et al. 2013). Large volumes of unannotated texts, together with progress in
self-supervisedML and the rise of high-performance hardware (Graphics Processing
Units, GPU), enabled highly effective deep learning systems to be developed across
a range of application areas. These and other breakthroughs helped launch today’s
Deep Learning Era.

2.2 The Deep Learning Era

Today, LT is moving away from a methodology in which a pipeline of multiple mod-
ules is utilised to implement solutions to architectures based on complex neural net-
works trained on vast amounts of data. Four research trends are converging: 1.mature
deep neural network technology, 2. large amounts of multilingual data, 3. increased
High Performance Computing (HPC) power, and 4. the application of simple but ef-
fective self-learning approaches (Devlin et al. 2019; Yinhan Liu et al. 2020). These
advancements have produced a new state-of-the-art through systems that are claimed
to obtain human-level performance in laboratory benchmarks on difficult language
understanding tasks. As a result, various large IT enterprises have started deploying
large language models (LLMs) in production.

Despite their notable capabilities, however, LLMs have certain drawbacks that
will require interdisciplinary collaboration and research to resolve. First, we have
no clear understanding of how they work, when they fail, or what emergent prop-
erties they present. Indeed, some authors call these models “foundation models” to
underscore their critically central yet incomplete character (Bommasani et al. 2021).
Second, the systems are very sensitive to phrasing and typos, are not robust enough,
and perform inconsistently (Ribeiro et al. 2019). Third, these models are expensive
to train, which means that only a limited number of organisations can currently af-
ford their development (Ahmed and Wahed 2020). Fourth, large NLP datasets used
to train these models have been ‘filtered’ to remove targeted minorities (Dodge et al.
2021). In addition, LLMs can sometimes produce unpredictable and factually inac-
curate text or even recreate private information. Finally, computing large pre-trained
models comes with a substantial carbon footprint (Strubell et al. 2019).
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The implications of LLMs may extend to questions of language-centred AI
sovereignty. Given the impact of LT in everyone’s daily lives, many LT practi-
tioners are particularly concerned by the need for digital language equality (DLE)
across all aspects of our societies. As expected, only a small number of the world’s
more than 6,000 languages are represented in the rapidly evolving LT field. This
disproportionate representation is further exacerbated by systematic inequalities in
LT across the world’s languages (Joshi et al. 2020). Interestingly, the application of
zero-shot to few-shot transfer learning with multilingual pre-trained language mod-
els, prompt learning and self-supervised systems opens a path to leverage LT for
less-developed languages. However, the development of these new LT systems will
require resources along with carefully designed evaluation benchmarks and anno-
tated datasets for every language and domain of application.

Forecasting the future of LT and language-centric AI is a challenge. It is, neverthe-
less, safe to assume that many more advances will be achieved utilising pre-trained
language models and that they will substantially impact society. Future users are
likely to discover novel applications and wield them positively or negatively. In
either case, as Bender et al. (2021) argue, it is important to understand the current
limitations of LLMs, which they refer to as “stochastic parrots”. Focusing on state-of-
the-art results exclusively with the help of leaderboards, without encouraging deeper
understanding of themechanisms bywhich they are attained, can give rise tomislead-
ing conclusions. These, in turn, may direct resources away from efforts that would
facilitate long-term progress towards multilingual, efficient, accurate, explainable,
ethical and unbiased language understanding and communication.

3 Neural Language Models

LT is undergoing a paradigm shift with the rise of neural language models that are
trained on broad data at scale and are adaptable to a wide range of monolingual and
multilingual downstream tasks (Devlin et al. 2019; Yinhan Liu et al. 2020). These
models are based on standard self-supervised deep learning and transfer learning, but
their scale results in emergent and surprising capabilities. One of the advantages is
their ability to alleviate the feature engineering problem by using low-dimensional
and dense vectors (distributed representation) to implicitly represent the language
examples (Collobert et al. 2011). In self-supervised learning, the language model
is derived automatically from large volumes of unannotated language data (text or
voice). There has been considerable progress in self-supervised learning since word
embeddings associated word vectors with context-independent vectors.

With transfer learning, the learning process starts from patterns that have been
learned when solving a different problem, i. e., leveraging previous learning to avoid
starting from scratch. Within deep learning, pre-training is the dominant approach
to transfer learning: the objective is to pre-train a deep Transformer model on large
amounts of data and then reuse this pre-trained language model by fine-tuning it on
small amounts of (usually annotated) task-specific data. Recent work has shown that
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pre-trained language models can robustly perform tasks in a few-shot or even zero-
shot fashion when given an adequate task description in its natural language prompt
(Brown et al. 2020). Unlike traditional supervised learning, which trains a model to
take in an input and predict an output, prompt-based learning or in-context learning is
based on exploiting pre-trained language models to solve a task using text directly.
This framework is very promising since some NLP tasks can be solved in a fully
unsupervised fashion by providing a pre-trained language model with task descrip-
tions in natural language (Raffel et al. 2020). Surprisingly, fine-tuning pre-trained
language models on a collection of tasks described via instructions (or prompts) sub-
stantially boosts zero-shot performance on unseen tasks (Wei et al. 2021).

Multilingual Large Language Models (MLLMs) such as mBERT (Devlin et al.
2019), XLM-R (Conneau et al. 2020), mBART (Yinhan Liu et al. 2020), mT5 (Xue et
al. 2021), etc. have emerged as viable options for bringing the power of pre-training
to a large number of languages. For example, mBERT is pre-trained on Wikipedia
corpora in 104 languages. mBERT can generalise cross-lingual knowledge in zero-
shot scenarios. This indicates that even with the same structure of BERT, using mul-
tilingual data can enable the model to learn cross-lingual representations. The sur-
prisingly good performance of MLLMs in cross-lingual transfer as well as bilingual
tasks suggests that these language models are learning universal patterns (Doddapa-
neni et al. 2021). Thus, one of the main motivations of training MLLMs is to enable
transfer from high-resource languages to low-resource languages.

New types of processing pipelines and toolkits have arisen in recent years due
to the fast-growing collection of efficient tools. Libraries that are built with NN
components are increasingly common, including pre-trained models that perform
multilingual NLP tasks. Neural language models are adaptable to a wide spectrum
of monolingual and multilingual tasks. These models are currently often considered
black boxes, in that their inner mechanisms are not clearly understood. Nonethe-
less, Transformer architectures may present an opportunity to offer advances to the
broader LT community if certain obstacles can be successfully overcome. One is the
question of the resources needed to design the best-performing neural language mod-
els, currently done almost exclusively at large IT companies. Another is the problem
of stereotypes, prejudices and personal information within the corpora used to train
the models. The predominance of English as the default language in NLP can be
successfully addressed if there is sufficient will and coordination. The continued
consolidation of large infrastructures will help determine how this is accomplished
in the near future. Their successful implementation would mark a crucial first step
towards the development, proliferation and management of language resources for
all European languages. This capability would, in turn, enable Europe’s languages
to enjoy full and equal access to digital language technology.
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4 Research Areas

Section 4 introduces some of the more prominent research areas in the field: Lan-
guage Resources (Section 4.1), Text Analysis (Section 4.2), Speech Processing (Sec-
tion 4.3), Machine Translation (Speech 4.4), Information Extraction and Retrieval
(Section 4.5), NLG and Summarisation (Section 4.6) as well as HCI (Section 4.7).

4.1 Language Resources

The term Language Resource (LR) refers to a set of speech or written data and
descriptions in machine readable form. These are utilised for building, improving
or evaluating text- and speech-based algorithms or systems. They also serve as re-
sources for the software localisation and language services industries, language stud-
ies, digital publishing, international transactions, subject-area specialists and end
users. Although no widely standardised typology of LRs exists, they are usually
classified as: 1. Data (i. e., corpora and lexical/conceptual resources); 2. Tools/Ser-
vices (i. e., linguistic annotations; tools for creating annotations; search and retrieval
applications; applications for automatic annotation) and 3. Metadata and vocabular-
ies (i. e., vocabularies or repositories of linguistic terminology; language metadata).
In this section we will focus on the first two categories.

A main objective of the LR community is the development of infrastructures and
platforms for presenting and disseminating LRs. There are numerous repositories
in which resources for each language are documented. Among the major European
catalogues are European Language Grid (ELG, Rehm 2023),2 ELRC-SHARE, 3 Eu-
ropean Language Resources Association (ELRA), 4 Common Language Resources
and Technology Infrastructure (CLARIN)5 and META-SHARE.6 The Linguistic
Data Consortium,7 which operates outside of Europe, should also be highlighted.

In addition, there are several relevant multilingual public domain initiatives.
Among these are the Common Voice Project,8 designed to encourage the develop-
ment of ASR systems; theM-AILABS SpeechDataset,9 for text-to-speech synthesis;
the Ryerson Audio-Visual Database of Emotional Speech and Song,10 for research

2 https://www.european-language-grid.eu
3 http://www.elrc-share.eu
4 http://catalogue.elra.info
5 https://www.clarin.eu/content/language-resources
6 http://www.meta-share.org
7 https://catalog.ldc.upenn.edu
8 https://commonvoice.mozilla.org
9 https://www.caito.de/2019/01/the-m-ailabs-speech-dataset/
10 https://zenodo.org/record/1188976

https://www.european-language-grid.eu
http://www.elrc-share.eu
http://catalogue.elra.info
https://www.clarin.eu/content/language-resources
http://www.meta-share.org
https://catalog.ldc.upenn.edu
https://commonvoice.mozilla.org
https://www.caito.de/2019/01/the-m-ailabs-speech-dataset/
https://zenodo.org/record/1188976
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on emotional multimedia content; and LibriVox,11 an audiobook repository that can
be used in different research fields and applications.

A cursory glance at these repositories not only gives us an idea of the amount
of resources available for Europe’s languages, but also reveals the clear inequality
between official and minority languages. Moreover, although the four European lan-
guages with the most resources are English, French, German and Spanish, English
is far ahead of the rest, with more than twice as many resources as the next language
(see Figure 1, p. 50). At the same time, the languages without official status trail
significantly behind in terms of LR development, demonstrating the critical impact
that official status has on the extent of available resources.

4.2 Text Analysis

Text Analysis (TA) aims to extract relevant information from large amounts of un-
structured text in order to enable data-driven approaches to manage textual content.
In other words, its purpose is to create structured data out of unstructured text con-
tent by identifying entities, facts and relationships that are buried in the textual data.
TA employs a variety of methodologies to process text. It is crucial for establishing
“who did what, where and when,” a technology that has proven to be key for ap-
plications such as Information Extraction, Question Answering, Summarisation and
nearly every linguistic processing task involving semantic interpretation, including
Opinion Mining and Aspect-based Sentiment Analysis (ABSA).

The best results for TA tasks are generally obtained by means of supervised,
corpus-based approaches. In most cases, manually annotating text for every sin-
gle specific need is extremely time-consuming and not affordable in terms of hu-
man resources and economic costs. To make the problem more manageable, TA is
addressed in several tasks that are typically performed in order to preprocess the
text to extract relevant information. The most common tasks currently available in
state-of-the-art NLP tools and pipelines include Part-of-Speech (POS) tagging, Lem-
matisation, Word Sense Disambiguation (WSD), Named Entity Recognition (NER),
Named Entity Disambiguation (NED) or Entity Linking (EL), Parsing, Coreference
Resolution, Semantic Role Labelling (SRL), Temporal Processing, ABSA and, more
recently, Open Information Extraction (OIE).

Today, all these tasks are addressed in an end-to-end manner, i. e., even for a tradi-
tionally complex task such as Coreference Resolution (Pradhan et al. 2012), current
state-of-the-art systems are based on an approach in which no extra linguistic anno-
tations are required. These systems typically employ LLMs. Similarly, most state-
of-the-art TA toolkits, including AllenNLP and Trankit, among others (Gardner et
al. 2018; M. V. Nguyen et al. 2021), use a highly multilingual end-to-end approach.
Avoiding intermediate tasks has helped to mitigate the common cascading errors
problem that was pervasive in more traditional TA pipelines. As a consequence, the

11 https://librivox.org

https://librivox.org
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appearance of end-to-end systems has helped bring about a significant jump in per-
formance across every TA task.

4.3 Speech Processing

Speech processing aims at allowing humans to communicate with digital devices
through voice. This entails developing machines that understand and generate not
only oral messages, but also all the additional information that we can extract from
the voice, like who is speaking, their age, their personality, their mood, etc. Some of
the main areas in speech technology are text-to-speech synthesis (TTS), automatic
speech recognition (ASR) and speaker recognition (SR).

TTS attempts to produce the oral signal that corresponds to an input text with
an intelligibility, naturalness and quality similar to a natural speech signal. Statisti-
cal parametric speech synthesis techniques generate speech by means of statistical
models trained to learn the relation between linguistic labels derived from text and
acoustic parameters extracted from speech by means of a vocoder. HMM (Hidden
MarkovModels) andmore recently DNN (DeepNeural Networks) have been used as
statistical frameworks. Various architectures have been tested, such as feed-forward
networks (Qian et al. 2014), recurrent networks (Y. Fan et al. 2014) and WaveNet
(Oord et al. 2016). Among the criteria used for training, the most common is mini-
mum generation error (Z. Wu and King 2016), although recently newmethods based
on Generative Adversarial Networks (GAN, Saito et al. 2017) have been proposed
with excellent results in terms of naturalness of the produced voice.

ASR, producing a transcription from a speech signal, has been long sought after.
The intrinsic difficulty of the task has required a step-by-step effort, with increasingly
ambitious objectives. Only in the last two decades has this technology jumped from
the laboratory to production. The first commercial systems were based on statistical
models, i. e., HMMs (Juang and Rabiner 2005; Gales and Young 2008). While this
technology was the standard during the first decade of the century, in the 2010s,
the increase in computing power and the ever-growing availability of training data
allowed for the introduction of DNN techniques for ASR.

More recently, end-to-end or fully differentiable architectures have appeared that
aim to simplify a training process that is capable of exploiting the available data.
In these systems, a DNN maps the acoustic signal in the input directly to the textual
output. Thus, the neural network models the acoustic information, the time evolution
and some linguistic information, learning everything jointly. New architectures, in
the form of Transformers (Gulati et al. 2020; Xie Chen et al. 2021) and teacher-
student schemes (Z. Zhang et al. 2020; Jing Liu et al. 2021), have been applied to
ASR with great success. Recently, Whisper, a Transformer sequence-to-sequence
model trained on very large amounts of data that can perform several tasks such as
multilingual ASR, translation and language identification, has been developed by
OpenAI (Radford et al. 2022) showing the potential of weakly supervised systems.



2 State-of-the-Art in Language Technology and Language-centric AI 21

A similar evolution has taken place in the area of SR. Part of the widespread emer-
gence of biometric identification techniques, exemplified by the now commonplace
ability to unlock a smartphone with a fingerprint or an iris, speaker recognition in-
volves the automatic identification of people based on their voice. Nowadays, the
classical systems have been outperformed by end-to-end neural network based sys-
tems, which are being improved using widespread databases (Nagrani et al. 2017)
and enforcing research (Nagrani et al. 2020), obtaining better recognition rates by
means of new network architectures and techniques (Safari et al. 2020; H. Zhang
et al. 2020; R. Wang et al. 2022).

4.4 Machine Translation

Machine Translation (MT) is the automatic translation from one natural language
into another. Since its first implementation (Weaver 1955) it has remained a key
application in LT/NLP. While a number of approaches and architectures have been
proposed and tested over the years, Neural MT (NMT) has become the most popular
paradigm for MT development both within the research community (Vaswani et al.
2018; Yinhan Liu et al. 2020; Zhu et al. 2020; Sun et al. 2022) and for large-scale pro-
duction systems (Y.Wu et al. 2016). This is due to the good results achieved by NMT
systems, which attain state-of-the-art results for many language pairs (Akhbardeh et
al. 2021; Adelani et al. 2022; Min 2023). NMT systems use distributed representa-
tions of the languages involved, which enables end-to-end training of systems. If we
compare them with classical statistical MT models (Koehn et al. 2003), we see that
they do not require word aligners, translation rule extractors, and other feature ex-
tractors; the embed – encode – attend – decode paradigm is the most common NMT
approach (Vaswani et al. 2017; You et al. 2020; Dione et al. 2022).

Thanks to current advances in NMT it is common to find systems that can easily
incorporate multiple languages simultaneously. We refer to these types of systems
as Multilingual NMT (MNMT) systems. The principal goal of an MNMT system is
to translate between as many languages as possible by optimising the linguistic re-
sources available.MNMTmodels (Aharoni et al. 2019; B. Zhang et al. 2020; Emezue
and Dossou 2022; Siddhant et al. 2022) are interesting for several reasons. On the
one hand, they can address translations among all the languages involved within a
single model, which significantly reduces training time and facilitates deployment
of production systems. On the other hand, by reducing operational costs, multilin-
gual models achieve better results than bilingual models for low- and zero-resource
language pairs: training is performed jointly and this generates a positive transfer of
knowledge from high(er)-resource languages (Aharoni et al. 2019; Arivazhagan et
al. 2019). This phenomenon is known as translation knowledge transfer or transfer
learning (Zoph et al. 2016; T. Q. Nguyen and Chiang 2017; Hujon et al. 2023).

For instance, A. Fan et al. (2021) have created severalMNMTmodels by building
a large-scale many-to-many dataset for 100 languages. They significantly reduce the
complexity of this task, employing automatic building of parallel corpora (Artetxe
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and Schwenk 2019; Schwenk et al. 2021) with a novel data mining strategy that ex-
ploits language similarity in order to avoid mining all directions. The method allows
for direct translation between 100 languages without using English as a pivot and it
performs as well as bilingual models on many competitive benchmarks. Addition-
ally, they take advantage of backtranslation to improve the quality of their model on
zero-shot and low-resource language pairs.

4.5 Information Extraction and Information Retrieval

Deep learning has had a tremendous impact on Information Retrieval (IR) and In-
formation Extraction (IE). The goal of IR is to meet the information needs of users
by providing them with documents or text snippets that contain answers to their
queries. IR is a mature technology that enabled the development of search engines.
The area has been dominated by classic methods based on vector space models that
use manually created sparse representations such as TF-IDF or BM25 (Robertson
and Zaragoza 2009), but recent approaches that depend on dense vectors and deep
learning have shown promising results (Karpukhin et al. 2020; Izacard and Grave
2021). Dense representations are often combined with Question Answering (QA) to
develop systems that are able to directly answer specific questions posed by users,
either by pointing at text snippets that answer the questions (Karpukhin et al. 2020;
Izacard and Grave 2021) or by generating the appropriate answers themselves (P.
Lewis et al. 2021).

IE aims to extract structured information from text. Typically, IE systems recog-
nise the main events described in a text, as well as the entities that participate in
those events. Modern techniques mostly focus on two challenges: learning textual se-
mantic representations for events in event extraction (both at sentence and document
level) and acquiring or augmenting labeled instances for model training (K. Liu et al.
2020). Regarding the former, early approaches relied onmanually coded lexical, syn-
tactic and kernel-based features (Ahn 2006). With the development of deep learning,
however, researchers have employed neural networks, including CNNs (Y. Chen et
al. 2015), RNNs (T. H. Nguyen and Grishman 2016) and Transformers (Yang et al.
2019). Data augmentation has been typically performed by using methods such as
distant supervision or employing data from other languages to improve IE on the tar-
get language, which is especially useful when the target language is under-resourced.
Deep learning techniques utilised in NMT (Jian Liu et al. 2018) and pre-trained mul-
tilingual LLMs (Jian Liu et al. 2019) have also helped in this task.

Another important task within IE is Relation Extraction (RE), whose goal is to
predict the semantic relationship between two entities, if any. The best results on RE
are obtained by fine-tuning LLMs, which are suppliedwith a classification head. One
of the most pressing problems in RE is the scarcity of manually annotated examples
in real-world applications, particularly when there is a domain and language shift.
In recent years, new methods have emerged that only require a few-shot or zero-
shot examples. Prompt-based learning, e. g., uses task and label verbalisations that
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can be designed manually or learned automatically (Schick and Schütze 2021) as an
alternative to fine-tuning. In these methods, the inputs are augmented with prompts
and the LM objective is used in learning and inference. This paradigm shift has
allowed IE tasks to be framed as aQAproblem (Sulem et al. 2022) or as a constrained
text generation problem (S. Li et al. 2021) using prompts, questions or templates.

4.6 Natural Language Generation and Summarisation

Natural Language Generation (NLG) has become one of themost important and chal-
lenging tasks in NLP (Gehrmann et al. 2021). NLG automatically generates under-
standable texts, typically using a non-linguistic or textual representation of informa-
tion as input (Reiter and Dale 1997; Gatt and Krahmer 2018; Junyi Li et al. 2021a).
Applications that generate new texts from existing text include MT from one lan-
guage to another (see Section 4.4), fusion and summarisation, simplification, text
correction, paraphrase generation, question generation, etc. With the recent resur-
gence of deep learning, new ways to solve text generation tasks based on different
neural architectures have arisen (Junyi Li et al. 2021b). One advantage of these neu-
ral models is that they enable end-to-end learning of semantic mappings from input
to output in text generation. Existing datasets for most supervised text generation
tasks are small (except MT). Therefore, researchers have proposed various meth-
ods to solve text generation tasks based on LLMs. Transformer models such as T5
(Raffel et al. 2020) and BART (M. Lewis et al. 2020) or a single Transformer de-
coder block such as GPT (Brown et al. 2020) are currently standard architectures for
generating high quality text.

Due to the rapid growth of information generated daily online (Gambhir and
Gupta 2017), there is a growing need for automatic summarisation techniques that
produce short texts from one or more sources efficiently and precisely. Several ex-
tractive approaches have been developed for automatic summary generation that
implement a number of machine learning and optimisation techniques (J. Xu and
Durrett 2019). Abstractive methods are more complex as they require NLU capabil-
ities. Abstractive summarisation produces an abstract with words and phrases that
are based on concepts that occur in the source document (Du et al. 2021). Both ap-
proaches can now be modeled using Transformers (Yang Liu and Lapata 2019).

4.7 Human-Computer Interaction

The demand for technologies that enable users to interact with machines at any time
utilising text and speech has grown,motivating the use of dialogue systems. Such sys-
tems allow the user to converse with computers using natural language and include
Siri, Google Assistant, Amazon Alexa, and ChatGPT, among others. Dialogue sys-
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tems can be divided into three groups: task-oriented systems, conversational agents
(also known as chatbots) and interactive QA systems.

The distinguishing features of task-oriented dialogue systems are that they are
designed to perform a concrete task in a specific domain and that their dialogue flow
is defined and structured beforehand. For example, such systems are used to book a
table at a restaurant, call someone or check the weather forecast. The classical im-
plementation of this type of system follows a pipeline architecture based on three
modules: the NLU module, the dialogue manager and the NLG module. While clas-
sical dialogue systems trained and evaluated these modules separately, more recent
systems rely on end-to-end trainable architectures based on neural networks (Bordes
et al. 2017; Hosseini-Asl et al. 2020).

Conversational agents enable engaging open-domain conversations, often by em-
ulating the personality of a human (S. Zhang et al. 2018). The Alexa prize,12 for
instance, focused on building agents that could hold a human in conversation as
long as possible. These kinds of agents are typically trained in conversations mined
from social media using end-to-end neural architectures (Roller et al. 2021).

Interactive QA systems try to respond to user questions by extracting answers
from either documents (Rajpurkar et al. 2018) or knowledge bases (T. Yu et al. 2018).
In order to be able to have meaningful interactions, interactive QA systems have
a simple dialogue management procedure taking previous questions and answers
into account (Choi et al. 2018). The core technology is commonly based on LLMs
(Qiu et al. 2020) where some mechanism is included to add context representation
(Vakulenko et al. 2021).

5 Language Technology beyond Language

Knowledge about our surrounding world is required to properly understand natural
language utterances (Bender and Koller 2020). That knowledge is known as world
knowledge and many authors argue that it is a key ingredient to achieve human-level
NLU (Storks et al. 2019). One of the ways to acquire this knowledge is to explore
the visual world together with the textual world (Elu et al. 2021). CNNs have been
the standard architecture for generating representations for images (LeCun and Ben-
gio 1995) during the last decade. Recently, self-attention-based Transformer models
(Vaswani et al. 2017) have emerged as an alternative architecture, leading to excit-
ing progress on a number of vision tasks (Khan et al. 2021). Compared to previous
approaches, Transformers allow multiple modalities to be processed (e. g., images,
videos, text and speech) using similar processing blocks and demonstrate excellent
scalability properties. Encoder-decoder models in particular have been gaining trac-
tion recently due to their versatility on solving different generative tasks (Junnan Li
et al. 2022; Xi Chen et al. 2022).

12 https://developer.amazon.com/alexaprize

https://developer.amazon.com/alexaprize
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Regarding downstream tasks, caption generation is a typical visio-linguistic task,
where a textual description of an image must be generated. The first approaches to
solve this problem combined CNNs with RNNs in an encoder-decoder architecture
(Vinyals et al. 2015). Further improvements were achieved when attention was in-
cluded (K. Xu et al. 2015) and some researchers have proposed utilising object-based
attention instead of spatial attention (Anderson et al. 2018). Although it is not cur-
rently clear which attention mechanism is better, the quality of the text generated by
these models is high as measured by metrics such as BLEU (Papineni et al. 2002)
and METEOR (Banerjee and Lavie 2005)

Visual generation, in contrast to caption generation, requires an image to be gen-
erated from a textual description. One of this task’s most significant challenges is to
develop automatic metrics to evaluate the quality of the generated images and their
coherence with the input text. The first effective approaches were based on Gener-
ative Adversarial Networks (Goodfellow et al. 2014) and Variational Autoencoders
(Kingma and Welling 2013). Cho et al. (2020) demonstrate that multimodal Trans-
formers can also generate impressive images from textual input. Nevertheless, novel
advancements in diffusion models (Sohl-Dickstein et al. 2015; Ho et al. 2020) have
defined the current state-of-the-art in image generation (Ramesh et al. 2022). These
models learn to iteratively reconstruct noisy images and, recently, their size and com-
putational cost has been reduced as diffusion can be now applied in a reduced latent
space instead of an image’s pixel space (Rombach et al. 2022).

Another typical task is Visual Question Answering (VQA), where given an image
and a question about the contents of that image, the right textual answer must be
found. There are many VQA datasets in the literature (Antol et al. 2015; Johnson et
al. 2017). Some demand leveraging external knowledge to infer an answer and, thus,
they are known as knowledge-based VQA tasks (P.Wang et al. 2017a,b; Marino et al.
2019). These VQA tasks demand skills to understand the content of an image and
how it is referred to in the textual question, as well as reasoning capabilities to infer
the correct answer. Multimodal Transformers, such as OFA (P.Wang et al. 2022) and
PaLI (Xi Chen et al. 2022), define the state-of-the-art in several of these tasks.

Visual Referring Expressions are one of the multimodal tasks that may be con-
sidered an extension of a text-only NLP task, i. e., referring expressions (Krahmer
and Deemter 2012) in NLG systems. Its objective is to ground a natural language
expression to objects in a visual input. There are several approaches to solve this task
(Golland et al. 2010; Kazemzadeh et al. 2014). The most recent ones use attention
mechanisms to merge both modalities (L. Yu et al. 2018) or are based on multimodal
Transformers (Ding et al. 2022).

A natural extension of textual entailment, Visual Entailment is an inference task
for predicting whether an image semantically entails a text. Vu et al. (2018) initially
proposed a visually-grounded version of the textual entailment task, where an im-
age is augmented to include a textual premise and hypothesis. However, Xie et al.
(2019) propose visual entailment, where the premise is an image and the hypothesis
is textual. As an alternative to entailment, there are other grounding tasks that clas-
sify whether an image and its caption match (Suhr et al. 2018; F. Liu et al. 2022) or
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tasks that measure the similarity between sentences with visual cues, such as vSTS
(Lopez de Lacalle et al. 2020).

Multimodal MT (MMT) seeks to translate natural language sentences that de-
scribe visual content in a source language into a target language by taking the visual
content as an additional input to the source language sentences (Elliott et al. 2017;
Barrault et al. 2018). Different approaches have been proposed to handle MMT, al-
though attention models that associate textual and visual elements with multimodal
attention mechanisms are the most common (Huang et al. 2016; Calixto et al. 2017).

6 Conclusions

Language tools and resources have increased and improved since the end of the
last century, a process further catalysed by the advent of deep learning and LLMs
over the past decade. Indeed, we find ourselves today in the midst of a significant
paradigm shift in LT and language-centric AI. This revolution has brought notewor-
thy advances to the field along with the promise of substantial breakthroughs in the
coming years. However, this transformative technology poses problems, from a re-
search advancement, environmental, and ethical perspective. Furthermore, it has also
laid bare the acute digital inequality that exists between languages. In fact, as em-
phasised in this chapter, many sophisticated NLP systems are unintentionally exac-
erbating this imbalance due to their reliance on vast quantities of data derived mostly
from English-language sources. Other languages lag far behind English in terms of
digital presence and even the latter would benefit from greater support. Moreover,
the striking asymmetry between official and non-official European languages with
respect to available digital resources is concerning. The unfortunate truth is that DLE
in Europe is failing to keep pace with the newfound and rapidly evolving changes in
LT. One need look no further than what is happening today across the diverse topog-
raphy of state-of-the-art LT and language-centric AI for confirmation of the current
linguistic unevenness. The paradox at the heart of LT’s recent advances is evident
in almost every LT discipline. Our ability to reproduce ever better synthetic voices
has improved sharply for well-resourced languages, but dependence on large vol-
umes of high-quality recordings effectively undermines attempts to do the same for
low-resource languages. Multilingual NMT systems return demonstrably improved
results for low- and zero-resource language pairs, but insufficient model capacity
continues to haunt transfer learning because large multilingual datasets are required,
forcing researchers to rely on English as the best resourced language.

Nonetheless, we believe this time of technological transition represents an op-
portunity to achieve full DLE in Europe. There are ample reasons for optimism. Re-
cent research in the field has considered the implementation of cross-lingual transfer
learning and multilingual language models for low-resource languages, an example
of how the state-of-the-art in LT could benefit from better digital support for low-
resource languages.
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Forecasting the future of LT and language-centric AI is a challenge. Just a few
years ago, nobody would have predicted the recent breakthroughs that have resulted
in systems able to deal with unseen tasks or maintaining natural conversations. It is,
however, safe to predict that even more advances will be achieved in all LT research
areas and domains in the near future. Despite claims of human parity in many LT
tasks, Natural Language Understanding is still an open research problem far from
being solved since all current approaches have severe limitations. Interestingly, the
application of zero-shot to few-shot transfer learning with multilingual LLMs and
self-supervised systems opens up the way to leverage LT for less developed lan-
guages. However, the development of these new LT systems would not be possible
without sufficient resources (experts, data, HPC facilities, etc.) as well as the cre-
ation of carefully designed and constructed evaluation benchmarks and annotated
datasets for every language and domain of application. Focusing on state-of-the-art
results exclusively with the help of leaderboards without encouraging deeper under-
standing of the mechanisms by which they are achieved can generate misleading
conclusions, and direct resources away from efforts that would facilitate long-term
progress towards multilingual, efficient, accurate, explainable, ethical and unbiased
language understanding and communication, to create transparent digital language
equality in Europe in all aspects of society, from government to business to citizen.
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Chapter 3
Digital Language Equality:
Definition, Metric, Dashboard

Federico Gaspari, Annika Grützner-Zahn, Georg Rehm, Owen Gallagher,
Maria Giagkou, Stelios Piperidis, and Andy Way

Abstract This chapter presents the concept of Digital Language Equality (DLE) that
was at the heart of the European Language Equality (ELE) initiative, and describes
the DLE Metric, which includes technological factors (TFs) and contextual factors
(CFs): the former concern the availability of Language Resources and Technologies
(LRTs) for the languages of Europe, based on the data included in the European
Language Grid (ELG) catalogue, while the latter reflect the broader socio-economic
contexts and ecosystems of the languages, as these determine the potential for LRT
development. The chapter discusses related work, presents the DLE definition and
describes how it was implemented through the DLEMetric, explaining how the TFs
and CFs were quantified. The resulting scores of the DLE Metric for Europe’s lan-
guages can be visualised and compared through the interactive DLE dashboard, to
monitor the progress towards DLE in Europe.1

1 Introduction and Background

The META-NET White Paper Series (Rehm and Uszkoreit 2012) showed the clear
imbalance in terms of technology support for 31 European languages as of 2012
(see Chapter 1). Beyond the official European and national languages, more than
60 regional and minority languages (RMLs) are protected by the European Char-
ter for Regional or Minority Languages and the Charter of Fundamental Rights of
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the EU. Against this background, the EU-funded project European Language Equal-
ity (ELE) has addressed the issue of Digital Language Equality (DLE) in Europe,
with the intention of tackling the imbalances across Europe’s languages, that have
widened even further in the meantime, as explained in Chapter 4. ELE’s contribu-
tion to advancing DLE in Europe hinges on a systematically developed and inclusive
all-encompassing strategic research, innovation and implementation agenda (SRIA)
and a related roadmap to drive forward much needed efforts in this direction (see
Chapter 45). The present chapter describes the notion of DLE and the associated
metric that are at the heart of these plans, and presents the DLE dashboard that vi-
sualises the digital support of each European language, so as to monitor the overall
progress towards DLE in Europe, also in a comparative fashion across languages.

Despite the persisting imbalances, Europe has come a longway in recognising and
promoting languages as fundamental rights of its people and essential components of
its unique combined cultural heritage, and this awareness is reflected in research and
policy advancements of the last two decades. Krauwer (2003) represented one of the
earliest calls for action towards the development of Language Resources and Tech-
nologies (LRTs), in particular for under-resourced languages. In the following years,
several projects and initiatives contributed to the progress of Europe’s languages
in terms of technological and digital support; some of the main efforts in this area
that laid the foundation for subsequent substantial progress were, e. g., Euromatrix
(Eisele et al. 2008), iTranslate4.eu (Yvon and Hansen 2010), FLaReNet (Soria et al.
2012) and CLARIN (Hinrichs and Krauwer 2014). Additionally, META-NET, an
EU Network of Excellence forging the Multilingual Europe Technology Alliance,
was established and a group of projects (T4ME, CESAR, METANET4U, META-
NORD) promoted and supported the development of Language Technologies (LTs)
for all European languages (Rehm and Uszkoreit 2012, 2013; Rehm et al. 2016). The
EU project CRACKER (Cracking the Language Barrier, 2015-2017) continued the
work of META-NET, concentrating on additional strategy development and com-
munity building (Rehm et al. 2020). The most recent EU-funded projects continuing
efforts in this area were European Language Grid (ELG, Rehm 2023b) and European
Language Equality (ELE, Rehm et al. 2022), which collaborated closely, leading to
the development of the DLEMetric and the DLE dashboard presented in this chapter.

2 Related Work

While our work on DLE focused specifically on the languages of Europe, it is lo-
cated in a broader context of related recent efforts with a wider remit, which are
briefly reviewed here to pinpoint issues of interest for the subsequent presentation
of the definition of DLE, its metric and the dashboard. Joshi et al. (2020) investi-
gate the relation between the languages of the world and the resources available for
them as well as their coverage in Natural Language Processing (NLP) conferences,
providing evidence for the severe disparity that exists across languages in terms of
technological support and attention paid by academic, scientific and corporate play-
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ers. In a similar vein, Blasi et al. (2022, p. 5486) argue that the substantial progress
brought about by the generally improved performance of NLP methods “has been
restricted to a minuscule subset of the world’s approx. 6,500 languages”, and present
a framework for gauging the global utility of LTs in relation to demand, based on
the analysis of a sample of over 60,000 papers published at major NLP conferences.
This study also shows convincing evidence for the striking inequality in the devel-
opment of LTs across the world’s languages. While this severe disparity is partly in
favour of a few, mostly European, languages, on the whole, the vast majority of the
languages spoken in Europe are at a disadvantage.

Simons et al. (2022) develop an automated method to evaluate the level of techno-
logical support for languages across the world. Scraping the names of the supported
languages from the websites of over 140 tools selected to represent a good level of
technological support, they propose an explainable model for quantifying and mon-
itoring digital language support on a global scale. Khanuja et al. (2022) propose an
approach to evaluate NLP technologies across the three dimensions of inclusivity,
equity and accessibility as a way to quantify the diversity of the users they can serve,
with a particular focus on equity as a largely neglected issue. Their proposal consists
of addressing existing gaps in LRT provision in relation to societal wealth inequal-
ity. Khanuja et al. (2022) lament in particular the very limited diversity of current
NLP systems for Indian languages, and to remedy this unsatisfactory situation they
demonstrate the value of region-specific choices when building models and creat-
ing datasets, also proposing an innovative approach to optimise resource allocation
for fine-tuning. They also discuss the steps that can be taken to reduce the biases in
LRTs for Indian languages and call upon the community to consider their evaluation
paradigm in the interest of enriching the linguistic diversity of NLP applications.

Acknowledging that LTs are becoming increasingly ubiquitous, Faisal et al. (2022)
look into the efforts to expand the language coverage of NLP applications. Since a
key factor determining the quality of the latest NLP systems is data availability, they
study the geographical representativeness of language datasets to assess the extent
to which they match the needs of the members of the respective language commu-
nities, with a thorough analysis of the striking inequalities. Bromham et al. (2021)
examine the effects of a range of demographic and socio-economic aspects on the
use and status of the languages of the world, and conclude that language diversity
is under threat across the globe, including in industrialised and economically ad-
vanced regions. This study finds that half of the languages under investigation faced
serious risks of extinction, potentially within a generation, if not imminently. This
is certainly an extremely sombre situation to face up to, which calls for a large-scale
mobilisation of all possible efforts by all interested parties to avoid such a daunting
prospect, particularly in Europe, where multilingualism is recognised as an impor-
tant part of diversity. Establishing a working definition of DLE, devising a metric
to measure the situation of each European language with respect to DLE and im-
plementing an interactive dashboard to monitor progress in this direction are vital
elements of this large-scale endeavour.
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3 Digital Language Equality: Key Principles and Definition

The DLEMetric and the DLE dashboard can be used to measure, visualise and com-
pare the position of Europe’s languages with respect to DLE on the basis of up-to-
date and carefully chosen quantitative indicators. In this context, language equality
does not mean sameness on all counts, regardless of the respective environments of
the languages; in fact, the different historical developments and current situations of
the very diverse languages under consideration are duly taken into account, along
with their specific features, different needs and realities of their communities, e. g.,
in terms of number of speakers, ranges of use, etc., which vary significantly. It would
be naive and unrealistic in practice to disregard these facts, and to set out to erase
the differences that exist between languages, which are vital reflections of the rele-
vant communities of speakers and key components of Europe’s shared cultural her-
itage. This is also a core value of multilingualism in Europe, where all languages
are regarded as inherent components of the cultural and social fabric that connects
European citizens in their diversity.

In addition, the notion of DLE stays well clear of any judgement of the political,
social and cultural status or value of the languages, insofar as they collectively con-
tribute to a multilingual Europe that should be supported and promoted. Alongside
the fundamental concept of equality, we also recognise the importance of the notion
of equity, meaning that for some European languages, and for some of their needs, a
targeted effort is necessary to advance the cause of equality. For example, the avail-
ability of, and access to, certain resources and services (e. g., to revitalise a language,
or to promote education through that language) may be very important for some of
Europe’s languages, but by and large these are not pressing issues, for instance, for
most official national languages. With this in mind, the definition of DLE and the
implementation of the DLE Metric discussed below are intended to accurately cap-
ture the needs and expectations of the various European languages, and especially
the shortfalls with respect to being adequately served in terms of resources, tools
and technological services in the digital age, so as to support the large-scale efforts
to achieve DLE, also through data analytics and visualisation in the DLE dashboard.

The definition of DLE drew inspiration, among others, from the META-NET
White Paper Series (Rehm andUszkoreit 2012) and from the BLARK concept (Basic
Language Resource Kit, Krauwer 2003), which have been instrumental in assessing
the level of technological support for specific languages, and in particular in identi-
fying those that lag behind in the digital age and in encouraging the targeted inter-
ventions required to fill the gaps in LT support. These starting points were further
elaborated by the ELE consortium in collaboration with its vast networks of contacts
and partnerships, also in light of the latest developments in LRTs and in language-
centric AI techniques and of the evolution of the relevant institutional, academic,
industrial and business landscape that has grown and diversified considerably in the
last two decades, as discussed in other chapters of this book. Following a systematic
and inclusive consultation effort in the ELE consortium, the following consensus
was achieved (Gaspari et al. 2021, p. 4).
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Digital Language Equality (DLE) is the state of affairs in which all languages
have the technological support and situational context necessary for them to
continue to exist and to prosper as living languages in the digital age.

This definition was applied to 89 European languages in the project: all 24 of-
ficial EU languages, 11 additional official national languages and 54 RMLs. This
definition, in turn, provided the conceptual basis to design and implement a metric
to enable the quantification of the level of technological support of each European
language with descriptive, diagnostic and predictive value to promote DLE in prac-
tice. This approach allows for comparisons across languages, tracking their progress
towards the ultimate collective goal of DLE in Europe, as well as the prioritisation
of interventions to meet any needs, especially to fill identified gaps, focusing on re-
alistic and feasible targets, as part of the implementation of the all-encompassing
SRIA and related roadmap devised by ELE to drive the advancement towards DLE,
as described in detail in Chapter 45.

4 Implementing the Digital Language Equality Metric

Based on the definition of DLE, we describe the associated metric as follows (Gas-
pari et al. 2021, p. 4):

The Digital Language Equality (DLE) Metric is a measure that reflects the
digital readiness of a language and its contribution to the state of technology-
enabled multilingualism, tracking its progress towards the goal of DLE.

The DLE Metric is computed for each European language on the basis of a range
of quantifiers, grouped into technological factors (TFs, that correspond to the avail-
able resources, tools and services, Gaspari et al. 2022a) and situational contextual
factors (CFs, that reflect the broad socio-economic ecosystem of each language,
which determines the potential for technology and resource development, Grützner-
Zahn and Rehm 2022).

The setup and formulation of the metric are modular and flexible, i. e., they con-
sist of well-defined separate and independent, but tightly integrated quantifiers. In
particular, the TFs were devised so as to be compatible with the metadata schema
adopted by the European Language Grid cloud platform2 (Labropoulou et al. 2020;
Piperidis et al. 2023). The ELG cloud platform bundles together datasets, corpora,
functional software, repositories and applications to benefit European society, indus-
try and academia and administration, and provides a convenient single access point
to LRTs for Europe’s languages (Rehm 2023a).

2 https://www.european-language-grid.eu

https://www.european-language-grid.eu
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In addition, the definition of DLE and its associated metric have been designed
to be transparent and intuitive for linguists, LT experts and developers, language ac-
tivists, advocates of language rights, industrial players, policy-makers and European
citizens at large, to encourage the widest possible uptake and buy-in to the cause of
DLE across Europe. In establishing the DLE definition and its associated metric, an
effort was made for them to be founded on solid, widely agreed principles, but also
striking a balance between a methodologically sound and theoretically convincing
approach, and a transparent formulation. The rationale behind this approach was that
the DLE definition and its metric should be easily understood and able to inform fu-
ture language and LT-related policies at the local, regional, national and European
levels in order to guide and prioritise future efforts in the creation, development and
improvement of LRTs according to the SRIA and roadmap (see Chapter 45), with
the ultimate goal of achieving DLE in Europe by 2030.

Through data analytics and visualisation methods in the DLE dashboard (see Sec-
tion 7), European languages facing similar challenges in terms of LT provision can
be grouped together, and requirements can be formulated to support them in remedy-
ing the existing gaps and advancing towards full DLE. A crucial feature of the DLE
Metric is its dynamic nature, i. e., the fact that its scores can be updated and moni-
tored over time, at regular intervals or whenever one wishes to check the progress
or the status of one or more European languages. This is why the DLE Metric is a
valuable tool to achieve DLE for all European languages, and a key element of the
sustainable evidence-based SRIA and of the roadmap guiding future interventions
promoting LTs and language-centric AI across Europe.

5 Technological Factors

In order to objectively quantify the level of technological support for each of Eu-
rope’s languages, a number of TFs were considered. The following description
presents their main categories, illustrating the breadth and diversity of the LRTs
that they capture through the ELG catalogue (Rehm 2023a; Piperidis et al. 2023;
Labropoulou et al. 2020). In that regard, we assume that the ELG catalogue, with its
more than 13,000 LRTs at the time of writing, provides a representative picture of
the state of play of technology support of Europe’s languages.

The first category of TFs is based on the availability of LRs, i. e., corpora, datasets
or collections of text documents, text segments, audio transcripts, audio and video
recordings, etc., monolingual or bi-/multilingual, raw or annotated. This category
also encompasses language models and computational grammars and resources or-
ganised on the basis of lexical or conceptual entries (lexical items, terms, concepts,
etc.) with their supplementary information (e. g., grammatical, semantic, statistical
information, etc.), such as lexica, gazetteers, ontologies, term lists, thesauri, etc.

The resulting technological DLE score for each European language is a reflection
of the LRTs available in the ELG catalogue for that language. While the number of
available LRs is an essential aspect of a language’s digital readiness, the specific
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types and features of these LRs are equally important, insofar as they indicate how
well a language is supported in the different LT areas. To capture such aspects in
the DLE Metric, in addition to raw counts of available LRs, the following LR fea-
tures have also been taken into account and attributed specific weights in the scoring
mechanism (see Table 1, p. 66, in the Appendix):

• resource type
• resource subclass
• linguality type
• media type covered or supported
• annotation type (where relevant)
• domain covered (where relevant)
• conditions of use

The second category of TFs is based on the availability of tools and services of-
fered via the web or running in the cloud, but also downloadable tools, source code,
etc. This category encompasses, for example, NLP tools (morphological analysers,
part-of-speech taggers, lemmatisers, parsers, etc.); authoring tools (e. g. spelling,
grammar and style checkers); services for information retrieval, extraction, and min-
ing, text and speech analytics, machine translation, natural language understanding
and generation, speech technologies, conversational systems, etc. The features of
tools and services that are considered and assigned weights in the scoring system of
the DLE Metric (see Table 2, p. 67), are as follows:

• language (in)dependent
• type of input processed
• type of output provided
• type of function
• domain covered (where relevant)
• conditions of use

5.1 Weights and Scores

The weights given to the feature values of the LRTs quantify their contribution to the
DLE score with regard to the relevant TFs. The scoring system (see Tables 1 and 2)
is based on the assumption that for any language some features of LRTs contribute
more effectively to achieving DLE than others. Higher weights are assigned to fea-
ture values related to 1. more complex LRTs, e. g., tools that process or support more
than one modality, 2. more expensive and labour-intensive datasets or tools, e. g., in
terms of the effort required to build them, 3. more open or freely available datasets
and tools, and 4. additional envisaged applications that could be supported.

One guiding consideration in developing the DLE Metric, and especially in as-
signing the weights of the features and their values for the TFs, is to make the fewest
possible assumptions about the (preferred or supposedly ideal) use-cases and actual
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application scenarios that may be most relevant to users. These can vary widely for
all languages on the basis of a number of factors impossible to establish a priori.
We therefore refrained from predetermining particular preferred end-uses when im-
plementing the full specification of the DLE Metric, which otherwise would risk it
being unsuitable for some end-users and applications. Here we briefly review some
of the key features of the TFs, focusing on those that can have several values.

For instance, a feature of LRs that can receive several values is that of Annota-
tion Type, where applicable. In the implementation of the DLE Metric, we assign a
constant very small fixed weight, also based on the fact that some LRs can possess
several annotation types in combination. A similar consideration applies to the Do-
main feature (again, where relevant), which has many possible values both for LRs
and for tools and services: in these cases, the weights assigned toDomain values are
fixed and relatively small, again considering that multiple domains can be combined
in a single LR, tool or service. In addition to Domain, another feature that appears
both in LRs and tools and services is Conditions of use: the weights proposed for
this feature of the TFs are identical for the corresponding values of Conditions of
use across datasets and tools and services. In the case of (much) more restrictive
licensing terms, lower weights are assigned than to liberal use conditions, so they
contribute (much) less to the partial technological DLE score for the LRT in ques-
tion, and therefore to the overall technological DLE score for the specific language.

5.2 Configuration of the Technological Factors

Before coming up with the final implementation of the weighting and scoring system
for the TFs (see Tables 1 and 2), we experimentedwith a range of different setups.We
used the contents of the ELG catalogue as of early 2022, which at that time contained
about 11,500 records, out of which about 75% were datasets and resources (corpora,
lexical resources, models, grammars) and the rest were tools and services. These
records contained multiple levels of metadata granularity. The ELG repository had
been populated with LRTs following extensive efforts by a wide range of language
experts and reflected the input of this community of experts, mobilised in ELE, to
ensure comprehensive coverage, which is why we considered the ELG catalogue
representative with regard to the existence of LRTs for Europe’s languages, so it was
used as the empirical basis for the computation of the technological DLE scores.

The ELG catalogue includes metadata for LRs and LTs. In ELG, each resource
and tool/service has several features and associated values, based on the schemes
presented in Tables 1 and 2. Each feature was initially assigned a tentative weight to
calculate preliminary technological DLE scores of each language, comparing the re-
sulting scores of a number of alternative preliminary setups. During this fine-tuning
of the weights, we considered especially where each language stood in relation to the
others and how their relative positioning changed as a result of assigning different
weights to the various feature values. This was an efficient and effective method to
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gradually refine the setup of the TFs and propose the implementation of the weights
in the scoring mechanism that was eventually adopted (see Tables 1 and 2).

The experiments showed that the global picture of the technological DLE scores
for the languages of Europe tended not to change dramatically as the weights as-
signed to the feature values were manipulated.We experimented both with verymod-
erate and narrow ranges of weights, andwithmore extreme and differentiatedweight-
ing schemes. Since, ultimately, any changes were applied across the board to all
LRTs included in the ELG catalogue for all languages, any resulting changes propa-
gated proportionally to the entire set of languages, thusmaking any dramatic changes
rather unlikely, unless one deliberately rewarded (i. e., gamed) features known to
disproportionately affect one or more particular languages. It is clear that this would
have been a biased and unfair manipulation of the DLE Metric, and was therefore
avoided, as we wanted the relevant scores to be a fair, and bias-free, representation
of the status of all European languages with respect to DLE.

These preliminary experiments carried out in early 2022 to finalise the setup of the
TFs for the DLE Metric demonstrated that the overall distribution of the languages
tended to be relatively stable. This was due partly to the sheer amount of features and
possible feature values that make up the TFs. As a result, even if one changed the
weights, with the exception of minor and local fluctuations, three main phenomena
were generally observed while testing the DLE Metric and its TF scores.

1. The overall positioning of the languages remained largely stable, with a hand-
ful of languages standing out with the highest technological DLE scores (En-
glish leading by far, typically over German, Spanish and French, with the sec-
ond language having roughly half the technological DLE score of English), the
many minimally supported languages still displaying extremely low technologi-
cal DLE scores, and a large group of similarly supported languages in themiddle.

2. Clusters of languages with similar LT support according to intuition and expert
opinion remained ranked closely together, regardless of the adjustments made
to specific weights for individual features and their values.

3. Even when two similarly supported languages changed relative positions (i. e.,
language A overtook language B in terms of technological DLE score) as a re-
sult of adjusting the weights assigned to specific features and their values, their
absolute technological DLE scores still remained very close, and the changes
in ranking tended not to affect other neighbouring languages on either side in a
noticeable manner.

During the preliminary testing that eventually led to the final setup of the TFs in
the DLE Metric presented in Tables 1 and 2, we performed focused checks on pairs
or small sets of languages spoken by comparable communities and used in nearby
areas or similar circumstances, and whose relative status in terms of LT support is
well known to the experts. These focused checks involved, e. g., Basque andGalician,
Irish with respect to Welsh, and the dozen local languages of Italy (also with respect
to Italian itself), etc. Overall, the general stability and consistency demonstrated by
the technological DLE scores across different setups of weight assignments for the
various features and their possible values for TFs provided evidence of its validity
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as an effective tool to guide developments and track progress towards full DLE for
all of Europe’s languages. In essence, the setup eventually selected (Tables 1 and 2)
ensures that the DLE Metric optimally captures the real situation of all of Europe’s
languages in the digital age, tracking the progress towards DLE.

5.3 Computing the Technological Scores

Based on the above, the steps to calculate the technological DLE score which is part
of the DLE Metric are as follows:

1. Each LRT in the ELG catalogue obtains a score (ScoreLRT ), which is equal to
the sum of the weights of its relevant features (see Tables 1 and 2 for the weights
and associated values). Specifically for features Annotation Type and Domain,
instead of simply adding the respective weight, the weight is multiplied by the
number of unique feature values the LR in question has (see Section 5.1).
Example: Suppose an LRT in the ELG catalogue (LRT1) has the following
features: corpus, annotated, monolingual, with three different annotation types
(morphology, syntax, semantics), with text as media type, covering one domain
(e. g., finance), with condition of use research use allowed. Then, using the
weights as specified in Table 1, LRT1 is assigned the following score:

ScoreLRT1 = 5 + 1 + 2.5 + (3 ∗ 0.25) + 1 + (1 ∗ 0.3) + 3.5 = 14.05

2. To compute the technological DLE score for language X (TechDLELangX )
we sum up the ScoreLRT of all LRTs that support language X (LRT1, LRT2,
…LRTN), i. e.,

TechDLELangX =
N∑
i=1

ScoreLRTi

Similarly, any tool or service included in the ELG catalogue receives a partial
score with the same procedure, on the basis of the weights presented in Table 2. As
the ELG catalogue organically grows over time, the resulting technological DLE
scores are constantly updated for all European languages. These scores can be vi-
sualised through the DLE dashboard (see Section 7), providing an up-to-date and
consistent (i. e., comparable) measurement of the level of LT support and provision
that each language of Europe has available, also showing where the status is not ideal
or not at the level one might expect.
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5.4 Technological DLE Scores of Europe’s Languages

Figure 1 shows the technological DLE scores for all of Europe’s languages as of late
February 2023, obtained on the basis of the final weighting and scoring mechanism
described in the previous sections.

Not surprisingly, based on the TFs of the DLE Metric, at the time of writing in
early 2023, English is still by far the most well-resourced language of Europe, lead-
ing the way over German and Spanish, that follow with very similar technological
DLE scores, which are roughly half that of English. French has a marginally lower
score, which places it in fourth position. Italian, Finnish and Portuguese follow at
some distance, and it is interesting to note that the next cluster of languages that are
spoken by sizeable communities in Europe (e. g., Polish, Dutch, Swedish), still in
the top ten of the overall list of languages, have a technological DLE score that is
roughly six times lower than that of English: a stark reminder based on evidence
provided by the ELG catalogue and measured through the DLE Metric of the per-
sisting imbalances in the overall digital support of Europe’s languages, showing that
urgent decisive action is needed to achieve DLE (Chapter 4 provides a more detailed
cross-language comparison).

5.5 Open Issues and Challenges

The technological DLE scores based on the TFs do not take into account the size
of the LRs or the quality of the LRTs included in ELG. While these are important
features, there exist a large variety of size units for LRs, and the way of measuring
data size is not standardised, especially for new types of LRs such as language mod-
els. Regarding the quality of tools and services in particular, while some information
on the Technology Readiness Level3 scale is available in ELG, the large number of
null values does not make it easy to take this aspect into account for consistency
reasons. These are shortcomings that can be revisited in subsequent efforts, with a
view to overcoming these limitations and further improving the overall accuracy and
granularity of the technological DLE scores going forward.

As far as datasets are concerned, in particular, there could be benefits in setting a
minimum size criterion to include LRs such as corpora or grammars in the compu-
tation of the technological DLE score, e. g., to avoid using very small resources that
cannot be realistically applied in actual technology development scenarios. How-
ever, it is difficult to establish arbitrarily what this minimum size threshold should
be, also in recognition of the specifics of the languages of Europe. As a result, the
decision was made not to set any minimum size requirement for LRs. The thinking
behind this choice was that relatively small datasets are common in less-resourced
languages, for particular domains, etc., and there is the possibility to merge small
datasets to create bigger ones that would, in fact, be useful, for instance in domain

3 https://en.wikipedia.org/wiki/Technology_readiness_level

https://en.wikipedia.org/wiki/Technology_readiness_level
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Fig. 1 Technological Digital Language Equality scores as of late February 2023
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adaptation for MT, to mention but one example. More broadly, by proposing the
DLE Metric we intend to foster a culture of valuing all and any LRTs, especially
for less-resourced languages, judiciously balancing the importance given to the size,
quantity, diversity and quality of the LRTs, being mindful that several of Europe’s
languages are in dire need of support.

6 Contextual Factors

While the technological scores based on the TFs represent the technological support
of a language, they do not reflect the overall socio-political environment of a lan-
guage. There are other factors that influence how a language thrives in the digital
age, such as political will, funding, being the object of research projects, economic
interest, etc. The importance of creating a picture that reflects this environment of a
language community was recently also considered by other researchers. Several data-
driven studies analyse the relationship between the technical support of a language
and non-technological factors (see Section 2).

Related approaches attempt to measure the influence of non-technological factors
on the development of LRTs considering often only individual factors in the realm
of economy (usually the Gross Domestic Product, GDP), research (e. g., number of
publications in specific conferences) and the size of the language community. In the
DLE Metric, the Contextual Factors (CFs) are defined as the “general conditions
and situations of the broader context” of a language community (Gaspari et al. 2021,
p. 7). This definition includes factors from all areas of life assuming that those have
an influence on the development and use of LRTs.

Economy Factors in this area reflect the general and the LRT-specific part of the
economy. The overall welfare of the language community and the size of the
potential market are important factors for companies to invest in the development
of LRTs for a language.

Education The language and digital literacy level of a language community in-
fluences the use of a language online and on digital devices. Additionally, to be
able to develop LRTs, researchers with technical but also linguistic skills of the
respective languages are needed.

Funding Investment in research and innovation in the area of LT is necessary for
basic and applied research on which technology development is based.

Industry Companies, both well-established and startups, are important drivers of
the development and distribution of LT applications, tools and services.

Law The legal framework can hinder progress or steer developments in certain
directions.

Media The creation and distribution of news, newspapers, magazines, films, etc. in
a language constitutes, on the one hand, a possible large dataset for the devel-
opment of LRTs, and on the other hand, demonstrates the willingness to make
content accessible to the language community.
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Online The online representation of a language community indicates that active
community members are willing and determined to use the language in the digi-
tal world. Additionally, the availability of online data in the respective language
gives researchers or developers the opportunity to create LRs.

Policy Strategic plans and agendas at local, regional and national levels indicate
the political will to support a topic and the direction in which policy-makers in-
tend to lead society in the future.

Public Administration Public authorities represent the state to its citizens. The
inclusion and support of languages spoken in the country or region by public
authorities enables participation and utilisation within the society.

Research & Development & Innovation Innovations depend on basic and ap-
plied research and on the development of products that are ready for the mar-
ket. This requires a minimum of research positions in relevant institutions and
supporting infrastructure.

Society The social attitude towards a language has a great influence on howmuch
investment, effort and time are put into the preservation of a language by the
language community and by the state.

Technology The technological infrastructure reflects the possibility for a language
community to access and take a part in the digital world.

6.1 Computing the Contextual Scores

6.1.1 Data Sources and Collection

Initially, 72 potential contextual factors were identified through the collection of
factors considered relevant in publications such as, among others, the STOA study
(STOA 2018), the META-NETWhite Paper Series (Rehm and Uszkoreit 2012) and
EFNIL’s European Language Monitor (ELM);4 we also consulted with the 52 ELE
project partners. The 72 tentative CFs were clustered into 12 areas (see above) rep-
resenting different aspects of a language’s context (Gaspari et al. 2021).

To be measurable, each factor had to be quantified with an indicator, which de-
pended on the existence and accessibility of corresponding data. First, different data
sources were collected including, among others, EUROSTAT,5 ELM, Ethnologue6
and various reports and articles. Second, possible indicators for each factor were
considered and matched with the available data. GDP, for example, was considered
to be a suitable indicator for the factor “economic size”.

Eventually, 27 of the 72 initial factors had to be excluded due tomissing data. This
affected especially factors from the areas “research & development & innovation”,
“society” and “policy”. Data about policies is essentially too broad and reflects rather

4 http://www.efnil.org/projects/elm
5 https://ec.europa.eu/eurostat
6 https://www.ethnologue.com

http://www.efnil.org/projects/elm
https://ec.europa.eu/eurostat
https://www.ethnologue.com
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coarsely whether policies exist or not. For instance, the factor “presence of local, re-
gional or national strategic plans, agendas, committees working on the language, LT,
NLP, etc.” was quantified on data indicating whether a national agenda with regard
to AI and LTs exists. Considering also local and regional plans and the existence
and maybe also number and size of committees would require much more detailed
data. The factors excluded from the class “research & development & innovation”
covered mainly figures about the LT research environment, while broader numbers
about the research situation of the whole country were indeed available. Tables 4-15
in the Appendix show all factors from the preliminary definition (Gaspari et al. 2021,
2022b), their class and the indicator they were quantified with. Overall, 46 factors
were quantified with at least one appropriate indicator, and some with two indicators
representing different perspectives like total numbers and numbers per capita.

The data was collected in late 2021. Many sources provided their data as spread-
sheets, while some data was published as HTML documents. The data for 15 indi-
cators had to be collected manually from reports and articles. We attempt to update
the contextual factors on an annual basis. Preliminary tests indicate that updating the
contextual DLE scores for all EU languages takes up to two weeks of work by one
member of staff who is familiar with the structure and nature of the CFs.

6.1.2 Data Processing

The collected CF data was very heterogeneous: it had different formats, was based
on country or language community level, included differing languages or countries
and consisted of different data types. Data preparation took several steps, including
data format standardisation, harmonising language names based on Glottolog (Ham-
marström et al. 2021) and data merging. Some sources provided plain text from
which a score had to be manually determined. Features mentioned in the text, e. g.,
regarding the existence of a national LT policy, were quantified with a number and
this number was assigned to countries or language communities. If the text included
more than one feature, the numbers were added up, e. g., if a country published sev-
eral policies covering the topic AI and LTs. Table 3 (p. 68) shows a list of the indi-
cators transformed from plain text.

The DLE Metric processes data on a per-language basis. Thus, data collected on
the country level had to be converted to the language level. In total, the factors were
quantified with three different types of data, namely absolute numbers, proportional
numbers, and scores. Total numbers were split proportionally, using the percentage
of speakers of the language per country. The percentages were calculated through
population size and number of speakers. Due to some gaps and old records, experts
from the ELE consortium were asked to provide missing or more up-to-date and
reliable data. The figures for Alsatian, Faroese, Gallo, Icelandic, Macedonian and
the Saami languages were corrected accordingly.

Languages often taught as a second language (English, German, French, Spanish)
were only included in themapping if the language had an official status in the country.
For example, the figures for English consist of the figures of the UK, Ireland and
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Malta (in other European countries, English does not have official status). If the
language was an official national language in at least one country, only language
communities with more than one percent were included to simplify the mapping.
Total numbers per capita of a language community, proportional numbers, and scores
were applied to the language communities without adjustment.

If a language was spoken in more than one country, total numbers were added
up, while proportional numbers, scores and total numbers per capita were calculated
through the average; the different sizes of the language communities were partly
taken into account, hence, the data values of bigger language communities were
weighted double for the calculation of the average. However, a more complex inclu-
sion of the size of the language community would result in more fine-grained figures,
which would probably affect the contextual DLE scores to some extent.

6.1.3 Calculation of the Contextual Digital Language Equality Score

The data referring to each language community was converted into contextual DLE
scores, which indicate the extent to which a language has a context that supports the
possibility of evolving digitally or not.Without the political will, funding, innovation
and economic interest in the respective region, the probability of achieving DLE is
low. Given the underlying complexity, in order for the contextual scores to be easily
conceptualised and comparable across languages, a relative score between 0 and
1 was assigned to each language, with 0 representing a context with no potential
for the development of LT, and 1 representing the best potential. To keep this part
of the DLE Metric as transparent as possible, we decided to base the calculation
on an average of the factors. Therefore, the intermediate goal was to calculate a
score between 0 and 1 for each factor. The language with the lowest value for the
respective factor was attributed 0, while the language with the highest value received
1. The following steps were conducted to calculate the contextual DLE score for each
European language:

1. Calculation of the range: highest value – lowest value;
2. (value−minimum)∗100

range = Percentage weighting of a language within the range;
3. The result is a relative value: to obtain a score between 0-1 the result is divided

by 100;
4. Apply steps 1-3 for all languages and factors;
5. Calculate the average of all factors per language;
6. Weighting of the scores with the three chosen factors of a. number of speakers,

b. scores based on the language status, and c. whether the language is an official
EU language or not.

The three weighting factors were considered to be particularly relevant for the
context to develop LRTs due to the influence of the number of speakers on the invest-
ment by large companies and its official status in the EU on the amount of funding.
The weighting included two steps: 1. calculating the average of the overall scores,
the scores for the number of speakers and the legal status and 2. adding 0.07 to the
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score for each official EU language. The second step was separated from the average
calculation, because the indicator consisted of two values, 1 if it is an official EU
language and 0 if it is not. The average calculation would result in an excessively
strong boost for all official EU languages. Hence, with the data for the contextual
factors available at the end of 2021, English already had a score of around 0.7-0.8
without the boost. Smaller values for EU languages would have penalised English,
which would not have represented reality.

We created five different versions of the possible configurations of the CFs to con-
duct a thorough comparative evaluation. The factors were classified based on a num-
ber of overall properties, i. e., if a data point can be updated automatically or if the
data is considered high quality (see Tables 4-15). Data quality was chosen to avoid
bias in the overall result caused by extreme maximum and minimum values. For ex-
ample, for the quantification of the factor “number of podcasts”, several platforms
were found which could have provided numbers of podcasts in different European
languages, but because of different target audiences, the values were highly skewed
to the languages spoken by those target audiences. Factors which were quantified
with data reflecting no big differences between languages were also excluded by the
quality criterion, e. g., the literacy level of all countries varied between 98 and 99
percent, i. e., hardly at all. To be able to update the metric on a regular basis without
much manual effort after the end of the ELE project, the possibility of collecting the
data fully automatically was picked as the other main criterion.

Based on these criteria, the following CF configurations were examined:

1. Factors with available data: 46 factors
2. Factors that can be updated automatically: 34 factors
3. Factors with good or high data quality: 26 factors
4. Factors that can be updated automatically and that also have good or high data

quality: 21 factors
5. A set of manually curated factors using four criteria: automatically updatable,

good/high data quality, a maximum of two factors per class, balance between
data types: 12 factors (Table 16 shows the factors included in this configuration)

Including fewer factors in the metric increased the risk of omitting an important
factor. On the other hand, including fewer factors also reduced the risk of distorting
the metric with more data.

6.2 Experts Consultation

Considering that appropriate baselines do not exist, we validated the five different
results through the consultation of experts. Individual contextual scores can be inter-
preted by comparing them to the scores of other languages.

The panel consisted of ELE consortium partners. We selected the members based
on their expertise and experience in the areas of LT, Computational Linguistics
and Linguistics. Moreover, the experts represented different European countries and
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were very familiar with the background of their countries and languages spoken there.
We reached out to 37 of the 52 ELE partner organisations. They received the results
of the five configurations of themetric andwere asked to provide assessments regard-
ing the languages they knew, to explain how they would have expected the results
to be, and to indicate the most appropriate configuration.

In total, 18 partners provided assessments. The feedback consisted of overall rat-
ings of the five configurations as well as detailed comments regarding individual
languages. As a consequence, most answers related to official EU languages. RMLs
for which feedback was received are spoken in the UK, Spain, Italy and the Nordic
countries. We received feedback on 56 of the 89 languages.

In general, using all factors was evaluated as risky due to the possible distor-
tion of results caused by data of bad quality. The results of configuration 1 were
considered unexpected, with high scores for languages such as Emilian, Gallo and
Franco-Provencial, probably caused by distorted data. The second configuration was
criticised, too, except for positive comments on the automatic nature of the metric.
The results were less distorted but evaluated as worse compared to configurations
3-5. The results of configurations 4 and 5 were similar. Focusing on quality data
improved the results significantly. With fewer factors, configuration 5 provided sim-
ilar results as configuration 4. Configuration 5 was assessed positively regarding the
transparency of fewer factors and the possibility to balance the classes.

Overall, the results of the fifth configuration were assessed to represent the con-
text of the language communities in the most adequate way, while there is still room
for improvement for a few languages. Table 17 (p. 73) provides more details.

Several suggestions for improvements were made. Since only pan-European data
sources were taken into account for reasons of consistency and comparability, one
recommendation concerned extending the data through relevant national and re-
gional sources. One expert pointed out that the context of European languages spo-
ken in countries outside of Europe was excluded, and these missing statistics on the
development of LRTs would greatly impact the overall scores, e. g., Portuguese in
Brazil. Another suggestion referred to missing factors, such as the inclusion of the
vitality status of a language being particularly important for RMLs, or the integration
of a factor representing competition of a national language with English as the other
official national language which often still dominates daily life, e. g., in Ireland, and
prevents more widespread use of the other national language in these areas. Another
idea was to replace the official EU status as a weighting factor with the country’s
membership in the European Economic Area (EEA), since these countries also have
access to European research funds.

Suggestions were also made regarding the presentation of the results. Language
communities having particularly complex political backgrounds aremost likely to be
misrepresented by a simple calculation based on country-specific data, and should be
highlighted and presented with the limits of solely data-driven work for such cases.
It was also suggested that languages without a writing system should be emphasised
as special cases for the development of LRTs.

Some feedback expressed reservations about the whole approach. A few review-
ers pointed out that a single methodology should not be used to take into account
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the different complex contexts and realities of Europe’s language communities. For
example, languages like Maltese, Irish and the other Celtic languages, which scored
better than expected according to our experts, are of note here. The relative prosper-
ity of the United Kingdom, even though it is no longer an EU Member State, seems
to boost the RMLs spoken in the UK, although in reality these RMLs are strongly
dominated by English. The same applies to Ireland, which has a strong economy,
a large ICT sector and significant investments in (English) AI and LT research and
development, but a very low level of support for Irish LT.

Another point of criticism was the inclusion of data not applied on a per capita
basis. As a result, despite having relatively good support, some small language com-
munities were unable to achieve a high score. The size of the language community
has an impact on the economic interest, investment, number of researchers, etc. for
the language, but for small language communities that have already invested a lot in
their language and infrastructure, some of the scores obtained may appear too low
compared to the expectations of the experts.

These criticisms can be debated at length, especially in the interest of finding
effective solutions to the identified issues, but are very difficult to avoid altogether
with such a quantitative approach as the one that is required to define and measure
the CFs as part of the DLE Metric.

These first stable results for the CF calculation were improved based on a more
fine-grained data mapping from country to language community level and the feed-
back of the experts. The aggregation of data points from different countries for lan-
guages spoken in several countries, e. g., French, was based on the average with a
boost for the data points collected from the countries in which the language has an
official national status. This process was replaced by the calculation of a weighted
average based on the number of speakers of the language communities which reflects
the distribution of the language communities better and prevents distortion through
too small or too big language communities. In addition, the boost for EU Member
States was changed to a boost for countries in the EEA, the vitality status was added
as a penalty for declining languages, and those competing with English as the other
dominant official national language were also penalised. The results of this adapta-
tion decreased the number of languages that eventually achieved an excessively high
contextual score.

6.3 Contextual DLE Scores of Europe’s Languages

In all examined configurations, the top third is dominated by the official EU lan-
guages, while the RMLs are part of the long tail to the right. Official national lan-
guages which are not official EU languages are ranked between the official EU lan-
guages and the RMLs. Figure 2 shows the final results after the adaptation.

As expected, English has the best context for the development of LRTs by far.
It is followed by German and French. Italian and Spanish are shown in positions 4
and 5. The position of Spanish after Italian is caused by the inclusion of data from
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European countries only. If data had been included from countries outside of Europe,
Spanish, Portuguese, French and English would have had much higher scores. After
the five leading languages, variations between the different configurations can be
seen. Swedish, Dutch, Danish, Polish, Croatian, Hungarian and Greek are ranked in
the upper half of the official EU languages. The official EU languageswith the lowest
scores are Latvian, Lithuanian, Bulgarian, Romanian,Maltese and Irish which joined
this group after the last adjustment.

Among the group of official national languages which are not official EU lan-
guages, Norwegian, Icelandic and Serbian are the top performers, achieving contex-
tual DLE scores in line with the middle- and lower-scoring official EU languages,
while Manx7 is presented as a downward outlier. Languages such as Norwegian,
Luxembourgish, Faroese and Icelandic achieve better scores than Albanian, Turk-
ish, Macedonian and Bosnian.

The RMLs are led by languages spoken in the more Northern countries like some
Saami languages, Western Frisian and Welsh or languages spoken by quite big lan-
guage communities like Catalan. A total of 23 RMLs achieve contextual DLE scores
equal to or lower than 0.05 in the final results, while 30 of the languages obtain
scores between 0.06 and 0.1. Kildin Saami and Griko are the languages with the
lowest scores.

6.4 Open Issues and Challenges

The contextual DLE scores calculated have some limitations (see Section 6.2). First,
expanding the dataset to include regional or national sources would result in 1. a
higher number of factors, 2. improved data quality, as the gaps in individual indica-
tors may be filled, 3. quantification of more factors with more than one indicator, to
reflect different perspectives, and 4. a more complex mapping to language commu-
nities based on regional data resulting in a significant impact on RMLs.

Second, the data cleaning procedure can be improved. One possibility would be
to replace outliers with values outside twice the standard deviation by the respective
maximum or minimum values of the data series. Data gaps could be filled using
data from previous years and skewed data could be corrected using a square root
transformation. These processing steps could decrease the impact of distorted data.

An improvement of the mapping from country level to language level could repre-
sent regional or urban-rural divides more accurately, especially for larger countries.
In particular, the missing mapping of proportional data, scores and total numbers per
capita has a major impact on the resulting contextual DLE scores. Here, regional data
could help calculate the average deviation of individual regions or language commu-

7 Manx and Jerriais have been assigned to the group of national languages without being an official
EU language, as both languages are recognised as official languages of Jersey and the Isle of Man.
Neither island is part of the UnitedKingdom, but crown dependencies. Therefore, the two languages
can be considered both official national languages or RMLs.
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nities from other proportional data and to transfer this deviation to proportional data
only found on the national level, and similarly for the total figures per capita.

Romaine (2017, p. 49) stresses the importance of an “on-goingmonitoring of indi-
vidual communities” for a reliable evaluation of the situation regarding language di-
versity, which was taken into account with the inclusion of the criterion of automatic
updatability of the factors. One problem concerns the eventual interdependencies of
the values: the scores of all languages may change if new values for some language
communities are added, even if the situation of another language community itself
has not changed. A temporal dimension could be added to mitigate this.

7 Digital Language Equality Dashboard

In order to provide a precise and easy-to-use tool for presenting and monitoring the
TFs and CFs that contribute to the DLE Metric, we designed and implemented a
web-based dashboard as part of the European Language Grid.8 It is available at:

https://live.european-language-grid.eu/catalogue/dashboard

The dashboard shows the contents of the ELG database as interactive visuals dy-
namically created by user queries, thus providing constantly up-to-date and consis-
tent (i. e., comparable) measurements of the level of LT support and provision across
all of Europe’s languages (Figure 3). The dashboard provides the figures, statistics
and graphs, as appropriate, for:

• the TFs and CFs of the DLE Metric, calculated according to the detailed techni-
cal description presented above;

• LRTs hosted in the ELG catalogue, which constitute the source/base data for the
TFs that are at the basis of the technological DLE score.

Architecturally, the DLE dashboard consists of two layers: the database of the
ELG catalogue and the frontend. The ELG database contents are indexed and saved
in JSON. Each user query retrieves the respective results from JSON and exposes
them to the front end. While the TFs are calculated dynamically (see Section 5.3)
and they reflect the status of the ELG catalogue’s database at the time of accessing
the dashboard, in the current implementation the CFs are calculated offline, stored
in a separate file and exposed to the respective tab of the dashboard’s frontend.

8 https://www.european-language-grid.eu

https://live.european-language-grid.eu/catalogue/dashboard
https://www.european-language-grid.eu
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Fig. 3 DLE dashboard showing the technological (top) and contextual DLE scores (bottom)
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8 Conclusions and Future Work

This chapter has introduced the definition of DLE adopted in ELE and has described
the DLE Metric, explaining the roles and setups of the complementary TFs and CFs
and how the scores are computed. By providing an empirically-grounded and realis-
tic quantification of the level of technological support of the languages of Europe, the
DLE Metric is intended to contribute to future efforts to level up the digital support
of all of Europe’s languages, most notably with the implementation of the evidence-
based SRIA and roadmap that will drive future efforts in equipping all European
languages with the LRTs needed to achieve full DLE (see Chapter 45). The DLE
Metric provides a transparent means to track and monitor the actual progress in this
direction, as the technological and contextual DLE scores can be visualised through
the DLE dashboard.

The overview of the TFs and CFs is accompanied by discussions of the scoring
andweightingmechanisms adopted for the computation of the technological and con-
textual DLE scores, following extensive testing and expert consultations comparing
alternative setups. The chapter explains the overall design of the features and their
values with the scores and weighting mechanisms that contribute to the DLE Metric
scores, based on data included in the ELG catalogue and the factors eventually se-
lected to represent the specific ecosystems of the languages and their communities.
As a result of this, the notion of DLE and its associatedmetric introduced in this chap-
ter represent valuable tools on which to base future efforts to measure and improve
the readiness of Europe’s languages for the digital age, also taking into account the
situational contexts in which the various languages are used via the CFs.

Thanks to the descriptive, diagnostic and predictive value of the DLEMetric, the
community now has a solid and verifiable means of pursuing and evaluating much-
needed developments in the interest of all languages of Europe and their speakers.
The DLE Metric is relevant to a wide range of stakeholders at local, regional, na-
tional and European levels who are committed to preventing the extinction of Euro-
pean languages under threat and who are interested in promoting their prosperity for
the future. Such stakeholders include decision- and policy-makers, industry leaders,
researchers, developers, and citizens across Europe who will drive forward future
developments in the fields of LT and language-centric AI in the interest of DLE.
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Appendix

Feature Value Weight

Resource Type Corpus 5
Lexical conceptual resource 1.5
Language description 3.5

Subclass Raw corpus 0.1
Annotated corpus 2.5
Computational lexicon 2
Morphological lexicon 3
Terminological resource 3.5
Wordnet 4
Framenet 4
Model 5
Each of the others (there are 15 more) 0.5

Linguality Type Multilingual 5
Bilingual 2
Monolingual 1

Media Type Text 1
Image 3
Video 5
Audio 2.5
Numerical text 1.75

Annotation Type Each of these – can be combined in a single LR 0.25

Domain Each of these – can be combined in a single LR 0.3

Conditions of Use Other specific restrictions 0.5
Commercial uses not allowed 1
No conditions 5
Derivatives not allowed 1.5
Redistribution not allowed 2
Research use allowed 3.5

Table 1 Weights assigned to the technological factors of the DLE Metric for language resources
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Feature Value Weight

Language Independent False 5
True 1

Input Type Input text 2
Input audio 5
Input image 7.5
Input video 10
Input numerical text 2.5

Output Type Output text 2
Output audio 5
Output video 10
Output image 7.5
Output numerical text 2.5

Function Type Text processing 3
Speech processing 10
Information extraction and information retrieval 7.5
Translation technologies 12
Human-computer interaction 15
Natural language generation 20
Support operation 1
Image/video processing 13
Other 1
Unspecified 1

Domain Each of these – can be combined in a single tool 0.5

Conditions of Use Unspecified 0
Other specific restrictions 0.5
No conditions 5
Commercial uses not allowed 1
Derivatives not allowed 1.5
Redistribution not allowed 2
Research use allowed 3.5

Table 2 Weights assigned to the technological factors of the DLE Metric for tools and services
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Factor Merging of the Scores Conversion from Text to Scores

Public funding avail-
able for LTs

Adding up scores for
each country

1 for regional funding
1 for national funding
1 for intranational funding
1 for ESIF
1 for EUREKA
1 for EUROSTAT

Legal status and le-
gal protection

Adding up scores per lan-
guage

10 for statutory national language
10 for de facto national working language
2 for statutory provincial language
2 for statutory provincial working language
1 for recognised language

Publicly available
media outcomes

Adding up two scores:
one score for language
transfer practices for cin-
ema works screened and
one for television works
broadcast

2 for dub
1.5 for voice over
1.5 for sub and dub
1 for sub

Adding up scores + divi-
sion by the number of an-
swers

Broadcast in original language: 5 for mostly/al-
ways, 2.5 for sometimes
Broadcast with dubbing: 4 for mostly/always, 2
for sometimes
Broadcast in original language with voice-over:
3 for mostly/always, 1.5 for sometimes
Dual-channel sound: 2 for mostly/always, 1 for
sometimes
Broadcast with subtitles: 1 for mostly/always, 0.5
for sometimes

Presence of local,
regional or national
strategic plans

One of the scores per
country

1 for no plan/strategy
2 for a plan without mentioning LT
3 for a plan mentioning LT
4 for a plan mentioning LT and minority and re-
gional languages

Political activity Adding up scores per
country

1 score for each document
1 score for each document mentioning LT
2 for each document exclusively about LT
1 for a document covering a specific language
2 for each document published 2020/2021
1 for each document published 2019/2018

Table 3 Contextual factors: Conversion from plain text into scores
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ECONOMY
Factor Indicator

Size of the economy Annual GDP
GDP per capita* **

Size of the LT/NLP market LT market in million Euro
Size of the language service, translating or inter-
preting market

Number of organisations from the industry in the
ELG catalogue* **

Size of the IT/ICT sector Perc. of the ICT sector in the GDP* **
ICT service exports in balance of payment* **

Investment instruments into AI/LT GDE on R&D in relevant areas*
Regional/national LT market No indicator found
Average socio-economic status Annual net earnings, 1.0 FTE worker* **

Life expectancy at age 60**
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 4 Contextual factors: Proposed factors for class “Economy”

EDUCATION
Factor Indicator

Higher Education Institutions operating in the
language

No indicator found

Higher education in the language No indicator found
Academic positions in relevant areas Head count of R&D personnel
Academic programmes in relevant areas No indicator found
Literacy level Literacy rate*
Students in language/LT/NLP curricula Total no. of students in relevant areas* **
Equity in education Proportional tertiary educ. attainment* **
Inclusion in education Percentage of foreigners attaining tertiary educa-

tion* **
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 5 Contextual factors: Proposed factors for class “Education”

FUNDING
Factor Indicator

Funding available for LT research projects No. of projects funded in relevant areas*
Score from the national funding programmes

Venture capital available Venture capital amounts in Euro
Public funding for interoperable platforms Number of platforms**
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 6 Contextual factors: Proposed factors for class “Funding”
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INDUSTRY
Factor Indicator

Companies developing LTs No. of enterprises in the ICT area* **
Start-ups per year Percentage of “Enterprise births”**
Start-ups in LT/AI Number of AI start ups* **
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 7 Contextual factors: Proposed factors for class “Industry”

LAW
Factor Indicator

Copyright legislation and regulations No indicator found
Legal status and legal protection Scores out of the legal status* **
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 8 Contextual factors: Proposed factors for class “Law”

MEDIA
Factor Indicator

Subtitled or dubbed visual media Scores out of language transfer practices*
Scores out of answers about broadcast practices

Transcribed podcasts Number of entries in the CBA*
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 9 Contextual factors: Proposed factors for class “Media”

ONLINE
Factor Indicator

Digital libraries Percentage of contribution to Europeana
Impact of language barriers on e-commerce Percentage of population buying cross-border**
Digital literacy No indicator found
Wikipedia pages Number of articles in Wikipedia* **
Websites exclusively in the language No indicator found
Websites in the language (not exclusively) Perc. of websites in the languages* **
Web pages No indicator
Ranking of websites delivering content 12 selected websites supporting the languages
Labels and lemmas in knowledge bases Number of lexemes in Wikipedia* **
Language support gaps Language matrix of supported features*
Impact on E-commerce websites T-Index*
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 10 Contextual factors: Proposed factors for class “Online”
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POLICY
Factor Indicator

Presence of strategic plans, agendas, etc. Scores out of a list of the published national AI
strategies
Scores from questionnaire about strategies

Promotion of the LR ecosystem No indicator found
Consideration of bodies for the LR citation No indicator found
Promotion of cooperation No indicator found
Public and community support for resource pro-
duction best practices

No indicator found

Policies regarding BLARKs No indicator found
Political activity Scores out of the list of documents
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 11 Contextual factors: Proposed factors for class “Policy”

PUBLIC ADMINISTRATION
Factor Indicator

Languages of public institutions No. of constitutions written in the language
Available public services in the language Percentage of a maximum score about digital

public services**
Score for digital public services**

Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 12 Contextual factors: Proposed factors for class “Public administration”

RESEARCH & DEVELOPMENT & INNOVATION
Factor Indicator

Innovation capacity Innovation Index* **
Research groups in LT Number of research organisations
Research groups/companies predominantly
working on the respective language

No indicator found

Research staff involved in LT No indicator found
Suitably qualified Research staff in LT No indicator found
Capacity for talent retention in LT No indicator found
State of play of NLP/AI No indicator found
Scientists working in LT/on the language Number of researchers in relevant areas*
Researchers whose work benefits from LRs and
LTs

No indicator found

Overall research support staff Head count of research support staff* **
Scientific associations or general scientific and
technology ecosystem

No indicator found

Papers about LT and or the language Number of papers about LT**
Number of papers about the language* **

Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 13 Contextual factors: Proposed factors for class “Research & Development & Innovation”
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SOCIETY
Factor Indicator

Importance of the language No indicator found
Fully proficient (literate) speakers Number of L1 speakers*
Digital skills Perc. of individuals with basic digital skills* **
Size of language community Total number of speakers* **
Population not speaking the official language(s) No indicator found
Official or recognized languages Total no. of languages with official status*

Number of bordering languages
Community languages Number of community languages*
Time resources of the language community No indicator found
Society stakeholders for the language No indicator found
Speakers’ attitudes towards the language Total number of participants wanting to acquire

the language
Involvement of indigenous peoples No indicator found
Sensitivity to barriers No indicator found
Usage of social media or networks Total number of social media users* **

Percentage of social media users* **
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 14 Contextual factors: Proposed factors for class “Society”

TECHNOLOGY
Factor Indicator

Open-source technologies of LTs No indicator found
Access to computer, smartphone etc. Perc. of households with a computer* **
Digital connectivity and internet access Perc. of households with broadband* **
Indicator marked * is automatically updateable – Indicator marked ** provides good quality data
Table 15 Contextual factors: Proposed factors for class “Technology”

Class Factor

Economy Size of economy
Size of the ICT sector

Education Students in LT/language
Inclusion in education

Industry Companies developing LTs
Law Legal status and legal protection
Online Wikipedia pages
R & D & I Innovation capacity

Number of papers
Society Size of language community

Usage of social media
Technology Digital connectivity, internet access

Table 16 Contextual factors included in the final configuration (configuration 5)
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Appropriate Ranked too high Ranked too low Contrary Opinion

English Irish Norwegian French
Dutch Italian Spanish German
Danish Swedish Portuguese Saami, Northern
Polish Hungarian Czech Latvian
Greek Croatian Romanian
Finnish Maltese Bulgarian
Estonian Faroese Icelandic
Slovene Scottish Gaelic Emilian
Slovak Cornish Sicilian
Lithuanian Manx
Serbian Saami, Southern
Basque Saami, Pite
Catalan Saami, Lule
Galician Saami, Skolt
Asturian Saami, Inari
Aragonese Sardinian
Welsh Romagnol
Griko
Lombard
Ligurian
Venetian
Southern Italian
Friulian
Piemontese
Ladin

25 17 9 4

Table 17 Contextual factors: Assessment of the languages in the final configuration (configura-
tion 5) by the panel of experts
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Chapter 4
European Language Technology in 2022/2023

Maria Giagkou, Teresa Lynn, Jane Dunne, Stelios Piperidis, and Georg Rehm

Abstract This chapter presents the results of an extensive empirical investigation of
the digital readiness of European languages, and provides a snapshot of the support
they are offered through technology as of 2022. The degree of digital readiness was
assessed on the basis of the availability of language resources and technologies for
each language under investigation and a cross-language comparison was performed.
As a complementary approach, the perspectives and opinions of LT users, develop-
ers and the regular citizen were acquired in order to fully understand the EU’s LT
landscape. Both the objective empirical findings and the voice of the community
clearly indicate that there is an extreme imbalance across languages when it comes
to the individual levels of technological support. Although the LT field as a whole
has demonstrated remarkable progress during the last decade, this progress is not
equally evidenced across all languages, posing, more acutely than ever before, a
threat of digital extinction for many of Europe’s lesser supported languages.1

1 Introduction

More than ten years ago, the study “Europe’s Languages in the Digital Age” con-
cluded that most European languages are under threat in the digital age. The study,
prepared by more than 200 experts and documented in 32 volumes of the META-
NET White Paper Series (Rehm and Uszkoreit 2012), assessed Language Technol-
ogy (LT) support for each language in four different areas: automatic translation,
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speech interaction, text analysis and the availability of language resources (LRs).
The results were alarming: most of the 32 European languages investigated were
evaluated as severely under-resourced and some almost completely neglected.

During the last ten years since the publication of the META-NET White Papers,
the LT field as a whole has seen remarkable progress. In particular, the advent of
data-driven approaches such as deep learning and neural networks, together with
the considerable increase in the number and quality of LRs for a number of lan-
guages, have yielded previously unforeseeable results. However, is this remarkable
progress equally evidenced across all languages, or is the gap between “big” and
“small” languages documented in 2012 still present in 2022/2023?

The question of whether languages can be considered digitally equal has become
increasingly relevant in recent years, with a growing number of studies attempting
to quantify digital readiness and compare languages in this respect. Methods have
varied, with some assessing the level of technology support based on mentions of
a language at NLP publication venues or language resource catalogues (e. g., Blasi
et al. 2022; Joshi et al. 2020; Ranathunga and Silva 2022) or on websites describing
LT tools and services (e. g., Simons et al. 2022). However, the overall conclusion
is always the same; from a technological perspective, there is a striking imbalance
across languages in terms of support, and it is clear that not all languages benefit
equally and fairly from the overall progress in LT advances.

In the ELE project, we took an empirical approach to quantifying digital readiness
of a language and providing an evidence-based grounding on which languages can
be compared. We started by applying the Digital Language Equality (DLE) Metric
(see Chapter 3) to examine both the current state of technology support and the po-
tential for short- and mid-term development of LT (Section 2). We continued with a
quantitative investigation of the various perspectives and dimensions of current tech-
nological support, as this is reflected in the Language Resources and Technologies
(LRTs) collection of the European Language Grid (ELG, Rehm 2023). The results of
this empirical assessment were then supplemented by surveys and consultations with
a broad representation of LT developers and LT users and consumers, who provided
feedback and insight as to their experiences with LTs for EU languages (Section 3).
Furthermore and most importantly, we focused on a large number of European lan-
guages and provided updates of the META-NET White Papers in the form of the
ELE Language Reports (Giagkou et al. 2022), condensed versions of which are pre-
sented in Chapters 5–37. It is only through such a holistic examination that a clear
picture of the current status and future prospects of DLE can be gained.

2 How Do Europe’s Languages Compare?

In this section, we first describe our source of evidence and methodology (Sec-
tion 2.1), followed by a presentation of our findings (Section 2.2).
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2.1 Source of Evidence and Methodology

To compare the level of technology support across languages, we considered the
language technology tools and resources in the catalogue of the European Language
Grid (Rehm 2023; Piperidis et al. 2023; Labropoulou et al. 2020). The comparative
evaluation was performed on various dimensions.

• The current state of technology support, as indicated by the availability of tools
and services2 broadly categorised into a number of core LT application areas:

– Text processing (e. g., part-of-speech tagging, syntactic parsing)
– Information extraction and retrieval (e. g., search and information mining)
– Translation technologies (e. g., machine translation, computer-aided trans-
lation)

– Natural language generation (NLG, e. g., text summarisation, simplifica-
tion)

– Speech processing (e. g., speech synthesis, speech recognition)
– Image/video processing
– Human-computer interaction (HCI, e. g., tools for conversational systems)

• The potential for short- and mid-term development of LTs, insofar as this po-
tential can be approximated by the current availability of resources that can be
used as training or evaluation data. The availability of data was investigated with
regard to a small number of basic types of resources:

– Text corpora
– Parallel corpora
– Multimodal corpora (incl. speech, image, video)
– Language models
– Lexical resources (incl. dictionaries, wordnets, ontologies, etc.)

We measured the LT support for 87 national, regional and minority European
languages with regard to each of the dimensions mentioned above based on their
respective coverage in the ELG catalogue. For the types of resources and application
areas, the respective percentage of resources that support a specific language over the
total number of resources of the same type was calculated, as well as their average.
Subsequently, each language was assigned to one band per resource type and per
application area and to an overall band, on a four-point scale, inspired by the scale
used in the META-NET White Paper Series, as follows:

1. Weak or no support: the language is present (as content, input or output lan-
guage) in <3% of the ELG resources of the same type

2 Tools tagged as “language independent” without mentioning any specific language are not taken
into account. Such tools can certainly be applied to a number of languages, either as readily appli-
cable or following fine-tuning, adaptation, training on language-specific data etc., yet their exact
language coverage or readiness is difficult to ascertain.
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2. Fragmentary support: the language is present in ≥3% and <10% of the ELG
resources of the same type

3. Moderate support: the language is present in ≥10% and <30% of the ELG
resources of the same type

4. Good support: the language is present in ≥30% of the ELG resources of the
same type

The thresholds for defining the four bands (i. e., 3%, 10% and 30%) were in-
formed by an exploratory k-means 4-cluster analysis based on all data per applica-
tion and resource type, in order to investigate the boundaries of naturally occurring
clusters in the data. The boundaries of the clusters were then used to define the bands
per application area and resource type. The overall level of support for a language
was calculated based on the average coverage of all dimensions investigated.

The ELG platform harvests several major LR/LT repositories3 and, on top of that,
more than 6,000 additional LRTs were identified and documented by language in-
formants in the ELE consortium. These records contain multiple levels of metadata
granularity as part of their descriptions. At the time of investigation, the ELG cata-
logue comprised more than 11,500 metadata records, encompassing both data and
tools/services, covering almost all European languages, both official and regional as
well as minority ones.

It should be noted that due to the evolving nature of this extensive catalogue
and differing approaches taken in documenting records, certain categories of meta-
data captured are not yet at the level of consistency required to carry out a reliable
cross-lingual comparison at a granular level. For example, information provided on
corpus size, annotation type, licensing type, size unit type, and so on, still varies
across records for many languages, while numerous gaps exist for others. As the
ELG catalogue is continuously growing, the comprehensiveness, accuracy and level
of detail of the records are expected to improve over time.

For the purposes of a high-level comparison, the results presented here are based
on relative counts of entries in the ELG for the varying types of data resources and
tools/services for each language. As such, the positioning of each language into a
specific level of technology support is subject to change as it reflects a snapshot of
the available resources at the time of investigation.

That said, we consider the current status of the ELG catalogue and the higher-level
findings below representative with regard to the current existence of LT resources
for Europe’s languages.

3 At the time, ELG harvested ELRC-SHARE, LINDAT/CLARIAH-CZ, CLARIN.SI, CLARIN-PL
and the datasets section of Hugging Face (Labropoulou et al. 2023).
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2.2 Results and Findings

As discussed above, our analysis takes into account a number of dimensions for data
and tools/services. Table 1 reports the detailed results per language per dimension
investigated and the classification of each language into an overall level of support.

The best supported language is, as expected, English, the only language that is
classified in the good support group. French, German and Spanish form a group
of languages with moderate support. Although they are similar to English in some
dimensions (e. g., German in terms of available speech technologies and Spanish
in terms of available models), overall they have not yet reached the coverage that
English has according to the ELG catalogue. All other official EU languages are
clustered in the fragmentary support group, with the exception of Irish and Maltese,
which have only weak or no support. From the remaining languages, (co-)official
at the national or regional level in at least one European country and other minor-
ity and lesser spoken languages,4 Norwegian and Catalan belong to the group of
languages with fragmentary support. Basque, Galician, Icelandic and Welsh are bor-
derline cases; while they are grouped in the fragmentary support level, they barely
pass the threshold of the lowest level. All other languages are supported by technol-
ogy either weakly or not at all. Figure 1 visualises these findings.

Looking into particular dimensions of data availability, it is evident that an abun-
dance of training data for developing LTs is available only for a few languages with
high commercial interest. For many (the majority of) European languages, this is
not the case and only corpora which are minuscule in comparison to English are
available. When investigating the current availability of some of the data types men-
tioned in the previous paragraph, as represented in the resources hosted in ELG in
January 2023,5 it is apparent that even the best-supported languages in this dimen-
sion, Spanish and English, are still only moderately covered (Figure 2). With respect
to multimodal data, all languages with the exception of English are weakly covered,
with some, e. g., Maltese and Luxembourgish, severely underrepresented (Figure 3).

Although the data gaps per language are different, some data types are partic-
ularly sparse across many languages. These include: large language models, both
monolingual and multilingual; multimodal data, especially speech in conversational
settings (dialogues) from speakers of different ages, genders and linguistic/dialectal
backgrounds, but also video corpora for sign languages; domain-specific data (e. g.,
medical, legal or media among many others of interest); data for language use on

4 In addition to the languages listed in Table 1, ELE also investigated Alsatian, Aragonese, Ar-
beresh, Aromanian, Asturian, Breton, Cimbrian, Continental Southern Italian (Neapolitan), Cor-
nish, Eastern Frisian, Emilian, FrancoProvencal (Arpitan), Friulian, Gallo, Griko, Inari Sami, Kare-
lian, Kashubian, Ladin, Latgalian, Ligurian, Lombard, Lower Sorbian, Lule Sami,Mocheno, North-
ern Frisian, Northern Sami, Picard, Piedmontese, Pite Sami, Romagnol, Romany, Rusyn, Sardinian,
Scottish Gaelic, Sicilian, Skolt Sami, Southern Sami, Tatar, Tornedalian Finnish, Venetian, Võro,
Walser and Yiddish. The scores for all of these languages are very low, placing all of them in the
weak or no support group.
5 The DLE dashboard enables more fine-grained comparisons. It dynamically visualises the con-
tents of the ELG catalogue and offers an up-to-date snapshot of the current availability of LRTs
(see Chapter 3): https://live.european-language-grid.eu/catalogue/dashboard.

https://live.european-language-grid.eu/catalogue/dashboard
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Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
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French
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Albanian
Bosnian
Icelandic
Luxembourgish
Macedonian
Norwegian
Serbian

R
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Basque
Catalan
Faroese
Frisian (Western)
Galician
Jerriais
Low German
Manx
Mirandese
Occitan
Sorbian (Upper)
Welsh

All other languages

Table 1 State of technology support, in 2022, for selected European languages with regard to core
Language Technology areas and data types as well as overall level of support (light yellow: weak/no
support; yellow: fragmentary support; light green: moderate support; green: good support)
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European Language Equality
Results based on raw counts of the 11,000+ language resources and language 
technologies currently described with metadata records in the ELG platform.

Good 
support

Moderate 
support

Fragmentary 
support

Weak or 
no support

Fig. 1 Overall state of technology support for selected European languages (2022)

social media; semantic resources (e. g., semantic annotations and knowledge bases);
data for language pathologies; benchmarks, i. e., well-designed gold-standard cor-
pora for evaluating LT systems or fine-tuning language models.Number of resources

Welsh

Western Frisian

Other attribution required

Clear graph

The European Language Grid has received funding from the European Union’s Horizon 2020 research and innovation programme under grant
agreement № 825627. The European Language Equality project has received funding from the European Union under grant agreement № LC-
01641480 – 101018166.

2023 ELG Consortium

Terms of Use
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Fig. 2 Number of language models available in the catalogue of the European Language Grid for
the EU official languages and for some indicative non-EU official ones (as of January 2023)

Similarly to data, the identified gaps for technologies are very diverse across lan-
guages. While overall LTs for English are numerous and at the state-of-the-art level,
a number of very small minoritised languages lack even basic tools such as spell
checkers. In the worst case, they are not even supported by operating systems. Nev-
ertheless, there seems to be a generalised consensus that, when it comes to languages
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Fig. 3 Number of multimodal datasets (i. e., media type: audio, video or image) available in the
catalogue of the European Language Grid for the EU official languages and for some indicative
non-EU official ones (as of January 2023)

for which at least a minimum level of technological support has been achieved, the
technologies most urgently needed include: discourse processing, bias detection and
anonymisation, conversational systems and question-answering in the wider context
of HCI, NLG (with summarisation mentioned frequently) and Natural Language Un-
derstanding (NLU), e. g., even English and German are currently supported by less
than 100 HCI or NLG systems on ELG, while some languages like Bosnian and
Norwegian Nynorsk are not supported at all (Figures 4 and 5).Number of resources

Welsh

Western Frisian

Other attribution required

Clear graph

The European Language Grid has received funding from the European Union’s Horizon 2020 research and innovation programme under grant
agreement № 825627. The European Language Equality project has received funding from the European Union under grant agreement № LC-
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Fig. 4 Number of Human-Computer Interaction systems described in the catalogue of the European
Language Grid for the EU official languages and for some indicative non-EU official ones (as of
January 2023)

The results of this analysis are only informative of the relative positioning of lan-
guages, but not of the technological progress achieved by a specific language. The
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Fig. 5 Number of Natural Language Generation systems described in the catalogue of the European
Language Grid for the EU official languages and for some indicative non-EU official ones (as of
January 2023)

LT field as a whole has significantly progressed in the last ten years and remarkable
progress has been achieved for specific languages in terms of quantity, quality and
coverage of LRTs. It is at the same time undebatable that the technology require-
ments for a language to be considered digitally supported by today’s standards have
changed significantly in the last ten years (e. g., the prevalent use of virtual assistants,
chatbots, improved text analytics capabilities, etc.). Nevertheless, the imbalance in
distribution across languages which was documented in the META-NET White Pa-
pers in 2012 still exists, and the huge distance between the best supported languages
and the minimally supported ones was still evidenced in 2022. It is exactly this dis-
tance that needs to be ideally eliminated, or at least reduced, in order tomove towards
DLE and avert the risks of digital language extinction.

It should be noted that this analysis does not include a fifth level, excellent sup-
port, for the grouping of languages, in addition to the four levels described in Sec-
tion 2.1. Currently, no European language, not even English, is optimally supported
by technology, i. e., the goal of Deep Natural Language Understanding has not
been reached yet for any language. Although recently there have been many break-
throughs in AI, Computer Vision, Machine Learning and LT, we are still far from
the grand challenge of highly accurate deep language understanding, which is able
to seamlessly integrate modalities, situational and linguistic context, general knowl-
edge, meaning, reasoning, emotion, irony, sarcasm, humour, culture, explain itself
on request, and be effected as required on the fly and at scale. A language can only
be considered excellently supported by technology if and when the goal of Deep
Natural Language Understanding has been reached.
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3 The Voice of the Community

The findings in Section 2 are extremely valuable in terms of highlighting the status
quo across Europe with respect to LT support. However, facts and figures alone
cannot paint the full picture. The perspectives and opinions of LT users, developers
and the average citizen were also required in order to fully understand the EU’s LT
landscape. As a project from the community for the community, the ELE consortium
wanted to ensure that as many voices as possible were heard and taken as input for
the ELE strategic agenda and roadmap.

A broad spectrum of stakeholders was consulted to achieve this wider insight into
the levels of LT support across European languages (also see Chapter 38, p. 229 ff.).
We distinguish between three main stakeholder groups: LT developers (industry and
research), LT users (commercial and academic users) and EU citizens, i. e., the gen-
eral public who use and consume LTs in everyday personal and professional settings,
often without even realising it. Each group is diverse, some including many sub-
groups, representing a variety of sectors and domains. For the latter, we looked at
the interesting subdivisions of commercial and academic users as well as EU citizens.
The first two groups are represented in the ELE consortium with several networks,
initiatives and associations, representing the views of their constituencies, highlight-
ing their wishes, demands and needs towards full DLE in Europe.

Further insight was gained from a number of online surveys and expert interviews
targeting LT developers, users and consumers. The surveys investigated language
coverage, evaluated the current situation of LT in Europe and encouraged partici-
pants to share their predictions and visions for the future. In this section, we look, in
particular, at the evaluation of the current situation to see how these opinions com-
pare to the empirical results presented in Section 2 and also in Chapter 39 (p. 245 ff.).

3.1 Developers of Language Technologies

European LT developers are a diverse group of stakeholders, comprising academic
and industrial entities in the field of LT. Beyond research, they develop pre-commer-
cial prototypes, algorithms, applications and systems. An initial grouping is, thus, LT
industry and LT research (also see Rehm et al. 2023, 2020). This section focuses on
their view about the situation as of 2022, while Section 3 in Chapter 38 presents their
forward-looking predictions going towards 2030.

In addition to the horizontal grouping into research and industry, a vertical cate-
gorisation can be performed with regard to the multi- and interdisciplinary nature of
LT. LT is in the intersection of Linguistics and Computational Linguistics, Computer
Science and AI, while at the same time encompassing methods and findings from
Cognitive Science and Psychology, Mathematics, Statistics, Philosophy and other
fields. As a result, the ELE stakeholder group of LT developers were identified not
only within the strict limits of LT per se, but also in the neighbouring disciplines of
AI and Digital Humanities/Social Science and Humanities (DH/SSH).
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Europe has a long-standing research, development and innovation tradition in
LT with over 800 centres performing excellent, highly visible and internationally
recognised research on all European and many non-European languages. In terms
of companies, the European LT industry was estimated to comprise 435 companies
(LT-Innovate 2016) or 473 LT vendors in the EU26 plus Iceland and Norway in 2017
(Vasiljevs et al. 2019). In January 2023, the ELG catalogue comprised more than 800
commercial entities including integrators and a certain number of user companies.

In order to disseminate the survey widely, we mobilised existing European net-
works, associations, initiatives and projects. Some of the well-established and long-
standing pan-European LT networks were represented in the ELE consortium and
they constituted the core ELE LT developers stakeholders groups (i. e., CLAIRE,
CLARIN, LT-Innovate, META-NET and ELG). The ELE partners that represented
these initiatives not only contributed their views to the project but also facilitated
access to and elicitation of the views of their constituency and members. In partic-
ular, they coordinated the distribution of the survey to their members, conducted
interviews and focused consultation meetings, where needed and appropriate, and
consolidated their feedback (Thönnissen 2022; Eskevich and Jong 2022; Rufener
and Wacker 2022; Hajič et al. 2022; Hegele et al. 2022).

The survey encompassed 45 questions in total. A respondent was presented with
32 (minimum) to 45 (maximum) questions, including “if other” questions. In all, 35
questions were mandatory and 27 were closed questions (single or multiple choice).
The survey was structured into four main parts: Part A. Respondents’ profiling, Part
B. Language coverage, Part C. Evaluation of current situation, and Part D. Predic-
tions and visions for the future (see also Chapter 38, p. 229 ff., and Chapter 39,
p. 245 ff.). For assessing the current situation from the perspective of LT develop-
ers, we focus on the findings based on responses to Parts B and C of the survey.

The LT developers survey was filled in by 321 different respondents who repre-
sent 223 different organisations (Way et al. 2022). 73% of the organisations are re-
search or academic institutions and 22% are private companies. In 5% of responses
the “Other” value was indicated as the type of organisation and this has been fur-
ther specified as freelancer/private practitioner or currently unemployed, govern-
ment agency, not-for-profit organisation, etc. Of note here is the response to the
question “What languages does your organisation conduct research in and/or for
what languages do you offer services, software, resources, models etc.?”. Figure 6
shows the languages supported by survey respondents’ organisations. All official
EU languages are covered as well as other state official, regional and/or co-official
European languages. The five most frequently mentioned languages are, yet again,
English, German, Spanish, French and Italian.

In order to evaluate the current situation and to further grasp the main challenges
and obstacles the European LT community faces, the survey participants were asked
to indicate their level of agreement with a set of potential obstacles (Figure 7). As
part of a free text question, respondents were also given the opportunity to elabo-
rate on the obstacles and challenges indicated in the questions and/or add any other
obstacle/challenge not previously listed.
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Fig. 6 LT developers survey – languages supported by the respondents’ organisations in their re-
search and development activities

With respect to questions about the status quo of the languages, most of the par-
ticipants agreed or strongly agreed that the importance of multilinguality in the Eu-
ropean landscape does not always receive adequate recognition, and the smaller lan-
guages appear not to be attractive enough for industry and investors (74% agreed
or strongly agreed on this point). This was backed up by comments relating to how
industrial players can find a commercial interest in pre-competitive investments for
“larger” languages, while this will rarely be the case for “smaller” ones. It was sug-
gested that in that situation, the role of additional investors for the development of
LTs for “smaller” languages should be played by bodies either at national or EU
level. Moreover, it was noted that it is very often the case that small languages can
rely on public funding only, which however is considered insufficient. For this rea-
son, it was argued that public investments for small languages are necessary on a
larger scale to really make them available to the wider community. It was also ob-
served that the cost of developing LTs for a language is usually constant, regardless
of the number of speakers of that language. Furthermore, for languages with larger
numbers of speakers, it can often be easier to collect LRs: for instance, the larger
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Fig. 7 LT developers survey – challenges the European LT community currently faces, according
to LT developers

the number of speakers, the more online content is produced, which in turn can be
collected and provide the raw language data necessary for the development of LRTs.

It was reported that this situation was even worse for non-standard languages: lo-
cal dialects, non-standard written language on social media platforms, non-standard
language for speech recognition, and non-standard language as used by migrants or
citizens with a migration background. There is hardly ever funding available for cre-
ating LRs for non-standard varieties. There is equally little incentive for researchers
to publish their work on small languages, resulting in the dominance of the English
language in scientific literature.

3.2 Users of Language Technologies

Commercial users were those respondents representing companies in the sector
of Information and Communication Technologies (ICTs) and eCommerce (e. g.,
Megabyte Ltd, A Capela group, Telecats), energy (e. g., Shell, Menai Science Park
Ltd) and business services (e. g., Spencer Stuart, Inuits, Projectus grupa). They also
included respondents from the following groups: self-employed language profession-
als (e. g., translators); professionals working on different economic sectors (e. g.,
banking, health); independent professionals/consultants; professionals working in
public administration; media and publishing professionals.

Academic users included researchers, data scientists, university professors, lan-
guage teachers, lecturers, and Master’s and PhD students. Some non-governmental
organisations (NGOs) were also represented in the survey, such as Federal Lezghin
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National and Cultural Autonomy, and representatives of public administration, such
as National Youth Service (Ministry of Education, Children and Youth, Luxem-
bourg), Hungarian National Research, Development and Innovation Office and the
Government of the Balearic Islands. In addition, Wikipedia partners collected re-
sponses from representatives of the various Wikipedia projects, such as Wikimedia
Community User Group Malta, Wikimedia Hungary, Wikimedia UK, and Wikime-
dia Community Ireland, to name a few. The full list of stakeholders of the LT users
and consumers survey is presented in Way et al. (2022).

Six well-known European initiatives disseminated the survey within their net-
works and produced one report each, based on their respective constituencies. These
include the European Federation of National Institutions for Language (EFNIL,
Kirchmeier 2022), the European Language Equality Network (ELEN, Hicks 2022),
the EuropeanCivil Society Platform forMultilingualism (ECSPM,Gísladóttir 2022),
the New European Media initiative (NEM, Hrasnica 2022), the Association of Euro-
pean Research Libraries (LIBER, Blake 2022) and Wikipedia (Heuschkel 2022).

The survey obtained a total of 246 responses. The results show that contributions
came from a diverse range of economic sectors and professional activities, but most
of the respondents worked in the education and research sector with 130 responses
(53%) out of 246, that is, most respondents were researchers, university professors,
assistant professors, lecturers or held other academic positions. The survey was also
filled out by representatives of NGOs, large enterprises, SMEs, government depart-
ments and independent contractors and consultants in diverse economic sectors. The
15 (6%) respondents who selected the option “other” represented non-governmental
bodies, non-profit organisations, public sector organisations, social organisations
and independent government departments.

Of relevance to assessing the current situation, we note here the responses to the
question “In general terms, how do you evaluate the performance of the tools you
use for the official European language(s) you work with”. Responses were captured
through a 4-point Likert scale (where 1 indicated very poor support, 2 poor support,
3 good support and 4 excellent support). The list of LTs evaluated can be seen inWay
et al. (2022). Figure 8 shows the average score for each of the European languages
evaluated. The results show striking differences in technological support between
European languages. Unsurprisingly, English is very well supported with a mean
score of 3.4, while the group formed by German, French and Spanish follows with a
mean score between 2.4 and 2.5. All other European languages were considered to
have either poor support (mean scores ranging from 1 to 1.3), very poor support or
no support at all with scores below 1.

3.3 European Citizens as Consumers of Language Technologies

In addition to the consultation with stakeholders that represent communities of users
and consumers, a survey targeting European citizens was carried out to make sure
that their voices also play a decisive role in the pursuit of full DLE in Europe. This
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Fig. 8 LT users survey – level of technological support: average scores for the European lan-
guage(s) that respondents work with

consultation with a larger and more diverse cohort of consumers allowed us to ob-
tain a more accurate picture of the current scenario in terms of LT support across
European languages and have a more representative basis for a technological and
scientific forecasting on how LTs can be deployed and applied in Europe by 2030.

The citizens’ survey was launched in January 2022 and closed on 01May 2022. It
was made available in 35 languages and disseminated across 28 countries.6 For each
country we created a standalone survey so that respondents only saw the version in
the language of the country in which they were based. For countries with more than
one official language, we created a standalone version of the survey in each language
spoken in the country, e. g., four surveys were set up in Spain (in Spanish, Catalan,
Galician and Basque). This approach allowed us to specifically target regions where
we were more likely to find communities of respondents that were speakers of that
language. More details on this survey and the community consultation methodology
are presented in Chapter 38 (p. 229 ff.).

In total, 21,108 complete responses were collected. However, as the collection
of survey responses through commercial online services is known to present some
known issues that can render results unreliable (Lawlor et al. 2021), closer inspection
revealed a number of flags indicating unreliable responses. These responses were
filtered from the dataset, and as such, a final 20,586 responses were analysed.

6 While ELE investigated about 90 European languages, we only produced translated versions for
those languages for which native speaker post-editing was available. The 35 languages covered by
the survey represent the support offered through the ELE consortium members.
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Respondents provided profiling questions and were asked to list all of the lan-
guages they speak. Of particular interest in our examination of the current situation
is the response to question 6 “Please rate all the types of software applications, apps,
tools or devices you use for your language(s)”.
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Fig. 9 EU citizens survey – responses to question 6: Please rate all the types of software applica-
tions, apps, tools or devices you use for your language(s). Tools you do not use for your language(s)
do not need to be rated. Note that purple indicates the median and blue the mode.

The list of eight tools presented was: Search apps (e. g., Google, Bing); per-
sonal assistant apps (e. g., Siri, Alexa); proofreading apps (e. g., spelling and gram-
mar checkers, autocorrect); translation apps (e. g., Google Translate, DeepL); auto-
matic subtitling (e. g., news report, YouTube); language learning apps (e. g., Babbel,
Rosetta Stone); chatbots (e. g., for customer support) and screen readers. The aim of
this question was to understand the perception of the average EU citizen and LT user
of the quality of the tools that they use for each language they speak.

The ratings were based on a 5-point Likert scale, i. e., respondents had the op-
tion of rating 1-star (poor) through to 5-stars (excellent) for each of the eight tools
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presented, and for each language they had selected in the previous question. In the
interest of space, Figure 9 presents only the languages for which language reports
were produced (see Chapters 5–37) and only shows responses from the perspective
of each language, as opposed to each tool. Due to the large size of the dataset and
the varying proportion of responses for each language, the figures presented here are
based on the calculation of the median score (purple) and the mode (blue). Tools that
were not available or used by a respondent did not receive a score. In these instances,
the tool was assigned a rating of zero, as a penalty for lesser-used tools across all lan-
guages. This explains the low scores for languages such as Serbian, Luxembourgish
and Icelandic, which either have very few available or low-rated existing LTs.

To some degree, the results reflect the trend presented for the technological DLE
scores of the relevant languages (see Chapter 3) in terms of the quantification of the
technological factors of the DLE Metric. The difference between the median score
for English and the next well-resourced languages is not as stark, however. This
could be explained by the fact that the ratings of the tools are bound to an upper
limit of five and as a result, the scores are “flatter” and closer to each other. On the
other hand, we can see that the mode score reveals that tools for English, French,
Spanish and Italian received more frequent higher ratings. Nevertheless, the results
provide a clear insight into the average European user’s perception of the quality of
LT support for their languages.

4 Conclusions

We examined around 90 European languages with the goal of creating a snapshot of
their digital readiness in 2022.Wemade use of the inventory of LRTs in the European
Language Grid and assessed the technological readiness of each language based on
the availability of LRTs. From this, we carried out a cross-language comparison on
this empirical basis, as well as an analysis of feedback from developers and users of
LTs across Europe, including input from over 20,000 EU citizens.

The status as analysed in 2022 is very clear: there is an extreme imbalance across
languages when it comes to the individual levels of technological support. While the
META-NETWhite Paper Series reported a similar imbalance ten years ago, what is
surprising is the little comparative change seen across the board since then. The
same trend of acute digital inequality continues, and worse still, the gap between
English and the rest of the EU languages is getting wider. Even though some of the
widely spoken languages in Europe and beyond (Spanish, German and French) have
demonstrated considerable progress and are among the top performers, their distance
from English is intolerable. Moreover, a striking asymmetry is evidenced between
official and non-official EU or EEA languages.

Our results reiterate that digital language inequality poses a direct threat to Eu-
rope’s linguistic and cultural diversity. Europe has become or is about to become a
continent where digital diglossia is the de facto context for many EU citizens, with
the exception of English native speakers. When going about their online lives, EU
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citizens too often find it more efficient or even absolutely necessary to rely on other,
more widely supported languages (predominantly English) for certain services and
information because this gives them greater access to high-quality and reliable con-
tent to a broader audience, and allows them to use more advanced technologies. This
is true particularly for the younger generations, thus increasing the generational lan-
guage gap and bringing lesser-resourced languages ever closer to digital extinction.
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Chapter 5
Language Report Basque

Kepa Sarasola, Itziar Aldabe, Arantza Diaz de Ilarraza, Ainara Estarrona, Aritz
Farwell, Inma Hernáez, and Eva Navas

Abstract Since 1968 Basque has been immersed in a process of revitalisation that
has faced formidable obstacles. Nonetheless, significant progress has been made in
numerous areas. The Language Technology community widely accepts the standard-
ised language and constructs efficacious LT tools. After thirty years of collaborative
work, research has resulted in state-of-the-art technology and robust, broad-coverage
NLP for Basque. However, a dramatic difference remains between Basque and other
European languages in terms of both the maturity of research and the state of readi-
ness with respect to language technology solutions.

1 The Basque Language

Basque is spoken by 28.4% (751,500) of Basques in a territory that spans part of
northern Spain and southern France. Of these, 93.2% reside on the Spanish side and
the remaining 6.8% in the French region. The Basque Autonomous Community in
Spain has established Basque as a co-official language. The Chartered Community
of Navarre grants co-official status to Basque only in northern Navarre. Basque has
no official status in the French Basque Country. The same is true for the European
Union, which limited the status of official European languages to state languages.

As a non-Indo-European language isolate, Basque grammar differs considerably
from surrounding languages, though it has borrowed up to 40% of vocabulary from
Romance languages and uses the Latin script. The five main spoken dialects are no-
ticeably distinct from one another and it was not until 1968 that the Royal Academy
of the Basque Language unified Basque. Since then, it has been immersed in a pro-
cess of revitalisation that has faced formidable obstacles. Nevertheless, significant
progress in numerous areas has fostered the necessary sociolinguistic conditions for
the successful development and dissemination of LT. This positive course of events,
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bolstered by years of collaborative work, has resulted in state-of-the-art technology
and robust, broad-coverage NLP for Basque (Hernáez et al. 2012). Still, a dramatic
difference remains between Basque and other European languages in terms of re-
search maturity and readiness with respect to solutions (Sarasola et al. 2022).

Data collected by the Basque Institute of Statistics (EUSTAT), shows that 85%
of people aged 15+ in the Basque Autonomous Community (1,603,000 individuals)
used the internet between June and September 2021. According to the PuntuEUS
Observatory, which measures the presence of Basque on the internet, there are cur-
rently 12,470 websites with the Basque language code (.eus) as the top-level domain.
In 2020, the percentage of websites with content in Basque was 84.4%.

2 Technologies and Resources for Basque

The LT support of Basque is reflected in the European Language Grid (ELG). Half
of the resources are corpora, while the rest includes resources, grammars and models.
Basque language models in ELG may be divided into monolingual and multilingual.
Among the former is BERTeus, a Basque language model pre-trained on crawled
newspaper articles and the BasqueWikipedia. The latter include IXAmBERT, a mul-
tilingual pre-trained language model for English, Spanish and Basque.

Most Basque monolingual corpora are annotated at some linguistic level. The
largest, the ETC corpus and the Lexical Observatory Corpus, contain 48-355 mil-
lion words. The EPEC corpus contains 300,000 words of standard written text, man-
ually tagged at different grammatical levels. Bi- or multilingual corpora, the major-
ity of Basque corpora in ELG, are composed of comparable or parallel data. HAC,
a cross-lingual corpus for Basque, Spanish, French and English and the Basque-
Spanish EiTB corpus of aligned comparable sentences contain 629,916 and 564,625
translation units, respectively. In comparison to text corpora, resources that include
other modalities are relatively few. However, several databases for ASR, TTS and
speech-to-speech translation (S2ST) have been built over the last decade. Large pub-
lic datasets for high quality speech synthesis for Basque are not available for com-
mercial use, but smaller datasets developed at theUPV/EHU are on hand for research.
S2ST, a new research area that requires bilingual data, has made inroads with respect
to Basque: there is a bilingual Basque-Spanish dataset containing over eight years
of Basque parliamentary sessions.

Lexical resources outweigh conceptual ones, followed by dictionaries, thesauri,
terminological resources, ontologies and wordnets. The Egungo Euskararen Hizte-
gia (Contemporary Basque Dictionary) and the Orotariko Euskal Hiztegia (General
BasqueDictionary) count among themost important dictionaries. Additionally, there
are euLex and the Euskararen Datubase Lexikala and three variants of WordNet
(EusWordNet, Multilingual Central Repository 3.0, SLI Galnet).

Basque tools and services in ELG span a range of applications, but none are listed
for information extraction and retrieval, language generation and summarisation or
human-computer interaction. Instead, most may be classified as spellcheckers or fall
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under text analysis, speech processing, and translation technologies. There are three
spellcheckers of note, while pipelines for sentence segmentation, tokenisation, PoS
tagging, lemmatisation and dependency parsing may be constructed with UDPipe,
ixaKat or IXA-pipes. Other types of linguistic processing are also available, ranging
from word sense disambiguation and lexical similarity to RST parsers.

There are twomajor TTS engines that read texts with high quality synthetic voices
in Basque or Spanish. Just one Basque company offers a speech recognition service.
Google’s Cloud Speech-to-Text is available for Basque, but only in default and com-
mand and search models. There are no additional enhanced models as there are for
English, French or Spanish, no option for using Google’s Cloud TTS, and Amazon
does not include Basque in their TTS or ASR services. Besides Google Translate,
there are four locally developed neural systems that provide high quality translation
between specific language pairs.

Although most basic LT tools are available, a significant gap remains between
Basque and other languages in terms of data. This difference is also observed in
speech resources and domain-specific data. If we wish to fine-tune models for better
performance, domain-specific corpora are required. These examples underline the
endemic digital inequality that exists in LT, although one bright spot for languages
with few resources, such as Basque, is that pre-trained mono- and multilingual mod-
els have proven quite useful in NLP tasks, even when based on far smaller corpora.
As a final note, it is worth mentioning most Basque resources have been produced
by research groups at the University of the Basque Country and other public entities.
Regrettably, resources produced by companies involved in publicly funded projects
are not always open-sourced and greater pressure must be applied to ensure they are.

3 Recommendations and Next Steps

While Basque’s digital condition may not be endangered, it does remain vulnera-
ble. More work must be done to deepen its integration into social network applica-
tions, expand its use in business and employment services, and extend its reach into
entertainment products. Moreover, there are significant gaps in the availability of
language data and tools that must be addressed so that research may be improved
and better commercial applications developed. The more obvious lacunae include a
lack of sufficient multimodal corpora, public datasets, and advanced language mod-
els. While it is true that pre-trained mono- and multilingual models are employed to
great effect in a variety of NLP tasks, a dearth of domain-specific data in Basque con-
tinues to hinder the ability to fine-tune models. This is an area that not only requires
attention with respect to Basque, but also underscores the chasm in LT between the
most utilised languages, such as English, and those with far fewer digital resources.
It is as understandable as it is troublesome that a high percentage of Basque speakers
meet with obstacles in their online lives, too often finding it easier or necessary to
rely on other, more widely available languages for determined services and informa-
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tion. This prima facie case of linguistic inequality, not limited to Basque, does not
bode well for the future of Europe’s cultural heritage.

Fortunately, a remedy may yet be found if action is taken now. Basque’s digital
health would benefit from bolder and nimbler LT strategies at the European, national
and regional levels. In this context, the Spanish Government has approved the New
Language Economy PERTE with the purpose of reinforcing the value of official lan-
guages in the digital transformation process. Out of a €1.1 billion budget, at least
€30 million will be earmarked for supporting projects in co-official languages. Sim-
ilarly, the Basque Government has launched GAITU, an action plan that aims to
integrate Basque into LT between 2021-2024. Finally, the opportunity to take a role
in the CLARIN infrastructure would also result in the creation and maintenance of
resources. These types of actions should guarantee that data and resources will be
made publicly accessible whenever possible because the amount of available data
will determine the quality of prospective applications. Licences that provide fewer
restrictions on content creation should bemorewidespread so that greater amounts of
linguistic data may be collected. Infrastructures and trained personnel are required to
manage the influx of data and curate it for research and development. At one level,
taking these steps will help ensure that LT continues to adapt to Basque’s digital
needs and keep pace with advances at the global level. At another, such a strategy
would impart greater visibility to LT and reinforce its vital role in enabling Basque
to thrive in today’s rapidly evolving socio-digital space.
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Chapter 6
Language Report Bosnian

Tarik Ćušić

Abstract It is objective to state that there are no language technologies for the
Bosnian language or initiatives for the digitalisation of the Bosnian language. There-
fore, it is necessary to take initial steps towards technological support for the Bosnian
language, in order to prevent its digital extinction. In Bosnia and Herzegovina, no
programmes aimed at the research and development of language technology prod-
ucts have been initiated. The Bosnian language is present in the digital sphere more
or less as much as it is included in foreign, multilingual tools and resources, which
are mostly related to Machine Translation (Google Translate and others).

1 The Bosnian Language

The Bosnian language belongs to the West-South Slavic subgroup of the Slavic
branch of the great Indo-European linguistic family. Bosnian has about 2.5 million
native speakers in Europe. It is the official language in Bosnia and Herzegovina,
along with Croatian and Serbian, where it is spoken by 1.87 million people, or 53%
of the population. Bosnian is the native language of Bosniaks in Bosnia and Herze-
govina, but also of members of other ethnic groups. Outside of Bosnia and Herze-
govina, Bosnian is one of the official languages in Montenegro. Bosnian is also an
officially recognised minority language in Croatia, Serbia, North Macedonia and
Kosovo. In Western Europe and North America, Bosnian is used by about 150,000
people, and by 100,000 to 200,000 people in Turkey.

There is no single language law in Bosnia and Herzegovina that regulates the
issue of official language use. However, Bosnian (along with Croatian and Serbian)
is listed as one of the official languages in laws and regulations on primary education,
secondary education and higher education.

Two writing systems are used in the Bosnian language: Latin and Cyrillic. Both
Latin and Cyrillic have 30 letters each; Latin has 27 monographs and three digraphs
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(dž, lj, nj), and Cyrillic has 30 monographs. In the past, the Bosnian language was
also recorded with Glagolitic, Bosnian Cyrillic (Bosančica) and Arebica.

According to the morphological classification, the Bosnian language belongs to
the group of synthetic languages of the inflectional type: it has a larger number of
inflections, i. e., different grammatical forms of words; it is characterised by the fre-
quent merging of different morphemes, by a multitude of changes within individual
forms and at the boundaries of morphemes, etc.

The Bosnian language belongs to the group of languages marked by the syntac-
tic structure of SVO: Subject–Verb–Object, e. g., Mahir sluša rok [Mahir listens to
rock.]. There are three types of word order in the Bosnian language: basic word or-
der (grammatical-semantic), actualised word order (contextually conditioned) and
obligatory word order (prosodically conditioned) (Jahić et al. 2000, p. 465-473).

In January 2021, 3.27 million people lived in Bosnia and Herzegovina (49.2%
of them in urban areas): the total number of mobile connections was 3.73 million,
which is 113.9% of the total population; there were 2.32 million internet users (71%
of the population) and 1.8million active social media users (55% of the population).1

There are more than 25,000 .ba domains registered.2 The languages of websites
under the .ba domain are mostly Bosnian, Croatian and Serbian, while some web-
sites, due to their character and purpose, are bilingual: Bosnian – English, Croatian
– English, Serbian – English and the like.

2 Technologies and Resources for Bosnian

Very few resources (i. e., corpora, language models or lexica) are available for
Bosnian to date. In fact, Bosnian lacks a reference monolingual corpus that would be
a valuable asset for both linguistic research and LT development. With regard to bi-
or multilingual corpora, although they are rare, Bosnian is included as part of some
corpora. Examples are the SETimes corpus, a parallel corpus in ten languages with
its Bosnian part consisting of 2.2 million words, and the Oslo Corpus of Bosnian
Texts, a 1.5 million words corpus consisting of different genres of texts published
in the 1990s. The Bosnian part of the CC-100 corpus comprises 14 million tokens
(Conneau et al. 2020).

In a relatively recent project aiming at compilingWeb corpora of Bosnian (bsWaC)
(Ljubešić and Klubička 2014), 8,388 seed URLs for Bosnian were obtained via the
Google Search API queried with bigrams of mid-frequency terms obtained from
corpora built with focused crawls of newspaper sites. Each TLD was crawled for 21
days with 16 cores used for document processing. The web corpus of the Bosnian
language comprises 722 million tokens (Ljubešić and Klubička 2016).

1 https://datareportal.com
2 https://www.domaintools.com

https://datareportal.com
https://www.domaintools.com
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With respect to available language technologies, Bosnian is supported in a number
of machine translation systems, mainly commercial ones, like Apptek, Tradukka and
iTranslate. Google Translate also supports Bosnian.

CroNER is a tool for recognising and classifying named entities in natural lan-
guage texts in Croatian. CroNER recognises nine different classes of named entities.
Although developed for Croatian, CroNER can successfully be applied to texts in
closely related languages such as the Bosnian language.

A relatively recent (2017) mobile application for The orthography of the Bosnian
language (Halilović 1996) can be used to learn the spelling of the Bosnian language
and certain grammar rules. The mobile application allows you to search words or
book chapters that contain this “orthography”. This medium also allows for more
flexibility than a book: You can consult “orthography” almost always, on the tram, in
a cafe, during a walk. The aimwas to bring the book closer to the younger generation
and to promote the use of technology in education.

The Language Institute of the University of Sarajevo has developed a digital plat-
form for the Bosnian language, e-bosanski.3 Its goal is to offer language material
about Bosnian in an online format. The material currently available is the Bosnian
Dictionary of Accent Variations – Sound (Online) and Converter of Alphabets.

The Dictionary of Accent Doublets is a dictionary entry in the Bosnian Accent
Manual (with a sound accent book) by a group of authors: Jasmin Hodžić, Aida Kršo
and Haris Ćatović.4 The corpus of audio recordings is designed to acquire compe-
tencies in accentuation, especially for practising general mutual accent differences
in individual accents, regardless of the realised examples in everyday speech or in
the Bosnian accent norm. It contains over 1,000 accent doublets selected from over
7,000 examples that make up the already excerpted material for a future study on
the sources of Bosnian accentuation. Practically, this means that sound recordings
for different accent variations of the same words are hosted on this platform. The
Sounded Dictionary of Names is a separate part of the dictionary appendix of the fu-
ture study of the Prosodem variant of personal names by the author Jasmin Hodžić.
111 names with accent variations are currently provided, i. e., recordings of differ-
ent accent variations of the same names. The platform also encompasses the Accent
Reader5 and Accent Exercises.6 The Accent Reader provides material from a hun-
dred accented and sounded literary texts. The texts are related to everyday Bosnian
life and tradition. Videos with the pronunciation of all vowels under different accents
in the Bosnian language are available, including short-descending, short-ascending,
and long-descending and long-ascending accents.

The platform additionally provides a Converter of Alphabets, i. e., a converter
from the Latin alphabet to Glagolitic, Bosnian Cyrillic (Bosančica) and Arebica.

The Language Institute of the University of Sarajevo plans to create a large his-
torical online dictionary of the Bosnian language that will include language material

3 https://www.e-bosanski.ba
4 https://www.e-bosanski.ba/rad/
5 https://www.youtube.com/playlist?list=PL230XGW7TwJoq3ZNvg7IF7VpcsieCLW-n
6 https://www.youtube.com/playlist?list=PL230XGW7TwJo2MgihumhTIX52_QxFBQrT
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from the Middle Ages (inscriptions and charters), aljamiado texts, texts from oral lit-
erature and so-called Krajina letters. The online dictionary will provide word search
functionalities, retrieving the context of the word (sentence, verse, document) from
the original work.

3 Recommendations and Next Steps

As is evident from the analysis above, there are no largemonolingual corpora that are
representative of the modern use of the Bosnian language, or for the development of
large language models (Ćušić 2022). Therefore, it is necessary to start from scratch.
Current data is not sufficient in either the general or specific domains. At the national
level, the Council ofMinisters of Bosnia and Herzegovina is a public body that could
pass the necessary acts to support the development of LT for the Bosnian language,
but it is unlikely that this will happen, because language is a sensitive issue in Bosnia.
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Chapter 7
Language Report Bulgarian

Svetla Koeva

Abstract This chapter reports on the current status of technology support for Bulgar-
ian and highlights certain gaps. The analysis is based on the services and resources
available in the European Language Grid in early 2022. While the LT field as a
whole has significantly progressed in the last ten years, we conclude that there is
still a yawning technological gap between English and Bulgarian, and even between
German, French, Italian, Spanish and Bulgarian. It is exactly this distance that needs
to be ideally eliminated, if not at least reduced, in order to move towards Digital
Language Equality for Bulgarian.

1 The Bulgarian Language

Bulgarian is the official language of the Republic of Bulgaria. It is spoken by over
eight million native speakers. According to an assessment by the National Statistical
Institute for the 2021 census, the population of Bulgaria is about 6,500,000. A report
by the World Bank states that about 1.7 million Bulgarians lived abroad in 2020.

The official alphabet is Cyrillic. Bulgarian was the first Slavic language to have
its own writing system, which dates from the 9th century. Bulgarian belongs to the
family of South Slavic languages and forms part of the Balkan linguistic union. Bul-
garian exhibits a number of specific characteristics that contribute to the richness of
the language but can also be a challenge for natural language processing (NLP), e. g.,
a rather flexible word order, combined with the lack of morphological distinction for
nominal cases and regular subject omission.

The Bulgarian constitution states that Bulgarian is the official language in the Re-
public of Bulgaria. All education and teaching provided as part of the current state
curriculum, from preschool to university, is in Bulgarian. The Institute for Bulgar-
ian Language of the Bulgarian Academy of Sciences is the official institution that
monitors changes in the Bulgarian language, determines literary norms and reflects
these changes in both orthography and grammar.
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According to W3Techs, Bulgarian accounts for just 0.1% of the language content
on the web (as of November 2021). Bulgarian internet users in 2020 increased by
31% in comparison to 2007 and already 46% of the total population uses the internet.
Bulgarian Wikipedia, as an important source of data for NLP, has a considerably
smaller size than the biggest Wikipedias.

Bulgaria’s membership in the EU, together with the ideas of unity and diversity,
and globalisation while preserving national identity, provides a real opportunity for
the equal use of Bulgarian together with the other major European languages.

2 Technologies and Resources for Bulgarian

Language Technology (LT) provides solutions for the following main application ar-
eas: Text Analysis; Speech Processing;Machine Translation; Information Extraction
and Information Retrieval; Natural Language Generation; and Human-Computer In-
teraction. This study on LT for Bulgarian is based mainly on the European Language
Grid as of February 2022 (Koeva and Stefanova 2022).

Technological developments in recent years have enabled the processing of huge
amounts of language data, and allowed the application of complex models and algo-
rithms, which will lead to significant progress (including for Bulgarian). Bulgarian
is present in several monolingual and multilingual corpora. Some of the multilin-
gual corpora are sentence-aligned, which allows for cross-lingual research. How-
ever, large multilingual corpora are usually created automatically from the internet
(often from Wikipedia). Annotated corpora with manually validated or manually
assigned linguistic information are smaller in number and volume. There are very
few examples of multimodal corpora. Among the multilingual annotated corpora
where Bulgarian is present, there are two relatively large collections: Universal De-
pendencies treebank v2.8.1, and the annotated corpora and tools of the PARSEME
Shared Task on Automatic Identification of Verbal Multiword Expressions (edition
1.1), both freely available. There is an expanding collection of datasets and models
for Bulgarian (at Hugging Face).

Bulgarian is relatively well-resourced when it comes to dictionaries and thesauri.
Most dictionaries have been developed at the Institute for Bulgarian Language, but
due to copyright restrictions, some of them only offer single user queries or access for
research purposes only. Parts of the Bulgarian WordNet are available for download,
extended with semantic classes, new semantic relations and semantic frames.

There are several NLP libraries providing sets of linguistic annotations for Bulgar-
ian (tokenisation, sentence splitting, paragraph detection, lemmatisation, named en-
tity recognition, dependency parsing, etc.). A number of libraries provide deep learn-
ing techniques and knowledge graphs, and report good levels of accuracy and speed
(e. g., Spark NLP). Recently, two NLP pipelines (including a tokeniser, a sentence
splitter, a tagger, a lemmatiser and a dependency parser) have become available: UD-
pipe and NLP-Cube, trained for languages with UD Treebanks, including Bulgarian.
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Generally, LTs for Bulgarian still dominate text analysis while multimodal input data
(such as simultaneous text, images, audio and video) is rarely processed.

The quality of speech technology for Bulgarian is not yet satisfactory. There are
still no accessible and reliable speech-to-text systems for Bulgarian, especially work-
ing in real time. Excluding the automatic translation offered by multinational enter-
prises, there are other available MT systems from and into Bulgarian with different
types of access. The assessment of the quality of existingMT services, the number of
language pairs, and the coverage of thematic domains still determines MT technolo-
gies for Bulgarian as underdeveloped. Recently, there have been serious advances in
research on information extraction for Bulgarian: event extraction, sentiment analy-
sis, fake news detection, fact-checking.

There is no dedicated funding or infrastructure for Bulgarian LTs. Many of the
achievements and advancements in the development of language data and tools for
Bulgarian have been the result of short-term funded projects and PhD theses.

A number of Bulgarian LT companies are very successful, for example, Ontotext,
operating in the field of semantic technologies with its product GraphDB.

When we compare the two studies – Blagoeva et al. (2012) and Koeva and Ste-
fanova (2022) – we can see that there is a development in LRs and LTs for Bulgarian,
but this is also true for other European languages. Furthermore, in a comparative anal-
ysis in 2012, Bulgarian was ranked 15th in terms of technological support, while it
is ranked 21st in 2022. Nowadays, technological progress is rapid, and we should
consider language models such as GPT-3 and its successors for Bulgarian and the
other European languages, which will necessitate significant investments.

3 Recommendations and Next Steps

Many commonly used AI technologies are still not available for Bulgarian (Human-
Computer Interaction, multimodal processing, etc.), while for others, if technology
has made advances, there are no available applications (summarisation, question
answering, etc.). Progress is typically made abroad and Bulgarian is part of some
multilingual systems for MT and speech analysis. There is already a need for open
real time MT services from and to Bulgarian combining text and speech, taking into
account context, communicative purposes and different environments. Thus, speech
and text technologies for Bulgarian have to be combined with technologies for other
modalities: real time image and video processing working simultaneously in multi-
lingual environments. Natural language understanding and generation of Bulgarian
have to become part of multilingual and multimodal processing.

Digital Bulgarian needs large-scale, long-term support, harmonised with the sup-
port for all European languages. The sporadic funding of various tasks and particular
languages should be replaced by common goals and objectives for all European lan-
guages, which if provided with the necessary funding will lead to vast improvements.
Efforts cannot be focused only on Bulgarian or on any single language, because mul-
tilingual and multimodal resources and technologies are currently needed.
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A BLARK-like (Basic Language Resources Kit) minimum set of LRs and LTs
for all European languages should be developed and maintained, taking into account
that the minimum requirements change rapidly. In 2022, this set should contain large
integrated models for as many applications as possible: real-time, multimodal, cross-
domain and multilingual LRs and LTs; and a variety of domain-specific datasets.

Convenient and well-regulated access to data is essential for the development of
new products, applications and services. To achieve a significant advance over the
current situation, an increase of available (open and copyright-free) data for Bul-
garian and other European languages is needed, as is an improvement in the legal
conditions for (re)using data at the European level.

There is a need for dedicated education and training programmes in the field of LT
and AI, as it has proven difficult to source researchers, linguists or engineers with the
right combination of skills (e. g., Bulgarian language, computer science, linguistics).

To avoid the reduplication of efforts and to promote data-sharing, it is needed to
strengthen and reinforce the European hubs and repositories, such as ELG, intended
for ready-to-use datasets, models, tools and services. This will increase the overall
language support and ensure the sustainability of LT solutions.

To conclude, although a number of technologies and resources for Bulgarian exist,
there are far fewer technologies and resources for Bulgarian than for English as well
as for some other European languages. Our vision is high-quality LT for all European
languages that supports political and economic unity through cultural diversity.
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Chapter 8
Language Report Catalan

Maite Melero, Blanca Calvo, Mar Rodríguez, and Marta Villegas

Abstract Despite its vulnerable position as a minoritised language, the presence of
Catalan in the digital sphere is relatively strong, thanks to an active online commu-
nity with a high technological profile. Technological support for Catalan is slowly
growing, following the recent advances in AI and increased awareness of the value
of language data and technologies among public and private bodies. However, more
effort is needed to promote the creation of open-source solutions and resources so
as to lower the investment barrier for companies to build technology for Catalan.

1 The Catalan Language

Catalan is a Romance language, closely related to Occitan, spoken in four Euro-
pean states – Andorra, Spain, France and Italy – where it shares space with three
big languages (Spanish, French and Italian). Andorra is the only state where Cata-
lan is the national language. In Spain, it is mainly spoken in Catalonia, Valencia,
and the Balearic Islands, where it is official together with Spanish. In Valencia, the
traditional denomination of the language is Valencian. Catalan is also spoken in Al-
ghero (Sardinia) and in the south of France. The total number of habitual speakers of
Catalan is estimated to be about 4.5 million. Despite its vulnerable position as a mi-
noritised language, the presence of Catalan in the digital sphere is relatively strong.
A good example is the CatalanWikipedia, which ranks 20th globally in terms of num-
ber of articles. The use of Catalan in websites that offer their services in Catalonia
(and the rest of the Catalan-speaking territories) has been steadily growing from an
estimate of 38.75% in 2002 to the current estimate of 66.03%. The digital presence
of the language is uneven across sectors. Only 30.3% of the 480 most popular brands
in Catalonia have their website translated into Catalan, but close to 100% of univer-
sities, NGOs and culture-related Catalan organisations have their website in Catalan.
In contrast, few public organisations at the Spanish level, and none at the European
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level, offer a Catalan version of their website. As for social media and streaming
platforms, popular sites such as Instagram, Netflix, Spotify, HBO, Linkedin or Tik-
Tok do not offer localised Catalan versions. In spite of this, Catalan web users are
considerably active online: Catalan is the 10th EU language (and 19th in the world)
in terms of number of tweets, 9th of the EU (and 17th in the world) in terms of num-
ber of users who tweet in this language and 5th of the world in number of tweets per
user. In the last ten years, grassroots social-media initiatives have emerged, such as
Valençúbers, Canal Malaia or Creators.tv. These efforts have given visibility to more
than 500 Catalan content creators on various channels, such as YouTube, Instagram,
Twitter, TikTok or Twitch and have generated millions of views.

The presence of Catalan in technological products is slowly growing but very un-
evenly. Large technology corporations tend to consider Spain as a single language
market, and consequently rarely include Catalan in innovative and popular AI appli-
cations, such as voice assistants, although they do include it among the languages
offered by some of their cloud services (e. g., Google Translate and Google Cloud
STT and TTS, Amazon Lex and other AWS services, etc.).

2 Technologies and Resources for Catalan

From themid-nineties, machine translation between Catalan and Spanish began to be
used intensively by press editors aiming at producing bilingual publications. Among
the products developed during those years, FreeLing, a text analysis tool, and the An-
Cora corpus still stand out (Moreno et al. 2012). The Corpus textual informatitzat
de la llengua catalana (CTILC), manually annotated with lemma and morphological
information, was collected by the Institute for Catalan Studies (IEC) during the same
period, while the Academy of the Valencian Language collected the Corpus Infor-
matitzat del Valencià and the Corpus Toponímic Valencià, reflecting the Valencian
subvariant. Another relevant institution created during the first years of digitisation
is TERMCAT, a public entity entrusted with the creation of terminological resources
and the standardisation of neologisms.

Current LTs rely heavily on the use of large language models trained on large cor-
pora (Melero et al. 2022). The recent CaText is the largest web corpus in Catalan with
acceptable quality, while AnCora remains the largest and more complete annotated
corpus. There is a noticeable lack of specialised annotated corpora in Catalan for a
variety of domains, genres and tasks, both for fine-tuning and evaluation purposes.
Luckily this trend is starting to turn, and a series of datasets annotated for text clas-
sification, question answering, summarisation, textual similarity, and named entity
recognition, among others, are being created in the framework of the AINA project.
AINA has also released monolingual language models trained on CaText. One of the
most popular and widely used LTs is machine translation (MT). To train MT models,
bilingual parallel data is needed. Most of the largest bilingual corpora are between
Catalan and Spanish, although many are not publicly available. Both the OPUS ini-
tiative and the Paracrawl project offer multilingual models also containing Catalan



8 Language Report Catalan 109

texts. Several online platforms offer translation services for Catalan, like Google
Translate and MS Bing, although one of the best rated ones, DeepL, does not yet
include Catalan. In addition, some open-source initiatives have built downloadable
translation models that include Catalan, such as rule-based Apertium (to and from
most Romance languages) and neural-MT Softcatalà (to and from some European
languages). More work is needed in MT involving Catalan to improve existing mod-
els and add more languages, like Chinese, Russian or Arabic. This would have ma-
jor impacts, e. g., on e-commerce, the integration of migrants, and the international
diffusion of Catalan audiovisual productions. Speech recognition and synthesis are
trained on audio datasets. TheMozilla CommonVoice project has been very success-
ful among the Catalan community, having produced over 1,300 hours of recorded
speech. Another important resource is ParlamentParla, an open-source speech cor-
pus consisting of around 611 hours of parliamentary speeches. Aside from that, we
find smaller transcribed audio corpora for specific purposes (e. g., prosody, clinical,
social and geographical variation). Local companies, like Verbio, offer customised
solutions involving STT and TTS technologies in Catalan, such as automatic subti-
tling for Catalan television. Catotron is a recent open-source TTS tool for Catalan
developed by CollectivaT using deep learning models trained on an audio corpus
provided by Catalan television. Catalan Sign Language (LSC) is used by more than
25,000 people in Catalonia. There is an ongoing project to collect an LSC corpus
carried out by the IEC and the Pompeu Fabra University. The current amount of
data is still insufficient to develop translators and other technology related to LSC,
thus more efforts should be devoted to this sensible area.

In Catalonia, the AI strategy (Catalonia.ai) is led by the Department of Digital
Policies, which has recently approved the AINA project to promote the development
of technological applications in Catalan, in collaboration with the Barcelona Super-
computing Center. AINA has already started to produce concrete results (see above).
There is a sizeable number of research groups focused on NLP or speech technolo-
gies in universities and research centres across Catalonia and Valencia. There is
also a vibrant ecosystem of small and medium local enterprises providing language
services and developing intelligent applications, some of them offering Catalan, al-
though less often than desired due to the initial investment barrier. Among the rel-
evant stakeholders it is worth mentioning the role played by Softcatalà since the
beginning of digitisation. Softcatalà is a non-profit association whose basic aim is to
promote the use of Catalan in computer science, the internet and new technologies.
Since their origins, in 1998, they have contributed to open-source software local-
isation and have developed free tools, such as spell-checkers, translation models,
synonym dictionaries and multilingual dictionaries.

3 Recommendations and Next Steps

The recent advances in AI-powered LTs have resulted in an increased awareness of
the Catalan society and political bodies, of the importance of LT and language data.
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However, public administrations still host very large volumes of non-confidential
data, that is suitable for developing cutting-edge technology but remains unexploited
and inaccessible. We feel that due to this increased awareness, this is beginning to
change. We expect that the European directives on the reuse of public information
will soon be fully implemented in the Catalan administration, and open access to lan-
guage data, which is recognised as essential for the development of new applications
and services in Catalan, will become standard. Given the particularities of the Cata-
lan market, supporting open-source solutions would decrease dependence on large
corporations for developing cutting-edge technology for Catalan. Moreover, having
access to open-source solutions and resources will allow small and medium-sized
companies (and potentially also large ones) to develop applications in Catalan with-
out having to face the initial investment barrier. A significant way of stimulating
the market and driving the demand of technology in Catalan is to increase the inno-
vation capacity of Catalan public services by incorporating technological solutions
that include Catalan. This will eventually benefit the citizens down the line as well.
Finally, the creation of an independent Centre of Excellence dedicated to Catalan
LTs would be a way of 1. increasing visibility and sustainability of infrastructures
and resources, both existing ones and those soon-to-be-created by current projects,
2. offering more educational and training LT programmes in Catalonia to increase
the number of trained experts, 3. facilitating technology transfer between academia
and industry, 4. boosting a growing economic sector, while guaranteeing the position
of Catalan in the digital challenge.
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Chapter 9
Language Report Croatian

Marko Tadić

Abstract This chapter presents a summary of the Language Report on Croatian
(Tadić 2022) on general features of the language and the level of technological sup-
port it receives since the previous report (Tadić et al. 2012). The chapter includes
information about the typological and structural features of Croatian, its status and
usage in the digital sphere and its support through Language Technologies.

1 The Croatian Language

The Croatian language belongs to the West-South Slavic subgroup of the Balto-
Slavic branch of the Indo-European linguistic family. It is the native language of
over 5 million speakers. Croatian consists of the dialects and standard national lan-
guage of the Croats, and is the official language of just under 4 million people in
Croatia. Along with Bosnian and Serbian, it is one of the three official languages in
Bosnia and Herzegovina, where it is spoken by about 400,000 people. Croatian is
also spoken by national minorities in Croatia as well as by autochthonous Croatian
minorities in Serbia, Montenegro, Slovenia, Hungary, Austria, Slovakia and Italy.
Croatian is also used abroad. The largest Croatian diaspora is located in Germany,
followed by the US, Canada and Australia. In 2013 Croatian became the 24th offi-
cial EU language. According to the 2011 census, 90.42% of the country’s inhabitants
are ethnic Croats, with Croatian the native language for 95.6%. Croatian is the main
language used and taught in schools. The literacy ratio in Croatia is 99.2%. Croat-
ian was written with three scripts (Glagolitic, Cyrillic, Latin), and the Latin script
became dominant in the 16th century. It was standardised after 1835, when the Croa-
tian Latin alphabet settled on its modern-day form.

The phoneme inventory of the Croatian standard language consists of 6 vowels
and 25 consonants. Croatian differentiates ten parts of speech, five of which inflect
(nouns, adjectives, numbers (partially), pronouns, verbs) and four do not (preposi-
tions, conjunctions, particles, exclamations), while some adverbs inflect only in com-
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parison. The grammatical categories that inflect for the majority of declinable words
are gender (3 values), number (2 values), and case (7 cases). Definiteness is marked
on adjectives and animacy in the accusative singular form of masculine nouns and
adjectives. Verbs use categories of manner (5 values), person (3 values), number
(2 values), voice (2 values) and tense (7 values). The verbs biti (‘to be’) and htjeti
(‘will’) are auxiliary. Verbs also have an elaborate aspectual system (imperfective
and perfective with additional subvalues such as inchoativity, iterativity, partitivity
etc.) and they could also be reflexive. Adjectives and adverbs can inflect for compar-
ison (3 values). Croatian is characterised by an SVO syntactic pattern and relatively
free word order. Double-negation is required. The agreement of components in gen-
der, number and case is typical.

The CroatianWeb Archive catalogues and stores web resources: portals, websites
of institutions, associations, events, scientific projects, books, journals, etc. from
1998. The Croatian Wikipedia has 211,970 articles (31 May 2022) and is ranked
47th. Croatian is prevalently used onmajor social media. Croatian appears in Google
Translate (since 2008) and Bing Translator as a source or target language. Most so-
cial media offer translations of posts in/from Croatian, while popular open-source
software as well as systems and interfaces by Apple, Google and Microsoft are lo-
calised.

2 Technologies and Resources for Croatian

In the last decade, the development of Croatian LT advanced primarily because Croa-
tia joined the EU in 2013. The position of the 24th official EU language resulted in
the inclusion of Croatian in large multilingual NLP campaigns, and it started to be
researched by non-Croatian NLP experts, too. Although in some areas a number of
fundamental resources are not yet available for Croatian, progress has been made
in LR collection, text analytics, language models, computer assisted language learn-
ing and machine translation (MT), but speech processing is still seriously underde-
veloped. A number of EU and nationally funded projects were running mostly in
academic institutions. Fundamental tools for lemmatisation, PoS tagging, NER and
syntactic analysis have been provided, but there are no robust and reliable industrial
systems. In the area of NLU, there is a newer version of CroatianWordnet (v2.1) and
in 2016, a layer of semantic roles was added to the Croatian Dependency Treebank
thus providing basic LRs for semantic processing at lexical and clausal levels.

After the release of the Croatian National Corpus v3 in 2013, there were sig-
nificant advances in large corpus collection, e. g., hrWac v2.1, ParlaMint-HR 2.1,
MARCELL Croatian Legislative Corpus, etc. A number of smaller specialised cor-
pora appeared: for processing social media, for sentiment analysis, for investigation
of speech disorders, or language learning.

Available bilingual data are either stand-alone parallel corpora, e. g., hrenWaC
2.0, bi-texts in the domain of tourism, or the MARCELL Croatian-English Paral-
lel Corpus of Legislative Texts, or the results of data collection campaigns, e. g.,
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ParaCrawl, Bible translations, and parallel corpora collected from public institutions.
Croatian became a language of interest in multilingual initiatives and shared tasks:
Universal Dependencies (UD), C4Corpus, Deltacorpus, EU Patents, EU EAC TM,
JRCDGT TMs, ParlaMint corpora and ComparableWikipedias of South Slavic Lan-
guages, OSCAR, SETimes, TED talks, OPUS, W2C, and WikiMatrix.

The largest freely available lexical resources are inflectional lexicons: Croatian
Morphological Lexicon (HML) and hrLEX v1.3. There is only one general language
dictionary freely available for online search to its fullest extent: Hrvatski jezični por-
tal accessing the lexicographical base of a publisher. Access to other lexica is limited
through a proprietary app by another publisher. Other larger lexica are specialised
like the Croatian Old Dictionaries Portal, Dictionary of Neologisms, or dictionaries
compiled by the Institute of Croatian Language and Linguistics covering spelling,
phrasemes, valencies, collocations and Croatian Terminology Portal. Special types
of lexica are Croatian Derivative Lexicon, CroDeriv and DerivBase.HR, that repre-
sent the first steps of processing at the level of derivative morphology and both are
connected with the Universal Derivations.

The development of NooJ grammar models accelerated because it was present
in teaching at undergraduate and postgraduate levels of linguistics and information
sciences. Recently, after the introduction of language model approaches, a similar
model was built for Croatian but usually in combination with other languages, such
as CroSloEngualBERT, BERTić or ELMo embeddings models.

The best pipeline for processing Croatian is developed within the UD initiative
(UDPipe) and it found its way into the GATE,Weblicht and ELG platforms. The UD
data served also to produce the Croatian segment in UDify. Apart from the Croatian
Language Processing Pipeline developed in 2013, there is the CLASSLA fork for the
Stanford Stanza pipeline for processing South Slavic languages. Also, at the lexical
and event semantics level, two popular online services feature Croatian, among other
languages: Wikifier and Event Registry. In Babelnet, Croatian is well represented
and ranked 41st with almost 3 million synsets.

Support for Croatian as a source and target language inMT systems was provided
as early as in MT@EC, followed by CEF AT and eTranslation. The introduction of
the NMT paradigm increased the translation quality, as shown in the CEF project EU
Council Presidency Translator, developed for the Croatian EU Presidency in 2020.
The system outperformed Google Translate in hr→ en→ hr directions by several
BLEU points and in 2020 it translated more than 60 million tokens.

From 2015 to 2016 within the ESF-funded project HR4EU, a Portal for Learning
Croatian as a Foreign Language was produced.

Despite some attempts at the Universities of Zagreb and Rijeka, speech technol-
ogy is the most underdeveloped area for Croatian; no free industry-level applications
exist. The commercial players have started to offer speech modules for Croatian.
The Collins Multilingual databases WordBank and PhraseBank have included Croa-
tian since 2016, while the GlobalPhone Croatian Pronunciation Dictionary has been
available since 2013. TalkBank is the final offering in this limited set of speech data
for Croatian. Support for Android devices is provided at the level of the operating
system, but it does not exist in the iOS environment.
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A nationally funded programme for LT ran from 2007 to 2012. It disseminated LT
research from the Faculty of Humanities and Social Sciences, University of Zagreb
to a number of other institutions in Croatia. The Croatian LT Society has a mission to
unofficially coordinate LT activities in Croatia. The dominant role regarding further
development of Croatian LT in the last decade was played by the EU through its FP7,
ICT-PSP, H2020 and CEF programmes, funding the involvement of several Croatian
research teams where expertise persists to this day, but R&D rarely involves industry.
Croatia joining CLARIN ERIC provided additional impetus. At the national level,
several projects were funded through the Croatian Research Council.

3 Recommendations and Next Steps

There is a lot of currently inaccessible data that could make an impact on the future
of Croatian LT and are still not recognised as language data, e. g., texts produced by
public administrations, aligned audio and subtitles archived by the national broad-
caster, and the Croatian Scientific Journals Portal with open access. The long-term
plan is to secure the presence of Croatian NLP modules in the major NLP platforms
such as spaCy, FreeLing, NLP Cube, TextRazor, Cloud Natural Language, Apache
Open NLP, etc., in order to secure the wider usage of LT for Croatian and its digital
language equality with other languages.
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Chapter 10
Language Report Czech

Jaroslava Hlaváčová

AbstractThis chapter provides basic data about Language Technology for the Czech
language. After a brief introduction with general facts about the language (history,
linguistic features, writing system, dialects), we touch upon Czech in the digital
sphere. The main achievements in the field of NLP are presented: important datasets
(corpora, treebanks, lexicons etc.) and tools (morphological analyzers, taggers, au-
tomatic translators, voice recognisers and generators, keyword extracters etc).

1 The Czech Language

Czech, one of the West Slavonic languages, has about 10 million speakers, most live
in the Czech Republic (Czechia). In other parts of the world, there are about 200,000
speakers. Czech is the official language in Czechia, and since May 2004 it has been
one of the administrative languages of the EU. It is used in administrative, judicial
and other official proceedings (see Bojar et al. 2012, for more details).

The Czech language has several varieties, especially in its spoken form. Literary
(standard) Czech is a prestige variety, which is taught in schools and strongly pre-
ferred in official texts and themedia. In everyday communication, most people prefer
other varieties of Czech. The most widespread one is common Czech, based on the
Central Bohemia dialects. In Moravia and Silesia, dialects such as Hanak, Lach, and
Czecho-Moravian are still used actively. Common Czech and these dialects differ
from the literary variety, especially in morphology, and to a lesser extent in terms of
the lexicon and pronunciation. Other differences are marginal.

In writing, initially, the medieval Latin alphabet was used and for sounds not
present in Latin, digraphs were used. In the early 15th century, the religious reformer
Jan Hus replaced the digraphs with single letters with diacritics (“háček” for the
palatal/palatalised consonants – ť, ď, ň, ř, š, ť, ž; “čárka” and for long vowels – á, é,
í, ó, ú, ý). The only digraph surviving in modern Czech is ch. Long u might have a
ring ů, coming from the chain of changes ó→ uo→ ů.
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The Czech Republic has .cz as the top-level internet domain. It came into effect
in January 1993 after the split of the former Czechoslovakia, which had the domain
.cs. As of 21 October 2021, 1,412,102 websites with the top-level domain .cz were
registered. There were 9.66 million internet users in Czechia in January 2022.1 This
number increased by 120,000 (+1.3%) between 2021 and 2022. Internet penetration
in Czechia stood at 90.0% in January 2022. There were 8.05 million social media
users in Czechia in January 2022 (about 75% of the total population). The number
increased by 660,000 (+8.9%) between 2021 and 2022.

2 Technologies and Resources for Czech

There are several groups in Czech universities working on all areas of NLP (Hlava-
cova 2022). They are especially Charles University in Prague, University of West
Bohemia, Czech Technical University, Technical University of Liberec, Masaryk
University in Brno, Brno University of Technology and Palacký University in Olo-
mouc. Apart from academia, many companies develop LT, usually (but not always)
with a narrower focus. The LINDAT/CLARIAH-CZResearch Infrastructure for Lan-
guage Technologies brings together all the achievements in one place which makes
them easily accessible to the wide public.

The main sources of contemporary Czech data are the corpora of the series SYN
(Hnátková et al. 2014). SYN2000, SYN2005, SYN2010, SYN2015 and SYN2020
are balanced (representative) corpora of written Czech, morphologically annotated,
around 100 million tokens each. SYN2006PUB, SYN2009PUB and SYN2013PUB
are corpora of contemporary Czech newspapers and magazines sized 300 MW, 700
MW and 935 MW, respectively. All of the SYN corpora are joined together into
a single corpus, the last version being SYN v10 (Křen et al. 2021), the corpus of
contemporary written (printed) Czech. It contains 5.9 GW.

The Prague Dependency Treebank – Consolidated 1.0 (PDT-C 1.0) is a richly
annotated and genre-diversified resource (Hajič et al. 2020a). It consolidates the
existing PDT-corpora of Czech data, annotated using the standard PDT scheme.

Bilingual data is represented mainly by Czech-English corpora. The 4th release
of the Czech-English corpus CzEng 1.0 (Bojar et al. 2011) contains 15 million par-
allel sentences from seven different types of sources automatically annotated at the
surface and deep layers of syntactic representation.

Universal Dependencies is a project that seeks to develop cross-linguistically con-
sistent treebank annotation for many languages, with the goal of facilitating multi-
lingual parser development, cross-lingual learning, and parsing research from a lan-
guage typology perspective. The annotation scheme is based on (universal) Stanford
dependencies, Google universal part-of-speech tags, and the Interset interlingua for
morphosyntactic tagsets.

1 https://datareportal.com/reports/digital-2022-czechia
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The main tools for NLP are UDPipe (Straka 2020), a trainable pipeline for seg-
mentation, tokenisation, POS tagging, morphological analysis, lemmatisation and
dependency parsing of raw texts, and MorphoDiTa: Morphological Dictionary and
Tagger (Straka and Straková 2015). It performs morphological analysis, morpholog-
ical generation, tagging and tokenisation and is distributed as a standalone tool or as
a library, along with trained linguistic models.

The best-performing tool for Czech-English translation is the deep-learning sys-
tem CUBBITT (Popel et al. 2021). In a context-aware blind evaluation by hu-
man judges, CUBBITT significantly outperformed professional-agency English-to-
Czech news translation in preserving text meaning (translation adequacy). While hu-
man translation is still rated as more fluent, CUBBITT is shown to be substantially
more fluent than previous state-of-the-art systems.Most participants of a Translation
Turing test struggle to distinguish CUBBITT translations from human translations.

The work on speech recognition and indexing for digitised oral history archives
MALACH (Holocaust survivors’ testimony, archive of the Institute for the Study of
Totalitarian Regimes)2 continues and new tools are being developed.

The Alquist Dialogue System3 is the social bot developed by a team of students
from the Czech Technical University in Prague. Alquist is an advanced Conversa-
tional AI bot carrying out entertaining and engaging conversations with humans on
popular topics such as movies, sports, news, etc. In 2017 and 2018, it gained second
place in the Alexa Prize contests in a competition with over 100 academic teams.

The basic lexicon is MorfFlex (Hajič et al. 2020b), the morphological dictionary
of Czech, with full inflectional information for every word form, encoded in a posi-
tional tag. Wordforms are organised into paradigms according to their formal mor-
phological behaviour. They are identified by a unique lemma.

3 Recommendations and Next Steps

The National Artificial Intelligence Strategy (2019-2030) of the Czech Republic was
released in 2019 by the Ministry of Industry and Trade. It mentions NLP among the
disciplines related to human-machine interaction, i. e., as one of the prominent fields
to be supported. At the same time, AICzechia,4 a national initiative for cooperation
between Czech stakeholders in the field of AI, was established. In terms of NLP
applications, it wants to target traditional areas such as defence/security, media and
government, but also new domains such as social networks, smart homes and busi-
ness support. It will maintain and expand activities in international organisations
in the field (META-NET, CLARIN ERIC, LT Innovate, BDVA, ISCA, ACL, IEEE,
ELRA and LDC). These documents indicate that AI, including NLP, will continue
to be supported.

2 https://ufal.mff.cuni.cz/malach/en
3 http://alquistai.com
4 https://www.aiczechia.cz
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Chapter 11
Language Report Danish

Bolette Sandford Pedersen, Sussi Olsen, and Lina Henriksen

Abstract This chapter summarises the current level of language technologies (LT)
and resources for Danish (Pedersen et al. 2022). Even if Danish LTs are now being
used inmany areas of society, their quality still needs to be improved in order tomake
them more useful and inclusive for the majority of the population. To this end, the
development of large, high-quality language resources and data sets still proves to be
a bottleneck. We report, however, on an increased awareness of sharing and reusing
language resources and data sets across public institutions, academia and industry.
New, large governmental initiatives within the area of AI and LT have been initiated
which support this development.

1 The Danish Language

Danish is a Mainland Scandinavian language and the official language of Denmark,
which has about 5.831 million inhabitants. Danish phonology distinguishes itself
from that of several of its neighbouring languages by exhibiting a very large num-
ber of vowels and by having glottal stop as a meaning differentiating feature (e. g.,
‘!hund’ (‘dog’) vs ‘hun’ (‘she’)). Furthermore, phonetical reductions are very com-
mon, a fact which complicates Danish speech technology since word boundaries
become very hard to identify, to give just one example.

In the written language, the fact that compounds are spelled as one word (as in
other Germanic languages) complicates the development of language tools, and fur-
thermore, compounds are generated dynamically and so only partially accounted for
in dictionaries. The very extensive use of particles with semi-lexicalised meanings
poses a challenge to LT systems. The constructions often occur discontinuously in
spoken and written Danish, a fact which tends to require large amounts of language
data in order to be well represented in the corresponding language models.
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The influence of the English language on Danish language users is increasing.
Loan words and fixed phrases do not influence the language system as such, but the
syntax is influenced in some cases. For instance, some Danish verbs change their
valency pattern because of the influence from English, as is the case for ‘at gro’ (‘to
grow’) which is now beginning to occur as transitive, as in ‘kan man gro trøfler
i Danmark?’ (‘can you grow truffles in Denmark?’). In addition, the placement of
adverbials tends to be increasingly influenced by English.

2 Technologies and Resources for Danish

In recent years a number of repositories for Danish LT have been established. The
following overview is primarily based on these, including the Danish CLARIN plat-
form, the repository of The Danish Agency for Digitisation, sprogteknologi.dk, the
Danlp list and the DaCy repository (for references, see Pedersen et al. 2022, 2012).

Large Danish text corpora have typically been collected by institutions that de-
velop dictionaries. These host very large balanced corpora today, but due to intellec-
tual property rights they are not entirely open source and ready to use for industry.
For research and non-commercial purposes, the DK-CLARIN Reference Corpus of
General Danish (45 million words) has been available for a decade at the CLARIN-
DK repository. Recently, the Danish GigaWord initiative has been launched, a freely
available billion-word corpus of Danish texts assembled by a group of researchers.

In recent years several statistical and neural language models for Danish have
been processed and are based primarily on the above mentioned corpora. Schneider-
mann et al. (2020) report on six different neural models with different correlations
with a hand-crafted similarity data set. Recently, also a number of contextualised,
pre-trained models have been developed for Danish. The Scandival benchmark eval-
uates these and other models. Overall, recent models enable improved language pro-
cessing for Danish with, e. g., a better grasp of the variation of word meaning in
running text. Here, diversity in the training data is becoming more relevant since it
can result in biases with respect to gender, ethnicity, regional origin etc.

Parallel text corpora are primarily used to build statistical models for machine
translation. These models are highly dependent on really large amounts of text data
within all domains. The number of parallel corpora including Danish has increased
somewhat over the last few years; especially corpora where the other language is En-
glish. In recent years the EU initiative European Language Resource Coordination
(ELRC) has helped increase awareness of the value of parallel corpora, in collabo-
ration with three nationally located anchor points. Large public speech corpora are
generally in short supply for Danish, a fact which complicates the development of
speech technologies. However, a few such resources exist at a medium scale, i. e., the
Danish NST ASR Database at the Norwegian Språkbanken, compiled originally by
the company Nordisk Sprogteknologi, DanPASS, and the Danish Parliament Speech
Corpora. The production of a large, transcribed and time-encoded speech corpus is
foreseen as part of the government’s new AI initiative, launched in 2022.
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The Danish Universal Dependencies Treebank (UD-DDT), which has annota-
tions for dependency structure, part-of-speech and named entities, constitutes a ba-
sic resource in terms of syntax. The STO lexicon also contains syntactic information
such as valency information. Lexical semantic resources of various kinds are also
available for Danish. The Danish wordnet, DanNet, is the largest semantic resource
with around 70,000 concepts. More specific resources are framenets and Danish sen-
timent lexicons, various lists of person names, addresses, place names, and some
dialect dictionaries. A joint computational lexical project, Central WordRegister for
Danish (COR), combines several of these resources in one joint resource.

Danish preprocessing tools such as lemmatisers, part-of-speech taggers, named
entity recognisers, and parsers have existed for Danish for several years and are
continuously upgraded, partly based on the above-mentioned resources. Even if there
is still room for improvement, these tools generally achieve high accuracy and are
integrated today into most advanced systems.

Integrated LTs can count on services such as speech, machine translation, and ab-
stracting systems. Dictus ApS and Omilon are examples of Danish companies that
deliver dictation solutions to citizens and organisations such as the Danish Parlia-
ment, the healthcare system, schools, Danish TV-stations and many more. Speech
technology is also used in some chatbots and virtual assistants, and examples of ser-
vices working for Danish are Siri andGoogle Assistant. Their performance, however,
still leaves room for improvement. Open-source packages for developing speech
recognition for Danish are generally scarce. An example is the open-source Python
package DanSpeech (now Alvenir) from the Technical University of Denmark.

Currently, most public institutions outsource their translation tasks to private com-
panies, and this trend is rising. Machine translation is applied in almost all fields of
translation, and the quality is improving. Recent benchmarking reports for Danish-
English and English-Danish show acceptable BLEU scores over 0.70 (depending
on the domain) for Google Translate, eTranslation, and DeepL. However, transla-
tion quality decreases dramatically when Danish is used in combination with other
languages. Other services include technologies such as anonymisation, sentiment
analysis, automatic abstracting, summarisation, fake news detectors etc. of which
only a few currently exist off-the-shelf for Danish. Areas such as opinion mining
and sentiment analysis are growth areas since many companies and institutions in
Denmark feel an increasing need to monitor opinions and sentiments on the web.

3 Recommendations and Next Steps

Several factors play a role in how fast and how well a language community like the
Danish one adapts to new technological advances. Even if Denmark is one of the
most digitised countries in the world, its relatively small size – both as a language
community and commercial market, together with our high proficiency in English –
seem to have delayed the investments and developments in Danish language process-
ing and LT. The specific characteristics of Danish may also play a role. However,
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we see renewed interest in LT at all levels of Danish society. New stakeholders are
emerging day by day together with the increasing tendency of introducing language-
centric AI in nearly all aspects of society; recent tentative counts indicate that more
than 70 Danish SMEs have entered the LT scene.With this development comes more
focus and better understanding of the challenges of language processing and of why
a continuous upgrade of Danish language resources is indispensable. This increased
acknowledgement and tendency towards sharing resources across fields is seen in
academia, industry and public administration and will definitely boost LT for Dan-
ish in the coming years. New governmental investments in AI and LT are supporting
industry and research in this development. All this being acknowledged, the need for
continuous coordinated efforts based in public institutions, industrial settings as well
as research still remains. One precondition for supporting this effort is to ensure that
sufficient highly qualified staff are educated in NLP. It is recommended that NLP
study programmes are sufficiently supported and prioritised at higher educational
and ministry levels. Governmental focus on industry, research, and education is in-
dispensable if we are to ensure that Danish stays on track to being a digitally fully
functional language, also in future language-centric AI solutions.
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Chapter 12
Language Report Dutch

Frieda Steurs, Vincent Vandeghinste, and Walter Daelemans

Abstract This chapter provides a new state of affairs (Steurs et al. 2022) with regard
to language technology (LT) for Dutch (after Odijk 2012). LT for Dutch is highly
developed, and the Netherlands and Flanders have a strong and cooperative LT com-
munity. A lot of digital data is freely available through CLARIN and the Dutch Lan-
guage Institute (INT). However, data and software have to be updated continuously,
and there is a need for a new overarching programme to support research initiatives.

1 The Dutch Language

Dutch is a West-Germanic language spoken by about 25 million people as a first
language in the Netherlands and Belgium and by 5 million people as a second lan-
guage (Steurs 2021). It is a close relative to both German and English and shares
with German the survival of two to three grammatical genders, as well as the use of
modal particles, final-obstruent devoicing, and similar word order. The vocabulary
is mostly Germanic and incorporates slightly more Romance loans than German but
far fewer than English. Some characteristics are challenging for computational pro-
cessing, such as a relatively free word order with differences between main and sub-
ordinate clauses, and productive compounding. Separable verb prefixes can occur far
from the verb and the meaning of a separable verb is often non-compositional. Writ-
ten Dutch is a monocentric standardised language, with lexical and pronunciation
variety between the Netherlands and Flanders. In contrast to its written uniformity,
Dutch lacks a unique prestige dialect and has a large dialectal continuum consist-
ing of 28 main dialects. Dutch is used by 1.3% of all websites and is the 12th most
used language in terms of number of websites. The Dutch one is the sixth-largest
Wikipedia edition. Dutch is used often in social media, which leads to new linguistic
trends and sublanguages, for which corpora are required to allow investigation.
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2 Technologies and Resources for Dutch

The Dutch Language Institute (INT) keeps a detailed list of tools and resources for
Dutch at K-Dutch,1 many of these are downloadable.2 The LanguageMachines web-
site also makes plenty of LT tools available as webservices.3

SoNaR (Oostdijk et al. 2013) is a reference corpus containing different text genres.
Parallel data is available through the Dutch Parallel Corpus (Paulussen et al. 2013)
and through OPUS. The Spoken Dutch Corpus (Oostdijk et al. 2002) contains 900
hours (9 million words) of speech and is manually transcribed and linguistically
annotated. A new large up-to-date corpus for spoken Dutch containing more recent
language and more variants is in high demand. Notwithstanding the popularity of
social media, it is difficult to collect and share such data due to restrictions in the
EU’s GDPR, and only a limited part of SoNaR contains this register.

GiGaNT is a computational lexicon with a historical and a modern component.
Open Dutch WordNet (Postma et al. 2016) is a freely available Dutch lexical seman-
tic database. A more contemporary version with better coverage would be desirable.

Hugging Face, a hub for pre-trained language models (LMs), lists 112 pre-trained
LMs for Dutch, some of these can perform generation. Word2vec embeddings are
available from Tulkens et al. (2016). Nevertheless, there is still demand for very
large-scale LMs for Dutch, and for LMs on certain domains and registers.

In terms of text analysis, Frog (van den Bosch et al. 2007) provides lemmas,
morphology, PoS tagging, named entities, chunking, and dependency information.
Alpino (van Noord 2006) provides deep linguistic dependency parsing. Pattern (De
Smedt and Daelemans 2012) and LeTs (Van de Kauter et al. 2013) are multilingual
tools for text analysis, including Dutch. SpaCy, Stanza, Weblicht and UDPipe con-
tain Dutch models. Dutch NER is available in OpenNLP.

Text-to-speech and speech recognition (ASR) are commercially available, often
in two language variants, and also for research purposes (both variants).

Dutch is present in most commercial online translation services, which provide a
limited amount of translation for free. eTranslation from the European Commission
provides unlimited translation, including from and to Dutch.

There is currently no joint Flanders-Netherlands overarching programme for the
further development of tools and resources for Dutch. The LT community in the
Netherlands and Flanders would be very much in favour of setting up a follow-up
programme to the STEVIN programme (Spyns and D’Halleweyn 2013), a joint pro-
gramme to provide the essentials for Dutch language technology (2004-2011).

The Nederlandse AI Coalitie (Dutch AI Coalition) lists the use-case Nederlandse
AI voor het Nederlands (Dutch AI for Dutch). The Nederlandstalige Spraak Coalitie
(Dutch Speech Coalition) stimulates development of speech technology for Dutch.
NOTaS (Dutch Organisation for Language and Speech Technology) joins the various
players in the field in ensuring that the Dutch LT industry leads the way in technologi-

1 https://kdutch.ivdnt.org
2 https://taalmaterialen.ivdnt.org
3 https://webservices.cls.ru.nl
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cal developments. The Flanders AI programme supports research in NLP, especially
on Conversational Agents for Dutch. Computational Linguistics in the Netherlands
(CLIN), a yearly conference, is a meeting point for LT researchers in the Nether-
lands and Flanders. The CLIN Journal provides an international forum for open ac-
cess publication of high-quality scholarly articles in all areas of LT, with special
attention on Dutch. Belgium NLP Meetup is a meeting group for anyone interested
in Natural Language Processing. CLARIN is a European research infrastructure in
which the Netherlands and Belgium participate. The Dutch portal pages CLAPOP
list resources created in CLARIN NL and CLARIAH NL. The CLARIN portal at
INT provides access to CLARIN tools from the Netherlands and Flanders. In both
regions, CLARIN is part of CLARIAH, in which it joins forces with DARIAH, an
infrastructure for the arts and humanities.

3 Recommendations and Next Steps

Dutch is not in a bad shape digitally. Plenty of data sets and tools are available,
and the uptake of Dutch in major NLP applications seems assured. Many of the
open tools rely on open data sets, often created in the STEVIN programme. Both the
Dutch language and NLP technology have changed in the meantime, thus making a
new effort at least of the size of the STEVIN programme necessary. It is important to
allow tools to learn from recent language use. It is paramount that a new programme
is set up in which researchers from the Netherlands and Flanders, and perhaps also
beyond, cooperate in the design and construction of corpora that document recent
language, be it in written, spoken, or microblog form.

LT is already embedded in our everyday lives, and we may be using it without
realising, when checking for spelling errors, using search engines or calling the bank
to perform a transaction. It is an important ingredient of applications that cut across
various domains. In the health domain, LT contributes for instance to the automatic
recognition and classification of medical terms or to the diagnosis of speech and
cognitive disorders. It is more and more integrated in educational settings and ap-
plications, for instance for educational content mining, for automatic assessment of
free text answers, for feedback to learners and teachers, or for evaluation of pro-
nunciation in a foreign language. In the legal domain, LT proves an indispensable
component for the search, classification and codification of huge legal databases to
legal question answering and prediction of court decisions. If Dutch wants to remain
a part of this strong LT-driven society, we need new investments in research projects.
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Chapter 13
Language Report English

Diana Maynard, Joanna Wright, Mark A. Greenwood, and Kalina Bontcheva

Abstract This chapter focuses on the status of the English language, primarily acting
as a benchmark for the level of technological support that other European languages
could receive (see Maynard et al. 2022; Ananiadou et al. 2012). While it is rather
unlikely that any other European language will ever reach this level, due to the con-
tinuing development of support for English, and thus serves as a moving goalpost,
nevertheless it provides a good criterion for relative assessment. While the inequali-
ties in the amount of technological support available for English comparedwith other
European languages may act as a deterrent for working on the latter, nevertheless it
serves as a useful mechanism for applying cross-lingual transfer methods in order to
build language models and generate labelled data for lower resource languages.

1 The English Language

English is a truly international language, due in no small part to the worldwide in-
fluence of the British Empire since the 17th century, and later to the influence of the
United States. It has become the primary language of international discourse and is
the lingua franca in many professional contexts, as well as in a number of regions
with diverse native languages. English is the most spoken language in the world,
with an estimated 1.36 billion total speakers.English is also the most widely taught
foreign language in the world. There are almost three times as many people who
speak English as a second language compared to native speakers, with a total of 360
million first language speakers and around one billion second language speakers.

English is an Indo-European language and shares a number of features of other
Germanic languages. It uses the Latin alphabet with a left-to-right writing system,
and has the ISO-639-1 code (en). It is classed as a pluricentric language, meaning that
it has no single standard codified form but rather several interacting ones, typically
set by or corresponding to different countries (e. g., US vs. British English).
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English is the most commonly used language online, representing about 60.4%
of the top 10 million websites.1 As of 31 March 2020, the internet was estimated
to have around 1.186 billion English speaking users (25.9% of all internet users
around the world).2 In terms of internet penetration, out of the 1.531 billion English
speakers estimated for 2021 according to Internet World Stats, 77.5% of them are
internet users. The number of English-speaking users has enjoyed a relativelymodest
growth rate of 742.9% in the last 20 years, compared with Arabic at 9,348%.

2 Technologies and Resources for English

While there has been an increasing interest in developing data and tools for multi-
lingual language processing in the last 20 years, as witnessed by the topics of long-
standing shared tasks such as CONLL, nevertheless English continues to be over-
whelmingly dominant in every aspect of language processing. This is partially as a
result of the dominance of the use and status of English in the digital sphere and
as an international language, but also a circular problem related to the availability
of existing low-level language processing tools and training data, which provide an
easy starting point for further development.

Thousands of corpora are freely available for English. The majority of these are
covered by a Creative Commons licence, although they may come with restrictions
(e. g., attribution or no commercial use). Some are covered by shared task participa-
tion agreements, implying that they are freely available at least to task participants.
A number of corpora are released under licences controlled by ELRA and thus only
available to ELRA members. The LDC grows by around 30 to 35 new corpora each
year, and while these do not all include English, it does mean that new resources
with contemporary language use appear with reasonable regularity.

Hundreds of monolingual lexical/conceptual resources are available, most of
which are domain-specific, including a few ontologies. It is likely that a huge number
of freely available additional resources are available beyond those listed in the main
language resource catalogues such as ELRA and LDC. The same is true for bilingual
resources that include English. Additionally, a number of multimodal resources exist
(where text is one of the forms), mostly concerned with pronunciation.

English is very well-served generally by spelling and grammar-checking tools.
Most operating systems have built-in spell-checking tools, for example, aspell and
hunspell on Linux. Most programming languages have at least one spell-checking
library. Similarly, there are many summarization systems available as open source or
commercially, including HuggingFace Transformers. Text-to-speech (TTS) systems
are also well supported with a number of open source and commercial models.

There are several major infrastructures or toolkits for language processing avail-
able, including GATE, Stanford CoreNLP, Stanford Stanza, NLTK, spaCy, Hugging-

1 https://www.visualcapitalist.com/the-most-used-languages-on-the-internet/
2 https://www.internetworldstats.com/stats7.htm
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Face Transformers, and OpenNLP, which all contain a variety of processing tools
which can be used individually or as a collection. All of these support at least tokeni-
sation, sentence splitting, PoS tagging, and named entity extraction. Some support
many more tools such as sentiment analysis, or have specific support for domains
such as medicine. Overall, there are thousands of models available, especially for
text summarization, translation, TTS and various kinds of classification.

For low-level processing tasks, such as tokenisation, sentence splitting and PoS
tagging, there are a few standalone tools and services contained in the ELG plat-
form, but many more are provided as part of standard APIs. In general, tools for to-
kenisation and sentence splitting for European languages are more or less language-
independent. POS tagging is also a reasonably well-solved problem for English.

In terms of Information Extraction, there are dozens of NER systems for English,
of which roughly half are domain-specific, with domains/genres including biomedi-
cal, Twitter, dendrochronology, environment, chemistry and politics. This is also an
area which has seen many ML models released. Tools which fall broadly into the
Information Retrieval (IR) category cover a wide range of tasks, including question
answering. A number of these are cross-lingual. Many systems enable search in a
specified language but can return results in other languages, including English. There
are a number of commercial IR engines available, both for generic and specialised
tasks. Concerning Machine Translation, there are hundreds of tools, of which a large
number contain English as either input or output. The most common pairing (regard-
less of direction) is English/German.

In terms of LT providers, we have identified 53 major industrial organisations in
the UK, including players such as BBC News Labs, the JISC, and Oxford Univer-
sity Press, and 246 research groups or organisations based at 94 different universities.
These research groups are split between various faculties and departments, compris-
ing mostly Computer Science and Language departments, but also others such as
Medicine, Architecture, Life Sciences and Education, Creative Industries, andMaths.
In Ireland there are also extensive LT industry bodies and research centres (e. g., Ap-
ple, Accenture, Google, SoapBox Labs, AYLIEN, and CeADAR), whose primary
focus is on supporting the English-speaking rather than Irish-speaking population.

3 Recommendations and Next Steps

English is extremely well supported by LT, which is unsurprising given its status in
the digital world. Almost every tool and infrastructure or toolkit is first developed
to handle English before being applied to other languages. Similarly, an enormous
amount of data is available for English. These two factors have a circular effect: due
to the amount of data available, training and testing new tools is much easier for En-
glish than other languages, and this leads to new models, tools, and resources being
developed. The frequency with which English is used for online communication also
provides a wealth of data from which to create new corpora, and the availability of
a wide range of tools also makes it easier to annotate these with linguistic informa-
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tion. As tools improve, the accuracy and usefulness of pre-annotated corpora also
improve, thereby making further tool development easier.

On the one hand, this is an excellent situation for those working on English data,
and given the widespread use of English in the digital world, the usefulness of new
tools is clear. On the other hand, this can be a double-edged sword for the devel-
opment of LTs and LRs for other languages. The availability of data, tools and re-
sources for English has fed the enormous success of neural models for developing LT
applications, but the lack of data for other languages means that such deep learning
models trained on English are not directly applicable. Recently, however, advances
have been made in the development of cross-lingual transfer learning in order to
build NLP models for a low-resource target language by leveraging labelled data
from languages such as English with a high level of resources, or via a staged pro-
cess whereby training data from English feeds the development of languages with
moderate resources, which may have greater similarity to low-resource languages
and can feed a further transfer process. Additionally, multilingual transfer settings
enable training data in multiple source languages to be leveraged to further boost
performance of low-resource languages. On the negative side, almost all languages
are inevitably playing “catch-up” compared with English, and as can be seen from
our survey, the differences in LTs and LRs available for European languages are
striking. It is hard even to grasp a sense of how much is available for English, since
resources are so disparate, and the figures reported in the collections of ELG, ELRA
and other repositories are only the tip of the iceberg.
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Chapter 14
Language Report Estonian

Kadri Muischnek

Abstract This chapter gives a brief overview of Estonian LT tools and resources
(Muischnek 2022; Liin et al. 2012). The Estonian language has only around one
million speakers and so the market for Estonian LT products is also a small one. In
general, the current situation of Estonian LT is acceptable for a small language, but
far from perfect. Themain force driving the development of Estonian LT has been the
public sector and so the resources and tools developed by publicly funded projects
are mainly open source. Nonetheless, during the last decade, the private sector has
also engaged in creating tools and solutions for Estonian.

1 The Estonian Language

Differently frommost languages spoken in Europe, Estonian is not an Indo-European
language, but belongs to the Balto-Finnic group of the Finno-Ugric languages. Typo-
logically, Estonian represents a transitional form from an agglutinating to a fusional
language. The characteristic features of Estonian include the accent on the first syl-
lable, a high frequency of vowels as opposed to consonants, three different lengths
of vowels and consonants, the lack of grammatical gender and articles, and a basic
vocabulary different from that of the Indo-European languages.

Estonian has a rich morphological system: nominals inflect for case and number,
and verbs for person, number, tense, mood and voice. Compounding is relatively free
and productive in Estonian and derivation is another productive device for forming
new lexical items. The word order of Estonian is rather free and mostly governed by
information structure. The most important rule is V2: the verb occupies the second
position in the clause (Erelt 2003).

Estonian is the official language of the Republic of Estonia and it is used in all
spheres of life although there are some concerns regarding the use of Estonian in
science and higher education. It is written using a supplemented Latin alphabet; in
addition to ASCII characters, it also includes the letters Ä, Ö, Ü, Õ, Š and Ž.
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The Estonian population has good access to the internet and digital services: 92%
of households have an internet connection and many services are available online.1

2 Technologies and Resources for Estonian

Large monolingual Estonian corpora are collected regularly; the most recent one,
Estonian National Corpus 2021, contains ca. 2.4 billion tokens.2 Estonian is included
in the multilingual resources of the EU languages and we have at least a minimum
necessary amount of audio resources.

Annotated data is expensive to create and, thus, scarce. Notable examples are the
Estonian UD treebanks3 and the Embeddia dataset for hate speech detection4.

Lexical-conceptual resources are mostly lexicons, machine-readable dictionaries
and terminological databases. An important resource is the Estonian Wordnet.5

There is only one full-coverage computational grammar for Estonian: Constraint
Grammar.6 Several large language models trained exclusively on Estonian data7 8 9

10 and also multilingual ones11 12 have been created.
Text analysis tools cover sentence segmentation, tokenisation, morphological

analysis and dependency parsing for the standard written language. As soon as the
text deviates from the standard, the quality of the analysis decreases. The most basic
tool for analyzing morphologically complex Estonian is a morphological analyzer.13
For parsing Estonian one can use CG14 or several dependency parsing models15 16

17 trained on the Estonian UD treebanks. The EstNLTK Python library18 contains a
pipeline starting from tokenisation and ending with syntactic analysis and informa-

1 https://andmed.stat.ee/en/stat/majandus
2 https://doi.org/10.15155/3-00-0000-0000-0000-08D17L
3 https://universaldependencies.org
4 http://embeddia.eu/outputs/
5 https://www.cl.ut.ee/ressursid/teksaurus/
6 https://github.com/EstSyntax/EstCG
7 https://huggingface.co/tartuNLP/EstBERT
8 https://huggingface.co/EMBEDDIA/est-roberta
9 https://www.clarin.si/repository/xmlui/handle/11356/1277
10 https://huggingface.co/tartuNLP/gpt-4-est-large
11 https://huggingface.co/xlm-roberta-base
12 https://huggingface.co/EMBEDDIA/finest-bert
13 https://github.com/Filosoft/vabamorf
14 https://github.com/EstSyntax/EstCG
15 https://stanfordnlp.github.io/stanza
16 https://github.com/EstSyntax/EstSpaCy
17 https://lindat.mff.cuni.cz/services/udpipe/
18 https://github.com/estnltk/estnltk
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tion extraction (NER etc). The TEXTAToolkit19 provides resources for text analytics
and enables document classification, terminology extraction and topic detection.

The TalTech’s speech recognition system20 provides speech recognition and other
services, e. g., automated subtitling.21 There are also several models for speech syn-
thesis,22 including a neural network-based one.23

Estonian is featured in Google Translate, Microsoft Translator and the EU’s trans-
lation tool eTranslation. However, independent MT services are important for the
government sector, so the central translation platform project was initiated.

In terms of Information Extraction, there are several NER models, as part of Est-
NLTK24 or on top of BERT25 and also resources for time expression extraction.26

Existing virtual assistant solutions (Alexa, Siri, etc.) provide little value for Esto-
nian as they do not understand the language. On the other hand, simple “Estonian-
speaking” chatbots are widely used on the websites of companies and institutions to
provide help for common problems.

The need for LT support has been acknowledged by Estonian government agen-
cies and policy-makers. Since 2006 there has been a series of National Programmes
for Language Technology, with the current one in force until the year 2027.27

A new national AI strategy28 (2022–23) has been published recently. The Esto-
nian Language Development Plan29 states the development of LT as a priority. The
national research infrastructures relating to LT in Estonia are the Center of Estonian
Language Resources30 and the Competence Center for Natural Language Process-
ing.31 Estonia is a member of CLARIN, ELRC, and ELG.

3 Recommendations and Next Steps

In terms of gaps, Estonian lacks both annotated data and tools for certain tasks and,
as annotating data is a time- and workforce-consuming process, it can be seen as an
obstacle. Furthermore, Estonian lacks parallel Estonian – non-English data as a result
of direct translation between these language pairs. Bigger and/or special multimodal

19 https://github.com/texta-tk/texta
20 https://tekstiks.ee
21 https://github.com/alumae/kiirkirjutaja
22 http://www.eki.ee/heli/index.php
23 https://neurokone.ee
24 https://github.com/estnltk/estnltk
25 https://github.com/TartuNLP/bert-ner-service
26 https://github.com/soras/Ajavt
27 https://www.hm.ee/sites/default/files/documents/2022-10/estonian_language_technology_201
8-2027.pdf
28 https://e-estonia.com/wp-content/uploads/factsheet-ai-strategy-feb2023.pdf
29 https://www.hm.ee/en/ministry/ministry/strategic-planning-2021-2035
30 https://www.keeleressursid.ee/en/
31 https://portaal.eki.ee
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corpora are needed, e. g., containing children’s or senior’s speech, accented speech
etc. We also need more audio data for natural and noisy communication situations:
spontaneous conversations, spontaneous meetings etc. Estonian lacks annotated re-
sources containing non-normative language varieties, such as the written language
variants used on social media or specialised languages used by professionals (health-
care, legal sphere etc.). Computational semantics for Estonian is under-resourced;
we lack resources and tools for semantic role labeling, coreference resolution, re-
lation extraction and event extraction, also for polarity detection. There is a need
for text simplification, summarisation and paraphrasing tools and resources. In the
field of discourse modelling and pragmatics, good and useful theoretical application-
oriented research has been carried out, but that has yet to be put into practice. There is
also a growing popularity of Digital Humanities and a need to process older written
variants of Estonian.

Despite various national and international programmes, initiatives and strategies,
there is still a lack of continuity in funding as research funding in Estonia is entirely
project-based, which is not sufficient to address the gaps in research and technology
support for the Estonian language.
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Chapter 15
Language Report Finnish

Krister Lindén and Wilhelmina Dyster

Abstract During the last ten years, digitalisation has changed the way we interact
with the world creating an increasing demand for language-based AI services. In the
field of language technology, the Finnish language is still only moderately equipped
with products, technologies and resources. The situation has improved in recent
years, but still support for automated translation leaves room for ample improve-
ment, as the general support for spoken language is modest in industry applications
although some recent research results are encouraging. We take stock of the existing
resources for Finnish and try to identify some remaining gaps.

1 The Finnish Language

Finnish is the native language of about 4.9 million people in Finland and the sec-
ond language of 0.5 million Finns (see Koskenniemi et al. 2012; Lindén and Dyster
2022). Finnish is spoken in several European countries as well as the United States
and Australia. Finnish is an official language in the European Union. The Finnish
constitutional law and language law define Finnish and Swedish as the national lan-
guages of Finland. Moreover, Finnish is an official minority language in Sweden.

The Finnish literary language has a relatively short history. It has been used in
religious literature and the church since the 16th century. Laws have been written in
Finnish since the 18th century. Until the 19th century, Swedish was used in adminis-
tration, education and literature, when the foundation of contemporary Finnish was
laid and Finnish became a sovereign language in all societal activity.

Dialects are divided into two categories: the Western and the Eastern dialects.
The difference is mostly in the pronunciation and word forms (meijän, männä in the
East, meirän, mennä in the West) and partly in the vocabulary (vasta in the East,
vihta in the West). The differences are clear, and speakers from different areas can
be identified by their intonation. However, the differences are minor enough to allow
speakers of different dialects to understand each other.

Krister Lindén ·Wilhelmina Dyster
University of Helsinki, Finland, krister.linden@helsinki.fi, wilhelmina.dyster@helsinki.fi

135
G. Rehm, A. Way (eds.), European Language Equality, Cognitive Technologies,  
https://doi.org/10.1007/978-3-031-28819-7_15 

© The Author(s) 2023 

mailto:krister.linden@helsinki.fi
mailto:wilhelmina.dyster@helsinki.fi
https://doi.org/10.1007/978-3-031-28819-7_15
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28819-7_15&domain=pdf


136 Krister Lindén and Wilhelmina Dyster

Finnish is used widely and actively on the internet and social media. Almost all
Finnish households (96%) have access to the internet. Traficom, the Finnish Trans-
port and Communications Agency, reported in November 2020 that the total number
of registered FI-domains had reached 500,000.

2 Technologies and Resources for Finnish

The development of Finnish language data and tools has progressed steadily over the
past 30 years. Since 1995, the Language Bank of Finland1 and since 2015 CLARIN
and FIN-CLARIN have offered a wide variety of text and speech corpora and tools.
Today, a large number of fundamental tools and datasets are available for Finnish.
Below we present some relevant resources in the different domains of LT.2

There are several large monolingual corpora with contemporary textual and spo-
ken language as well as some multilingual corpora. Overall, general domain data
seems to be prevalent, e. g., data collected from discussion forums or using web
crawls. In addition, news texts, legislative texts and parliamentary speech are well-
represented domains. The Language Bank of Finland has the expertise to handle
sensitive data, but for example, health domain corpora are still scarce.

The Institute for the Languages of Finland has comprehensive collections of lex-
ical corpora. The Helsinki Term Bank for the Arts and Sciences (HTB)3 is a mul-
tidisciplinary project aiming to gather a permanent terminological database for all
fields of research in Finland. The Comprehensive Grammar of Finnish4 was pub-
lished in 2004 by the Finnish Literature Society. FinBERT5 is a version of Google’s
deep transfer learning model for Finnish, developed by the TurkuNLP Group. Fin-
BERT is pre-trained with 1 million steps on over 3 billion tokens of Finnish text
drawn from news, online discussion, and web crawls. Important software packages
are: 1. The Helsinki Finite-State Transducer (HFST)6 can be used to implement mor-
phological analysers. 2. The Turku Neural Parser Pipeline developed by TurkuNLP7
is an open source dependency parsing pipeline. 3. The Aalto University Automatic
Speech Recognition System (Aalto-ASR)8 provides functionalities for ASR from
audio files and for automatic forced alignment of text and speech. 4. OPUS-MT9
focuses on the development of free resources and tools for machine translation, with

1 https://kielipankki.fi
2 META-SHARE Finland contains additional resources, see https://metashare.csc.fi.
3 https://tieteentermipankki.fi
4 https://kaino.kotus.fi/visk/
5 https://github.com/TurkuNLP/FinBERT
6 https://hfst.github.io
7 http://turkunlp.org/Turku-neural-parser-pipeline/
8 http://urn.fi/urn:nbn:fi:lb-2021082323
9 https://github.com/Helsinki-NLP/Opus-MT
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currently over 1,000 pre-trained neural MT models. 5. Finto AI10 is a service for au-
tomated subject indexing, which can be used to suggest subjects for texts in Finnish,
Swedish and English. 6. Wavelet-based embedding models for speech synthesis for
Finnish have been developed at the University of Helsinki.

The Language Bank of Finland supports academic research and provides some
support for the industrial use of academic resources which are also available for com-
mercial use. CSC (IT Center for Science) is tasked with providing one of the three
EuroHPC supercomputers, LUMI. The whole system is designed with AI, machine
learning and data analytics in mind. LUMI’s first pilot phase was concluded by the
end of 2021, and LUMI will reach its full capacity in 2022.11

Generally, the Finnish market is extremely active in the AI field. According to
the State of AI in Finland report by FAIA (2020), “there are over 1,250 companies
that use different AI applications, of which roughly 750 have developed their own
technology.” A rapidly growing startup ecosystem boosts AI/LT development.

3 Recommendations and Next Steps

In November 2019, VAKE (currently the Climate Fund) published a report (Jauhi-
ainen et al. 2019), specifying the next phase of the language-centric AI development
programme and identifying topics in need of intervention. In November 2020, Fin-
land launched an updated national AI strategy. The AI 4.0 Programme promotes
the use of AI and other digital technologies in companies, with a special focus on
SMEs. In the first interim report,12 published in April 2021, the programme pre-
sented a vision for the future of the Finnish manufacturing industry, stating that
by 2030 the Finnish manufacturing industry will be clean, efficient and digital. As
stated in the report, seamless collaboration between high-speed telecommunications
networks, cloud computing and AI are central to the digital transformation.

According to the VAKE report, we need the availability and accessibility of com-
ponents for processing speech with open licences to create prototypes or develop
methods into full-scale production versions in the hands of companies. To this end,
collaboration between stakeholders is needed: an ecosystem with a forum or a plat-
form where different-level actors can come together to exchange experiences and
seek new projects and collaboration opportunities.

Currently, 1. there are some multi-modal resources, but still no advanced dis-
course processing tools for Finnish; 2. several research projects are working on ad-
vanced information retrieval (IR) and data mining for Finnish; 3. the legal situation
has become clearer with the General Data Protection Regulation (GDPR), but we
are still waiting for Finland to fully implement the Digital Single Market Directive
(DSM); 4. we have some specific corpora of high quality, but the commercial sector

10 https://ai.finto.fi
11 https://www.lumi-supercomputer.eu
12 http://urn.fi/URN:ISBN:978-952-327-643-7
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in Finland still needs large, up-to-date resources for product development targeted at
everyday users and technologies to collect specialised data sets; 5. work on seman-
tics has still not led to significant applications, but this is explored in the context of
advanced research projects on IR and extraction; 6. in speech technology, the recent
biggest leaps forward have been made using neural network technology. This has
also led to some improvements for the commercial sector offering speech-based ser-
vices, but speech and video corpora are no longer considered hard to collect with the
advent of mobile phones and teleconferencing.

Speech corpora and especially resources for spontaneous speech recognition and
various genres of speech synthesis are currently being developed. The need for exten-
sive and varied text materials can to some extent be rectified for research purposes
through corpus collections of publicly produced language material when properly
considering GDPR and the DSM directive. This will enable the creation of language
models. However, we still need a variety of specialised data sets for domain-specific
purposes to adapt open-source or proprietary software components. Developing dedi-
cated components from scratch requires giga-scale data sets whichmay be difficult to
compile for small language communities and in specialised domains. This points to
a need for a general-purpose language-centric AI which can leverage cross-language
and cross-domain resources and benefit from adaptation to local language varieties
and specialised domains with small or medium-sized data sets.
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Chapter 16
Language Report French

Gilles Adda, Ioana Vasilescu, and François Yvon

Abstract This chapter presents a survey of the current state of technologies for the
automatic processing of the French language. It is based on a thorough analysis of
existing tools and resources for French, and also provides an accurate presentation of
the domain and its main stakeholders (Adda et al. 2022). The chapter documents the
presence of French on the internet and describes in broad terms the existing technolo-
gies for the French language. It also spells out general conclusions and formulates
recommendations for progress towards deep language understanding for French.

1 The French Language

French is typologically a Romance language, closely related to other languages
whose origin is Latin (e. g., Italian, Spanish, Portuguese, Romanian). French inher-
ited Gaulish features from the Celtic dialects spoken by ethnic groups that previously
populated the territory conquered by the Romans, and was later influenced by Ger-
manic dialects as a consequence of the invasions that marked the fall of the Roman
Empire. Modern French uses the Latin alphabet and has retained many Latin lin-
guistic features. For instance, French is a nominative-accusative and article-based
language (SVO) that greatly simplified the nominal and verbal declensions. French
developed a large vocalic system including 12 oral and 4 nasal vowels.

With 128 million “native and real speakers” worldwide and an estimate of close
to 300 million speakers overall (Collectif 2019), French appears only as the 16th
most spoken native language, but as the 6th most spoken language in the world,
after English, Chinese Mandarin, Spanish, Hindi and Russian. French is an official
language in close to 30 countries, most notably in Europe (France: 65m speakers,
Belgium: 7m speakers, Switzerland: 3m speakers, and Luxembourg), Africa, Canada
and Haiti. In Europe, it is estimated that 129 million people speak French making it
the 3rd most spoken second language, after English and German. French-speaking
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countries together constitute La Francophonie, with theOrganisation Internationale
de la Francophonie coordinating policies between 88 associated states and entities.

Collectif (2019) notes that in 2018 French occupies the fourth place on the in-
ternet behind English, Chinese and Spanish, with a comfortable lead over the next
set of languages. Pimienta (2022) observes that although French remains in fourth
place on the internet in 2022, the gap to the following languages has considerably
narrowed. The presence of French on the internet derives from its role as an inter-
national language: French is an official language of the EU and one of the three
working languages of the European Commission. French is also a working language
at the Organisation for Economic Co-operation and Development, and at the United
Nations. French is also one of the three official languages of the European Patent
Office and one of the four working languages of the African Union.

2 Technologies and Resources for French

Looking at the technology landscape for French, most state-of-the-art tools and ap-
plications rely almost exclusively on generic machine learning technologies, a major
change with respect to the previous survey (Mariani et al. 2012): the most important
ingredients for system building are data and, to a lesser extent, compute resources.
We will, therefore, focus on the most critical language resources and give a general
overview of the various technologies derived from them.

Large-scale, general purpose lexica for French associating lemmas or word forms
to morpho-syntactic information are widely available. There is no official French Na-
tional Corpus that would contain a representative subset of the language, balanced
across periods, genres and domains, as may exist for other languages. However, siz-
able corpora (up to billions of tokens) of mixed genres are accessible and searchable.

The CommonCrawl project aggregates Web data that is orders of magnitude
larger than these resources; and it is updated on a regular basis. Using French sub-
sets of CommonCrawl, it has been possible to train large language models (LMs):
FlauBERT uses a corpus of 12B running words, while CamemBERT uses the 22B
words OSCAR. Other large LMs for French are available for research and commer-
cial use; they help to boost the state-of-the-art for multiple NLP tasks.

Large-scale annotated (segmented in sentences, speakers and turns, transcribed)
speech databases, containing thousands of hours of recordings are available for sev-
eral genres. Such resources have enabled advanced technologies for French (tran-
scription, synthesis, NLU). However, the collection of large sets of recordings re-
mains a pressing issue to widen the applicability of these technologies, an objective
addressed by Mozilla’s Common Voice1 or the Voice Lab project.2

Basic NLP tools were already well covered in 2012 and they have benefited from
improvements in machine learning. Open source industrial strength tokenizers, lem-

1 https://commonvoice.mozilla.org/fr
2 http://www.levoicelab.org

https://commonvoice.mozilla.org/fr
http://www.levoicelab.org
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matizers and POS taggers for French are available. We note, however, that no recent
systematic performance comparisons exist for these tasks; most of these tools pro-
cess “generic” French and too little exists for specific sublanguages.

Having moved to fully neural, the availability of Machine Translation systems
for French mostly depends on the availability of parallel corpora. Good resources
exist for French, especially when matched with an English translation.

As for most social science and humanities domains, the digital revolution has
created new avenues for language analysis. Such methodological changes are also
happening for French and impact all linguistic domains, with the creation of corpora,
tools and methods. Regarding corpora, both written and spoken varieties of French
are well covered, although for historical reasons written sources are more common.

Owing to its role as an international language and the comparatively large size
and advanced development of French-speaking markets, French is relatively well
covered by international LT services: French-English has been one of the earliest
translation pairs on the Web, and French versions of Siri, Amazon Echo and Google
Home have been available for years. The development of LTs for French far exceeds
the activity observed in France or other French-speaking countries.

Institutional support to LTs is mostly operated by the ANR (the French National
Research Agency), albeit with a lack of continuous funding; large variability in fund-
ing over the years is not favourable to planning. The French research community is
nonetheless active, with a dozen significant academic clusters all over France, as
well as Belgium, Canada and Switzerland, covering the full spectrum of NLP. This
research has greatly benefited from the development of the Jean Zay platform, an
open high-performance computing infrastructure tailored to AI applications.

3 Recommendations and Next Steps

Many open-domain French corpora are the result of uncoordinated initiatives and
consequently only partially cover the needs of domain-specific applications. This
state of affairs results in 1. a lack of visibility of tools and data that are only known
to restricted sub-communities, and 2. a waste of resources, as existing datasets are
underused, or even duplicated, when other pressing needs remain unsatisfied. A first
recommendation is thus to institutionalise clearer policies for the archiving of LRs
for French, when they are produced by public research projects.

A second recommendation, aimed to increase the diversity and size of existing
corpora, is to open the large datasets produced by public administration and institu-
tions (e. g., in health, culture, media, justice or education) which are hard to access.
Policies are needed to amplify the actions of the European CEF/ELRC programme
to incentivize the development of open repositories with clear access rules.

Applications that involve social network data (e. g., opinion mining, fake news
and hate speech detection) require specific actions, as they are often associated with
delicate legal issues (related to proprietary rights or personal information) that limit
their dissemination and exploitation. To reduce the dependency on current data poli-
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cies of content holders, a third recommendation would be to secure access to sen-
sitive data for research purposes and to facilitate the dissemination of publicly pro-
duced databases and models (e. g., using privacy-preserving techniques).

Recommendation four is the definition of a strategic roadmap for identifying,
building, curating, annotating and securing resources for language varieties or do-
mains that are critical for research, industry or for the administration in each French-
speaking country, based on a precise analysis of the gaps in the existing datasets
(some were alluded to above). This roadmap should also identify cases where re-
sources can be transferred from English through MT.

Recommendation five aims to ensure, through recurrent funding, that evaluation
campaigns specifically targeting French for a large number of applications are orga-
nized on a regular basis and widely advertised, so that systems are evaluated under
real world conditions, so as to document their biases, defects and harmful impacts.

The final recommendation is to increase the support for research on themes such
as fair and explainable deep learning for large language models, deep language anal-
ysis algorithms and technologies, multimodal resources for the study of language ac-
quisition through interactions and grounding, and the study of pathological language
processing. This multidisciplinary research should involve all relevant communities.

References

Adda, Gilles, Annelies Braffort, Ioana Vasilescu, and François Yvon (2022). Deliverable D1.14
Report on the French Language. European Language Equality (ELE); EU project no. LC-
01641480 – 101018166. https://european- language- equality.eu/reports/language- report- fr
ench.pdf.

Collectif (2019). La langue française dans le monde. OIF/Gallimard.
Mariani, Joseph, Patrick Paroubek, Gil Francopoulo, Aurélien Max, François Yvon, and Pierre

Zweigenbaum (2012). La langue française à l’ Ère du numérique – The French Language in
the Digital Age. META-NET White Paper Series: Europe’s Languages in the Digital Age. Hei-
delberg etc.: Springer. http://www.meta-net.eu/whitepapers/volumes/french.

Pimienta, Daniel (2022). “La place du français sur Internet”. In: La langue française dans le monde
2022. OIF/Gallimard, pp. 26–27. https://www.francophonie.org/sites/default/files/2022-03/Sy
nthese_La_langue_francaise_dans_le_monde_2022.pdf.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://european-language-equality.eu/reports/language-report-french.pdf
https://european-language-equality.eu/reports/language-report-french.pdf
http://www.meta-net.eu/whitepapers/volumes/french
https://www.francophonie.org/sites/default/files/2022-03/Synthese_La_langue_francaise_dans_le_monde_2022.pdf
https://www.francophonie.org/sites/default/files/2022-03/Synthese_La_langue_francaise_dans_le_monde_2022.pdf
http://creativecommons.org/licenses/by/4.0/


Chapter 17
Language Report Galician

José Manuel Ramírez Sánchez, Laura Docío Fernández, and Carmen García-Mateo

Abstract This chapter reports on the current state of Language Technology (LT)
for Galician. The main conclusion is that there are a limited number of resources,
products, and technologies for the Galician language with text-based technologies
and services beingmore mature than those based on speech processing.We start with
general facts about Galician, followed by a high-level qualitative description of the
LT situation for Galician, and conclude with recommendations for bridging the gap
between Galician LT with Spanish and the other co-official languages of Spain.

1 The Galician Language

Galician is part of the Romance family of languages, closely related to Portuguese,
and it is one of the co-official languages of Spain. The linguistic rights of Galician
speakers are guaranteed and regulated under the Linguistic Normalisation Act, es-
pecially those related to administration, education, and media. Galician has about
1,926,000 speakers. There are still large Galician-speaking communities outside
Spain (mainly in Europe and America). Their total size is unknown due to the variety
and complexity of these communities.

The online presence of Galician is limited, with less than 0.1% of websites using
it.1 Nevertheless, some initiatives try to increase the presence of Galician on the
web (PuntoGal2 and Galipedia3 are good examples). The official survey Enquisa
estrutural a fogares. Coñecemento e uso do galego shows a generally low internet
penetration and use by European standards, but between the ages of 15 and 44, the
numbers are very similar to other European regions.4
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A substantial amount of digital content in the Galician language is generated by
public institutions of the Autonomous Community of Galicia. In the last few years,
the number of products and services developed has increased considerably, aimed at
incorporating Galician into the digital society. The web portal of the Real Academia
Galega and the Xunta de Galicia translator are noteworthy examples. Although some
large enterprises (Microsoft, Apple, Google, Meta) offer a few products with support
for Galician, many others do not (TikTok, Twitch, Adobe). However, there is a total
lack of support for Galician in the virtual assistantsmarket, where none of the popular
solutions allows interaction via Galician.

2 Technologies and Resources for Galician

The 2012 META-NETWhite Paper on Galician (García-Mateo and Arza 2012) was
moderately optimistic about the state of LT support for the language. Ten years later,
the LT status for Galician has changed a bit (Sánchez and García-Mateo 2022). In our
analysis, we noticed an increase in the resources and corpora created between 2018-
2021 (67.7% of those indexed). However, tools and services developed in the same
period have not increased to the same degree (37.3% of those indexed). There is a
significant imbalance in the distribution of resources and corpora by technologies.
Data in text format are themost common (more than 90%), whereas corpora for other
technologies are very few (5% are multi-modal, and almost 2% are audio only).

Most of the resources come from three origins: non-Galician universities and
research centres, Galician public institutions, and non-Galician private companies
or public institutions. It is important to note that most of the resources, services,
and tools created by non-Galician entities tend to belong to multilingual projects or
products that include Galician as one of several languages. However, most of the
resources, services, and tools created by Galician entities tend to focus on Galician,
offering high-quality results.

Regarding the accessibility and use of resources for Galician, most of them have
been developed by open source projects, research centres, or universities under
GNU/GPL licences. Around 20% of the indexed items are not available for com-
mercial purposes, and more than 10% of resources are under a proprietary licence.

The situation of Galician in terms of data and resources is optimistic for most
of the technologies that process and use text. However, regarding multimedia data,
there is an enormous gap. In that sense, speech processing technologies seem less
mature than technologies based on text processing.

For Galician, key results regarding technologies and resources include:

• There are large reference text databases in modern and historical Galician with
a balanced mix of various domains (economics, technology, or the legal field)
(Piñeiro 2019; Garcı́a-Mateo et al. 2014).

• There are some databases annotated with syntactic, semantic, or discursive in-
formation. However, the number and size of these resources decrease as more
complex linguistic and semantic information is needed.
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• Parallel databases with millions of tokens exist between Galician and other lan-
guages such as Spanish, Portuguese, and English (OPUS5 is a good example).
These databases have been used to develop machine translation systems in pro-
duction and education environments for Portuguese or Spanish.

• A relevant model to highlight is Bertinho (Vilares Calvo et al. 2021), a monolin-
gual BERTmodel for Galician. Bertinho implements state-of-the-art technology,
and it is possible to use it in many NLP tasks. However, its developers state that
Bertinho does not reach the size or performance of other monolingual versions,
such as BETO for Spanish.

• Availablemultimedia resources are relatively limited, with little domain variabil-
ity and usually recordings of readings. The acoustic quality is excellent though.

• Another gap is related to human-computer interaction, where the necessary tools
and resources to put together chatbots, virtual assistants, and similar systems are
poor or outdated.

Spain has national plans for both Artificial Intelligence (AI, Gobierno_de_España
2020a) and LT (specifically for NLP, Gobierno_de_España 2020b). These plans fo-
cus more on the potential, opportunities, and needs of Spanish LT, putting less em-
phasis on co-official languages such as Galician. Two national associations bring
together the community of researchers on issues related to LT: Sociedad Española
de Procesamiento del Lenguaje Natural with a focus on NLP, and the Red Temática
en Tecnologías del Habla with its focus on speech processing.

The Autonomous Community of Galicia has its own strategy for AI.6 This docu-
ment describes the current environment of AI in Galicia and provides a roadmap for
public investments and developments until 2030. There is also an initiative called
ProxectoNós, a regional LT plan for Galician focused on digital challenges promoted
by the Galician regional government. Furthermore, there are many more projects re-
lated to LT in the Galician university environment, both from a linguistic and techno-
logical point of view. Another interesting fact is that from the number of companies
in the Galician ICT industrial environment that use AI, only 21% are focused on
cognitive assistants and just 12% on NLP. The Galician LT industry is very small,
but a very active environment of spin-offs and public programmes exists dedicated
to transferring knowledge from universities to the market.

3 Recommendations and Next Steps

The main goal of LT for Galician is to reach the level of other co-official languages
of Spain, such as Catalan or Basque. In this sense, increasing the use of LT in Gali-
cian public services and institutions could be a necessary line of action to support
and stimulate research and development of new resources and better tools. Galician

5 https://opus.nlpl.eu
6 https://amtega.xunta.gal/sites/w_amtega/files/20210608_estrategia_ia_gl.pdf

https://opus.nlpl.eu
https://amtega.xunta.gal/sites/w_amtega/files/20210608_estrategia_ia_gl.pdf


146 José Manuel Ramírez Sánchez, Laura Docío Fernández, and Carmen García-Mateo

institutions are the producers of high-quality resources and tools for Galician. How-
ever, there is a lack of standardisation and dissemination of these products. An office
that centralises and standardises all the LT resources and tools created for Galician
could be a significant contribution to unifying all efforts.

Support for open source solutions (data and software) would be a good long-term
strategy for small-market languages. These solutions allow the development and re-
search of new technologies without having to face an initial investment barrier. Fur-
thermore, an open-source policy encourages the creation of strong communities and
guarantees some technological sovereignty from the interests of global markets and
multinational corporations.
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Chapter 18
Language Report German

Stefanie Hegele, Barbara Heinisch, Antonia Popp, Katrin Marheinecke, Annette
Rios, Dagmar Gromann, Martin Volk, and Georg Rehm

Abstract German is the second most widely spoken language in the EU. The last
decade has seen strongly perceptible language change, trending towards the sim-
plification of the grammatical system, a rapidly growing number of anglicisms, a
decreasing prevalence of dialects, and an increase in socio-political debates on mat-
ters such as language policies and gender-neutral language. Many technologies and
resources for German are available, which is also due to numerous well-established
research institutions and a thriving Language Technology (LT) and Artificial Intel-
ligence (AI) industry. In order to withstand in the digital sphere, it is important that
incentives for research, digital education and also concrete opportunities for market-
ing and deploying LT applications are put at the forefront of future AI strategies.

1 The German Language

With more than 150 million native and non-native speakers (Eberhard et al. 2021),
German is the second most widely spoken language in the European Union. Ger-
many, Austria and Switzerland form the DACH region, which is not only home to
the three (codified) standard varieties of the German language, but also boasts a
wealth of regiolects and dialects. Perceptible language change in German has been
omnipresent for decades, leaving the language community to decide what becomes
the norm. According to three reports on the state of the German language,1 published
in the years 2013-2021 by the Union of the German Academies of Sciences and Hu-
manities, changes lean heavily towards the simplification of the grammatical system.
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There has also been a huge expansion in vocabulary. Over the last decades, many An-
glicisms have been introduced into the language, that either replace existing German
words or fill vocabulary gaps. Dialects have been more and more displaced.

German uses grammatical gender. However, nouns that refer to the social gender
are often biased towards the male form. Proponents of a gender-inclusive language
advocate that German needs a grammar that explicitly includes women and non-
binary people, making all people feel equally addressed.

Public debates about language policy positions are becoming more frequent and
also more heated. They attract a great deal of media attention in Germany. The New
Right tries to use the topic of language in a targeted manner and to instrumentalise
it in terms of national identity (Lobin 2021).

There are a number of non-governmental, publicly funded organisations that pro-
mote the study of German and encourage international cultural exchange, such as
the Goethe Institute, the Society for the German Language, or the Institute for the
German Language.2

Regarding language education, the PISA study has continued to confirm the
strong correlation between socio-economic background and educational success.3
Fears that the increased use of social media and emojis would worsen young peo-
ple’s writing skills cannot be confirmed. Instead, the emergence of newwritten forms
should be noted (Beißwenger and Pappert 2020; Storrer 2014).

German is currently the second most studied foreign language in the EU, but is
also gaining importance in Africa and Asia.

German has a widespread online presence and the fourth largest Wikipedia. In-
ternet use continues to rise. According to the European Statistical Office (Eurostat),
in both Germany and Austria, there are more than 85% of regular internet users and
close to 70% of people with basic or above basic digital skills.

2 Technologies and Resources for German

German has many linguistic characteristics and particularities such as relatively free
word order and fairly long nested sentences (Eroms et al. 2003) that pose challenges
for Natural Language Processing tasks. Nevertheless, German is well supported by
Language Technology (LT) applications and resources compared to most other Euro-
pean languages. A number of large-scale resources and state-of-the-art technologies
have been produced for Standard German. However, dialect-specific resources cur-
rently account for only a small percentage.

There exist a large number of German corpora of different sizes, ranging from a
few hundred sentences up to millions. The sources are most often newspaper texts
or texts collected from the web and social media. Various terminological resources,
lexica, dictionaries or word lists have also been developed for German. Annotations

2 https://www.goethe.de, https://gfds.de, https://www.ids-mannheim.de
3 https://www.bmbf.de/bmbf/shareddocs/pressemitteilungen/de/pisa-2018-deutschland-stabil-ueb
er-oecd-durchschnitt.html
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cover a large spectrum of syntactic, semantic, and discourse structure markup. The
most frequent corpus domains include health, news, politics and social media. Cur-
rently, there are only a few language models publicly available for German.

In addition, there are numerous free multilingual resources available online for
German, e. g., the LEO dictionary. Other widely used MT systems are DeepL and
Google Translate which cover the translation fromGerman into dozens of languages.
EUROPEANA functions like a multimedia portal and digital library with content
from different sources.4 By the end of 2015, Germany, Austria and Switzerland had
contributed around 16% to the more than 24 million objects.

Hundreds of tools, both open source and commercial, that work either exclusively
for German or multiple languages including German have been developed. The vast
majority process text input. Even though speech technology has already been suc-
cessfully integrated into many everyday applications, from spoken dialogue systems
and voice-based interfaces to mobile phones and car navigation systems, audio is
only supported by a small fraction of tools, and image and video by even less.

Research over the last decade and the deployment and integration of LT compo-
nents to end-to-end processing pipelines has successfully led to the design of high-
quality software with many tools supporting more than one function. The most fre-
quent tasks supported by the current collection of German tools include text and data
analytics, information extraction, named entity recognition, information retrieval
and speech recognition. Tools developed by universities and research centres are
typically available for all users free of charge.

The research community in Germany, Austria and Switzerland has been growing
rapidly over the last decade. Numerous universities offer study programmes focused
on Language Technology, NLP, Computational Linguistics and closely related dis-
ciplines. Recent breakthroughs in AI have not only led to cutting-edge technology
developed by big companies, but have also inspired numerous startups and SMEs
in the field. Current funding programmes, even though mostly targeted towards AI,
have also helped to improve research in the field in general, and also have supported
a number of research projects working on German in particular. While overall AI
strategies vary in the German-speaking regions, the situation for LT/NLP research
and development in Germany is, all aspects considered, rather good. The German
government aims to invest about 3 billion Euros until 2025 to implement the strat-
egy, including the creation of new AI centres, new funding programmes, new pro-
fessorships, new international collaborations (e. g., with France) and a new national
roadmap for AI standardisation.

3 Recommendations and Next Steps

The scope of resources and range of tools are still limited when compared to English,
and they are not yet good or ample enough to develop the kind of technologies re-

4 https://www.europeana.eu/de

https://www.europeana.eu/de
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quired to support a truly multilingual knowledge society. High quality data sets and
large language models represent a major step forward in AI. Our empirical results
show that German is still partially lagging behind in this area (Hegele et al. 2022;
Burchardt et al. 2012). There are also gaps in the areas of speech and text process-
ing. In addition, existing technologies do not cover the many different varieties of
regional languages and dialects that exist in Germany, Austria and Switzerland. Fur-
thermore, many resources are not available due to copyright reasons, confidentiality,
(national) security reasons etc.

While German is among the three best supported European languages (next to
Spanish and French), the gap towards English is indeed significant. Without a sub-
stantial and timely intervention by the European Union, for many European lan-
guages this gap will continue to increase, endangering their digital existence.
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Chapter 19
Language Report Greek

Maria Gavriilidou, Maria Giagkou, Dora Loizidou, and Stelios Piperidis

Abstract Technological support for Greek, one of Europe’s lesser spoken languages,
has progressed in the past decade, while LRTs have both increased in volume and
improved in quality and coverage. Despite this progress, when compared to the ‘big
languages’, Greek is obviously disadvantaged. Prominent among the challenges is
the fact that LT is not included in the language policies or AI strategies of Greece and
Cyprus, i. e., the significance of language-centric AI is still not officially recognised.
Lack of continuity in research and development funding is an additional factor ham-
pering progress. A Europe-wide coordinated initiative focused on overcoming the
differences in language technology readiness for European languages coupled with
national targeted actions is considered necessary.

1 The Greek Language

Greek is the official language of Greece, one of the two official languages of Cyprus
and, since 1981, one of the official languages of the European Union. It is spoken as
a mother tongue by about 95% of the 10.7 million inhabitants of Greece, by around
840,000 Greek Cypriots, and approximately 5 million people of Greek origin world-
wide.

Greek is a heavily inflectional language, and has an extensive set of derivational
affixes. As regards syntax, it presents a free word order, the neutral order being
Verb-Subject-Object or Subject-Verb-Object. The Greek writing system has been
the Greek alphabet for most of its history. The Modern Greek alphabet consists of
24 letters. The official orthography of Modern Greek is the simplified monotonic
(single stress) system, which utilises only stress mark and diaeresis.
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2 Technologies and Resources for Greek

In the last decade, language resources have both increased in volume and improved
in quality and variety (Gavriilidou et al. 2022, 2012). Resources and basic NLP tools
are provided by academia, research centres and private companies as outputs of var-
ious endeavours (research projects conducted by academic institutions, funded by
EU or national funds, commercial projects or self-funded) and made available under
various licensing conditions (freely distributed, only for research etc.).

Contemporary written language is represented in three main general domain
monolingual text corpora: the Hellenic National Corpus developed by ILSP, the cor-
pora of the Centre for the Greek Language, and the Corpus of Greek texts of the
University of Athens. Nonetheless, the size of available corpora does not suffice
for valid synchronic linguistic research, and cannot guarantee the development of
language models. Multiple bi-/multilingual text corpora which include Greek, de-
veloped mostly automatically by leveraging web crawling techniques, have been
extensively used for the development and training of MT systems.

Multimodal resources have been developed sporadically, with most systematic ef-
forts concentrated on sign language corpora and lexica. Recent attempts to construct
multimodal language resources for speech pathology applications are also notewor-
thy. With regards to lexical resources, the presence of Greek in various international
bi-/multilingual resources (e. g., IATE, WordNet, ConceptNet etc.) is encouraging.
Finally, Greek features in some multilingual and/or monolingual language models;
recently, three BERT models have been developed for Greek.

Existing basic NLP tools have been improved by adopting deep-learning method-
ologies and neural networks. The existing pipelines include tools for various types of
annotation, i. e., sentence splitting, tokenization, POS tagging, lemmatisation, chunk-
ing, and dependency parsing. All pipelines are available for use through the ELG
and CLARIN:EL infrastructures. Tools for more advanced tasks such as monolin-
gual information extraction, event detection and named entity recognition have also
improved over the last few years, by being trained on new datasets and applied to
a variety of domains. Other applications, such as anonymisation, natural language
generation and sentiment analysis can be found at different levels of robustness and
completeness. Concerning multilingual text processing, MT systems such as eTrans-
lation, Google Translate and DeepL, have significantly improved their coverage of
Greek, while a number of MT systems have also been developed by smaller compa-
nies in Greece and other EU Member States, and by academic and research organi-
sations. Speech processing has seen important progress: dictation systems for Greek
with domain-specific implementations and high-calibre speech synthesis technolo-
gies have been made available by commercial providers. Several Greek-speaking
digital assistants are also currently available.

Most available LRTs described above are relevant only for Standard Modern
Greek. Dialectal varieties of Greek, such as Cypriot Greek, used mainly in oral
speech and in specific written speech types (e. g., in poetry and literature), are not
equally supported by technology. As Cypriot Greek is distinguished from Standard
Modern Greek on several linguistic levels of analysis, it is often the case that exist-
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ing LTs trained on Standard Modern Greek data fail to appropriately process Cypriot
Greek. At the same time, LRTs developed specifically for Cypriot Greek are sparse.
These are mainly general-use lexical resources (dictionaries, glossaries, wordlists).
In order to protect this dialectal variety of Modern Greek, as well as the heritage and
culture of its speakers, LT research should specifically treat Cypriot Greek.

Public research and academic organisations in Greece and Cyprus play a major
role in developing LT, mainly through their participation in national and EU-funded
projects in the fields of LT and AI, despite the fact that in the last ten years, there
has been no funding programme specifically supporting LT in Greece. Participation
in large-scale infrastructures, initiatives and projects, such as CLARIN:EL, ELRC
and ELG, has boosted not only R&D in Greek LT, but it has also facilitated sharing
and reuse of LRTs. As far as the LT industry is concerned, Greek is part of the port-
folios of several multinational commercial providers, while it is also supported by a
small but active LT industry in Greece and Cyprus, consisting mainly of SMEs and
providing various LT-related services, indicatively: AI, LT (event detection, basic
NLP, lexical resources and terminologies), MT and Localisation, Speech Process-
ing (mainly recognition), and Data Science/Big Data Analytics.

3 Recommendations and Next Steps

Despite the progress of Greek LT during the past decade, when comparing Greek
to the ‘big languages’, the abysmal difference in terms of quantity, size and qual-
ity of LRTs is evident. Efforts in the coming years should be concentrated on the
further development of large-scale monolingual corpora that can be used for train-
ing large language models. Semantically annotated datasets, semantic lexica and
knowledge bases, and datasets that can be used for anonymisation, simplification,
summarisation, text levelling and question answering systems should also be pri-
oritised. Speech and multimodal data are scarcely available, limiting the potential
for the development of conversational agents, among others. Greek is dramatically
deprived particularly when it comes to conversational data or speech in informal
settings that is generated by speakers of different ages, genders and linguistic/dialec-
tal backgrounds. The transition to ubiquitous human-computer interaction in Greek,
supported by state-of-the-art research results in NLU and NLG is, unfortunately,
still far away. Further challenges posing impediments to the development of LT for
Greek include: 1. Scarcity of data: as Greece and Cyprus are small countries, the
production of digital language data is limited; 2. Lack of experience in the use of LT:
the deployment of digital tools and methods in many disciplines, including life sci-
ences and humanities, has only recently been introduced. Researchers/professionals
in these domains need still to be convinced about its benefits; 3. Issues related to IPR
or GDPR render resource owners hesitant about sharing their datasets. Non-explicit,
unclear terms of use and distribution restrict sharing, use and repurposing of digital
texts and language processing tools. The majority of resources pose restrictions on



154 Maria Gavriilidou, Maria Giagkou, Dora Loizidou, and Stelios Piperidis

the types of uses they allow, thus discouraging prospective users, hampering new
research and development and leading to repetition in resource creation.

One of the main reasons for the disadvantaged position of Greek is that LT is
not included in the language policy of Greece and Cyprus, i. e., the significance of
language-centric AI has not been recognised yet. While sporadic efforts, self-funded
or partially supported within IT or AI programmes, have yielded results, they are not
adequate to boost Greek LT to a state-of-the-art level, nor to help Greece keep pace
with developments worldwide. Lack of continuity in R&D funding has been experi-
enced for many years, with short-term projects alternating with periods of drought.
While it is important that infrastructural initiatives for LT have been thriving in
Greece, their future funding is not secured and their sustainability may be at stake.

A strategy for keeping Greek up to pace with LT developments and ensuring
Greek thrives in the digital sphere should foresee: 1. maintenance, extension and
sustainability of LT-related infrastructures; 2. national and/or European coordinated
actions for ensuring access to open high-performance compute infrastructure; 3. co-
ordinated actions for the development of large-scale LRs ready to power large lan-
guage models; 4. targeted actions to fill the observed gaps in speech and multimodal
data; 5. measures ensuring that the importance of LT and language-centric AI is
recognised and included in national policies and strategies; 6. coordinated actions to
further enhance digital literacy in the research communities and society as a whole;
7. coordinated actions to promote the culture of data sharing, including open source
software, involving all stakeholders, the public sector, research and industry.
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Chapter 20
Language Report Hungarian

Kinga Jelencsik-Mátyus, Enikő Héja, Zsófia Varga, and Tamás Váradi

Abstract The revolutionary expansion of language technologies (LT) in the last
decade and the emergence of neural networks has heavily impacted LT. This is re-
flected in the development of Hungarian NLP as well, as numerous high-quality
LMs, tools and datasets have been created. However, new, huge datasets are still
needed to train LMs. Due to being a lesser resourced Uralic language with a smaller
number of speakers, Hungarian LT has to face challenges often different from those
of large Indo-European languages like English. Here we present a snapshot of this
important period in the development of Hungarian LT, with special attention to lan-
guage resources, and we outline some of the possible next steps.

1 The Hungarian Language

Hungarian, spoken by 13-14 million people globally, is the official language of Hun-
gary and a few Hungarian-majority regions and municipalities in Serbia and Slove-
nia. 9.8 million speakers live in Hungary and a further 2.5 million speakers use
Hungarian as a recognised minority language in neighbouring countries that once be-
longed to Hungary. An additional 1 million Hungarian speakers live scattered around
the globe. There are slight differences across these language variants.

Hungarian belongs to the Finno-Ugric branch of the Uralic language family (Si-
mon et al. 2012). Its linguistic relatives include Finnish and Estonian, with a total
number of speakers below 7 million combined. This has implications for Hungarian
Language Technology (LT), which cannot draw much support from the technologi-
cal development of its Uralic relatives. Developers of Hungarian LT face problems
such as the extensive case system and agglutination in the language; as nominals in-
flect for number, case, and person, and verbs inflect for person, number, tense, and
mood both in definite and indefinite conjugation paradigms. The Hungarian case sys-
tem – with around 20 cases (Thomason 2005) – is particularly complex compared
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to Indo-European languages. The Hungarian language is written using an extended
version of the Latin script, the 44-letter Hungarian alphabet.

Most of the Hungarian-specific LT resources are developed either in Hungary or
as part of large, multilingual Pan-European initiatives. The language variant these
resources represent is almost exclusively standard Hungarian. Even in the case of
corpora, most of the material that creators include comes from within Hungary, with
only some exceptions (e. g., Hungarian National Corpus 2).

2 Technologies and Resources for Hungarian

In recent years, the number of application areas of Hungarian LT has greatly in-
creased, and several good quality Hungarian language models, tools, corpora and
lexical resources have been created. Huge developments can be seen in the field of AI
as well. Below we give a snapshot of Hungarian NLP in this period of swift changes,
with a special emphasis on language resources (Jelencsik-Mátyus et al. 2022).

Most monolingual corpora available for Hungarian were not built specifically for
LT, however, there is huge improvement in this area. Nowadays, monolingual cor-
pora for Hungarian not only include collections of curated data (see the Hungarian
National Corpus 2.0), but also datasets compiled by web crawling (e. g., Webcorpus
2.0). New resources are now built with higher levels of annotation, and often with
the purpose to serve as test and training data. For example, HuLu (Hungarian Lan-
guage Understanding Evaluation Benchmark Kit) can be used primarily for the eval-
uation and analysis of natural language understanding (NLU) systems, and it aims
to be the Hungarian version of the GLUE and SuperGLUE benchmarks. At the same
time, multilingual textual data containing Hungarian are abundant with almost 250
datasets, as Hungarian is often included in large EU and non-EU projects alongside
dozens of other languages.While multilingual corpora vary across being comparable
or parallel, general or domain-specific, there are very few domain-specific monolin-
gual Hungarian corpora, especially from the legal domain. However, datasets an
order of magnitude larger are needed to build effective language models. Several
corpora to support building LMs are now under construction.

The number of multimodal corpora for Hungarian is quite low, with the most
common form being an audio dataset backed with transcripts. Importantly, there
are no publicly available domain-specific multimodal datasets of considerable size
in Hungarian, so R&D projects need to compile their own resources to train and
evaluate speech processing systems.

As BERT has become a standard in NLP, a number of BERT models have been
trained for Hungarian (see HuBERT, HILBERT, emBERT). Besides BERT, models
with other architectures are being adapted to Hungarian; a couple of experimental
models were developed by the HILANCO consortium.

Solutions for the most common tasks in text analysis are available in state-of-
the-art NLP tools and pipelines for Hungarian (see UDPipe, HuSpaCy, e-magyar
and Magyarlánc). To cover higher levels of text analysis, industrial stakeholders de-
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veloped some cutting-edge text analysis toolkits, e. g., Neticle’s media monitoring
system. However, rapidly expanding demands pose an ever-growing number of chal-
lenges for Hungarian LT developers.

There are numerousmultilingual speech processing tools coveringHungarian, but
only a few Hungarian-specific applications are available. As the DNN approach has
become prominent both in TTS and ASR research and development, although there
are some high-quality applications for Hungarian, new challenges have been identi-
fied. There is a lack of computational and speech resources, i. e., competitive GPU-
grids and high-variability natural speech recordings, that hinder the development of
TTS and ASR solutions. As for commercial applications, see, for instance, Clemen-
tine’s Clemvoice that provides services including speech processing, or SpeechTex
specialising in TTS for the legal domain.

Neural machine translation (NMT) has become the leading paradigm for MT at
large, and for Hungarian as well. A state-of-the-art NMT system is implemented by
the Hungarian Research Centre for Linguistics. To carry out high-performance NMT,
however, having high quality parallel language data both from general and specific
domains is essential. TheHungarian provider Globalese does this by enabling human
translators to train the company’s NMT engines based on their own parallel data.

Although there are some commercial solutions covering Hungarian (e. g., Intelli-
Dockers engines or SAS), we are not aware of any summarisation tool developed for
Hungarian but, as a first step towards such a tool, initial extractive and abstractive
summarisation tools were built based on Hungarian-specific Transformer models. A
GPT-2 model (with news and poem generators) was also built for Hungarian.

Chatbots and simple task-based systems are increasingly used, but systems that
can carry out more open-ended conversations in Hungarian are not yet available.

In the last years, several solutions have been created for information retrieval.
Recently, vector space models have been trained with a searchable online interface.
Text classification, tag recommendation, topic modelling and sentiment analysis
tools have been built to support Hungarian health services and the press.

Following the growth of AI in several fields, numerous national programmes and
umbrella organisations were founded recently. The two most prominent organisa-
tions in Hungary are the Artificial Intelligence National Laboratory and the Artifi-
cial Intelligence Coalition. Their goals include facilitating cooperation and commu-
nication between research centres, universities, and industrial AI developers; and,
eventually, strengthening the position of Hungarian AI internationally.

3 Recommendations and Next Steps

The emergence of neural technologies has massively reshaped how language data
is used in a uniform way in most subfields of NLP. As we have seen in examples
ranging from speech processing to summarisation and machine translation, although
plenty of monolingual and multilingual corpora were compiled in the past years,
there is an ever-growing need for novel datasets for fine-tuning, testing and bench-
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marking. Due to their importance, the automatic generation of such resources should
be considered as well.

Thanks to the efforts made over the last decade, there are nowmultiple toolchains
performing good-quality linguistic analysis. At the same time, more intricate tasks
are still left to be covered, e. g., processing solutions for social media texts should
also be expanded. Human-computer interaction is a field that appears to be of utmost
importance, but complex conversational agents are not yet available for Hungarian.

There is still ample room for strengthening cooperation between R&D and indus-
try, and their links with the public sector market (e. g., public administration). The
future of R&D of Hungarian LT and AI is primarily dependent on various funding
agents, as the LT-connected market in itself is currently unable to provide sufficient
financial background. Finally, due to the complexity of LT-related knowledge, the
need for good-quality and well-organised LT education should be addressed in the
long run.
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Chapter 21
Language Report Icelandic

Eiríkur Rögnvaldsson

Abstract In 2019, the Icelandic Government launched a three-year Language Tech-
nology Programme for Icelandic (LTPI). Within this programme, a number of lan-
guage resources and tools have been built from scratch and several pre-existing re-
sources and tools have been enhanced and improved. This programme is now fin-
ished and the situation for Icelandic with respect to language technology has im-
proved considerably. In spite of this, Icelandic still remains a low-resourced lan-
guage compared to most official European languages.

1 The Icelandic Language

Icelandic is a North Germanic language with its roots in Old Norse. It is the only
official language of Iceland apart from Icelandic Sign Language. Even though it is
only spoken by around 350,000 people in Iceland and by several tens of thousands of
Icelanders living abroad, it is not considered endangered according to UNESCO’s
Language Vitality Scales1 or EGIDS.2 The language community is very homoge-
neous, and dialectal variation is negligible.

Icelandic is a morphologically rich language; nouns, pronouns, adjectives and
verbs are inflected for several grammatical features. The language is fusional, such
that a single ending usually stands for more than one morphological category. Ty-
pologically, Icelandic is an SVO (subject-verb-object) language with a strong V2
rule that requires the verb to appear in the second (or first) position of the sentence.
However, because of the rich inflectional system, word order is relatively free.

The Icelandic alphabet is based on the Latin alphabet with a number of additions,
especially vowel symbols with an acute accent, á é í ó ú ý Á É Í Ó Ú Ý, and the
vowel symbols æ Æ and ö Ö which are also used in a number of other languages.
Furthermore, Icelandic employs two more eccentric symbols: ð Ð (eth, not to be
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confused with “d with a stroke”, đ) which is also used in Faroese, and þ Þ (thorn)
which is not used in any other language.

Iceland has the highest percentage of internet users in Europe. In 2020, 98% of
Icelandic households had internet access.3 In the same year, 68,344 websites had .is
as the top level domain.4 Icelandic is sufficiently represented on the internet, with a
number of media websites and an Icelandic Wikipedia, for instance, but most peo-
ple also frequently visit news sites in English, access various types of information
in English, etc. Even though Icelandic is the main language used on social media,
English is also prominent.

2 Technologies and Resources for Icelandic

The Icelandic Government launched the Language Technology Programme for Ice-
landic (LTPI) in September 2019. The self-owned foundation Almannarómur5 was
entrusted with the role of conducting the programme. Almannarómur, in turn, com-
missioned the SÍM Consortium,6 comprising members from academia, NGOs and
the private sector, to carry out the research and development work in this project.
Researchers, developers and LT users are well represented in the Consortium.

Most of the existing resources and tools for Icelandic are direct or indirect outputs
of this programme. Almost all of these resources and tools are stored in the CLARIN-
IS repository.7 They can be downloaded for free, most of them under standard open
licences, and used in any kind of application.

The Icelandic Gigaword Corpus (IGC) is a monolingual corpus comprising al-
most 2.7 billion tokens of different genres. Most of the texts are from 2001-2022. A
few parsed corpora exist, most of them having been automatically parsed. Greynir-
Corpus contains 10 million sentences from news sources which have been parsed
into full constituency trees. The Icelandic Contemporary Corpus is a constituency
parsed corpus built by using an Icelandic model of the Berkeley Neural Parser and
containing 30 million clauses from the IGC. A number of small specialised corpora
have also been developed.

There exist a number of bilingual English-Icelandic corpora. Most of them are
domain-specific corpora from ELRC and are not aligned. However, a few general
purpose aligned corpora exist, themost important being ParIce with 5.3million trans-
lation units. Much larger bilingual corpora are needed, especially between Icelandic
and English but also between Icelandic and other languages such as Polish.

A few audio corpora exist. The most important one is Talrómur which consists of
122,417 short audio clips of eight different speakers reading short sentences, amount-

3 https://www.statista.com/statistics/185663/internet-usage-at-home-european-countries/
4 https://www.isnic.is/is/tolur
5 https://almannaromur.is/en
6 https://icelandic-lt.gitlab.io
7 https://repository.clarin.is
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ing to 12,780 minutes in total. A large crowdsourcing project, Samrómur, is now on-
going. In May 2022, a total of 2.85 million sentences from 28,000 speakers had been
recorded, 247,800 minutes in all. No video corpora have been built for Icelandic.

The Database of Modern Icelandic Inflection (DMII) is supposed to contain the
inflectional paradigms of the whole vocabulary of Icelandic. The current version has
a vocabulary of about 305,000 lemmas, and 6.2 million inflectional forms. The DMII
Core is an extract of DMII and contains the core vocabulary of Modern Icelandic,
around 58,000 entries. The monolingual Dictionary of Contemporary Icelandic has
56,000 entries and is constantly being updated. Sound files with recordings of all the
headwords in the dictionary are also available.

The company Miðeind, a member of SÍM, has been developing a translation sys-
tem between English and Icelandic using neural networks. Although still under de-
velopment, it already gives very promising results. The pilot version is offered as a
web-based service.8 Miðeind is also developing AI models and some of them are al-
ready available, such as GreynirTranslate (mBART25 NMT), general domain IS-EN
and EN-IS translation models based on a multilingual BART model.

There exist a number of tools for analysing Icelandic text. Among them are two
packages that each include various tools. IceNLP is a package which contains a
tokeniser, part-of-speech tagger, lemmatiser, and shallow parser. Greynir is a more
recent package that can parse text into constituency trees, find lemmas, inflect noun
phrases, assign part-of-speech tags and more.

A number of tools for speech processing are currently being developed within the
LTPI, among them a new speech recogniser and a speech synthesiser, but these are
not yet publicly available although prototypes have been publicly demonstrated.

Embla is the first voice assistant app for the Icelandic language, available both
for iOS and Android. It combines a speech recogniser, a speech synthesiser and the
Greynir tool which it uses to search for answers to questions that the user poses.
Greynir extracts information from Icelandic text which allows natural language
querying of that information and facilitates natural language understanding.

In the national AI strategy from April 2021, the importance of developing LT
resources and tools for Icelandic is explicitly mentioned.9 In the policy statement of
the new Government that took office in November 2021,10 it is explicitly stated that
the strategic R&D LT programme will be prolonged throughout the current election
period, until 2025.

3 Recommendations and Next Steps

Ten years ago, the status of Icelandic LT was rather poor (Rögnvaldsson et al. 2012),
but the LTPI has revolutionised the situation (Rögnvaldsson 2022). The forming of

8 https://velthyding.is
9 https://www.stjornarradid.is/gogn/rit-og-skyrslur/stakt-rit/2021/04/29/Stefna-Islands-um-gervi
greind/
10 https://www.stjornarradid.is/library/05-Rikisstjorn/Agreement2021.pdf
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the SÍM Consortium has led to a very fruitful cooperation among all stakeholders.
Researchers who used to work individually on small projects now work together
on implementing projects on a much bigger scale. The number of researchers and
students involved in LT has multiplied and new startup companies have emerged.

The LTPI has delivered high-quality applications that hopefully contribute to the
digital vitality of Icelandic. But even so, Icelandic still lacks a number of impor-
tant resources now that the LTPI is finished. Among them are spoken language cor-
pora; parallel corpora (Icelandic and other languages than English, such as Polish
and the Scandinavian languages); corpora for different purposes (sentiment analysis,
question answering, summarisation); annotated multimodal corpora; and term lists.
Furthermore, Icelandic lacks tools for sentiment analysis, summarisation, question
answering, natural language understanding and generation, dialogue management,
disambiguation, text and speech translation, automatic subtitling, advanced speech
synthesis (intonation, empathy) and specialised grammar checking.

In order for these resources and tools to be developed, the continuation of the
LTPI must be secured. It is also of vital importance that Icelandic is compatible with
products of the large international IT companies. A delegation of LT specialists led
by the President of Iceland and the Minister of Culture recently visited Amazon,
Apple, META and Microsoft in order to convince them to include Icelandic in their
products, offering them access to all deliverables of the LTPI. A large-scale European
cooperation would also be a welcome assistance in preparing Icelandic for the future.
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Chapter 22
Language Report Irish

Teresa Lynn

Abstract Language technology (LT) underpins many applications that enable our
digitally enhanced lives (virtual assistants, search engines, translation tools, spell-
checkers, language learning tools etc.). However, these advances do not benefit all
Irish citizens equally. Due to a lack of sufficient LTs for Irish, Irish speakers reg-
ularly need to revert to using English. Such a language shift plays a major role in
the risk of digital extinction, i. e., an eventual decline in language use due to lack of
technological support. This chapter highlights work carried out on Irish LT, and the
gaps and challenges that still need to be addressed (Lynn 2022).

1 The Irish Language

Irish is the first official and national language of the Republic of Ireland, with English
as the second official language. Irish Sign Language has had official legal recogni-
tion since 2017. Figures from the 2016 census report that 39.8% (1.7 million) of the
population can speak Irish, while only 1.5% (roughly 73,000) speak Irish on a daily
basis outside the education system. Irish is also recognised as a minority language
in Northern Ireland and has been an official language of the European Union since
2007 (and full working language of the EU since 2022).

Irish has three main dialects. However, there is no spoken standard variety, which
has implications for speech technology development. The written formwas standard-
ised in 1958 with the publication of An Caighdeán Oifigiúil (The Official Standard).
Irish has rich morphology and a verb-subject-object (VSO) word order, which can
pose challenges for applications such as alignment tools and machine translation
(MT) when paired with English (SVO). Its inflectional nature (suffixation, initial
mutation, etc.) leads to sparsity in Irish datasets, which impacts data-driven LT.

There are dispersed ‘Gaeltacht’ regions across Ireland where Irish is spoken daily
as a first language. However, English is becoming increasingly used in these regions,
partially due to its monopolising digital presence. Outside Gaeltacht regions, Irish
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is also spoken in some urban areas. Irish is a compulsory core subject at primary
and secondary level, and the number of Irish-medium pre-schools, primary and sec-
ondary schools is growing in both the Republic of Ireland and Northern Ireland.

The Official Languages Act (2003) has the objective of ensuring the improved
provision of public services through the Irish language. In addition, the 20 Year Strat-
egy for the Irish Language (2010-2030) and the accompanying Action Plan for the
Irish Language (2018-2022) recognise the State’s commitment to the language’s re-
vival. The National AI Strategy for Ireland focuses on English language-based AI.
The recently published Digital Plan for Irish outlines urgent needs in LT.

Mainstream media produces much valuable audio and text-based Irish content.
Irish language content is only found across roughly 1,500 (0.5%) of Ireland-based
.ie domains, with low numbers of businesses localising their websites to Irish. The
use of Irish in social media is prevalent among users across the main platforms. How-
ever, there is still minimal support for Irish. Google Translate and Bing Microsoft
Translator still prove unreliable within particular domain settings, and much con-
troversy has arisen around the frequent misuse of unverified automated translations.
Facebook does not yet provide the option to translate Irish language posts. Google
Search and Gmail interfaces were localised by volunteer translators.

2 Technologies and Resources for Irish

This summary is based on the European Language Grid (ELG). Some progress has
been made in text analytics, MT, and speech technologies, mainly thanks to data
collection and corpus creation from short term academic projects, funded by EU-
projects and national funds, or self-funded. However, it should be noted that the
ELG figures for Irish resources are inflated in some cases due to 1. the inclusion
of version updates of some multilingual datasets like Universal Dependencies and
ParaCrawl, 2. large multilingual datasets of which only a small proportion represents
Irish, and 3. Irish web-crawled data made available through overlapping projects.

Irish is still very much a low-resourced language, with few changes in terms of LT
support since Judge et al. (2012). The lack of data resources, skill-sets and dedicated
funding has left a gap for many fundamental technologies. While there are extensive
LT industry bodies and research centres in Ireland, little attention has been given to
Irish LT. Irish-language related projects are mostly funded through The Department
of the Gaeltacht’s Irish Language Support Schemes and Foras na Gaeilge.

The two largest monolingual Irish corpora (New Corpus for Ireland – Irish, NCII,
and Gaois Corpus of Contemporary Irish) are both restricted in terms of access due
to copyright. To address this, the development of the open-source National Corpus
of Ireland is underway, where resources such as word-frequency and n-gram lists, as
well as language models will be made available.

Some NLP-task specific corpora have been produced as part of PhD research
(e. g., POS-tagged corpora, treebanks,MWE-tagged corpora, spoken corpora). There
is a considerable lack of Irish monolingual corpora for specific domains (e. g., legal,
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medical, education etc.). The Irish Wikipedia (An Vicipéid) dataset was used in the
development of Multilingual BERT and the Irish gaBERT language model.

The availability of bilingual texts for the purposes of English-Irish MT increased
largely due to Ireland’s involvement in the European Language Resource Coordina-
tion (ELRC) project, and other EU funded initiatives. The majority of this data is
available to download from Ireland’s National Relay Station: eStór under the EU
Open Data Directive. As such, both statistical and neural English-Irish MT engines
have been built at DCU through PhD research. Irish is included amongst the lan-
guages supported by the European Commission’s eTranslation platform. Google,
Bing, and the IRIS MT system, are all free general-purpose Irish MT systems.

An XFST Finite State suite of tools includes an Irish tokeniser, lemmatiser, mor-
phological analyser, POS-tagger, a constraint grammar and a chunking tool. Depen-
dency parsing models are available through UDPipe and Stanza. There is only one
open-source spell-checker (GaelSpell) and grammar checker (An Gramadóir).

Steady progress has been made in speech synthesis for the three main dialects.
Applications have been developed to make these voices available to the public (e. g.,
in accessibility aids and computer assisted language learning, CALL). Live record-
ings and crowdsourced recordings of predominantly native speakers using the online
facility Míle Glór are being collected and processed for the development of the first
ASR system. The Mozilla Common Voice project has also collected a small dataset
of Irish speech (both native and non-native speakers) through crowdsourcing efforts.

Irish is relatively well-resourced when it comes to electronic dictionaries, ter-
minology databases, thesauri, gazetteers and glossaries. Most dictionary develop-
ments (funded by Foras na Gaeilge) due to copyright restrictions, only offer single
user queries or data access for research purposes only. The National Morphology
Database and accompanying computational grammar library (Gramadán) are open-
source. The National Terminology Database is used by the general public, students,
freelance translators and translators at EU institutions. The Pota Focal site hosts a
dictionary, glossary, verb valency dictionary and thesaurus, the latter of which is
powered by Líonra Séimeantach na Gaeilge (LSG), an Irish Wordnet.

In terms of Natural Language Processing, the GaelTech project (2017-2023) at
DCU focuses on POS-tagging, syntactic parsing, language modelling and the pro-
cessing of user-generated content, code-switching and multiword expressions.

3 Recommendations and Next Steps

Many commonly used and necessary technologies are still not available for Irish: rel-
atively little progress in ASR, and no research or system development for Automatic
Subtitling, Information Retrieval and Extraction, Natural Language Generation, Se-
mantic Role Labelling, Named Entity Recognition, Sentiment Analysis, Question-
Answering, Virtual Agents, Adaptive Learning or Anonymisation. The following
highlights some strategies to address this. 1. Change of focus A shift in focus (away
from the development of dictionaries and terminologies for language learning or
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translation) is required to recognise LT as an equally important axis for continued
language use. 2. Untapped Potential Language data is broadly unknown and under-
valued amongst Irish citizens and across the public sector. If collected and applied
appropriately, this data could make a huge impact on the future of Irish LT. For ex-
ample: development of ASR and automatic subtitling systems through data from the
archives of the national broadcasters (RTÉ, TG4); a named entity recogniser using
the national placenames, biographies databases, and the Database of Irish-language
Surnames; CALL systems using language learning corpora. 3. Need for Dedicated
LT Programmes Due to the lack of dedicated education and training programmes in
this field, it has proven difficult to source researchers, linguists or engineers with
the right combination of skills (e. g., Irish language, computer science, linguistics)
in previous LT projects. 4. Long-term strategy There is a clear need for: a strategy
for safeguarding Irish in a digital age; support for dedicated LT education and train-
ing; investments in data collection and annotation; development of production-ready
LT tools. 5. Open-source culture Many high quality resources available for Irish are
under copyright protection, rendering them unusable for general purpose. Where
possible all data and tools developed for Irish should be open-source, ensuring that
access is widened to others that have the skills or resources to develop them fur-
ther. 6. Corporate Social Responsibility While Ireland is a major European hub for
technological innovation in AI and NLP industries, this investment only serves the
English-speaking population of Ireland. As part of a corporate social responsibility
policy, support for Irish language requires much more serious consideration.
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Chapter 23
Language Report Italian

Bernardo Magnini, Alberto Lavelli, and Manuela Speranza

Abstract In the last few years, three important factors have influenced the Italian
Language Technology (LT) community: 1. in 2015, the foundation of the Asso-
ciazione Italiana di Linguistica Computazionale (Italian Association for Computa-
tional Linguistics, AILC); 2. the organisation of CLiC-it, the annual Italian Confer-
ence on Computational Linguistics; 3. the organisation of the EVALITA (Evaluation
of NLP and Speech Tools for Italian) evaluation campaigns. This situation is produc-
ing a widespread expansion of interest in LT for Italian in academia and industry.

1 The Italian Language

Italian is an official language in Italy (where other languages are co-official within
certain regions), San Marino and the Vatican City State and it is one of the official
languages in Switzerland. It has official minority status in Slovenia and Croatia and
formerly had official status in Albania, Malta, Monaco, Montenegro and Greece. It
used to be an official language in the former colonial areas of Italian East Africa and
Italian North Africa. It is among the minority languages of Bosnia and Herzegovina
and Romania, although it is not protected in these countries. Italian is also spoken
by very large immigrant and expatriate communities in the Americas and Australia.
Italian is a major European language, being one of the official languages of the Eu-
ropean Union, the Organisation for Security and Co-operation in Europe and one of
the working languages of the Council of Europe.

Italian is the native language of around 15%of the EU population (EuropeanCom-
mission 2012), thus the second most widely spoken language after German (Keating
2020), and has 61.8 million first language speakers according toWorldInfo.1 Around
56 million native speakers of Italian reside in Italy; it has been estimated that another
more than 200,000 first language speakers of Italian reside in Switzerland, Belgium,
France, Germany, and the United Kingdom, and smaller groups of speakers reside
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in Croatia, Luxembourg, Malta, Romania and Slovenia. Italian is in fourteenth place
in the ranking of the most used languages on the internet, as W3Techs estimates it
to be used by 0.7% of the top 10 million websites.2

Italian belongs to the Indo-European language family of the Romance languages.
Its writing system is close to being a phonemic orthography and almost all native Ital-
ian words end with vowels. Italian grammar is typical of the grammar of Romance
languages in general. Cases exist for pronouns but not for nouns and there are two
genders (masculine and feminine). Nouns, adjectives, and articles inflect for gender
and number. Subject pronouns are usually dropped, their presence implied by verbal
inflections. There are numerous contractions of prepositions with subsequent articles
and numerous productive suffixes (e. g., for diminutive and augmentative). Many na-
tive speakers of Italian residing in Italy are native bilingual speakers of Italian and
one of the Italian dialects (which may differ significantly from Italian).3

The Digital Report, a survey conducted in 2020 by “We Are Social” in collabo-
ration with Hootsuite, with the aim of collecting data on the use of the internet and
social platforms both at the global and the local level (Starri 2021), reports that in
Italy over 1 million people connected to the internet for the first time in 2020 (a 2.2%
increase), for a total of over 50 million internet users.

2 Technologies and Resources for Italian

A considerable part of the publicly available language resources for Italian have been
produced in the EVALITA evaluation campaigns.4 In the context of EVALITA, 62
tasks (with the availability of corresponding annotated data) have been organised
in total. These tasks range from lemmatisation to sentiment analysis, covering both
written texts and speech tools.

The last LT funding programme in Italy dates back to 1999–2001. Since then,
there has been no specific programme, nor is one foreseen in the near future. Italian,
as one of the bigger EU languages, is better equipped than other languages, but fur-
ther research is needed before truly effective language technology solutions will be
ready for everyday use, as well as to not lag behind themuch better resourced English
language. There is no national research infrastructure dedicated to LTs in Italy. Cor-
pora (both annotated and unannotated, benchmarks, tools for several tasks) for the
Italian language are, however, available either through websites of single research
institutions, or through shared infrastructures at the European level, including the
CLARIN repository and the European Language Grid.

Despite the lack of national funding programmes, the Italian community is rather
active at the international level. Italy hosted EACL 2006 (11th Conference of the
European Chapter of the Association for Computational Linguistics) in Trento and

2 https://w3techs.com/technologies/overview/content_language
3 https://www.istat.it/it/files/2017/12/Report_Uso-italiano_dialetti_altrelingue_2015.pdf
4 https://www.evalita.it
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ACL 2019 (57th Annual Meeting of the Association for Computational Linguistics)
in Florence. Italian researchers have been chairing several LT conferences, including
various editions of the Language Resources and Evaluation Conference (LREC),
ACL 2021 (Programme Chair) and ACL 2022 (General Chair).

In the last few years, a series of initiatives have been taking place in the Italian
NLP community. In 2007, the first edition of EVALITA (Evaluation of NLP and
Speech Tools for Italian) was held. The general objective of EVALITA is to promote
the development of language and speech technologies for the Italian language, pro-
viding a shared framework where different systems and approaches can be evaluated
in a consistent manner. As a side-effect of the evaluation campaign, both training
and test data are available to the scientific community as benchmarks for future im-
provements (Magnini et al. 2022). The first EVALITA edition was followed by six
additional successful editions, the last in 2020.

Following the strong interest raised by EVALITA, the Associazione Italiana di
Linguistica Computazionale5 (Italian Association for Computational Linguistics,
AILC) was founded in 2015, with the goal of establishing common ground for the
Italian LT community.

A second relevant initiative on LT in Italy is CLiC-it, the annual Italian Confer-
ence on Computational Linguistics.6 The first edition of CLiC-it was held in Pisa
in 2014. CLiC-it has become the most important forum for computational linguis-
tics in Italy, and has obtained the important goal of stimulating the production of
high-quality research and resources for the Italian language.

Another relevant initiative concerning Italian LTs is the work carried out by the
European Language Resource Coordination (ELRC).7 One of the aims of the Italian
ELRC is to mobilise public sector bodies to share their high-quality translated data.
Additionally, many of the EVALITA resources and technologies (Patti et al. 2023)
have been made available through the European Language Grid (Rehm 2023).8

Finally, it is worth mentioning the Lectures on Computational Linguistics, an
AILC initiative targeting students (both Master’s and PhD) and aiming at providing
core competence in the LT field.9

The Italian academic LT community is relatively well distributed over the whole
Italian territory, both in university departments in human sciences (e. g., linguistics,
digital humanities, cognitive sciences) and in departments in computer science. In
addition, there are departments of the National Research Council (CNR) and local
research institutions, which are very active in the field of computational linguistics
and NLP. As for industrial providers, in Italy there are more than one hundred com-
panies that can be considered active developers in the LT field.

More details about technologies and resources for Italian can be found inMagnini
et al. (2022) and the META-NET White Paper on Italian (Calzolari et al. 2012).

5 https://www.ai-lc.it
6 https://www.ai-lc.it/en/conferences/clic-it/
7 https://lr-coordination.eu
8 https://www.european-language-grid.eu
9 https://www.ai-lc.it/lectures/
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3 Recommendations and Next Steps

Given this rather favourable context (new neural approaches and strong community
initiatives), we are seeing a widespread expansion of interest in Language Technol-
ogy for Italian, both in academia and in industry. At the same time, the LT bar is con-
tinuously moving upwards, which requires adequate efforts and investments. These
are particularly needed in areas such as for instance dialogue systems, where Ital-
ian is still lacking sufficient language resources, and in application domains such as
biomedicine, where progress is still limited.
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Chapter 24
Language Report Latvian

Inguna Skadiņa, Ilze Auziņa, Baiba Valkovska, and Normunds Grūzītis

Abstract Ten years ago, when META-NET conducted a study on Language Tech-
nology support for Europe’s languages, Latvian was assessed as a language with
little or no support (Skadiņa et al. 2012). During the last decade, progress has been
made in the development of language resources and tools for Latvian, particularly
with respect to advanced datasets and language models, machine translation solu-
tions, speech technologies, and technologies for natural language understanding and
human-computer interaction. This chapter provides a summary of the current state of
the Latvian language, the only official language of Latvia, in the digital environment
and highlights the most important activities in the language technology field.

1 The Latvian Language

Latvian is the official language of the Republic of Latvia. There are about 1.5 million
native speakers, 1.38million of which live in Latvia. By the end of 2017, Latvianwas
the mother tongue of 60.8% of the country’s resident population. Latvian is spoken
as a second language by around 0.5 million people of other ethnicities. Latvian has
three dialects: the Central, Livonic, and High Latvian dialect.

The Latvian language uses the phono-morphological basis of orthography. Lat-
vian punctuation is based on the grammatical punctuation principle. Latvian orthog-
raphy almost fully corresponds to the pronunciation. The present-day Latvian orthog-
raphy basis is the Latin script. The Latvian standard alphabet consists of 33 letters,
including letters with diacritical marks.

Standard Latvian has 26 consonant phonemes, 12 vowels (six short and six long),
and 10 diphthongs. Vowel length is phonemic and plays an important role in dis-
tinguishing the lexical and grammatical meaning of words. Most Latvian words are
stressed on the first syllable. Syllables with long vowels, diphthongs, and diphthongi-
cal combinations of vowel and sonorant in the centre are subject to certain intonation
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patterns. In a few areas, three patterns of tone or intonation are distinguished: level
(also drawling, even) tone, falling tone, and broken tone.

From a language typology perspective, Latvian has a classic Indo-European
(Baltic) system. However, for regional and historical reasons, Latvian grammar
also displays some features more similar to those found in Finno-Ugric languages
(Kalnaca and Lokmane 2021). Latvian is a fusional, mainly suffixing language with
a rich system of forms and word formation. A distinction is made between inflected
and non-inflected word classes. Nouns inflect for number and case, adjectives inflect
for case, number, gender and definiteness, and verbs may inflect for tense, mood,
voice and person (Nau 1998). Word order is relatively free, i. e., pragmatically gov-
erned, but the basic word order is subject verb object (SVO).

2 Technologies and Resources for Latvian

Research and development activities in Latvia are being supported through different
EU and national finance instruments and are usually organised around short-term
projects. The lack of a dedicated LT programme, however, leads to fragmentation
of research and development activities and complicates the development of larger
resources and long-term cooperation between institutions. Progress and key achieve-
ments are regularly reported through the Baltic HLT conferences and other events
(Skadiņa 2019; Skadiņa et al. 2022, provide recent overviews).

Most open-access monolingual text corpora for Latvian are listed on Korpuss.lv
(Saulīte et al. 2022). Modern Latvian is primarily represented through the Balanced
Corpus of Modern Latvian (LVK2018, Dargis et al. 2020). A balanced subset of
LVK2018 includes several annotation layers: named entities, co-references, Univer-
sal Dependencies (UD), FrameNet and PropBank annotations, as well as Abstract
Meaning Representation (AMR) (Gruzitis et al. 2018). Many parallel corpora are
openly accessible from OPUS, ELG and ELRC-SHARE. Bilingual and multilingual
corpora are also stored on Korpuss.lv and the Tilde Data Library.1 Domain-specific
parallel corpora for the development of domain-specific MT engines are lacking.

The first Latvian speech corpus was created in 2012/2013. It contains 100 hours
of transcribed speech. However, access is limited, and currently the only open-access
Latvian speech corpora are very small. Multimodal corpora are still not available for
Latvian, although the development of a sign language corpus is ongoing in the State
Research Programme “Letonika”.

Tezaurs.lv is the largest open lexical dataset and online dictionary for Latvian
(Spektors et al. 2016). It is regularly updated, and currently contains more than 380k
single- and multi-word entries, compiled from 300+ sources. A Latvian WordNet
is being created as an extension to Tezaurs.lv. Different lexicons (mostly bilingual)
are available from the Letonika.lv portal, including dictionaries for widely used lan-
guage pairs, as well as dictionaries of the languages of the Baltic countries.

1 https://tilde.com/products-and-services/data-library
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Various text analysis tools such as tokenisers and sentence splitters, morpholog-
ical analysers and taggers, spelling and grammar checkers, syntactic and semantic
parsers, named entity recognisers, and text classifiers are available for Latvian. Open-
source components are integrated into a Latvian NLP pipeline as a service.2

Regarding natural language understanding and generation, experiments with the
interlingual UD, FrameNet, AMR, BERT, GPT, etc. models for Latvian demonstrate
the potential of combining machine learning and knowledge-based approaches.

With respect to machine translation (MT), the situation has changed a lot since
2012. Besides MT solutions provided by global companies, the company Tilde pro-
vides customised MT solutions for complex, highly inflected languages, particularly
smaller European languages. MT systems developed by Tilde have been recognised
among the best systems for four consecutive years (2017-2020) at WMT interna-
tional news translation shared tasks (Pinnis et al. 2019). These results allowed Tilde
together with partners to develop the EU Council Presidency Translator which has
been used already in eight countries (Pinnis et al. 2020).

Several speech recognition and synthesis systems have been developed for Lat-
vian by Tilde, the national news agency LETA, and the University of Latvia. Several
virtual assistants can communicate in Latvian, e. g., Hugo.lv (Skadins et al. 2020)
lists more than 10 virtual assistants for different public services.

Latvia is a member of CLARIN (Skadiņa et al. 2020) and focuses on Latvian and
Latgalian resources and tools. CLARIN-LV participates in the CLARIN Knowledge
Center for Systems and Frameworks for Morphologically Rich Languages.

3 Recommendations and Next Steps

Today, Latvian has a rather stable position in the digital world. However, the situa-
tion could change dramatically, if efforts and investments in LT are not increased in
R&D and language policy. Strong national and European support is necessary for
further Latvian research and development activities, including dedicated long-term
LT programmes, that provide equal support for both research and industrial activi-
ties. To narrow the digital divide, there is pressing urgency for novel techniques that
would bring less-resourced languages to a level comparable to the state-of-the-art re-
sults for resource-rich languages. Moreover, close synchronisation between national
and international activities is necessary.
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Chapter 25
Language Report Lithuanian

Anželika Gaidienė and Aurelija Tamulionienė

Abstract Significant progress has been made in adapting the Lithuanian language to
the digital environment. A number of digital language resources and basic language
analysis tools, as well as complex online language services and the Lithuanian lan-
guage ontology have been developed, while a number of computer programs and
tools have been localised. Computer applications relevant to society are being Lithua-
nianised, and the standardisation of computer terms is being carried out. Lithuanian
researchers actively participate in the cooperation and mobility activities of interna-
tional associations, and a core of Lithuanian specialists working in the field of IT
application, and developing innovative work in this field, has been formed. Lithua-
nia also strives for all citizens to have full access to digital solutions, which adds
importance to the policy of adapting them for those living with disabilities.

1 The Lithuanian Language

Lithuanian is a Baltic language from the Indo-European family. Lithuanian and Lat-
vian are the two surviving Baltic languages. Since 2004, Lithuanian has been one of
the official languages of the European Union. Lithuanian is the state language of the
Republic of Lithuania and is enshrined in the Constitution as such. The use of Lithua-
nian in public life is regulated by the State Law on the Lithuanian Language (1995).
According to data from 2012, there were about 3.6 million Lithuanian speakers. In
terms of number of speakers, Lithuanian ranks 144th in the world.

Lithuanian is the most conservative of the Indo-European living languages, and
it has best preserved many of its archaic features. From a typological point of view,
Lithuanian has many unique features, including abundant forms of variation, the syn-
thesis of tonal and dynamic stress, and the diverse order of words reflecting the com-
plex syntactic level of discourse communication. Standard Lithuanian was formed
at the beginning of the 20th century on the basis of one of the Aukštaitian dialects.
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It is characterised by a great variety of regional variants, the two main dialects are
Aukštaitian and Samogitian (Vaišnienė and Zabarskaitė 2012). The Lithuanian al-
phabet was formed in the 16th to 20th centuries on the basis of the Latin alphabet,
to which nasal vowels (ą, ę, į, ų) and letters with diacritics (č, š, ž, ė, ū) were added.
The current Lithuanian language alphabet has 32 letters: 12 vowels, 20 consonants,
and 3 letter combinations (ch, dz, dž). The grammatical structure is of a flexural
type; the vocabulary is the most variable level of the language. Some words disap-
pear and are replaced by new ones. In the current Lithuanian language, there is a
pronounced abundance of terms in various fields. The vocabulary of the Lithuanian
language consists of old words inherited from the Proto-Indo-European language,
borrowings, and new words based on inherited words and borrowings.

According to 2021 data, in the 16 to 74 age group, almost 87% of the Lithuanian
population uses the internet; this figure is as high as 100% in the 16 to 24 age group,
and 55.2% in the 65 to 74 age group. In 2021, about 225,000 .lt domains were reg-
istered, of which more than 2,000 contain distinctive Lithuanian letters (ė, ž, etc.).
In addition, Lithuania remains among the leaders in fibre-optic internet service. In
Lithuania, the coverage of the fibre-optic network is 46.8%.

2 Technologies and Resources for Lithuanian

The level and advancement of language technologies in Lithuania can first and fore-
most be appraised by the degree of achievement of the goals rooted in the 2014 –
2020 guidelines (State Commission of the Lithuanian Language 2014) for the expan-
sion of the Lithuanian language in information technologies. Notably, those goals
have been achieved with a great deal of success, yet some follow-up actions are
needed, depending on the progress of the rapidly shifting language technologies on
the global market and amidst society (Gaidienė and Tamulionienė 2022).

Lithuania continues to create and develop general resources needed for the pur-
poses of building language technologies and devising their applications. There are a
number of monolingual and bilingual corpora. The largest corpus of the Lithuanian
language is the Corpus of the Contemporary Lithuanian Language. There are also
several morphologically and syntactically annotated corpora (Morphologically An-
notated Corpus, MATAS; Syntactically Annotated Treebank, ALKSNIS). There are
also a number of parallel corpora (e. g., the LILA corpus). Most corpora are open ac-
cess. Nonetheless, considering the demand for language data, it needs to be said that
corpus data has to be augmented and new corpora (especially multilingual parallel
data) should be developed to reflect as many areas of language use as possible.

Lithuania continues to develop digital dictionaries and databases. Users have free
online access to the latest Dictionary of the Standard Lithuanian Language as well
as other dictionaries, such as Dictionary of the Modern Lithuanian Language, Dic-
tionary of the Lithuanian Language and the ongoing Database of Lithuanian Ne-
ologisms. Other resources such as the Dictionary of Synonyms, the Dictionary of
Antonyms, other various bilingual dictionaries etc. are also freely accessible online.
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Despite this abundance of digital dictionaries, considering the demands of language
technologies and of the public, the dictionaries of synonyms, antonyms, and phrase-
ology need to be updated, and the dictionaries of pronunciation and combinability
(among others) digitalised.

Semantic networks and ontologies in Lithuania are few in number. There is the
General Ontology of the Lithuanian Language, the open-access ontology of Lithua-
nian medical terms Snomed CT, and the service E-terms (Ontologies). There are
several Lithuanian wordnets that can be developed further, e. g., LitWorNet. How-
ever, the available ontologies and wordnets are inadequate and need to be expanded.

The ALPMAVIS machine translation system is freely available. The company
Tilde offers MT systems based on the latest neural networks for free. Continued
development of MT systems would require more bilingual parallel corpora as well
as specialised text data to ensure better quality translation output.

The available Lithuanian Speech-to-text Transcription Service covers different
domains: administrative, legal, medical, and standard colloquial. There are also ser-
vices where speech recognition technology is used to voice-control computers, such
as Browser (browsing voice control), Controller (computer voice control), and so
on. Some of the services available in Lithuania feature speech synthesis technology,
including Pronouncer, the Lithuanian Speech Synthesiser for the Blind, and so on.
The Lithuanian language needs more annotated speech databases, which calls for
concerted efforts to build speech databases for different fields, dialects, age groups,
and sound environments (among others), and to make them available to the public.

The various projects that have been implemented in Lithuania have produced key
open-source tools for the basic analysis of digital texts in the Lithuanian language,
such as a segmenter, a lemmatiser, a morphological analyser, a part of speech tag-
ger, and so on (State Commission of the Lithuanian Language 2020). In terms of
generating natural language, Lithuania is only making its first steps in this area.

3 Recommendations and Next Steps

Since 2012, significant progress has been made in developing various digital lan-
guage resources and tools/services in Lithuania. Although Lithuanian is a language
with a small number of speakers, it is progressing rapidly in the area of LT. As for
digital resources and tools/services, there are still areas requiring further advances.
Though a number of Lithuanian language resources are already available, consider-
ing the demands of LTs and of the public, new monolingual dictionaries and bilin-
gual dictionaries as well as various lexicons still need to be developed or updated.
Ontologies, wordnets, corpora have to be enlarged and expanded; multilingual par-
allel corpora required for MT need to be developed, etc. Concerning terminology,
additional and updated compendia or terms are needed; the structure and techno-
logical solutions of the databases of terms vary, making it more difficult to utilise
data for other technological solutions; there is also a shortage of open terminologi-
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cal data. Lithuanian is in need of digital grammars, annotated speech databases and
other resources that would accelerate the progress of language technologies.

Lithuania requires an increase in digital language resources – corpora with texts
and recordings, the development of LTs and the creation of public services based on
them – so that no group of society or region can feel the digital divide and foreign
languages can be integrated more easily into Lithuanian society. The Guidelines for
the Development of the Lithuanian Language in the Digital Environment and the
Progress of Language Technologies for 2021–2027 map out the essential tasks or
challenges of Lithuanian LTs, what should be done in Lithuania in the near future,
and in which directions to work: 1. To increase the competence of specialists work-
ing in the field of language technologies and to improve the ability of society as a
whole to use the opportunities provided by language technologies. 2. To accumulate
and enrich open, reliable, high-quality, reusable digital language resources and other
digital language data sets. 3. To develop the language technology infrastructure, the
application of language technologies in the public sector and public services, to cre-
ate and improve publicly available information technology solutions and tools.
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Chapter 26
Language Report Luxembourgish

Dimitra Anastasiou

Abstract The Grand Duchy of Luxembourg is a small and multilingual country.
The national language is Luxembourgish, and the legislative language is French.
French, German and Luxembourgish are the three administrative and judicial lan-
guages. There are about 650,000 inhabitants and the majority of Luxembourgers
speak four languages. As of March 2021, there were 59,000 Wikipedia articles writ-
ten in Luxembourgish. Luxembourgish is very under-resourced when it comes to
data resources and tools. This chapter provides a brief overview of the current level
of support that Luxembourgish receives through technology (Anastasiou 2022).

1 The Luxembourgish Language

Luxembourg is a very small, but highly multilingual country. At various times, it was
part of different European empires. Today, Luxembourg is the third European capital,
along with Brussels and Strasbourg. It has the honour of hosting many of the EU’s
important institutions, including the Publications Office of the EU, the Directorate-
General for Translation, and the Translation Centre for the Bodies of the EU.

As for the population of Luxembourg, the Statistics portal of the Grand Duchy of
Luxembourg (STATEC) published a demographic atlas in 2019. According to this
atlas, between 1981 and 2018, the Luxembourgish population increased by about
65%, from 364,597 to 602,005. There are 12 officially declared towns and 102 mu-
nicipalities. Luxembourg City has the highest percentage of foreigners with 70.8%.

The languages spoken vary depending on the social situation or region. The re-
gions with the highest density of Luxembourgish speakers include the north (85%)
and the east (81%) of the country. According to STATEC, three out of four resi-
dents work in a multilingual environment and 25% of the population has to speak
four or more languages at work. French is the most spoken language at work (78%),
followed by English (51%) and Luxembourgish (48%). Luxembourgish is the most
widely spoken language at home (53%), followed by French (32%) and Portuguese
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(19%). It should be noted that Luxembourgish is not an official language of the EU.
The Luxembourgish language is a Moselle-Franconian dialect, which was histori-
cally the mainly spoken language up to the 19th century in Luxembourg. On 24
February 1984, a law was enacted which made Luxembourgish an officially recog-
nised language. In September 2018, the law was amended to add German sign lan-
guage as an official language of Luxembourg. According to the provisions of the
Languages Law of 1984, French, German or Luxembourgish may be used in admin-
istrative and judicial matters. Citizens can interact with the administration in any of
these three languages, and officials must attempt ‘as far as possible’ to respond in
the language used by the applicant. Legislative documents are written in French and
an important consequence of this on the judicial level is that only the text in French
is deemed authentic for all levels of public administration.

In terms of vocabulary, Luxembourgish has a substantial number of loan words
from French and German, but its morpho-syntax follows Germanic patterns (Gilles
and Trouvain 2013). With the exception of the alveolo-palatal fricatives and the ap-
proximant [w], the consonant inventory of Luxembourgish is quite similar to Stan-
dard German. In addition, Luxembourgish has a set of eight diphthongs, which is
considerably larger than for Standard German which has just one (Gilles and Trou-
vain 2013). Gilles (2019) examines the complex language situation of Luxembourg.
There is an officially recognised system with regards to the orthography of Luxem-
bourgish, called “OLO” (ofizjel lezebuurjer ortografi); it can be found at the Zenter
fir d’Lëtzebuerger Sprooch (ZLS)/Centre for the Luxembourgish Language.1

2 Technologies and Resources for Luxembourgish

Luxembourgish-specific tools include a grapheme-to-phoneme conversion for Lux-
embourgish based on 30,000 manually phonetically transcribed words, two spell-
checkers, a PoS-tagger (including a tokenizer and lemmatizer), and sentence split-
ter (Sirajzade and Schommer 2019), and a mobile application called Schnëssen.2
This crowdsourcing app collects data on the present-day language situation of Lux-
embourgish; users can participate in a large set of audio recordings tasks and in
sociolinguistic surveys. A recently published tool, LëtzRead,3 is a free browser ex-
tension to integrate Luxembourgish-learning just by browsing the web (displaying
certain words in Luxembourgish). Moreover, The library spaCy for advanced NLP
has been trained for Luxembourgish, and the text-to-speech (TTS) tool MaryTTS
has also been extended to support Luxembourgish. Luxembourgish data resources
are mainly monolingual corpora, but there is also a Luxembourgish COVID glos-
sary as well as an orthography trainer. The biggest text corpus in Luxembourgish
contains 170 million words from a wide range of genres (Parliamentary debates, lit-

1 https://portal.education.lu/zls/ORTHOGRAFIE
2 https://infolux.uni.lu/schnessen/
3 https://www.letzread.com

https://portal.education.lu/zls/ORTHOGRAFIE
https://infolux.uni.lu/schnessen/
https://www.letzread.com


26 Language Report Luxembourgish 181

erature, transcripts of conversations, and media texts including articles from news
outlets like RTL.lu, radio100,7, eldoradio, and social media). All texts are annotated
and orthographically normalised. This corpus is owned by the University of Luxem-
bourg and is for internal use only. Many lexical Luxembourgish-specific resources,
including corpora, dictionaries, material for phonetics, applications, etc. are avail-
able at Infolux,4 which is the research portal about Luxembourgish developed and
maintained by the Institute of the Luxembourgish Language and Literature at the
University of Luxembourg. Another important resource is the Luxembourgish On-
line Dictionary (LOD),5 managed by the ZLS, a multilingual dictionary with 30,000
entries, in which Luxembourgish words are translated into German, French, English
and Portuguese and illustrated by examples.

Among the recent research projects related to language technology (LT) includ-
ing Luxembourgish are ENRICH4ALL, STRIPS, and Lingscape. ENRICH4ALL
(E-goverNment [RI] CHatbot for ALL)6 is a CEF-funded project (06/21-05/23) co-
ordinated by the Luxembourg Institute of Science and Technology, and its objec-
tive is to have a multilingual chatbot through integrating the CEF AT core service
platform eTranslation to existing AI-based chatbot technology. The chatbot service
will be deployed in public administration in Luxembourg, Denmark, and Romania.
STRIPS7 was a three-year project (02/18-01/21), funded by the University of Lux-
embourg, that aimed to develop a semantic search toolbox for the retrieval of similar
patterns in documents written in Luxembourgish. Lingscape8 is a mobile application
researching linguistic landscapes all over the world by collecting photos of signs and
lettering on an interactive map.

3 Recommendations and Next Steps

Digitalisation plays a big role in the government of Luxembourg, the Ministry for
Digitalisation was created on 11th December 2018. Luxembourg’s national AI Vi-
sion initiative underlines the country’s unique ability to become a living lab of real-
world AI applications.

Mainly because of the lack of underlying data resources, there are gaps inmany as-
pects of Luxembourgish Language Technology. What is currently missing are avail-
able bilingual corpora, e. g., Luxembourgish – English, German, French. The avail-
ability of such data sets would facilitate the development of many LT applications,
such as named entity recognition, machine translation, virtual agents, recommender
systems, etc. All of these applications are mainly statistically-based, so typically re-
quire a large amount of manually annotated training data. Regarding language mod-

4 https://infolux.uni.lu
5 https://www.lod.lu
6 https://www.enrich4all.eu
7 https://acc.uni.lu/Research/strips/
8 https://lingscape.uni.lu
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els which can be used for natural language understanding and generation, the multi-
lingual BERT covers many languages, including Luxembourgish; however, a BERT
model trained specifically on large Luxembourgish data would yield better results.
Another important aspect is that written Luxembourgish is not well standardised;
while both German and French are intensively taught in schools, Luxembourgish,
although the first language of around 60% of the population, forms part of the school
curriculum only rudimentarily. This has an impact on the correctness of Luxembour-
gish in the development of LT applications. It is noteworthy that Luxembourgish has
become more important in secondary schools with changes incorporated for the aca-
demic school years 2021-2022 and 2022-2023.

Luxembourg needs united forces for efficient collaboration. Since most people
are multilingual, various stakeholders do not see the need to invest either time or
budget in creating or sharing Luxembourgish resources. The EU, the government, re-
search institutions, and language service providers have to work together to achieve
the desired results. Important action points to improve the Luxembourgish LT land-
scape are: 1. reaching a status that Luxembourgish can be used in many adminis-
trative procedures; 2. raising awareness among various stakeholders in public and
private sectors about the impact of Luxembourgish data; 3. advancing the standardi-
sation, use and study of Luxembourgish, and 4. dedicated and collaborative national
and EU funding programmes for both basic and applied research on Luxembourgish.
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Chapter 27
Language Report Maltese

Michael Rosner and Claudia Borg

Abstract This chapter is a highly abbreviated version of an update (Rosner and C.
Borg 2022) to the META-NET White Paper on Maltese (Rosner and Joachimsen
2012). Like its predecessor, the update forms part of a series for all European Lan-
guages. Section 1 provides a brief description of the language, its national status, its
general typology as a language, and its current usage in the digital sphere. Section 2
gives an overview of technologies and resources that are currently available. Finally,
Section 3 frames the main shortcomings of Maltese language technology in terms of
fragmentation, and offers some recommendations on how that might be reduced.

1 The Maltese Language

Maltese (il-Malti) is an official EU language and the national language of the Mal-
tese archipelago. 97%of theMaltese population (ca. 400,000 people) consider it their
mother tongue. It is also spoken by communities in Australia, Canada, the USA and
the UK. Maltese is derived from late medieval Sicilian Arabic with Romance super-
strata, and is often referred to as a mixed language due to the large number of loan
words from Italian, English and French. It shares characteristics with other Semitic
languages, making use of root-and-template morphology whereby various forms of
the same lexeme are formed by interdigitating vowels between a fixed sequence of
root consonants. The main distinguishing characteristics of Maltese are free word
order, mixed morphology, aspect-based temporal system, and lack of a morphologi-
cal infinitive. Unlike other Semitic languages, the Maltese alphabet is based on the
Latin one with the addition of some letters with diacritic marks and digraphs (ċ, ġħ,
ż, ġ, ħ). It contains 24 consonants and 6 vowels. According to Fabri (2011), the writ-
ing systems used for Maltese were somewhat ad hoc before 1920, but a degree of
consistency among writers and in publications became a reality in the 1950s.

Within the digital sphere, there have always been several Maltese language news-
papers. The broadcast media (radio and TV) are almost exclusively inMaltese. Since
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the previous report, there has been a general decline in hard-copy newspaper read-
ership, as all the media are now available online and the majority of readers prefer
the online version. Various online-only news websites have appeared, one of which
(Newsbook) operates bilingually. The full Maltese character set is now universally
used. Social media are extremely popular (97% of the population according to a 2021
survey). Facebook remains the most accessed, but there is a trend of increased usage
of Instagram and YouTube. Unlike other EU countries, Twitter usage in Malta is re-
markably low. The Maltese Wikipedia currently ranks at 204/325 (for comparison,
English, Portuguese, Irish, Icelandic, Romansch rank at 1, 18, 93, 95, and 213, re-
spectively). It contains nearly 4 million words distributed over 4,400 content pages
(cf. 6.5 million for English). This compares to about 3,000 pages in 2011; there are
ca. 19,000 registered users with only about 40 active users (making changes every
30 days or less. YouTube gives rise to localised content in many other countries but
the local website still operates predominantly in English. In general, there tends to be
a gap between social media content creators and non-creators. However, a renowned
online page which has successfully bucked this trend is Kelma Kelma which started
in 2013 as a Facebook page and gathers many interesting original contributions by
locals about theMaltese language. The top-level country domain forMalta, .mt, is ad-
ministered by the Malta Internet Foundation, has currently ca. 17,000 domain names
and subdomains, more than three times the figure in 2010.

2 Technologies and Resources for Maltese

Rosner and Joachimsen (2012) describe the main enablers and contributions to Mal-
tese Language Technology up to ca. 2011. 2012 marked the public release of the
MSE speech synthesiser (M. Borg et al. 2014), whilst Gatt and colleagues began re-
vamping theUniversity’sMLRS resource server (Rosner 2008; Gatt and Čéplö 2013)
to include semi-automated data-collection, a tagger, Korpus Malti v3.0 (2016), con-
taining ca. 250 million annotated tokens, pattern-based search facilities, CLEM, a
1 million token Corpus of Learner English in Malta, Ġabra, an Open Lexicon for
Maltese, and a Dictionary of Maltese Sign Language.

Most available corpora are monolingual written text. A few are spoken, and
fewer still are multimodal such as MAMCO (Paggio et al. 2018). Many mono-
lingual corpora form part of unannotated multilingual collections. Others are by-
products of projects and annotated forMWE identification (PARSEME) or POS Tag-
ging (MLRS), anonymisation (MAPA), morphological analysis (UniMorph), NER
(WikiAnn) etc. Bilingual/multilingual resources include the Laws of Malta, the Gov-
ernment Gazette, and the Acquis Communautaire.

Regarding tools and services, besides low-level text preprocessing for tokenisa-
tion, sentence and paragraph splitting and POS-tagging, the Ġabra dictionary has
evolved into the online Dizzjunarju tal-Malti app. Machine translation for Maltese
has improved not only through the availability of free tools like Google Translate,
but also as a result of DGT’s eTranslation platform whose increased takeup by pub-
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lic administration officials followed a series of workshops organised through ELRC.
Much recent effort has been focused on dependency parsing andASR. There is now a
2000-sentence Universal Dependency Treebank forMaltese which has supported ex-
periments (Zammit et al. 2019) aimed at delivering a prototype dependency parser in
2022. Similarly, for speech technology, the locally funded MASRI project has deliv-
ered a fully annotated speech corpus (Hernandez Mena et al. 2020). Most resources
mentioned above are freely available through MLRS and also EU platforms.

Currently, the main drivers for the evolution of future Maltese LT are targeted na-
tional initiatives, against a mixed background of projects at EU level. At the national
level, the National AI Strategy (2019) focuses on the creation of an AI ecosystem in-
frastructure including tools to enable Maltese Language AI solutions, with funds ear-
marked for Maltese LT resources. The Malta Digital Innovation Authority (MDIA)
is committed to supportingMaltese LT tools which will focus onmorphological anal-
ysis, dependency parsing, named entity recognition and POS tagging. In 2019, the
Government also committed funds to the development of a spell checker. However,
there is no information with respect to the progress of this important initiative. Mean-
while at the EU level Maltese participation in a wide range of projects, actions and
initiatives including ELE, ELG, ELRC, DARIAH, LCT, LT-Bridge, MAPA, Nexus
Linguarum, and NLTP, has ensured a level of Maltese presence on the European
scene and also produced some specialised resources and tools.

3 Recommendations and Next Steps

Maltese LT is indeed alive, but manifests an important weakness: it is highly frag-
mented, in different ways: 1. between national efforts (small-scale, Maltese-focused)
and international ones (large-scale, language-independent); 2. across resources/tools
which are not necessarily compatible with each other; and 3. between users and de-
velopers of LTs (reduces the perceived relevance of the technologies developed).
To address these requires further investigation of techniques like transfer learning,
as seen, for example, in the MAPA project where general language models were
successfully used for Maltese NER. Issue 2. can be reduced by insisting that such
resources inhabit a framework which includes the necessary protocols to ensure in-
teroperability, as seen in European infrastructures like ELG and NLTP, funded under
CEF, aiming to build a National Language Platform forMaltese integrating eTransla-
tion services developed by the European Parliament with fine-tuned local translation
memories, and providing a central point for collecting different LT services together.
3. is in part the result of insufficient involvement of the IT industry in LT. Despite
the latter being a major component of the local economy, the number of technical
LT providers is very low. LT has a crucial role to play as a natural bridge linking IT,
AI, communication and multilinguality. More needs to be done to support that role
by encouraging participation in ELG by local IT players, among others. In 2016,
the IT subcommittee of the Council for the Maltese Language had recognised the
need for the long-term curation of resources, recommending the creation of a central
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repository, and efforts to involve more stakeholders concerning the availability and
importance of resources. Some progress towards the realisation of these recommen-
dations has been made but the effort needs a substantial and sustained coordinated
investment across the different sectors involved.
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Chapter 28
Language Report Norwegian

Kristine Eide, Andre Kåsen, and Ingerid Løyning Dale

Abstract The use of Language Technology (LT) has greatly increased in Norway
in recent years, as have the linguistic resources needed to make them work. In the
past 10 years, Norwegian has adopted new or improved versions of machine trans-
lation, speech technology, chatbots and digital assistants, and machine learning has
improved. Nevertheless, LT for both written standards of the Norwegian language –
the majority Bokmål and minority Nynorsk – is nowhere near the same level as that
of major European languages such as English, German, French and Spanish.

1 The Norwegian Language

Norwegian is a North Germanic, verb second, SVO language, spoken by about five
million people in Norway, with some additional speakers in the Norwegian diaspora
in the US and South America. Norway is a highly digitalised society.

There is great dialectal variation in Norway, and dialects have much higher pres-
tige than in the other Scandinavian countries. Unlike other official European lan-
guages, there is no official standard for spokenNorwegian. People tend to speak their
own dialect, and expect to be understood. This dialectal variation as well as the pitch
accent found in most dialects present the biggest challenges for Norwegian speech
technology.While there is no official standard for the spoken language, there are two
official written Norwegian languages, Bokmål and Nynorsk. The minority language,
Nynorsk, has about 500,000 speakers. All public bodies at state level must be able
to correspond with citizens in both written standards, and even though the linguistic
differences between Bokmål and Nynorsk are rather small, most types of language
technology, such as machine translation, chatbots, spellcheckers, speech-to-text and
text-to-speech, need separate tools for each language. Both standards reflect dialectal
variation and allow for large formal morphological as well as orthographic variation.
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With this variation, in combination with highly productive compounding, one single
word can have a relatively high number of different spellings, which is a challenge
for language technology (Smedt et al. 2012a,b).

2 Technologies and Resources for Norwegian

The overall accessibility of Language Resources (LRs) for Bokmål is fairly good
(Eide et al. 2022). Size and contemporaneity are in place for unstructured and semi-
structured data. With good linguistic insight, one can build several specialised appli-
cations and services from openly available resources. In contrast, most types of LRs
and LTs are either scarce or lacking for Nynorsk, although both speech and text data
have been added to the largest, open repository for language data (Språkbanken) in
recent years. Domain-specific data is severely limited for both Bokmål and Nynorsk.
This is also true for the spoken language with all its dialectal variation.

Awareness of the differences between Nynorsk and Bokmål is low outside Nor-
way’s borders. Norwegian can often be found in large, multilingual LR collections,
and is available as a language choice also on large online platforms. However, both
nationally and internationally developed tools and services cater first and foremost
to the Bokmål written standard, or the Eastern Norwegian spoken dialect.

Speech technology development is challenged by the dialectal variation, in addi-
tion to the two orthographic standards that often allow for spelling variations. There
are pronunciation lexicons which cover Bokmål and Nynorsk orthographic forms,
and dialectal variation in pronunciation transcriptions is under development for both.
Some speech corpora with dialectal variation and a mix of read and spontaneous
speech exist, some have transcriptions in both standards. These corpora have proven
useful in improving speech recognition scores, but they are either not large enough,
or somewhat lacking in domain, style, societal or situational variation to train a ro-
bust general purpose speech recognition system. Until recently, speech processing
tools have been almost non-existent for Nynorsk. Those that are deemed usable, for
either of the written standards, are in general proprietary and not freely available.

The largest text corpus is the Norwegian Colossal Corpus (NCC), which com-
prises a majority of all Norwegian published works (digitised using OCR), in addi-
tion to several other corpora, including Wikipedia, legislation, newspapers, books,
web content, etc. The more recently published texts are still copyright-restricted,
which limits the availability of the full corpus. The NCC has texts in both written
languages, but the Nynorsk proportion is significantly smaller (5-10%). To remedy
the scarcity of Nynorsk text data, the Language Bank at the National Library harvests
available legal documents from municipalities where Nynorsk is the main language.

There are three large language models (NorELMo, NorBERT, and Notram) for
Norwegian, which have been trained on (parts of) the NCC. These models can be
fine-tuned with annotated corpora to develop task-specific tools. The language mod-
els’ embeddings are significantly less robust for Nynorsk than for Bokmål, again
due to the disproportionate distribution of the languages in the training data.



28 Language Report Norwegian 189

Norway does not have access to the same amount of parallel data from the
European institutions as the EU Member States. Even so, the ELRC initiative, in
which Norway participates, has contributed to a growing awareness of the reusabil-
ity of translations. Public administrations have contributed significant collections
of Bokmål-English parallel data. Valuable translation memories for developing MT
systems from English to Bokmål have also come out of EU-funded research projects,
e. g., PRINCIPLE. There are very few translation memories between Nynorsk and
English, but it is possible to use Bokmål as a pivot language when developing MT
technology for English-Nynorsk. The most prominent Nynorsk-Bokmål corpus is
the manually corrected output of the Nynorsk press agency Nynorsk Pressekontor’s
Apertium-based pipeline. Due to the similarities between Nynorsk and Bokmål, MT
between the two written standards yields fairly good results.

The most important lexical resource for Norwegian is Norsk ordbank (the Norwe-
gian Word Bank), a lexical database for Norwegian Bokmål and Nynorsk reflecting
the official standard orthography as defined in the Norwegian dictionaries Bokmål-
sordboka and Nynorskordboka. Both are freely available for download and use in LT.
While some domain-specific termbases exist for Bokmål, very few terms appear in
their Nynorsk parallel, for instance in the national terminology portal Termportalen.

While there is no research programme inNorway aimed specifically at LT, several
projects are in the process of filling some of the identified gaps in Norwegian LT and
LRs. All major universities in Norway conduct research on LT and/or AI. Among
the running projects, NorwAI aims at developing LTs for Scandinavian languages,
including conversational search in natural language. SCRIBE seeks to develop an
advanced speech-to-text transcription system for spontaneous speech. SANT (Senti-
ment Analysis for Norwegian Text) is to create open LRs for sentiment analysis for
Norwegian. The public broadcasting corporation NRK and two private media groups
contribute to the project. The Målfrid project collects all available digital texts from
the public sector in Norway. An effort like this will ensure the availability of un-
structured text data of a more recent date. CLEANUP aims to develop tools and
techniques to automatically anonymise unstructured text data from an array of do-
mains. The project Universal Natural Language Understanding builds upon the UD
standard for syntactic treebanks. The goal of the project is to convert the syntactic
representation to machine-readable semantic representation.

3 Recommendations and Next Steps

Even though the increase in data availability from 2018 to 2021 has been substantial,
awareness of what language data is, what it can be used for and how it should be
shared, needs to be raised in all sectors. Due to the lack of Nynorsk data and modern
LTs’ preference for big data, it must be a priority for decision makers to strengthen
LT for the lesser-used language to avoid weakening its equal status. Public sectors
must take on their new responsibility as required in the new language act and ensure
parallel versions of Bokmål and Nynorsk LT in public procurement.
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While there are certain synergies when developing parallel LT for both languages,
there is also a need for parallel development of basic resources. The creation of miss-
ing tools and LRs must continue. There is a need for more text data for Nynorsk,
more domain-specific data, and lexical/terminological resources, in particular for
Nynorsk, as well as speech data that cover dialects and Nynorsk in addition to tools
for semantic parsing. As for the quality of Norwegian LT, no overreaching assess-
ment has been made of the improvement we assume has taken place. In particular,
downstream (user-driven) quality assessment of Norwegian Nynorsk and Bokmål
LT is needed, to compare their quality, as well as dialect understanding.

Political action is necessary to open up international platforms to include the pos-
sibility of introducing LTs for smaller languages such as Norwegian Nynorsk, even
when the large platforms themselves do not offer LT for these smaller languages.

There must be sufficient funding for research and development for Bokmål and
Nynorsk LT, and the extra cost of developing parallel versions of Bokmål and
Nynorsk LT should be consideredwhen funding future research programmes. A dedi-
cated programme for LT should be considered. Participation in international research
projects and programmes that focus on LT, should be encouraged.
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Chapter 29
Language Report Polish

Maciej Ogrodniczuk, Piotr Pęzik, Marek Łaziński, and Marcin Miłkowski

Abstract The quality of language technology (LT) for Polish has greatly improved
recently, influenced by three independent trends. The first one is Poland-specific
and concerns the increase in national funding of both scientific and R&D projects,
resulting in the construction of The National Corpus of Polish and the development
of the CLARIN-PL and DARIAH-PL infrastructures. Two other trends are global:
the development of language resources (LRs) and tools by private companies and
of course, the deep learning revolution which has led to enormous improvements in
the state-of-the-art in all fields of language processing.

1 The Polish Language

Polish is a Slavic language of the Lechitic group, written in Latin script. It is the most
spoken West Slavic language in the world. It is the official language of the Republic
of Poland and since 2004, the sixth largest official language of the European Union.
It is spoken by 10% of EU citizens: about 40 million native speakers and 10 million
second language speakers worldwide. In Poland, it is the common spoken andwritten
language and the native language of the vast majority of the population.

Polish exhibits some specific characteristics (Pisarek 2007), which contribute to
the richness of the language but present a challenge for computational processing.
Word order is relatively free, which is used mostly to stress the importance of infor-
mation rather than simply following grammatical rules.
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Polish is relatively morphologically rich, which means that for roughly 180,000
base forms of words, almost 4 million inflected word forms exist. The inflection
paradigms are complex, and even their exact number is a matter of dispute, as single
exceptions might even be thought to create a new paradigm. Even native speakers
have problems with properly inflecting many words, and most speakers of Polish
as a second language never completely master the complexities of the inflectional
system. Polish syntax is similar to its neighbouring Slavic languages with a tendency
to analyse constructions seen in gender marking, forms of address and the use of
infinitive and impersonal constructions.

Polish is currently highly influenced by English, one of the biggest sources of ne-
ologisms and calques, in particular in science and technology. The number of words
loaned from English into Polish is, however, much lower than in Dutch or German
because of the problem with inflecting some words as well as differences in pronun-
ciation systems. Other recent changes are the appearance of more direct forms of
address and simplification of the traditional inflection patterns.

2 Technologies and Resources for Polish

The level of technology support for Polish is similar to that of many other official EU
languages, with several available resources1 and basic text processing tools obtain-
ing satisfactory accuracy scores.2 The current landscape of Polish language process-
ing has been shaped by the following developments (see Ogrodniczuk et al. 2022;
Miłkowski 2012): 1. The construction of the National Corpus of Polish3 (NKJP;
Przepiórkowski et al. 2012), a reference corpus containing over 1.5 billion words
sampled from diverse sources such as classical literature, daily newspapers, special-
ist periodicals and journals, transcripts of conversations, and a variety of short-lived
online texts, balanced with respect to gender, age and regional distribution of sam-
ples. The availability of the corpus, and particularly its manually annotated 1-million
word sub-corpus, available under a CC-BY-licence, has boosted both research in the
humanities as well as the development of many NLP tools. Since the completion
of the NKJP in 2011, other reference corpora have been used to represent recent
developments in Polish. The most significant examples are the MoncoPL monitor-
ing corpus (Pęzik 2020) and the Corpus of the 2010s.4 2. The development of the
CLARIN-PL5 and DARIAH-PL6 infrastructures, led to the development of many
resources and tools such as Słowosieć, the Polish WordNet7 (Dziob et al. 2019), Ko-

1 http://clip.ipipan.waw.pl/LRT
2 http://clip.ipipan.waw.pl/benchmarks
3 http://nkjp.pl
4 http://korpus-dekady.ipipan.waw.pl
5 https://clarin-pl.eu, http://clarin.biz
6 https://dariah.pl, https://lab.dariah.pl
7 http://plwordnet.pwr.wroc.pl/wordnet/
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rpusomat, a corpus creation tool8 (Kieraś and Kobyliński 2021), COMBO, a neural
tagger, lemmatiser and dependency parser9 (Klimaszewski and Wróblewska 2021),
or SpokesPL, a search engine for Polish conversational data.10 3. External funding
in the form of grants, both European (Horizon 2020, Connecting Europe Facility)
or national, distributed by the National Science Centre and National Centre for Re-
search and Development, have allowed many research institutions and companies to
increase the budgets of research projects by an order of magnitude, and thus react to
commercial demands for speech recognition or dialogue systems. As a result, their
NLP products are characterised by state-of-the art performance. 4. The PolEval eval-
uation campaign for NLP tools for Polish11 started in 2017 as a practical exercise
intended to advance the state-of-the-art with a series of tasks in which submitted
tools compete against one another. This contest has brought the NLP community
together and resulted in the development, enhancement and public release of refer-
ence datasets for tasks such as sentiment analysis, speech recognition and machine
translation. 5. The latest Transformer models (HerBERT12 and plT513) trained by
researchers from the company Allegro and the Institute of Computer Science of the
Polish Academy of Sciences, based on several large corpora of Polish, including
NKJP. Making these models freely available for the community has facilitated enor-
mous progress. 6. Increased accessibility of multimodal spoken corpora and speech
databases such as a large annotated corpus of phone-based customer support dia-
logues,14 which boosts the development of goal-oriented chatbots and helps Polish
ASR engines to be on par with solutions by global service providers. Nonetheless,
many complex and labour-intensive resources such as audio-video corpora and cor-
pora with discourse structure and semantic annotations are practically unavailable.

3 Recommendations and Next Steps

The national Polish AI strategy (Council of Ministers 2020) mentions the develop-
ment of LT as a short-term goal, supported by national grants for projects related to
Polish language processing based on world-leading algorithms. Notably, the docu-
ment mentions the importance of language data: the need for the elimination of legal
barriers to the exploration of language text corpora under copyright protection and
awarding projects that make architecture, trained models and training data sets avail-
able for common use. This assumption is in line with findings from the Polish NLP
community as well as international trends. What needs to be added to this plan is ac-

8 https://korpusomat.pl
9 https://github.com/360er0/COMBO
10 http://spokes.clarin-pl.eu
11 http://poleval.pl
12 https://huggingface.co/allegro/herbert-large-cased
13 https://huggingface.co/allegro/plt5-large
14 http://pelcra.pl/new/diabiz
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cess to common (national or European) computing power to boost the development
and optimization of standard language models and secure stable funding for crucial
LRs such as the National Corpus of Polish or the Great Dictionary of Polish.

However, there is also a new dimension of this plan, created by the Russian in-
vasion of Ukraine. With 3 million Ukrainian refugees in Poland in 2022, bilingual
public administration has become an important new role for the Polish LT commu-
nity, and is boosting the development of bilingual Polish-Ukrainian resources and
tools. On the European level, this new situation calls for the embracing of Ukrainian
as one of the languages officially supported by the EU.
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Chapter 30
Language Report Portuguese

António Branco, Sara Grilo, and João Silva

Abstract This chapter provides an analysis of the level of technological preparation
of the Portuguese language for the digital age, as well as the actions necessary for
the consolidation of Portuguese as a language of international communication with
global projection.

1 The Portuguese Language

Portuguese is the fifth most spoken language in the world, with around 280 million
speakers (Instituto Camões 2021), of which 250 million are native speakers, spread
over four continents: Africa, America, Asia and Europe. It is the official language
of Angola, Brazil, Cape Verde, East Timor, Guinea-Bissau, Macau, Mozambique,
Portugal, S. Tome and Principe, and Equatorial Guinea. All variants of Portuguese
across the different continents are mutually understandable. Portuguese is an offi-
cial language of the European Union, the Mercosul and the African Union. With the
advancement of the alphabetisation in the African countries and in East Timor, Por-
tuguese is confirming its growth potential in terms of the number of speakers. This
chapter is partly based on Branco et al. (2022) and Branco et al. (2012).

Portuguese has a strong presence in social networks. For instance, a study of 100
million tweets reveals that Portuguese is the sixth most spoken language on Twitter,
after English, Japanese, Spanish, Korean and Arabic.1

Portuguese is a Romance language, with most of its lexicon being derived from
Latin. To a speaker not knowing Portuguese, the European variant of this language
may often sound like a sequence of consonants. This is due to the fact that, dif-
ferently from the other Romance languages, the Portuguese unstressed vowels are
often weakened or even not pronounced. This vowel weakening is a late change in
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European Portuguese and it did not affect the variety spoken in Brazil, which in this
respect is closer to the Portuguese which was spoken some centuries ago.

The basic word order in Portuguese is subject-verb-object (SVO) (ele leu o livro
/ he read the book). Portuguese is a null subject language, where the subject of the
sentence may not be realised by a phonetically overt expression ( _ li o livro / [I] read
the book). The inflection paradigm in Portuguese is very rich, especially in verbs. A
verb with a regular inflection paradigm will have different markers for aspect, tense,
mood, person, number or polarity, culminating in more than 160 different inflected
verb forms, encompassing both simple and complex ones.

The advent of the digital age is a major challenge for the Portuguese language and
its speakers. The scientific study and technological development of the Portuguese
language, making it fit for the digital age, is thus an endeavour of utmost importance
in order to ensure that its speakers can participate in the information society.

2 Technologies and Resources for Portuguese

The activity in Language Technology (LT) for the Portuguese language can be traced
back to projects, programmes and initiatives carried out in the last decades.

One of the first important programs in this area was EUROTRA, an ambitious
Machine Translation project established and funded by the European Commission
from the late 1970s until 1994. The participation of Portugal in this project since
1986 was undertaken by ILTEC, specifically created for this purpose and involving
mostly researchers from the Universities of Lisbon and Porto.

Another key European project was LE-PAROLE, developed in the late 1990s,
with the participation of CLUL and INESC-ID. Its main achievement was the build-
ing of corpora and lexicons according to integrated models of composition and mate-
rials description. Part of this corpus was enriched and enlarged in the national project
TagShare, conducted at the University of Lisbon, in the Department of Informatics
(NLX Group) and in the Center of Linguistics (CLUL), in 2005. This project en-
abled the development of a set of language resources and software tools to support
the computational processing of Portuguese. The result was a 1 million word cor-
pus linguistically annotated and fully verified by experts, the CINTIL corpus, and a
whole range of processing tools for tokenisation, morphosyntactic category (POS)
tagging, inflection analysis, lemmatisation, multiword lexeme recognition, named
entity recognition, etc., in the LX-* collection.

On the basis of these tools and resources, top-quality, manually verified treebanks,
with syntactic and semantic grammatical analysis, and the companion computational
grammar and parsers, have been also developed for the CINTIL-* and LX-* collec-
tions, in the national project SemanticShare at the Department of Informatics (NLX
Group) of the University of Lisbon. The Corpus de Extractos de Textos Electrónicos
MCT/Público (CETEMPúblico), released in 2000, in turn, is a corpus of about 180
million words from excerpts of a Portuguese daily newspaper.
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In the field of speech processing, it is worth noting the TECNOVOZ project,
which started in 2006. This project was directed by INESC-ID and one of its major
goals was to foster technology transfer to the business sector, having as partners
companies like the public television RTP.

On the industry side, an important contribution to fostering an LT industry in Por-
tugal was the establishment of the international Microsoft Language Development
Center, near Lisbon, which lasted from 2005 to 2015. More recently, the two US-
based startups DefinedCrowd and Unbabel have a significant presence in Portugal.

In Brazil, relevant efforts in LT for Portuguese have also been undertaken. To
mention just a few illustrative examples, in the early 1990s, under the DIRECT
project, the Bank of Portuguese was created at the Pontifical Catholic University
of São Paulo. Since its inception, the Bank of Portuguese has been a source of data
for corpus-based studies for several projects.

Also worth mentioning is the Summ-it corpus, built to support the study of sum-
marisation along with the phenomena of anaphoric and rhetorical relations in Por-
tuguese. This resource was developed under the PLN-BR project, by the Núcleo
Interinstitucional de Lingüística Computacional (NILC), driven by the University
of São Paulo and gathering researchers from seven other Brazilian institutions.

On par with these programmes and projects both in Brazil and in Portugal, it is
worth underlining PROPOR as the key focal initiative of the research community
working on Portuguese. PROPOR is the major international scientific conference
devoted to the computational processing of Portuguese. The location of this biennial
conference has been alternating between the two countries since 1993.

A landmark for the language technology for Portuguese landscape is the white
paper The Portuguese Language in the Digital Age (Branco et al. 2012), produced
in the scope of the European META-NET initiative.

As an outcome of the European CEF project ELRI, the Repository for Transla-
tion Resources (eTradução)2 is available which has been maintained since 2019 by
AMA, the government agency for the digital transformation of the Portuguese public
administration. Several of its data sets are also distributed through ELRC-SHARE.

The major AI initiative specifically addressing the field of LT is the implementa-
tion (2017-2021) and operation (from 2021 onwards) of the PORTULAN CLARIN
Research Infrastructure for the Science and Technology of Language.3

3 Recommendations and Next Steps

The development of technologies for Portuguese has progressed over the past decade.
However, given that progress in LT has accelerated, the level of competitive tech-
nological preparation of Portuguese for the digital age has not changed significantly
over this period when taking the best prepared language, English, as a reference.

2 https://etraducao.gov.pt/pt-pt/
3 https://portulanclarin.net
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Some progress has beenmade in the area of text analytics andmachine translation,
thanks to further data collection and corpus creation through a number of initiatives
funded by EU projects and national entities. Fundamental building blocks such as
syntactic analysis tools have progressed significantly, but the underlying datasets still
need to be enlarged to build more robust, reliable and application-ready systems.

There are still a large number of fundamental tools and datasets not yet available
for Portuguese. While steps have been made towards speech corpus development,
there is still no state-of-the-art automatic speech recognition system available for
Portuguese as open-source software.

From a natural language understanding perspective, there is a lack of semantic-
based datasets and tools. Critically, there is a severe lack of freely available large
languagemodels, also known as foundationmodels, based on deep language learning
with artificial neural network technology. Such language models to support deep
neural processing, including the development of large multimodal language models
involving Portuguese, are thus very much needed, especially those openly available
to be used in research and in innovation

The above considerations on the availability of data and tools for Portuguese
clearly indicate the urgent need to direct substantially more funding and efforts to the
preparation of Portuguese for the digital age. The scientific study and technological
development of the Portuguese language is a crucial endeavour for its promotion, in
order to ensure that its speakers can participate in the information society.
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Chapter 31
Language Report Romanian

Vasile Păiş and Dan Tufiş

Abstract Since the previous META-NET report, there have been significant im-
provements (e. g., creation of a large Romanian national corpus, steady progress in
written language technologies, LT, construction of a national LT portal for the Ro-
manian language etc.), but things are far from what they should be. Support for LT
and AI through national programmes is still modest, although there are signs of a
more active involvement of policy makers in the strategic planning and funding pro-
grammes in this domain. Continued research is required to produce large language
models, able to capture the characteristics of the Romanian language. Large language
resources need to be created so that AI systems are able to learn from them.

1 The Romanian Language

The Romanian language which is an official language of the EU is also the offi-
cial language of Romania. It is spoken by 19.4 million people in Romania and by
about 3.5 million people in Moldova, where it is unofficially known as a Moldavian
language. Speakers of Romanian in other European countries (Albania, Bulgaria,
Croatia, Greece, Hungary, North Macedonia, Serbia, Ukraine and others) and com-
munities of immigrants in Australia, Canada, Israel, Latin America, Turkey, USA
and Asian countries total around 4 million Romanian native speakers.1

Romanian is an official language in the Autonomous Province of Vojvodina in
Serbia. It is one of the languages spoken in the autonomous Mount Athos in Greece
and a recognised minority language in Ukraine (Trandabăț et al. 2012). Romanian
has four dialects: Daco–Romanian, Aromanian (about 500,000 speakers in Albania,
Bulgaria, Greece and North Macedonia), Istro–Romanian (15,000 speakers in two
small areas in the Istrian Peninsula, Croatia) and Megleno–Romanian (about 5,000
speakers in Greece and North Macedonia).
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The Romanian alphabet is based on the Latin script with five additional letters
using diacritics (Ă, Â, Î, Ș, Ț and ă, â, î, ș, ț). Many digital texts are written without
diacritics. The quotation marks use double low (left) and right marks („ and ”, respec-
tively). However, especially in digital texts, the ASCII quotation mark character may
be encountered. Dialogues are introduced using quotation dashes ( – ). The Oxford
comma, used in certain English language documents, is considered incorrect in the
Romanian language. In titles, only the first letter of the first word is capitalised, with
the rest of the title making use of regular sentence capitalisation. Names of months
and days, as well as adjectives derived from proper names are not capitalised, e. g.,
februarie (February), vineri (Friday), italian (Italian).

2 Technologies and Resources for Romanian

The availability of language-specific data has a direct impact on the quality of
language-specific or cross-language tools. The availability of large pre-trained mul-
tilingual models that include representations for Romanian language, such as XLM-
RoBERTa or mBERT, somewhat alleviates the problem of constructing compute-
intensive contextual word representations. Nevertheless, monolingual representa-
tions such as RoBERT (Masala et al. 2020), DistilRoBERT (Avram et al. 2022), and
ALR-BERT, led to increased performance of monolingual tools (Tufiş 2022). Static
representations, such as CoRoLa-based word embeddings (Păiş and Tufiş 2018), are
still used due to their lower compute requirements (Păiș and Tufiș 2022).

Word representations form only the basis of advanced language tools. In addition
to language models, task-specific corpora are required to train and evaluate the tools.
The vast majority of Romanian resources are multilingual, with some being bilin-
gual, and only a few monolingual corpora exist. Compared to English, the available
Romanian corpora represent around 10%. Available speech corpora with Romanian
audio represent 5% of available English resources and about 50% when compared
to neighbouring EU countries.

In spite of the reduced number of available language resources, applications
for different NLP tasks exist for Romanian. These include lemmatisation, part-
of-speech tagging, dependency parsing, named entity recognition, syllabification,
speech recognition, text-to-speech, machine translation, punctuation restoration, ter-
minology annotation, and text classification. The number of identified tools repre-
sents only 15% of the tools available for English.

Even if, in general, all LT fields are covered, certain fields are less developed
or considered for the Romanian language by researchers and developers: language
generation, dialogue management, multimodal corpus building, and social media as-
pects (including micro-blogging, social networks, and meme interpretation). Speech
processing is much less mature than LT for written text, both in terms of corpora and
instruments. Even though there has been much work on processing general Roma-
nian language, more focus is needed for creating domain-specific resources and tools
(especially for the biomedical, legal, economy and social media domains).
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The Representative Corpus of Contemporary Romanian Language (CoRoLa)2
(Tufiș et al. 2019) was created by the Romanian Academy as the largest IPR-cleared
reference corpus of written and spoken Romanian. Texts cover four domains (arts
and culture, science, society, nature), reflecting six styles (imaginative, journalistic,
scientific, legal, administrative, memoirs) and different document types.

One of the largest Romanian speech corpora is RSC (Georgescu et al. 2020),
containing 100 hours of audio files. The multilingual speech corpus VoxPopuli con-
tains 83 hours of Romanian language speech. The speech component of the CoRoLa
corpus (comprised of multiple smaller corpora together with additional audio files
specifically obtained for inclusion in CoRoLa) totals 103 hours aligned with the text.

A number of Romanian LTs, covering different fields of research, are available
within the RELATE3 (Păiș et al. 2020) portal. The platform covers results derived
from more than six national and international research projects.

3 Recommendations and Next Steps

Task-specific Romanian corpora (including multi-modal) are needed to enable new
and complex language processing operations. In turn, these must lead to the develop-
ment of new tools, finally working towards digital language equality. This requires
dedicated long-term support at the national, regional and European levels. Further-
more, AI research should follow a human-centered approach. Biased or potentially
harmful data in resources should be detected and addressed. This, together with fol-
lowing lawful and ethical principles, as well as robust implementations, should en-
able building Trustworthy AI (TAI)4 applications for the Romanian language.

AI is an area of strategic importance and a key driver of economic development,
providing solutions to many societal challenges. In this context, many EU countries
prepared national plans for AI (e. g., the Spanish National AI Strategy5 or the French
AI for Humanity6). In Romania, however, there is currently no such national plan for
AI. A strategy for AI7 has been proposed recently within the RePatriot8 project, but
it was not adopted at national level. Furthermore, the strategy is not very concrete, it
centres mostly on which Romanian sectors would benefit most from AI, and which
steps are important for the process of developing Romanian AI initiatives, but it does
not include any plans about how to accomplish these actions.

2 https://corola.racai.ro
3 https://relate.racai.ro
4 https://op.europa.eu/en/publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed7
1a1
5 https://www.lamoncloa.gob.es/presidente/actividades/Documents/2020/021220-ENIA.pdf
6 https://www.aiforhumanity.fr/en/
7 https://www.slideshare.net/MonicaIon1/strategy-romania-in-the-era-of-artificial-intelligence-r
blrepatriot
8 https://repatriot.ro
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Chapter 32
Language Report Serbian

Cvetana Krstev and Ranka Stanković

Abstract Standard Serbian is the national language of Serbs and the official language
in the Republic of Serbia. Although statistics show that the population of Serbia is
well equipped to use IT, and although some important language resources and tools
have been developed for Serbian, the language still lags significantly behind most
European languages in terms of Language Technology (LT). This shows that a stable,
dedicated and long-term investment in the development of LT for Serbian through
national and international scientific and development projects is needed.

1 The Serbian Language

Standard Serbian is the national language of Serbs and the official language in the Re-
public of Serbia. Formed on the basis of Ekavian and Ijekavian Neo-Štokavian South
Slavic Dialects, its form was determined by the reformer of the written language of
Serbs Vuk Karadžić, who also reformed both the Cyrillic alphabet and orthogra-
phy. In the 20th century, in the federal state of Yugoslavia, this language was offi-
cially encompassed by Serbo-Croatian, a name that implied a linguistic unity with
Croats (and later with other nations whose languages were based on Neo-Štokavian
dialects). In the 1990s, in Serbia the name Serbo-Croatian was replaced by the name
Serbian. The Constitution of the Republic of Serbia from 2006 stipulates: “The Ser-
bian language and the Cyrillic alphabet shall be in official use in the Republic of
Serbia”. However, the Latin alphabet is also in widespread use.

According to the 2011 census data published by the Statistical Office of the Re-
public of Serbia, the population of Serbia is 7,186,862, and Serbian is the mother
tongue of 88.1% of the population. To this number, one should add the ethnic Serb
population in other parts of former Yugoslavia (a number not easy to determine). The
Serbian diaspora lives primarily in a number of countries of Central andWestern Eu-
rope, in the US, Canada and Australia, and their knowledge of Serbian is mainly
determined by the generation of immigrants they belong to.
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The Statistical Office also collects data about the use of ICT in Serbia each year
(Kovačević and Rajčević 2021). According to their data for 2021, published on 22
October 2021, the percentage of citizens between 16 and 74 years of age that used
a computer regularly was 74.8%, while the internet was used regularly by 81.2%
of citizens. Additionally, 76.7% of households possessed a computer in 2021, while
81.5% of all households had an internet connection. The internet was used for private
purposes mostly for communicating with others, reading online news andmagazines,
and using social media. As for e-government, this study showed that 40% of inter-
net users used online services instead of personally visiting public institutions and
administrative bodies.

2 Technologies and Resources for Serbian

The variety of corpora as well as their availability has improved significantly in the
last 10 years (Vitas et al. 2012; Krstev and Stanković 2022). Two corpora of con-
temporary Serbian are available online. The first, published in 2013 (SrpKor2013),
contains more than 120 million words, while the second, published in 2021 (Srp-
Kor2021), contains more than 600 million words. Both are annotated with part-of-
speech and lemmas and contain a variety of text types, with literary text being par-
ticularly well represented. Along with the general corpus SrpKor2021, several large
collections of domain texts were prepared that can be used within the same platform.
Additionally, many text collections exist that contain data obtained from various
news portals or by web crawling, some of which are represented as raw text, others
are annotated with POS and lemmas, while a few are fully morphologically and/or
NE-annotated. Some collections were prepared for a special purpose, such as senti-
ment analysis, text similarity and text paraphrasing analysis.

There are several bilingual, sentence-aligned corpora that include Serbian as one
of the languages, with the other being English, French or German; texts are from
various domains, including a large portion of literary texts. The digital library Bibliša
supports online search of these corpora. Besides, there are numerous multilingual
collections that include Serbian, with the majority of them being comparable.

By far the most comprehensive of the many lexical resources for Serbian is Ser-
bian Morphological Dictionaries (SrpMD, Krstev 2008), covering both simple and
multi-word units, general lexica, proper names, and domain-specific lexica. It covers
morphological descriptions and, to a certain extent, semantics, usage, pronunciation,
etymology, domains, derivational relations, etc. and it is being permanently updated.
These dictionaries are open for search through the platform Leximirka at the site
of JeRTeh,1 while its largest part with full morphological description and restricted
additional information is made public. There are also several monolingual and bilin-
gual inflectional lexicons based on MULTEXT-East.

1 The Association of Language resources and tools, http://jerteh.rs

http://jerteh.rs
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Significant results have been achieved in the development of terminology re-
sources for Serbian including simple- and multi-word terms from a wide range of
domains. Part of these resources are bilingual (Sebian/English) or multilingual, and
some of them can be searched on the platform Termi at JeRTeh. Several special
purpose mono-, bi- and multilingual lexical resources have been built that include
Serbian, primarily for sentiment analysis and hate-speech detection.

The Serbian WordNet, aligned to the Princeton WordNet 3.0, and SentiWordNet,
is still underdeveloped. Formal domain ontologies for Serbian are rare.

There are a few language models and grammars for Serbian including Dict2Vec,
an embedding model adapted for Serbian using the Serbo-Croatian Wikipedia and
Wiktionary synonym pairs, and BERTić, a Transformer model pre-trained on eight
billion tokens of crawled text from the Croatian, Bosnian, Serbian and Montenegrin
domains. As for MT, we can only mention rudimentary attempts done in the scope
of scientific research and products created by big technology enterprises.

Several taggers and/or lemmatisers for Serbian have been developed based on
TreeTagger, spaCy, NLTK and others. Many of them are part of NLP suites that
cover various tasks. Numerous local grammars (e. g., for compound verb forms, nom-
inal phrases etc.) have been developed for Serbian texts using the Unitex/Gramlab
corpus processing suite and SrpMD. Parsing of Serbian is possible online using Uni-
versal Dependency and CLASSLA piplines. The first NER system was the rule- and
lexicon-based system SrpNER that tags fine-grained entities. It was used to produce
training data for NER systems developed using various ML methods and tools. A
web service was developed for the morphological and semantic query expansion that
was incorporated into several online applications, such as the Bibliša digital library.

A substantial breakthrough in the area of speech processing was made by the
AlphaNum company, a spin-off of the University of Novi Sad. They offer a large
variety of commercial products and services: speech technologies, voice assistants,
products for the disabled, etc.

The document Strategy for the Development of Artificial Intelligence in the Re-
public of Serbia for the period 2020-2025 was adopted by the Government in 2019.
As a result, the Institute for Artificial Intelligence was founded, with NLP as one of
its research areas. However, there is still no LT-related funding in Serbia.

The strongest NLP/LT group consists of researchers from the University of Bel-
grade and JeRTeh. They started to work more than 40 years ago under the guidance
of Prof. Duško Vitas, and they have produced by far the most resources and tools.
The strongest group for speech technologies comes from the University of Novi Sad.
In recent years, new NLP/LT research groups affiliated with different universities
and research centres have emerged. Outside academia there are few LT providers.

3 Recommendations and Next Steps

According to recent statistical data provided by official authorities, Serbian citizens
are equipped to live in the digital world and are ready to use LT. However, this
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overview of LT for Serbian shows that some resources for Serbian are rich and di-
verse, while some types of resources are still rare, and some practically do not exist.
This analysis of the availability of resources, tools and services shows that Serbian
is only weakly or fragmentarily supported. It also reveals that although languages
close to Serbian (geographically, historically and by the number of speakers) such
as Bulgarian, Slovene and Croatian lag behind English, they have better LT support
than Serbian. The policies taken in these countries to promote and support LT can
serve as a guideline on how to improve LT for Serbian.

Despite the valuable achievements documented here, Serbian is still a disadvan-
taged language, with the risk that in a few years Serbian speakers will not benefit
from the AI/LT revolution. To prevent this from happening, there is a need for more
dedicated LT funding, on both the national and international level. This is especially
important bearing in mind that in the past, as well as today, researchers working
on NLP/LT for Serbian are mostly affiliated with state universities, which require
stable and adequate levels of funding. At the international level, Serbian and other
weakly supported languages would benefit from more knowledge transfer projects
that would not merely aim at mirroring existing solutions for English, but rather
support the production of adequate resources and tools for endangered languages.
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Chapter 33
Language Report Slovak

Radovan Garabík

Abstract For Slovak, all the fundamental NLP building blocks for basic applications
exist, but they are often of lesser quality and lower accuracy than those of other
languages. The availability of free and open tools and data is rather low, with most
of the resources proprietary. Compared to neighbouring languages of similar levels
of NLP development (Czech, Polish, Hungarian), Slovak is positioned toward the
lower end of this group. Slovak language support by “big players” in the LT industry
is comparable to other European languages with similar size; speech recognition and
synthesis work acceptably while machine translation between Slovak and English is
almost good enough to be used by professionals as a source for post-editing. Spell
checkers, LT-assisted mobile phone input, OCR and lemmatised fulltext search are
taken for granted, although their quality is significantly lacking compared to bigger
European languages.

1 The Slovak Language

Slovak is the official language in the Slovak Republic. Since May 2004 it has also
been one of the administrative languages of the European Union. According to the
2021 census data, out of 5.4 million inhabitants of Slovakia, 4.7 million people have
Slovak as their mother tongue.1 Other estimates (perhaps overly optimistic) claim
that Slovak is spoken by more than one million emigrants in the United States, about
300,000 people in the Czech Republic, and smaller groups in Hungary, Romania,
Serbia, Croatia, Bulgaria, Poland and other countries. A fact which is not well known
is that there exists another written variant of (Eastern) Slovak, using Cyrillic script.
This variant is used around Ruski Krstur in Serbia by a few thousand speakers, but
thanks to historical religious circumstances it is generally considered a dialect of the
Rusyn language, not Slovak. As such, it is almost completely ignored in all aspects
concerning Slovak linguistics.
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As a typical Slavic language Slovak is moderately inflected with a complex mor-
phology and relatively flexible word order. It has three or four2 genders, two gram-
matical numbers, three tenses and prominent aspectual pairs. It belongs (together
with Polish, Czech, Lower and Upper Sorbian) to the West branch of Slavic lan-
guages. In the 16th to 18th centuries, Czech was used as the cultural language in
Slovakia, together with several types of cultural Slovak, and the modern standard of
the language dates to the second half of the 19th century.

Slovak is generally considered to be mutually intelligible with Czech, with some
caveats regarding different inflection of pronouns, some lexical and terminological
differences and differences in verb conjugations. Czech enjoys a unique sociolin-
guistic status in Slovakia; the population is widely exposed to the Czech language in
media (TV, movies, internet, and literature). As a result, Czech is widely understood
in Slovakia above the level of natural mutual intelligibility. Note that the opposite –
exposure of Czech Republic inhabitants to the Slovak language – is only marginal.
Despite this, the visible influence of Czech on Slovak is limited to some lexical items
and syntactical constructions, often regarded as “incorrect”.

The language is written using the Latin alphabet with additional diacritical marks,
marking palatalisation of consonants, postalveolars, and phonemic length of vowels
and consonants. The Slovak alphabet has the distinction of having the greatest num-
ber of characters (43, or 46 including digraphs) among European languages.

On the web, Slovak is a sharply localised language, closely interwoven with the
.sk top-level domain (TLD). Distribution (as of 2021) of the most frequent top-level
domains of web pages in the Slovak language from the Araneum Slovacum VI Max-
imum Beta web corpus (Benko 2014) shows that 76.6% of documents in Slovak are
from the .sk TLD; 8.8% from the .com TLD, 3.8% from .cz, 2.9% from .eu, 2.0%
from .net and the rest from other, less frequent domains.

2 Technologies and Resources for Slovak

Slovak language NLP and LT3 lag behind that of neighbouring languages of similar
status (i. e., Czech, Polish and Hungarian). Predominantly developed in academic en-
vironments (Šimková et al. 2012), Slovak language technologies used to be mostly
limited to lemmatisation and morphosyntactic analysis, with some limited industry
interest in other tools (e. g., NER). The situation has somewhat changed in recent
years, with industry more interested in deep learning models. Nevertheless, the avail-
ability of huge language corpora and lexical resources available for Slovak is com-
parable to similar languages (Aldabe et al. 2022).

The main institution tasked with compiling and curating big, representative cor-
pora is the Slovak National Corpus (SNK)4 department of the Ľ. Štúr Institute of

2 Masculine is sometimes analysed as two genders; masculine animate and masculine inanimate.
3 See, for example, https://github.com/essential-data/nlp-sk-interesting-links
4 https://korpus.sk
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Linguistics, Slovak Academy of Sciences. SNK was also active in developing basic
digital language resources of the contemporary language, but also parallel corpora,
spoken, dialect and historical corpora and lexicographical databases (Garabík 2010)
and in digitalisation of linguistic research in Slovakia.

Corpora compiled at SNK have formed an indispensable part of linguistic re-
search in Slovakia for a number of years, together with the ARANEA family of
huge web corpora for more than 20 languages (Benko 2014).5 Currently, the main
Slovak language corpus, prim-10.0, contains about 1.7 billion words.6 The web cor-
pus Araneum Slovacum VI Beta contains about 4.4 billion words. In NLP and LT
industry, companies usually use in-house collected web corpora.

Official Slovak translations of various EU texts (such as Acquis communautaire,
EU parliament proceedings, Official Journal of the EU etc.) make up the bulk of
available, unrestricted by copyright, parallel corpora suitable for MT-related tasks.

All building blocks of basic NLP processing for Slovak are covered: lemmatisa-
tion (since Slovak is a moderately inflected language, lemmatisation is often indis-
pensable for any subsequent language processing), and morphological analysis, in-
cluding POS tagging and syntactic parsing. Spell checkers, LT-assistedmobile phone
input, OCR, and lemmatised fulltext search are hidden parts of the technological
background that is already taken for granted, although their quality and accuracy are
lacking compared to bigger European languages. In recent years, deep learning lan-
guage models appeared on the Slovak NLP scene, often adopted from comparable
work for other languages (Pikuliak et al. 2021).

Recently, chatbots have noticeably penetrated many areas of human-computer
interaction, as the first line of contact in customer support, and although primarily
used in English-speaking countries, they are now used in other countries as well,
including Slovakia, where chatbots (in written communication mostly) are used by
many companies. However, since poorer accuracy of Slovak analysis leads to mixed
results and the chatbots are deployed at least partly for public relations reasons, quite
often these are just menu-driven FAQs (or an expert system in disguise) camouflaged
by an animated head or similar graphical element, without deeper NLP processing.

3 Recommendations and Next Steps

In Slovakia, academic research and industry dealingwithNLP and LT function rather
separately. The academic sphere often reacts rather slowly to real demands, and in-
stead often explores tasks with little immediate business application; the industry is
mostly interested in specific tools and generally does not do NLP-related research,
although there are a few companies which are active in applied NLP research.

Since many resources are not reusable due to copyright issues, clarification (i. e.,
opening) of the licensing of many existing datasets would be helpful for further NLP

5 http://aranea.juls.savba.sk/aranea_about/
6 https://korpus.sk/prim-10-0/
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development. Many resources remain at the “proof of concept” stage and dedicated
effort is needed to bring them up to proper levels of usability. This is also connected
with the issue of sustainability of existing resources, many of which were developed
as a result of specific research grants, and once the financing stopped, the resources
were basically abandoned and no new development is taking place.

The Action Plan for the digital transformation of Slovakia for 2019-2022 (AP
2019) describes a centralised coordinated approach and cooperation between aca-
demic and commercial sectors in NLP. It is written only in general terms, without
specific steps to be taken; the lack of computational linguists in Slovakia is not ad-
dressed (e. g., by promoting university education). The change of government after
parliamentary elections in February 2020 and the COVID-19 pandemic have led to
the NLP section of the Action Plan not having been acted upon at all.
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Chapter 34
Language Report Slovenian

Simon Krek

Abstract Around 2.5 million people around the world speak or understand Slovene,
with the vast majority of them living in the Republic of Slovenia where it is the offi-
cial language. The constitution grants the right to use their mother tongue to Italian
and Hungarian minorities in certain municipalities. In terms of Language Technol-
ogy, the Slovene CLARIN.SI consortium plays the key role in the community; all
major Slovene institutions involved in the development of LT resources, tools and
services are members of the consortium. In contrast, the number of private com-
panies in Slovenia specialising in LT for Slovene remains low, and most of the LT
products come either from the (Slovene) academic sphere via national or EU funding,
or from the big international IT companies that cover a large number of languages.

1 The Slovenian Language

Slovene is a member of the South Slavic language family and is spoken mainly in
Slovenia and the neighbouring areas in Italy, Austria, Hungary and Croatia. In the
national census of 2002, the last one that recorded the number of native speakers of
different languages, 87.8% of the population – of a total of just under 2 million at the
time – declared Slovene to be their mother tongue, with another 3.3% claiming that
they use Slovene as the language of their everyday communication at home, which
amounts to 91.1% of the population using Slovene as their first language. This num-
ber puts Slovenia in the group of EU states with the most homogeneous linguistic
situation. Among other linguistic groups, native speakers of languages of the for-
mer Yugoslavia were the largest in 2002, with 3.3% of them using a combination
of Slovene and their mother tongue for everyday communication, and another 1%
using only their mother tongue: Bosnian, Croatian, Serbian or Montenegrin. Other
smaller communities included speakers of Albanian, Macedonian and Romani.

Slovene is the official language in the Republic of Slovenia. The constitution
grants the right to use their mother tongue to the two minorities declaring that “in
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those municipalities where Italian or Hungarian national communities reside,” Ital-
ian or Hungarian are also official languages. In 2002, it was recorded that Hungarian
is the mother tongue of 0.4% of the population, and Italian of 0.2%.

According to legislation in Slovenia, all education and teaching provided as part
of the current state curriculum, from preschool through to university level, must be
in Slovene. In preschool, primary and secondary education, Italian is used in the
schools of the Italian minority community, while Hungarian and Slovene are used
in bilingual schools where the Hungarian minority is found. Special arrangements
exist for children whose mother tongue is not Slovene, for the education of Roma
children, children of foreign citizens and children of people without citizenship.

2 Technologies and Resources for Slovenian

A useful place to discover Slovene corpora are the CLARIN.SI NoSketch Engine1
and KonText2 concordancers.3 At the time of writing, there are 76 corpora of vary-
ing sizes containing Slovene data in the repository, and 59 corpora in the concor-
dancers. Most of them are available for download under open licences. The more
important families of corpora cover general written standard language (Gigafida),
Slovene Web and social media (slWaC, Janes), academic discourse (KAS), parlia-
mentary transcriptions (siParl, ParlaMint), Slovene Wikipedia (CLASSLAWiki-sl),
historical texts (IMP), literature (MAKS, ELTeC-slv), specialised domains (KoRP,
DSI, Konji, etc.), and school essays (Šolar, SBSJ). There are also various manually
annotated training and evaluation corpora available (ssj500k, etc.).

The GOS (GOvorjena Slovenščina, Spoken Slovene) family of corpora contains
transcriptions of spoken Slovene. The original GOS includes about 120 hours of
transcripts from various situations: radio and TV shows, school lessons and lectures,
private conversations between friends or within the family, work meetings, consul-
tations, conversations in buying and selling situations, etc.

In terms of parallel data, Slovene has benefited from its status as one of the official
EU languages since 2004 and is included in the standard multilingual parallel data
sets produced either by EU institutions (JRC-Acquis, DGT-Acquis, DCEP, DGT-TM,
EAC-TM, ECDC-TM, JRC-Names) or by EU-funded or other projects (INTERA,
WIT3, ParaCrawl, CommonCrawl, OpenSubtitles etc.), which are available either
from OPUS or from repositories such as ELG. Two TM corpora produced by the
Secretariat-General of the Slovene government were made available in the context
of the ELRC project and are uploaded in the ELRC-SHARE repository.

There are 82 lexical/conceptual resources with Slovene data in the CLARIN.SI
repository available under open access licences. Those that deserve special men-
tion due to their size or importance are: Sloleks – morphological lexicon contain-

1 https://clarin.si/noske/
2 https://clarin.si/kontext/corpora/corplist
3 https://clarin.si/info/about/
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ing around 100,000 most frequent Slovene lemmas, their inflected or derivative
word forms (2.7M) and the corresponding grammatical description; sloWNet is the
SloveneWordNet developed in the expand approach: it contains the complete Prince-
ton WordNet 3.0 and over 70,000 Slovene literals; Dictionary of the Slovenian Nor-
mative Guide is a normative orthographic dictionary of Slovene standard language.
It contains 140,266 lemmas and sublemmas in 92,617 entries; Thesaurus of Modern
Slovene is an automatically created thesaurus from Slovene data available in a com-
prehensive English–Slovene dictionary, a monolingual dictionary, and a corpus. It
contains 105,473 entries and 368,117 synonym pairs.

In terms of language models, the most recent one is the Slovene RoBERTa model.
The corpora used for training the model contain 3.47 billion tokens in total. The
subword vocabulary contains 32,000 tokens.4Multilingual models are also available,
e. g., a trilingual BERT model, trained on Croatian, Slovene, and English data.5

The standard and most accurate text processing tool for Slovene is the CLASSLA
fork of the Stanza pipeline.6 It supports processing of both standard and non-standard
Slovene at the level of tokenisation and sentence segmentation, part-of-speech tag-
ging, lemmatisation, dependency parsing and named entity recognition.

There are some Slovene LT companies that develop speech-to-text and text-to-
speech tools.7 Slovene is also available in speech technology services offered by
large enterprises such as Microsoft and Google, as well as by other companies spe-
cialising in speech technology.8 These solutions have also found their way into some
specialised devices covering many languages.9 At the University of Ljubljana, a sys-
tem has been developed for automatically translating lectures from Slovene to other
languages in real time, in the context of the Online Notes project.10

Machine translation services for Slovene are available through more or less the
same stakeholders: some Slovene LT companies,11 the large enterprises such as Mi-
crosoft and Google, and some other international companies specialising in machine
translation technology or general translation services.12 As an official EU language,
Slovene is included in the eTranslation service offered by the European Commission.

The biggest investment in LT for Slovene is the Development of Slovene in Digi-
tal Environment project financed by the Slovene Ministry of Culture between 2020-
2023.13 The project will significantly upgrade existing LT resources, tools and ser-
vices, or produce many of those that do not exist yet. The results of the project are

4 http://hdl.handle.net/11356/1397
5 http://hdl.handle.net/11356/1330
6 https://github.com/clarinsi/classla, https://pypi.org/project/classla/
7 Amebis, Alpineon: eBralec, https://ebralec.si; Vitasis: Truebar, https://vitasis.si
8 NEWTON Technologies, https://www.newtontech.net; Sonix: https://sonix.ai
9 Pocketalk: https://europe.pocketalk.com/languages-countries/
10 https://www.cjvt.si/en/infrastructure-support/tolmac/
11 Vitasis: Truebar, https://vitasis.si; Aikwit, https://aikwit.com; Taia, https://taia.io
12 DeepL Translate, https://www.deepl.com; Pangeanic, https://pangeanic.com/languages/sloven
ian-translation-services/, etc.
13 Razvoj slovenščine v digitalnem okolju (RSDO): https://www.slovenscina.eu
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expected to be published on the CLARIN.SI and GitHub repositories in November
2022 and February 2023.

3 Recommendations and Next Steps

In general, one can conclude that 1. the support for Slovene is comparable with other
languages with a similar status (Krek 2022, 2012), 2. there is a general awareness
in governmental bodies that LT for Slovene should be supported in the future, 3. the
LT community is growing, also through new educational initiatives such as the MA
study of Digital Linguistics (Faculty of Arts, University of Ljubljana), and 4. there
is infrastructural support, mainly through the CLARIN.SI infrastructure at the Jožef
Stefan Institute, which also covers all other stakeholders through the CLARIN.SI
consortium. However, more efforts are needed in the future to bring the existing
support closer to those available for other (official EU) languages.
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Chapter 35
Language Report Spanish

Maite Melero, Pablo Peñarrubia, David Cabestany, Blanca Calvo, Mar Rodríguez,
and Marta Villegas

Abstract Spanish, one of the most spoken languages in the world, is not threatened
by globalisation in the way other languages are and is well-supported by big tech-
nological companies, albeit still a long way from English. The number of available
language resources (text, and to a lesser extent speech) in Spanish is quite large, but
there is still a lack of high-quality, well-curated, annotated resources, available under
open-access conditions. Initiatives at the national level, such as the Plan de Impulso
de las Tecnologías del Lenguaje, have already started to address this gap.

1 The Spanish Language

The Spanish language, also known as Castilian, is the most spoken Romance lan-
guage and the fourth most spoken language in the world. Spanish is the official lan-
guage of Spain, where it originated as an evolution of Vulgar Latin, but most Spanish
speakers are in the Americas. It is spoken natively by about 473million people across
21 countries, where it shares territory with a multitude of languages. Spanish is the
third most used language on the internet1 and this use is steadily growing due to
the progressive incorporation of Latin American users. Its growth potential is still
very high due to the limited access still seen in some Spanish-speaking countries
(the average internet penetration in the Americas is only 67% vs. 92.6% in Spain).
Currently, Spanish ranks second on the most popular social networks (Facebook,
Instagram, Twitter) and streaming platforms (Netflix, Youtube). Youtube, in partic-
ular, has now become one of the main dissemination channels for popular culture in
Spanish. It has made consumers of audiovisual products in Spanish much less con-
fined to their geographical area of reference, favouring an unprecedented transfer
of linguistic phenomena between the different varieties of Spanish. In contrast, the
Spanish Wikipedia ranks only ninth in the number of articles, behind not only some
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1 https://cvc.cervantes.es/lengua/espanol_lengua_viva/pdf/espanol_lengua_viva_2021.pdf
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big languages like German and French, but also much smaller ones like Swedish and
Dutch. With regard to AI applications that use Spanish, most of the solutions offered
by big companies (Google, Amazon, Facebook, Apple, Microsoft) have a Spanish
version. Some of them even offer support to dialectal varieties, like Mexican Span-
ish or peninsular Spanish. Most of these products offer less functionality than their
English counterparts, and the quality is lower but keeps improving with each release.

2 Technologies and Resources for Spanish

The Spanish language extends over a very large geographical area and, consequently,
many research centres across this area are devoting efforts to developing resources
and tools for Spanish, although Spain still leads these efforts. As a global language
with hundreds of millions of speakers, the number of unannotated resources (text,
and to a lesser extent speech) in Spanish is quite large. However, although good
progress has happened since the last survey (Melero et al. 2012), there is still a lack
of high-quality, well-curated, annotated and open-access resources.

There are over 20 textual corpora exceeding 100 million words in Spanish, with
half of them reaching a billion words, such as the Now Corpus,2 or the BNE Corpus
(Melero et al. 2022).Most of these are automatically cleaned and taggedweb corpora,
but some come from well-edited sources such as newspapers, scientific journals,
collections of published books, or Wikipedia. In some cases, they can be queried but
not downloaded, like Codicach3 or CORPES.4 Additionally, it should be noted that
only half of the Spanish corpora contain linguistic annotations. The most common
annotations are morpho-syntactic tags, like part-of-speech and lemma. The number
of corpora in Spanish for the different domains varies greatly. Thus, while a sizeable
amount of corpora on legal and administrative language can be found, other domains
are under-represented. Spanish also appears in many multilingual corpora, together
with European languages or with the three other major languages in Spain (Catalan,
Basque, Galician). In contrast, there is a lack of parallel corpora with other minority
languages of Spain, such as Asturian, Aragonese, Mirandese and Romani, and very
few with indigenous languages of the Americas, such as Nahuatl, Guarani, Quechua
or Aymara. There is also a lack of bilingual corpora with languages of migrants. As
for Spanish Sign Language (LSE), it is estimated that there are more than 100,000
signers of LSE, 20–30% of whom use it as their second language. At least three LSE
corpora as well as lexicons and learning resources have been documented.

In the last couple of years, several large language models (LLMs) have been
trained for Spanish. RoBERTa-bne and BETO are the most popular BERT-based
ones; GPT2-2-bne is the only generative LLM to date.5 Even though applications

2 https://www.corpusdelespanol.org/now/
3 http://sadowsky.cl/codicach.html
4 https://www.rae.es/banco-de-datos/corpes-xxi
5 https://github.com/PlanTL-GOB-ES/lm-spanish
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based on LLMs tend to be trained end-to-end, limiting the relevance of typical NLP
low-level tasks, such as word tokenisation, segmentation, part-of-speech tagging,
parsing, etc., those tasks remain important components of many applications. There
are a number of toolkits and packages that gather and maintain these tools, like Freel-
ing, SpaCy, UDPipe, LIMA and Connexor, all including Spanish. There are also nu-
merous tools for common end-user tasks in Spanish, such as spellcheckers, grammar-
checkers, style-checkers, etc. which can be integrated into most content management
systems. Other tools deal with stylometry, plagiarism, information extraction, senti-
ment analysis, automatic transcription, etc. Spanish is also well served by popular
machine translation platforms, such as Google Translate, DeepL or Bing. In addition,
Apertium6 has built downloadable translation models to translate from Spanish into
other languages of Spain (Catalan, Basque, Galician), and eTranslation,7 the EC ser-
vice provided to public administrations and SMEs, offers neural-based translation
between all official European languages, including Spanish. Speech recognition and
synthesis are behind some of the most iconic AI applications, such as virtual assis-
tants and dialogue agents. There are close to a hundred speech technology tools doc-
umented for Spanish, including text-to-speech (TTS), automatic speech recognition
(ASR), and speaker recognition (SR).

Public research centres and universities play an important role in developing lan-
guage technologies for Spanish. They are responsible for creating and distributing
many of the tools and resources mentioned above. In Spain, the Plan de Impulso de
las Tecnologías del Lenguaje8 plays a central role in promoting the development of
language resources for Spanish, but also for the other official languages of Spain.
The Plan is supported by the Secretary of State for Digitalisation and Artificial In-
telligence, and through its collaboration with the Text Mining Unit in the Barcelona
Supercomputing Center, it has produced several relevant assets in the biomedical
text mining domain, machine translation, and LLMs.9 Another project, Spanish Lan-
guage and Artificial Intelligence (LEIA),10 is also currently underway between the
Real Academia Española de la Lengua, the institution entrusted with the stability of
the Spanish language, and the big enterprises (Microsoft, Amazon, Google, Twitter,
Facebook) with the objective of ensuring high quality coverage of the Spanish lan-
guage by their AI products. Aside from the big companies in the technology industry,
there are many SMEs developing solutions in Spanish. The top services offered in-
clude customised chatbots, machine translation systems, speech technologies, spell-
checkers and specialised tools for linguistic information extraction and management.
Finally, mention should be made of the Spanish Society for Natural Language Pro-
cessing (SEPLN),11 a non-profit organisation supported by research groups and the
NLP industry, created back in 1983 to promote teaching, research and development

6 https://www.apertium.org
7 https://ec.europa.eu/digital-building-blocks/wikis/display/CEFDIGITAL/eTranslation
8 https://plantl.mineco.gob.es
9 https://github.com/PlanTL-GOB-ES/lm-spanish
10 https://www.rae.es/noticia/que-es-leia
11 http://www.sepln.org/en/sepln
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of Spanish NLP, and to organise an annual conference, regularly attended by a num-
ber of research groups and companies working in the field.

3 Recommendations and Next Steps

Despite its privileged position as a global language, more effort needs to be de-
voted for Spanish to realise its full technological potential. Spanish is included in
many multilingual projects and is well-supported by large industrial corporations
and projects, although the gap in the number and quality of resources and tools com-
pared to English is still quite large. There are many resources documented for Span-
ish, but there is still a lack of high-quality, well-curated, annotated and open-access
resources. Moreover, much more should be done to identify untapped data silos in
the public administration, both textual and speech, and facilitate its exploitation, fol-
lowing the European directives on the reuse of public sector information. National
initiatives such as the Plan de Impulso de las Tecnologías del Lenguaje need a more
sustained effort, capable of 1. filling the gaps in the available resources, 2. ensur-
ing well-regulated access to language data, 3. increasing the innovation capacity of
Spanish public services through Language Technologies, 4. promoting research in
Spanish NLP and translation technologies and, finally 5. helping bring research so-
lutions to the market, and to the public.
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Chapter 36
Language Report Swedish

Lars Borin, Rickard Domeij, Jens Edlund, and Markus Forsberg

Abstract Swedish speech and language technology (LT) research goes back over 70
years. This has paid off: there is a national research infrastructure, as well as signifi-
cant research projects, and Swedish is well-endowed with language resources (LRs)
and tools. However, there are gaps that need to be filled, especially high-quality gold-
standard LRs required by the most recent deep-learning methods. In the future, we
would like to see closer collaborations and communication between the “traditional”
LT research community and the burgeoning AI field, the establishment of dedicated
academic LT training programmes, and national funding for LT research.

1 The Swedish Language

Swedish is the main language of Sweden and also a constitutional official language
of Finland. There are about 10 million native speakers of Swedish, the vast majority
of which are Swedish citizens (Parkvall 2019), and an estimated additional 3 mil-
lion second-language speakers. Swedish is spoken at all levels of government and
education in Sweden and to some extent in Finland. Its vitality is strengthened by its
closeness to the languages spoken in Norway and Denmark: speakers of Swedish,
Norwegian and Danish are able to communicate with relative ease (Haugen and
Borin 2018). These languages have around 20 million native speakers in total.

Swedish is written using a modified Latin script with a 29-letter alphabet (the
26-letter Latin alphabet is extended with the vowel characters å, ä, ö). The writing
system is in the mid-range of orthographic transparency. It is a relatively normal
Germanic (and European) language. Its most “exotic” aspects are found in the do-
main of phonology, such as: a phonemic pitch accent system; an unusually large
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vowel system, including front rounded vowels (where the high vowels display a no-
table two degrees of rounding); and rather liberal phonotactics with CCC onsets and
CCCC codas. Structurally, Swedish generally follows the patterns typical of Ger-
manic languages, including V2 word order, rich nominal compounding (orthograph-
ically written without spaces), and a propensity for forming lexicalised particle (or
phrasal) verbs, which appear in speech and text as discontinuous multiword expres-
sions. Among more unusual traits we find a third-person reflexive possessive (i. e., a
special possessive form used only if the possessor is co-referential with the subject),
and Swedish stands out in relation to its Germanic relatives through the recent in-
troduction (and wide adoption) of a consciously coined gender-neutral third-person
singular personal pronoun (hen, ‘he/she’).

Approx. 95% of the Swedish population use the internet at least once a week.
In 2020, 86% of Swedish households were connected to 100 Mb or faster fibre op-
tic and 90% of the population used a smartphone. Over the last five years, the .se
country top-level domain together with the popular .nu domain have had around 2
million registered domain names. Swedish web pages are overwhelmingly produced
in Swedish, often with a parallel English version. The majority of mainstream soft-
ware such as operating systems, word processors, etc., are localised to Swedish.

2 Technologies and Resources for Swedish

There is a wealth of monolingual text corpora with automatic linguistic annotations
available for Swedish, comprising billions of tokens in a variety of genres and text
types (Borin et al. 2022, 2012). In contrast, there is a notable lack of gold-standard
text corpora, in particular corpora that reflect the present-day language and text gen-
res. Notably, there is currently an ongoing national collaboration with the aim of
creating a Swedish natural language understanding benchmark like the English (Su-
per)GLUE,1 called SuperLim.2

There are few publicly available collections of transcribed speech, and there is
also a distinct lack of publicly available large multimodal corpora specifically de-
signed or curated for speech technology (ST) and/or LT purposes. Hence, a number
of initiatives aim to record and make available speech corpora. Notably, an ASR
corpus is being created with 100 speakers recorded in a studio setting, as well as
recordings for a male and a female TTS voice, and the Finnish Language Bank is
recording Finnish Swedish voices donated by the public. Furthermore, the lack of
freely available recordings of real-world speech is an inhibiting factor for ST devel-
opment beyond relatively simple and controlled applications and domains. While
the availability of unannotated audio and video recordings on the internet is greater
than ever before, the legality and circumstances under which the use of such data is
permissible are unfortunately especially unclear when speech is involved.

1 https://gluebenchmark.com, https://super.gluebenchmark.com
2 https://spraakbanken.gu.se/en/resources/superlim
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The Sign Language Research Unit at Stockholm University provides access to a
Swedish Sign Language (SSL) corpus, with close to 200k annotated tokens.3

LR compilation and LT for written Swedish started in the 1960s largely moti-
vated by lexicographic considerations. For this reason, Swedish is well-equipped
with high-quality lexical and conceptual resources.4 A notable lacuna in this context
is a Swedish wordnet, which is still pending.

For text processing, grammar-based LT has now largely yielded ground to deep
neural machine learning approaches. Drawing on its vast text holdings, the National
Library of Sweden has taken a leading role in training large neural language mod-
els (LLMs) for Swedish.5 For Swedish speech processing, several acoustic mod-
els for Kaldi and wav2vec are available. Notable Swedish tools for speech include
Wavesurfer6 and the Snack Sound Toolkit.7

There is academic research as well as commercial initiatives on several LT compo-
nent technologies for Swedish, such as tools for text and speech processing, machine
translation, computer-aided translation, spoken dialogue systems, language genera-
tion and text summarisation, while information retrieval and information extraction
for Swedish are primarily being developed by commercial companies, e. g., as parts
of proprietary business intelligence and intranet search applications. Notable is the
work at Stockholm University on developing LT tools for (transcribed) SSL.

There is no dedicated national LT research funding programme, but several
projects have recently been funded. The Wallenberg AI, Autonomous Systems and
Software Program supports projects that benefit LT, such as the building of Swedish
LLMs and improved ST algorithms. Outside academia there is great interest in LT
and language-centric AI from commercial enterprises and public agencies; Sweden
has a modest but thriving spectrum of companies offering various LT and AI so-
lutions. Within academia, the research infrastructure Nationella språkbanken8 ‘the
Swedish Language Bank’ – funded jointly by the Swedish Research Council and ten
universities and cultural heritage institutions – collects, develops, manages and dis-
tributes LTs and LRs for research, notably including resources and tools for historical
stages of Swedish, where we do not expect commercial initiatives to materialise. Na-
tionella språkbanken also coordinates the Swedish membership in CLARIN ERIC.

3 Recommendations and Next Steps

For most of its long history, Swedish academic LT has been pursued by a well-
balanced and mutually complementary mix of researchers from computer science

3 https://www.ling.su.se/teckensprakskorpus, http://sts-korpus.su.se
4 https://spraakbanken.gu.se/en/research/themes/swedish-framenet-plus-plus
5 https://huggingface.co/KBLab
6 https://sourceforge.net/projects/wavesurfer/
7 https://en.wikipedia.org/wiki/Snack_Sound_Toolkit
8 https://www.sprakbanken.se
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and linguistics (engineering and phonetics in the case of ST). However, recent years
have seen a clear shift towards LT researcher teams having a strong or pure computer
science background, with an accompanying lack of awareness of many important lin-
guistic aspects of LT research problems.

The Swedish academic LT expertise represents seventy years of accumulated
knowledge and experience, which should not be allowed to go to waste. In the short
term, the best way of ensuring this is to focus on further LR development for Swedish.
Well-designed gold-standard corpora for fine-tuning LLMs and evaluating LT sys-
tems require exactly this kind of expertise for their construction, not least in order to
avoid pitfalls such as models making undesirable biased predictions that risk perpet-
uating gender roles or leading to unfair treatment of minority groups. In the medium
term, we should aspire to understand current LLMs – which typically come across
as black boxes – in order to be able to exploit already existing linguistic knowledge
(e. g., information about words collected in a lexical or conceptual resource) when
training LLMs, which potentially will reduce their training data requirements, thus
putting state-of-the-art LT tools in reach of lower-resourced languages.

This calls for the establishment of closer collaborations and communication be-
tween the “traditional” LT research community and the new AI field, e. g., through
dedicated LT training opportunities and earmarked funding for LT research.
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Chapter 37
Language Report Welsh

Delyth Prys and Gareth Watkins

Abstract In this chapter, based on Prys et al. (2022), an update to the META-NET
White Paper (Evas 2014), we present Language Technology (LT) for the Welsh lan-
guage, providing an overview of the status of Welsh in Wales and a summary of the
Welsh writing system and typology.We describe key tools and our recommendations
for Welsh LT and associated resource development.

1 The Welsh Language

Welsh is mainly spoken in Wales, together with a small population in Argentina.
A minoritised language (Prys 2006), Welsh is considered “vulnerable” (Moseley
2010). Welsh has official status in Wales (National Assembly for Wales 2011). The
2011 census reported that there were 562,000 Welsh speakers in Wales (19% of the
population). The Welsh Government aim to almost double that figure by 2050 and
recognise that technology is key to this ambition (Welsh Gov. 2017).

TheWelsh alphabet contains 29 letters, including eight digraphs (e. g., ch) and the
letter j borrowed from English to represent the borrowed /dʒ/ consonant phoneme. V,
x and z are not used in Welsh, but are included with the alphabet for computer use as
they often appear in named entities such as foreign placenames.Welsh belongs to the
insular Celtic branch of Indo-European languages. It is verb initial, following a VSO
order. It has consonant mutations at the beginning of words. Accented characters are
common over vowels. Welsh has a continuum of other registers, with colloquial or
informal registers differing markedly from the standard written form. It has many
local dialects, with the main difference between those of north and south Wales.
Welsh has two methods of verb formation, utilising concise forms or periphrastic
forms, using auxiliary verbs. Guidelines to the latest version of the modern Welsh
orthography, first standardised in 1928, were published in 1987 (Prys 2006). In 2021
a new Welsh Orthography Panel was established by the Welsh Government, which
aims to resolve minor inconsistencies in the orthography.
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2 Technologies and Resources for Welsh

According to Cunliffe et al. (2021), “on the Digital Language Vitality Scale […],
Welsh is ‘Developing’, arguably tending towards ‘Vital’ in some aspects”. 90% of
the 2019/2020 National Survey forWales’ respondents used the internet (Welsh Gov.
2021). However, English is the dominant online language among Welsh speakers
(Welsh Gov. 2015). A lack of language tools for Welsh and inequality or lack of
equivalence to English language provision exacerbates the problem.

The major paper dictionaries have been digitised and made available online, and
ongoing lexical work now occurs natively in a digital environment. In contrast to tra-
ditional descriptive dictionaries, terminology work in Welsh is concept based, held
in databases, and published in many formats. These resources have been re-used in
lexicons for various purposes, including spelling and grammar checkers.

Monolingual, bilingual and multilingual text corpora, as well as speech corpora,
mainly in the standard or neutral language register, have been curated. The Language
Technologies Unit at Bangor University holds the largest collection of corpora, at
over 700 million tokens, including the Cysill Ar-lein Monitor Corpus (Prys et al.
2016). The CorCenCC (Knight et al. 2020) corpus is the largest annotated, balanced
general corpus to date, with 11 million tokens. Crowdsourcing has been successfully
used to gather large speech corpora of recorded prompts, currently using Mozilla
Common Voice. Recordings of voice talents, collected specifically for building syn-
thetic voices, have been released under the CC0 licence. Intellectual Property and
licensing issues are of utmost concern when assessing the suitability of these corpora
for use and reuse and can hamper their open distribution.

In terms of speech technology, a Welsh personal assistant (Jones 2020) has been
developed as has the first Welsh speech-to-text transciber. Synthetic voices have
been created for Welsh using older diphone technology, with newer, more natural
sounding unit selection voices becoming available under open licences. A voice
banking initiative, Lleisiwr, a joint venture between Bangor University and NHS
Wales, has been created for bilingual Welsh/English speakers about to lose their
speech capabilities, and is one of the most innovative services established to date.

Acoustic and language models for Welsh are being developed. Some of these are
part of multilingual sets, which are of variable quality compared to those developed
specifically for Welsh. A Welsh part-of-speech tagging model has been developed
for spaCy, unlocking the potential to perform many other NLP tasks on Welsh texts.
Welsh has NLP tools for text analysis, anonymisation, and information extraction.

In terms of translation, a commercialWelsh–English translation system exists and
MT for Welsh is offered by some major companies such as Google and Microsoft.
Moses has been used to develop SMT forWelsh. Newer neural net engines are being
used, and the first domain-specific MT engine for health launched. Welsh/English
translation memories can be shared on the Open Translation Memories site, emulat-
ing the ELRI project. An overview of these LT tools and resources may be found on
the Welsh National Language Technologies Portal (Prys and Jones 2018).

While the UK LT industry is mostly focused on the English language, Welsh lan-
guage LT provision is mainly driven forward by the higher education sector. Wales



37 Language Report Welsh 225

has vibrant creative technology, media and translation sectors which make use of
the government-funded open source LT created by universities. The main hub for
LT research in Wales is Bangor University, notably its Language Technologies Unit.
Relevant research is also undertaken at the universities of Cardiff, Swansea and
SouthWales. Efforts have also beenmade to improve teaching digital technologies in
schools and universities. The current Welsh Government’s Welsh language strategy
states that “We must ensure that high-quality Welsh language technology becomes
available […] to support education, workplaces and social use of Welsh” (Welsh
Gov. 2017). This was further elaborated in the Government’s Welsh Language Tech-
nology Action Plan (Welsh Gov. 2018). After years of small-scale and fragmented
initiatives, the publication of this plan provides a coherent, planned way forward for
the development of Welsh LT resources, tools and services.

3 Recommendations and Next Steps

There has been much progress in Welsh LT in recent years, but further work needs
to be done if the Welsh language is to thrive in the digital world. While FAQ gen-
eration is used for the Welsh language, the development of more sophisticated chat-
bot systems would further benefit Welsh speakers. There is no published research
on Welsh language knowledge graphs, nor what they have to offer to Welsh. Lim-
ited research has been conducted on Welsh language sentiment analysis. A key new
area for development is bilingual models to aid minoritised languages where users
constantly have to switch between their own language and the majority language
or code-switch within the minoritised language. Promising work has been done for
Welsh in developing a bilingual model for text-to-speech. Similar work for speech
recognition is underway, where pre-trained multilingual acoustic models can pro-
vide useful crosslingual speech representations that can be fine-tuned for effective
bilingual Welsh and English speech recognition. There are many other bilingual sit-
uations where a similar approach could be explored.

In order to fill these gaps Welsh needs to be able to join in large-scale multi-
national and multilingual research and development programmes of the type previ-
ously reserved for official EU languages. Also, in common with other minoritised
languages, Welsh needs a space within the European community where special atten-
tion can be paid to up-resourcing these languages and up-skilling their communities.
Minoritised European languages often also belong to the economic periphery in Eu-
rope, and using LT for economic regeneration in those areas would have a positive
effect on their economic, social and linguistic well-being.

It is often more attractive to court new and exciting project ideas. Funding oppor-
tunities are often prejudiced in favour of such ventures, but attention also needs to be
paid to maintaining, improving, consolidating and further developing existing tools
and resources. At the same time minoritised languages need to take full advantage of
any emerging innovations, playing their full part in the LT developments for Europe.
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Digital Language Equality in Europe by 2030?

Jan Hajič, Maria Giagkou, Stelios Piperidis, Georg Rehm, and Natalia Resende

Abstract This chapter describes the community consultation process carried out in
the European Language Equality (ELE) project concerning the future situation in
2030. Due to its central status for the future-looking activities within the project,
this chapter introduces the second part of the present book. We gathered, analysed
and structured the views, visions, demands, needs and gaps of European Language
Technology (LT) developers, both industry and academia, and European LT users
and consumers. Additionally, based on these collected findings and other evidence,
we attempted to derive a thorough description of the steps to take to reach Digital
Language Equality (DLE) in Europe by the year 2030 and, moreover, what the field
of LT will look like in Europe in about ten years from now.1

1 Introduction

The goal of WP2, “European Language Equality – The Future Situation in 2030” of
the European Language Equality (ELE) project was the collection of a vast amount
of input for the Strategic Research, Innovation and Implementation Agenda (SRIA)
and Roadmap and the production of several reports by a broad and diverse spectrum
of stakeholders – from research through industry to users – about their views, visions,
demands, needs and gaps related to LT, language-centric AI and DLE, while at the
same time anticipating the expected developments over the next ten years. The activi-
ties in the project put a special focus uponways andmeans of achievingDLE by 2030

Jan Hajič
Charles University, Czech Republic, hajic@ufal.mff.cuni.cz

Maria Giagkou · Stelios Piperidis
R. C. “Athena”, Greece, mgiagkou@athenarc.gr, spip@athenarc.gr

Georg Rehm
Deutsches Forschungszentrum für Künstliche Intelligenz GmbH, Germany, georg.rehm@dfki.de

Natalia Resende
Dublin City University, ADAPT Centre, Ireland, natalia.resende@adaptcentre.ie

1 This chapter is an abridged version of Hajič et al. (2021).

229 
G. Rehm, A. Way (eds.), European Language Equality, Cognitive Technologies,  
https://doi.org/10.1007/978-3-031-28819-7_38 

© The Author(s) 2023 

mailto:hajic@ufal.mff.cuni.cz
mailto:mgiagkou@athenarc.gr
mailto:spip@athenarc.gr
mailto:georg.rehm@dfki.de
mailto:natalia.resende@adaptcentre.ie
https://doi.org/10.1007/978-3-031-28819-7_38
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28819-7_38&domain=pdf


230 Jan Hajič, Maria Giagkou, Stelios Piperidis, Georg Rehm, and Natalia Resende

through the development, implementation and use of LT, in order to make Europeans
of all regions and origins truly equal when accessing and interacting with education,
business, governments and public services in their own language. A large part of the
information eventually integrated into the SRIA was collected through carefully de-
signed surveys distributed to researchers, developers, innovators and users and their
communities as well as through reports produced by a number of ELE consortium
partners. This chapter describes the overall methodology of the community consulta-
tion approach applied in the project and the various reports produced. The collected
findings, presented in the subsequent chapters, have been used as input for the de-
velopment of the SRIA (see especially Chapter 45 and the other chapters of Part II
of the present book).

Section 2 provides a description of the overall methodology. The following two
sections specify how the consortium conducted consultations with the European LT
developers (Section 3), European LT users (Section 4) and European citizens (Sec-
tion 5). Section 6 describes the preparation process of the four technology deep dives
(included in this book in Chapters 40 to 43). Section 7 explains the instruments used
for the collection of additional input and feedback. Section 8 concludes the chapter.

2 Methodology

Our primary objective in the ELE project was the preparation of the Strategic Re-
search, Innovation and Implementation Agenda and Roadmap for achieving full
DLE in Europe by 2030 (see Chapter 45). Since the overarching goal of achieving
DLE involved a large number of stakeholders, the process of preparing, discussing
and finalising the different parts of the strategic agenda and roadmap was carried out
by all 52 partners of the consortium and the wider European LT community, which
we involved via the consortium partners’ networks and connections.

The project made use of the support of the consolidated European LT research and
industry community – brought together through previous projects such as META-
NET and CRACKER – and produced a convincing, sustainable and evidence-based
agenda and roadmap. Only with the input and feedback from experts working in dif-
ferent areas of our core field of Computational Linguistics and LT and also on the
borders to other fields such as, among others, Cognitive Science, AI, Machine Learn-
ing, Data Science and Knowledge Technologies, could the agenda and roadmap be
prepared in a way that was goal-oriented, all-encompassing, realistic, supported and
overall meaningful. Only with the inclusion of representatives from various differ-
ent companies active in the field did the involvement of industry make sense in
the grander scheme of things, especially regarding the inclusion of their needs and
goals. The same holds for the non-industrial, but important stakeholders as users
and consumers, in areas such as Digital Humanities/Social Science and Humanities
(DH/SSH) research, policymaking, normative language policy (including minority
ones), education and others.
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At the most abstract level, our main approach was twofold: we distinguished be-
tween input for the agenda and roadmap generated within the consortium, and input
generated by organisations not participating as partners in the ELE project (through
surveys, interviews, external consultation meetings, etc.). When putting the consor-
tium together, we opted for a large number of partners that cover many relevant areas
that needed to be taken into account for the development of the strategic agenda. The
consortium-internal and consortium-external stakeholders’ input and feedback was
systematically collected, structured and included in the agenda and roadmap devel-
opment process, resulting in an all-encompassing, coherent and convincing strategic
roadmap with agreed-upon research questions and research goals, realistic timing,
and a meaningful plan.

To come up with suggestions and recommendations on how to achieve full DLE
in Europe by 2030, we distinguished between two main stakeholder groups: 1. LT
developers (industry and academia) and 2. LT users and consumers. Both groups
were represented in ELE with several networks, initiatives and associations that pro-
duced one report each, together with their respective constituencies, highlighting
their own individual views, needs, wishes, demands and contributions towards DLE.
The industry partners of the ELE consortium generated, in various tandem groups,
four technology deep dives to provide, similarly, the views, needs, wishes, demands
and contributions of the European LT industry, structured into 1. Machine Transla-
tion (see Chapter 40), 2. Speech (see Chapter 41), 3. Text Analytics (see Chapter 42)
and 4. Data and Knowledge (see Chapter 43). We also carried out additional sur-
veys and consultation meetings as well as interviews with stakeholders who were
not represented in the consortium.

The methodology applied was based on a number of stakeholder-specific surveys
(inspired by Rehm and Hegele 2018) as well as collaborative document prepara-
tion that also involved technology forecasting. Both approaches were complemented
with the collection of additional input and feedback through various online channels
(see Figure 3 in Chapter 1 on page 7). As Table 1 illustrates, the two main targeted
stakeholder groups differ in one substantial way: while the group of commercial or
academic LT developers was, in a certain way, closed and well represented through
relevant organisations, networks and initiatives in the ELE consortium, the group of
LT users is an open set of stakeholders that was only partially represented through
relevant organisations, networks and initiatives in the consortium. Both stakeholder
groups were addressed with targeted and stakeholder-specific surveys that were dis-
tributed to the relevant stakeholders through the responsible ELE partners. In addi-
tion, we communicated with additional stakeholders, primarily through interviews.

3 The Perspective of European Language Technology Developers

One mission-critical aspect when it came to consulting the community was the col-
lection of views, demands, needs, ideas and visions with regard to the wider topic
of DLE from the community of European LT developers and also the highly diverse
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Stakeholder Group

Task 2.1 The perspective of European LT developers (industry and research)

European LT developers (industry and academia): Closed set that is well represented through rele-
vant organisations, networks and initiatives in the ELE consortium

⇒ Instruments: Surveys, interviews

⇒ Approach further detailed in Section 3 of this chapter

⇒ Results reported in Thönnissen (2022), Eskevich and Jong (2022), Rufener and Wacker (2022),
Hajič et al. (2022), Hegele et al. (2022)

Task 2.2 The perspective of European LT users and consumers

All potential European LT users: Open set that is only partially represented through relevant organ-
isations, networks and initiatives in the ELE consortium

⇒ Instruments: Surveys, interviews

⇒ Approach further detailed in Section 4 of this chapter

⇒ Results reported in Gísladóttir (2022), Kirchmeier (2022), Hicks (2022), Blake (2022), Hrasnica
(2022), Heuschkel (2022)

Task 2.3 Science – Technology – Society: Language Technology in 2030

Prominent companies of the European LT developer landscape, all represented in the ELE consor-
tium: Closed set

⇒ Instrument: Collaboratively created technology deep dives

⇒ Approach further detailed in Section 6 of this chapter

⇒ Results reported in deliverables Bērziņš et al. (2022), Backfried et al. (2022), Gomez-Perez et al.
(2022), Kaltenböck et al. (2022)

Table 1 Stakeholder groups and instruments relevant for the three tasks in WP2

group of European LT users. This section describes the process for engaging with
LT developers (supply side) while Section 4 describes how we collaborated with LT
users (demand side) with regard to their visions for 2030; as such, these sections
are follow-ups that cover the forward-looking projections of the same stakeholder
groups whose views as of 2022 are presented in Chapter 4 (Section 3, p. 84 ff.).

We analysed the views of European LT developers and providers, i. e., represen-
tatives both from industry and academia to investigate their ideas, demands, visions
and predictions with regard to DLE going towards 2030. We explored the factors
that drive their development plans and investments (e. g., market demand, number
of speakers, available funds etc.) and the perceived obstacles that should be over-
come to achieve DLE. The main instrument for collecting the LT developers’ views
was a set of surveys, which were distributed through the established research and in-
dustry networks of the ELE consortium to their members. In addition, the survey was
forwarded to other pan-European initiatives, thus covering the widest possible range
from generic AI to media- and language-related infrastructures. The data collection
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activity was supplemented by focused meetings and interviews with targeted infor-
mants which were selected based on either the quality of their input to the survey or
their prominence in and impact on the European LT landscape. The collected feed-
back of the European LT developers was augmented with additional input produced
by the networks, analysed and consolidated in five reports (see Table 1).

3.1 Stakeholders

The European LT developers are a diverse group of stakeholders, comprising aca-
demic and industrial researchers in the field of LT/NLP. In addition to conducting
research, the members of this group also develop pre-commercial prototypes, algo-
rithms, applications and systems. They can also be innovators and entrepreneurs
who productise and commercialise LTs to address, among others, the needs for digi-
tal content analysis and generation as well as for pertinent content transformation and
dissemination. An initial grouping is, thus, LT research (academia) and LT industry
(also see Chapter 4).

Europe has a long-standing tradition in LT with over 800 centres (Rehm et al.
2023a, 2020) performing excellent, highly visible and internationally recognised re-
search on almost all European and also many non-European languages. The Euro-
pean LT industry has been estimated to comprise 473 LT vendors in the EU26 plus
Iceland and Norway in 2017 (Vasiljevs et al. 2019). The ELG catalogue comprises
more than 800 commercial entities, also including integrators and a certain num-
ber of user companies (Rehm et al. 2021, 2023a). While LT is at the intersection of
Linguistics and Computational Linguistics, Computer Science and Artificial Intel-
ligence, we also take relevant neighbouring fields into account, especially Digital
Humanities/Social Science and Humanities (DH/SSH).

With the aim of informing the ELE SRIA with the opinions, views and demands
of the widest possible group of these stakeholders, we mobilised existing European
networks, associations, initiatives and projects. Some of the well-established and
long-standing pan-European LT networks were represented in the ELE consortium
(Table 2). The ELE partners that represented these initiatives contributed their views
to the project and also facilitated access to and elicitation of the views of their con-
stituency and members with regard to how DLE can be achieved by 2030. They co-
ordinated the distribution of a questionnaire to their members, conducted interviews
and focused consultation meetings, where needed and appropriate (see Section 3.2
and Table 1).

While these stakeholders already represented a significant part of the European
LT community, we engaged additional initiatives in the consultation process (see
Hajič et al. 2021, for further details).
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Initiative Description Stakeholder
Group

META-NET TheMETA-NET Network of Excellence consists of 60 research cen-
tres in 34 European countries. It develops the technical foundations
of a multilingual, inclusive and innovative European society, sup-
porting all European languages.

European LT
community
(especially
research)

ELG The European Language Grid (ELG) project developed a cloud plat-
form and marketplace for the whole European LT community. The
shared platform includes language resources, datasets and services
to benefit European society and industry. It addresses the fragmen-
tation of the European LT landscape.

European LT
community

LT-Innovate LT-Innovate is the European LT industry association with more than
200 members. It supports its members by promoting the industry as
a whole in the most promising target markets.

European LT
industry

CLARIN The European Research Infrastructure for Language Resources and
Technology consists of more than 20 national consortia, which them-
selves consist of multiple partners. CLARIN makes language re-
sources available to researchers and students from all disciplines, es-
pecially in the humanities and social sciences, through single sign-on
access.

European
DH, NLP,
SSH commu-
nity

CLAIRE The Confederation of Laboratories for AI Research in Europe has
394members in 36 countries. CLAIRE seeks to strengthen European
excellence in AI research and innovation across all of AI, for all of
Europe, with a human-centred focus. It is now supported by nine EU
Member State governments.

European AI
community

Table 2 LT developer communities represented in the ELE consortium who shared their views in
dedicated reports

3.2 Instruments

To collect and analyse the LT developers’ views, demands, visions and predictions,
we adopted an inclusive and participatory approach, through which every voice was
enabled to find its way into the SRIA. We reached out to as many representatives of
the LT community as possible and elicited their educated views in a structured, yet
flexible, way. Two main instruments were used to collect the views of the European
LT developers: surveys (Section 3.2.1) aswell as interviews and focused consultation
meetings (Section 3.2.2).

3.2.1 Survey

The LT developer survey attempted to elicit views in a structured way that lent itself
to the efficient analysis, consolidation and integration of the feedback in the respec-
tive project reports, which, in turn, were fed into the SRIA (Chapter 45). Driven by
the envisaged topics that the final SRIA intended to cover, the survey encompassed
closed and open-ended questions to inquire about the LT developers’ future predic-
tions and visions. The overall structure of this online survey is described in Chapter 4
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(Section 3, p. 84 ff.), and the forward-looking questions, in particular, were gathered
in a specific part, as follows:

• Predictions and visions for the future: This part of the stakeholders survey
was forward-looking and investigated ideas, predictions and wishes of the LT
community about how the LT field as a whole will be able to equally support all
European languages by 2030, i. e.,

– policies or instruments that could contribute to speeding up the effective
deployment of LT in Europe equally for all languages;

– prediction of future opportunities for LT in basic and applied research (sci-
entific vision) and in innovation and industry;

– expectations with regard to the challenges a large-scale, long-term ELE pro-
gramme can address by 2030.

3.2.2 Interviews and focused consultation meetings

To supplement the survey responses and to collect more detailed feedback, where
appropriate, we conducted interviews and consultation meetings with targeted infor-
mants who were selected based on either the quality of their input to the survey or
their prominence in and impact on the European LT landscape. Operationally, the
selection of stakeholders to be interviewed was based on the following criteria.

1. The respondent had partially filled in the survey and some essential input was
missing in order to have a more complete understanding of his/her views; or

2. No member of a network or association (see Section 3.1) had filled in the survey.

In the first case, we asked for a short and focused meeting with the respondent
to elicit the missing information. In the second case, when a network or association
that was considered a stakeholder for ELE was not represented, we identified key
persons and conducted an interview. The key details of the respondents are described
in Chapter 4 (Section 3, p. 84 ff.), while the results and findings of the survey and
consultations with LT developers concerning the future situation in 2030 are dis-
cussed in Chapter 39 (Section 2, p. 246 ff.); their views have been taken on board in
the ELE SRIA (Chapter 45).

4 The Perspective of European Language Technology Users

This section describes our approach to gathering the voices of the highly heteroge-
neous and diverse group of European LT users and consumers as the final “bene-
ficiaries” of LT with regard to the necessary and desired developments supporting
DLE for all European languages by 2030. This activity required engagement with
individuals, representative public bodies and government units, organisations and
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businesses, including SMEs as well as larger companies, that use LT. We also ex-
plored the factors that can promote language equality in the users’ and consumers’
view, especially with regard to encouraging the uptake of missing or poor LTs that
can solve real communication problems for the members of all European language
communities. Special attention was paid to the speakers of lesser-served languages,
particularly those that face digital extinction or neglect, eliciting from the LT users of
such language communities indications of necessary or desirable developments that
are expected to put their own languages on an equal footing with the dominant ones
by 2030. A complementary focus considered the perceived obstacles that hinder full
DLE, so that effective remedial action can be promptly taken. We followed the same
approach as for the supply side (Section 3), i. e., based on surveys and structured
templates several reports have been produced by the ELE consortium members who
represented relevant stakeholder groups.

4.1 Stakeholders

LT users and consumers comprise a broad group of stakeholders from a wide variety
of domains and sectors. We reached out to representatives from public administra-
tion (public bodies and government units), organisations and businesses, including
SMEs as well as larger companies, that currently use and benefit from LT, as well
as individuals. Six stakeholders are represented in the ELE consortium with a spe-
cial focus on speakers of lesser-served languages, particularly those that face digital
extinction or neglect (see Table 3).

In addition to the reports produced by these six core representative bodies and
ELE partners, other relevant external stakeholders were consulted as well. The in-
clusion of additional groups ensured the widest possible coverage and promoted our
inclusive approach to build a comprehensive, accurate and all-encompassing SRIA
and roadmap towards achieving full DLE in Europe by 2030 (presented in Chap-
ter 45).

4.2 Instruments

In a similar way as described in Section 3.2 for the stakeholder class of LT develop-
ers, surveys and focused consultation meetings were used to collect and analyse the
perspective of European LT users, i. e., their views, ideas, demands, future visions
and predictions with regard to DLE. Our goal was to consult with as many represen-
tatives of this stakeholder class as possible to collect their opinions in a structured,
yet unconstrained, way.
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Initiative Description Stakeholder
Group

ECSPM The European Civil Society Platform for Multilingualism is an al-
liance for the languages spoken in Europe (national/official, minority,
regional and autochthonous, as well as the languages of immigrant
communities). It includes networks of more than 200 European as-
sociations, societies and organisations that view multilingualism as
an asset for European economic, social and cultural development, as
well as a facilitator for intellectual and personal growth. It is a fer-
vent voice of Europe’s civil society promoting languages, language
policies and research on multilingualism.

European Plat-
form forMulti-
lingualism

EFNIL The European Federation of National Institutions of Language is a
pan-European organisation that was founded in 2003. EFNIL has 41
members from 27 countries and provides a forum for these institutions
to exchange information about their work and to gather and publish
information about language use and language policy within the EU.

European
National
Languages

ELEN The European Language Equality Network is an international NGO
for the protection and promotion of European lesser-used languages
gathering 166 member organisations representing 46 languages in 23
European states. Founded in 2012, it represents the voice of grass-
roots European RML civil society.

European
Regional,
Minority and
Endangered
Languages

LIBER The Association of European Research Libraries is Europe’s princi-
ple association of research libraries, consisting of nearly 450 national,
university and other libraries from more than 40 countries. LIBER
helps European research libraries to ensure the preservation of Euro-
pean cultural heritage, to improve access to collections, and to pro-
vide more efficient information services. Enabling Open Science is a
major priority, as is promoting innovative scholarly communication,
fostering digital skills and services, and engaging with world-class
e-infrastructures.

European
Research
Libraries

NEM New European Media is the leading European Network for Media
and Creative Industries with the mission to foster the impact of inter-
active technologies on the future of new media through interaction
between media, content, creative industries, social media, broadcast-
ing and telecom sectors as well as consumer electronics, represented
by more than 1,000 members. The application of the newest technolo-
gies in respect to equal access to media for all is one of its higher
priorities.

European
New Media
Community

Wikipedia Wikimedia Deutschland is an independent, charitable membership-
based non-profit organisation that serves as the German chapter of
the global Wikimedia movement. With more than 140 employees it
is the oldest and largest of about 40 independent chapters.

European Free
Knowledge
Community

Table 3 LT users and consumers represented in the ELE consortium who shared their views in
dedicated reports
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4.2.1 Survey

Similarly to the survey for LT developers, feedback from the LT users and consumers
was collected in a structured way that lends itself to the efficient analysis, consoli-
dation and integration of the feedback into the ELE SRIA (see Table 1). Driven by
the envisaged topics that the final strategic agenda would cover, this survey encom-
passed closed and open-ended questions to understand the LT users’ and consumers’
future predictions and visions with regard to DLE in Europe. The survey had four
parts and encompassed 63 questions in total. Some of the questions depended on
previous answers. As a result, a respondent was presented with 30 (minimum) to 63
(maximum) questions, including the “if other” questions. If presented the maximum
set of questions, 46 questions were mandatory, and 33 of them were closed (single
or multiple choice). In particular, beyond the preliminary sections covering demo-
graphic information and the language(s) for which the respondents used LRTs, the
last part of the questionnaire is of interest here, as it focused on the forward-looking
opinions of the LT users going towards full DLE in Europe by 2030:

• Predictions and visions for the future: This part of the online survey for LT
users investigated ideas, predictions and wishes about howDLE can be achieved
in Europe by 2030.

– policies or instruments that could contribute to speeding up the effective
deployment of LTs in Europe equally for all languages;

– expectations with regard to the challenges that a large-scale long-term ELE
programme can address by 2030.

The survey was circulated through the networks and associations described in
Section 4.1 (also see Table 3) and through additional channels (see Section 7). It
was set up as an online form for easy distribution as well as analysis of responses.

4.2.2 Interviews and focused consultation meetings

To complement the survey responses of the six LT user and consumer stakeholder
groups represented in the ELE consortium, we conducted consultationmeetings with
targeted informants. The approach was similar to the one described in Section 3.2.2.

5 The Perspective of Europe’s Citizens

In addition to the consultation with the more focused stakeholder groups (Sections 3
and 4), a large-scale, online and multilingual survey targeting Europe’s citizens was
carried out with the aim of taking into account their opinions, individual needs,
wishes and general demands as well as to make sure that their voices play a decisive
role in the pursuit of full DLE. This consultation with a larger and more diverse co-
hort of LT consumers allowed us to obtain an accurate picture of the current scenario
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in terms of LT support across European languages and have a more representative
basis for a technological and scientific forecasting on how LTs can be deployed and
applied in Europe by 2030 to the benefit of all European citizens.

Different survey platforms were tested to choose the most suitable one for our
needs. After setting up the survey in the platform of our choice, it was disseminated in
28 European countries and in 38 European languages from January 2022 to 01 May
2022. The survey included a total of 11 questions, four of which were single-choice
questions, six were multiple-choice and one open-ended question which allowed
respondents to include any comments or feedback they had. These 11 questions could
be answered in about five minutes via computers or mobile devices. More details
concerning the translation of the online survey into several languages and its careful
and well-balanced distribution are given in Chapter 4 (Section 3, p. 84 ff.).

After a few initial survey items that aimed at understanding the level of famil-
iarity of respondents with terms from the field of LTs, the respondents’ profiles
and language backgrounds were checked through a multiple-choice question that
asked them to select the terms (e. g., “Information Retrieval”, “Natural Language
Processing”, “Natural Language Understanding”) that they were familiar with or
could immediately recognise. The questions of particular interest here were the final
two about the future of LTs in Europe, which “requested respondents to indicate the
tools they would like to use in the future if not currently available in their languages
and also to rate the top three advantages of improving LTs for all languages”.

6 Predicting Language Technology in 2030:
Technology Deep Dives

The ELE project also attempted to assess and predict, in a dedicated forward-looking
task, what the field of LT will look like in 2030. To this end, we collected, analysed
and consolidated the views of European LT industrial and academic stakeholders
on anticipated future technological progress, innovations and impact on society in
the coming decade, with a special emphasis on technologies, resources, approaches,
coverage and performance needed to achieve DLE by 2030.

The task was set up to seek agreement among these stakeholders in terms of
pinpointing novel or significantly extended or adapted technologies that would ulti-
mately enable or contribute to DLE, and consequently help bring about true digital
equality in European society. To achieve these goals, such new technologies would
have to take into account the state-of-the-art in various LT and AI areas, including
the reasons why current technologies do not perform equally well for all languages
(e. g., due to lack of data, poor-quality data, language properties, knowledge collec-
tively and indirectly acquired for only some languages in the past, etc.) as well as
the reasons for biased results in some areas. Focusing on possible methods, technolo-
gies and processes for bringing all European languages on par both technologically
and in consumer applications, there was a unifying theme, namely, to discover and
explore ways to convert the unique challenges of a diverse European multilingual
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society into opportunities and technologies, processes and services superior to those
developed in the context of largely homogeneous linguistic societies.

We also took a fresh look at deployment, i. e., howLTswould bemade available to
the different stakeholders and end-users, from machines to household appliances to
mobile devices and perhaps even “invisible” devices. To achieve these goals, struc-
tured document templates and also surveys oriented towards technological devel-
opment and technology forecasting along the aforementioned lines (see Sections 3
and 4, respectively) were used by both industrial and academic stakeholders, and
then assembled into four project reports, reflecting the major technology areas (Ma-
chine Translation, Speech Technologies, Text Analytics, Data and Knowledge).

Four ELE partners were selected to lead the development of these technology
deep dives, which are presented in abridged form in Chapter 40 (p. 263 ff.) on
Machine Translation, Chapter 41 (p. 289 ff.) on Speech Technologies, Chapter 42
(p. 313 ff.) on Text Analysis, and Chapter 43 (p. 337 ff.) on Data, Knowledge and
Language Resources. They collaborated closely with other ELE partners who also
work in the respective fields. The four authoring teams made use of existing scien-
tific publications, reports and foresight studies as well as science and technology
predictions. In this way, the respective groups of experts developed a consolidated
opinion with regard to the direction in which the relevant field is moving or should
bemoving, what the current gaps and roadblocks as well as the industry’s needs from
research are, and what they can contribute to DLE.2

7 Collecting Additional Input and Feedback

Complementing the instruments described above, we set up additional ways of col-
lecting input for the emerging SRIA.Wewanted to enable all stakeholders to commu-
nicate with ELE easily so that their opinions and ideas could be integrated into our
recommendations. Over several months throughout 2022, the emerging ELE results
were disseminated through various channels (e. g., website, publications, presenta-
tions, social media, etc.), and we solicited input by actively asking stakeholders for
feedback, or by actively listening, especially on social media, to identify additional
opinions regarding our topic (see Rehm et al. 2023b).

7.1 Conferences and Workshops

ELE results were presented and discussed at many different conferences and work-
shops. One example was the presentation of the pre-final ELE recommendations at
META-FORUM 2022 in June 2022, which resulted in a valuable discussion with

2 This approachwas inspired by themethodology followed inMETA-NET, inwhich “vision groups”
worked on similar documents (“vision papers”, see, for example, Rehm and Uszkoreit 2013).
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the audience in terms of, among others, additional aspects to take into account.3 The
final recommendations were presented at the STOA workshop “Towards full digital
language equality in a multilingual European Union” held at the European Parlia-
ment in November 2022.4

7.2 Project Website

An interactive contact form was implemented on the ELE website through which
interested stakeholders could – and still can – communicate with the ELE team.5 We
also distributed all reports through the website to enable others to provide feedback.6

7.3 Social Media

Social media activities in ELE concentrated on LinkedIn and Twitter. We used
LinkedIn7 to address professional stakeholders including LT developers and users.
In contrast, while Twitter8 was primarily used for reaching out to European citizens,
it was also used by many stakeholders for professional communication purposes.
The social media activities of the ELE project were planned and executed in close
collaboration with the ELG project. To be able to disseminate news about both ac-
tivities through these joint channels, we subsumed the two initiatives under the title
“European Language Technology” (ELT, for more details see Rehm et al. 2023b),
and a biweekly newsletter with updates and highlights from the ELE SRIA was cir-
culated to a large and diverse audience of around 4000 recipients, also inviting input
and feedback.9

8 Summary and Conclusions

This chapter describes the consultation process carried out under the umbrella of
WP2, “European Language Equality – The Future Situation in 2030”, in the ELE
project. It is meant to be a brief summary that illustrates the guidelines as well as
instructions specified with regard to the implementation of our internal processes

3 https://www.european-language-grid.eu/events/meta-forum-2022
4 https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i
/20220711WKS04301
5 https://european-language-equality.eu/contact/
6 https://european-language-equality.eu/deliverables/
7 https://www.linkedin.com/company/european-language-technology/
8 https://twitter.com/EuroLangTech
9 https://www.european-language-technology.eu

https://www.european-language-grid.eu/events/meta-forum-2022
https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i/20220711WKS04301
https://www.europarl.europa.eu/stoa/en/events/details/towards-full-digital-language-equality-i/20220711WKS04301
https://european-language-equality.eu/contact/
https://european-language-equality.eu/deliverables/
https://www.linkedin.com/company/european-language-technology/
https://twitter.com/EuroLangTech
https://www.european-language-technology.eu
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and instruments applied by all actively involved partners, especially with regard to
reaching out to and gathering feedback and input from European LT developers and
European LT users and consumers, but also with regard to technology forecasting
through the four technological deep dives. These activities had an important role
within the ELE project: they defined all aspects of the future situation with regard to
DLE by 2030. Due to this important, mission-critical role in the project, all involved
stakeholders were made aware of the different aspects and dimensions the project
needed to provide input for when it came to assembling the final recommendations
for the SRIA.

The main findings of the consultation process briefly summarised in the present
chapter are presented in the subsequent chapters. Chapter 39 presents the results
of the different surveys. Abridged versions of the four technology deep dives are
presented in Chapters 40 (Machine Translation), 41 (Speech Translation), 42 (Text
Analytics) and 43 (Data and Knowledge Technologies). Finally, a compact but com-
prehensive summary of the ELE SRIA and Roadmap is presented in Chapter 45.
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Chapter 39
Results of the Forward-looking
Community-wide Consultation

Emma Daly, Jane Dunne, Federico Gaspari, Teresa Lynn, Natalia Resende, Andy
Way, Maria Giagkou, Stelios Piperidis, Tereza Vojtěchová, Jan Hajič, Annika
Grützner-Zahn, Stefanie Hegele, Katrin Marheinecke, and Georg Rehm

AbstractWithin the ELE project three complementary online surveys were designed
and implemented to consult the Language Technology (LT) community with regard
to the current state of play and the future situation in about 2030 in terms of Digital
Language Equality (DLE). While Chapters 4 and 38 provide a general overview of
the community consultation methodology and the results with regard to the current
situation as of 2022, this chapter summarises the results concerning the future situa-
tion in 2030. All of these results have been taken into account for the specification
of the project’s Strategic Research, Innovation and Implementation Agenda (SRIA)
and Roadmap for Achieving Full DLE in Europe by 2030.1

1 Introduction

Within ELE three complementary online surveys were designed and implemented in
order to consult the Language Technology (LT) community with regard to the current
state of play and the future situation in about 2030 in terms of Digital Language
Equality (DLE). While Chapter 38 provides a general overview of the community
consultation process and methodology and Chapter 4 in Part I gives a brief account
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1 This chapter summarises results reported in Way et al. (2022a) and Way et al. (2022b).

245
G. Rehm, A. Way (eds.), European Language Equality, Cognitive Technologies,  
https://doi.org/10.1007/978-3-031-28819-7_39 

© The Author(s) 2023 

mailto:emma.daly@adaptcentre.ie
mailto:jane.dunne@adaptcentre.ie
mailto:federico.gaspari@adaptcentre.ie
mailto:teresa.lynn@adaptcentre.ie
mailto:natalia.resende@adaptcentre.ie
mailto:andy.way@adaptcentre.ie
mailto:mgiagkou@athenarc.gr
mailto:spip@athenarc.gr
mailto:vojtechova@ufal.mff.cuni.cz
mailto:hajic@ufal.mff.cuni.cz
mailto:annika.gruetzner-zahn@dfki.de
mailto:stefanie.hegele@dfki.de
mailto:katrin.marheinecke@dfki.de
mailto:georg.rehm@dfki.de
https://doi.org/10.1007/978-3-031-28819-7_39
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28819-7_39&domain=pdf


246 Emma Daly, Jane Dunne, Federico Gaspari, Teresa Lynn et al.

of the results with regard to the current situation in 2022/2023, the present chapter
summarises our results concerning the future situation. All of these results have been
taken into account for the specification of the project’s strategic recommendations
(see Chapter 45).

Section 2 summarises the future-looking results with regard to the stakeholder
group of European LT developers, introduced in Chapters 4 and 38, whereas Sec-
tion 3 reports the findings with regard to the stakeholder group of European LT users
and consumers. Section 4 describes the findings of the survey in which we reached
out to Europe’s citizens to gauge their expectations and desires in terms of DLE
by 2030 (see Chapter 4, Section 3, p. 84 ff., and Chapter 38, Section 3, p. 231 ff.).
Section 5 concludes the chapter.

2 The Perspective of European Language Technology Developers

The survey targeting LT developers and researchers generated a large number of
responses between June and October 2021, representing more than 200 different
organisations and more than 30 countries. The survey investigated topics like lan-
guage coverage and evaluation of the current situation but also predictions and vi-
sions for the future. Detailed breakdowns of the results can be found in various ELE
project reports (Thönnissen 2022; Eskevich and Jong 2022; Rufener and Wacker
2022; Hajič et al. 2022; Hegele et al. 2022). In addition to the survey, expert inter-
views with selected representatives from initiatives such as, among others, ELG and
META-NET were conducted. The interviewees shared details on their work and re-
lated challenges, elaborating on how to do justice to all European languages, ways to
position European LT on a global level and the key challenges towards establishing
a long-term European LT programme.

2.1 Respondents’ Profiles

One major goal of this survey was to bring the European LT community together
and to reach a wide and demographically distributed audience. In total, the LT devel-
opers survey was filled in by 321 different respondents who represent 223 different
organisations: 73% of the organisations were research or academic institutions (63%
universities, 10% research centres) and 22% were companies (17% SMEs, 5% large
enterprises). In 5% of responses the type “other” was indicated, i. e., freelancer, pri-
vate practitioner, government agency, not-for-profit organisation, etc.

The headquarters of these organisations are located in 32 different countries, cov-
ering all EU member states and other European countries, such as the UK, Switzer-
land, Serbia, etc., but also other global regions, e. g., Brazil, the US and Israel. Most
responses were contributed from Spain, Germany, Greece, the Czech Republic, and
the Netherlands. The respondents cover a wide spectrum of the targeted groups
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of stakeholders, as apparent from the range of networks, associations and relevant
projects ongoing at the time the survey was circulated. Themost established research
networks in LT/AI, i. e., META-NET, CLARIN and CLAIRE are well represented in
the survey responseswith about 40 to 90 respondents each. ELG, ELE’s sister project,
is represented with more than 50 participants. Other related projects and networks fo-
cusing on LT or on neighbouring fields, such as AI4EU, ELISE, ELEXIS, and Nexus
Linguarum are represented with around 10 to 25 survey respondents each (Table 1).
Additional networks, associations and projects indicated by the respondents include
ELRC, ELRA, ACL, EAMT, DARIAH and others.

Initiative Responses Interviews

CLAIRE 37 3
CLARIN 90 4
ELG 54 20
LT-Innovate 18 29
META-NET 61 5
AI4EU 16 –
BDVA 12 –
DIH4AI 1 –
ELEXIS 19 –
ELISE 4 –
HumanE AI 11 –
Nexus Linguarum 25 –
TAILOR 9 –
Other 31 –
None of the above 115 –

Table 1 LT developers survey – survey responses and interviews collected through the participating
initiatives

The respondents were mainly active in the following areas: 1. Basic natural lan-
guage processing services (POS tagging, parsing, named entity recognition etc.),
2. Text analytics and mining, information extraction, text classification, and 3. Lan-
guage resources (LRs): data production, data aggregation (Figure 1).

The technologies, products or services offered by the respondents’ organisations
are used in various domains, a finding that demonstrates the applicability of LT in
practically all economic sectors. The top three domains indicated by the respondents
were 1. Information and communication technologies (ICTs), 2. Digital humanities
(DH), arts, culture and other services and 3. Education.

2.2 Language Coverage

The respondents listed a wide range of languages they actively include in their re-
search and development work and for which they offer services, software, resources,
models etc. All official EU languages are covered as well as other state official, re-
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Fig. 1 LT areas in which the respondents conduct research or develop tools and services

gional or co-official European languages (see Figure 6 in Chapter 4, p. 86). The five
most frequently mentioned languages are English, German, Spanish, French and Ital-
ian. A total of 80 respondents indicated “other” languages they support in their prod-
ucts or research, languages spoken in theMiddle East and Asia with Arabic, Chinese,
Japanese, Russian and Turkish being the five most frequently mentioned ones. Sign
languages were also mentioned.

To get an idea about the focus of future work, the respondents were asked about
the languages their organisation does not yet support, but plans to support in the next
three years. Apart from some of the big languages, the respondents’ future plans
additionally include some regional and minority languages (RMLs), such as Basque,
Catalan, Breton, Mirandese, Romani or Aromanian. Sign languages were mentioned
five times, and it is worth noting the presence of regional and dialectal varieties in
the respondents’ future plans, e. g., Pontic Greek or Spanish varieties.

When considering the top three drivers for the decision to support additional lan-
guages (Table 2), the most frequently selected factor is research interest (212 men-
tions), followed by the availability of LRs (144) andmarket interest or demand (138).
As expected, the prioritisation of these factors is different when the type of organi-
sation the respondent represents is taken into account. For industry (including large
enterprises and SMEs) market interest or demand by users or consumers play a piv-
otal role, while the availability of LRs follows at a distance. For research organisa-
tions and SMEs, more than big organisations, funding and investment opportunities
are also to be considered. In terms of “other” reasons, these were often specified
with an appeal for equality and the need for preserving all languages in the digital
age, as for instance in the following answers: “Need for equality”, “Ensure language
rights in the digital economy, services, applications”, “Supporting under-represented
language communities to work towards the knowledge equity goals”.
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Research
Drivers organisation Industry Other Total

Research or scientific interest 196 12 4 212
Availability of language resources 108 29 7 144
Market interest or demand 65 66 7 138
Available funding or investment 107 18 3 128
Availability of human experts 60 12 3 75
Availability of technologies or tools 44 18 5 67
Other 69 14 4 87

Table 2 LT developers survey – the top drivers for the decision to support additional languages

2.3 Predictions for the Future

We were also interested in the respondents’ views on the measures and instruments
that are deemed effective as well as the key challenges that a future large-scale ELE
programme should address. The participants had the option to rate a number of poli-
cies and instruments as either very effective, effective, slightly effective or not effec-
tive at all. In addition, respondents were given the opportunity to elaborate on other
policies or instruments, which they consider effective in speeding up the develop-
ment and deployment of LT in Europe equally for all languages. The responses were
provided as free text.

A critical aspect of the respondents’ visions for DLE, as brought up in multiple
answers, is the availability of resources. By 2030 all European languages should
have developed the critical mass of resources needed for developing LTs. These in-
clude not only raw data, but also large multilingual language models. The issue of
data availability is often mentioned in relation to the legal framework for sharing
them. Large amounts of data for all languages are expected not only to be available
by 2030, but also available for free or at a reasonable cost for research and commer-
cial purposes. Standardised training and evaluation data for all languages are deemed
critical. In parallel, according to the survey respondents, LT developers will be work-
ing towards automated procedures for the construction, annotation and curation of
language data, as well as to address the issue of data bias. Such achievements, com-
bined with continuous work on improving transfer learning methods, are expected
to contribute to a situation in which all languages, including small, minority and re-
gional ones, enjoy technology support and a level of presence and use in the digital
sphere that will ensure their preservation and prosperity.

A shared scientific goal of the LT community is the achievement ofDeep Natural
Language Understanding by 2030, brought up in numerous responses with various
phrasings: “hybrid intelligence”, “cognitive AI”, “symbolic AI”, etc. Nonetheless,
all thesementions converge on the description of a future status of LTswhere the leap
from superficial language processing to language understanding has been achieved
and seamless human-like interaction, viable discourse interpretation and ubiquitous
natural language interfaces are a reality for all Europeans in their own language.



250 Emma Daly, Jane Dunne, Federico Gaspari, Teresa Lynn et al.

With respect to measures and instruments that can be employed to help achieve
these goals and realise the visions, the respondents evaluated the effectiveness of
a set of proposed measures. A long-term programme of ten or more years can po-
tentially lead to groundbreaking research and subsequently to the desired leap from
simple language processing to deep language understanding according to almost all
respondents (average score 4.2 on a five-point Likert scale with 5: very effective and
1: not effective at all). Continuous investment in existing research infrastructures
(RIs) that support LT was considered equally effective (average score 4.2). Among
others, access to data and tools via distributed RIs is argued to allow for optimising
both the storage space and processing power, as well as to compare the LTs in terms
of their computational footprint.

At the technological level, investing in the development of new scientific method-
ologies for the transfer or adaptation of resources or technologies to other domains
and languages is considered an effective measure to boost the digital readiness of
less supported languages (average score 4.0). Given the importance of a strong foun-
dation in basic research, it does not come as a surprise that a large majority of over
86% of respondents welcome an increase in the availability of qualified LT person-
nel and incentives for talent retention. This also included reinforcing training and
education initiatives, including undergraduate and Master’s programmes.

A number of elaborate answers focused on funding instruments as leverage to
help Europe achieve global excellence and leadership in LT. Funding and invest-
ments should concentrate not only on the applied (computational) aspects of LT but
also on basic research in linguistics and computational linguistics. Support of LR
creation and sharing is an issue in many responses. With respect to the beneficiaries
of funding, a number of respondents and interviewees expressed the opinion that
incentives should be provided to language communities that strive to preserve their
cultural and linguistic identities, especially with regard to enhancing a language’s
presence on the internet. Businesses and industry-research collaborations are noted
as an additional target group.

In this context, some respondents perceive the role of national centres of excel-
lence in LT as critically important. Such centers could collect and boost the voices
of local players at a national level and increase industry visibility nationally and at
the European level. Apart from designing the national research agendas in LT, they
should be responsible for the collection, curation, sharing and standardisation of lan-
guage data, and for following and implementing the European Data Strategy.

Regulatory aspects pertinent to the LT field, in the form of regulations, recom-
mendations or guidelines, have additionally been highlighted. These include, e. g.,
the adoption of the FAIR principles in Europe, a revised legislative framework for
facilitating the use of language data and the application of data mining techniques
for both research and commercial purposes, guidelines for procurement beneficiaries
and for public bodies to release their funded or public data, recommendations for big
technology companies to open up their platforms for the lesser spoken languages and
for the public and private sectors equally to provide multilingual websites. It could
be also beneficial to impose content accessibility regulations, e. g., for multimedia
subtitling, readability, dubbing, etc.
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The role of the research community is often criticised for its bias towards publi-
cations on a small number of the world’s languages. Raising awareness of equality
issues in international LT fora and incentivising Open Access journals and confer-
ences dedicated to less supported languages are among the suggested measures.

Awareness raising of the importance of LT for digital interactions and the role of
training young LT professionals is mentioned in numerous responses. Finally, the
social dimensions of DLE have been emphasised by respondents who argued that
linguistic and social diversity go hand in hand: the more diverse our society is, the
more there is an actual need for multilingual resources and technologies. Thus, large-
scale policies against racism and discrimination are considered essential. In parallel,
engaging minoritised language communities and supporting community building is
argued to benefit the LT field, as it will increase demand for and the impact of LT.

European LT should foster and support multilingualism while strictly adhering
to European values such as privacy by design, transferability, fairness, diversity and
openness, transparency and accountability, public wealth, individual rights and col-
lective purposes. Europe’s strengths lie in catering for multilingual solutions cover-
ing all the European languages and serving all citizens of Europe. By supporting its
linguistic diversity, Europe can achieve digital self-determination and sovereignty.

3 The Perspective of European Language Technology Users

For LT users, a similar survey was set up (see Chapter 4, Section 3, p. 84 ff., and
Chapter 38, Section 4, p. 235 ff.) and generated almost 250 responses. Similarly to
the LT developers survey, numerous additional interviews were conducted for more
in-depth insights.

The survey brought together diverse groups of stakeholders including representa-
tives of communities of LT users, academic and commercial stakeholders, language
professionals (e. g., translators, lecturers and professors in the fields of linguistics
and computational linguistics) and stakeholders from different economic sectors
(e. g., banking, health, public administration, language services). The survey was dis-
seminated mainly via email by the relevant ELE partners, namely, ELEN, LIBER,
ECSPM, NEM, EFNIL and Wikipedia as well as through social networks. Table 3
shows the breakdown of responses collected through the survey.

3.1 Respondents’ Profiles

Responses came from a diverse range of sectors and professional activities; most
of the respondents work in the education and research sector with 130 responses
(53%) out of 246, that is, most respondents were researchers, university professors,
assistant professors, lecturers or held other academic positions. The survey was also
filled out by representatives of non-governmental organisations (NGOs), large en-
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Initiative Responses Interviews

ECSPM 10 2
EFNIL 28 6
ELEN 7 19
LIBER 29 3
NEM 29 6
Wikipedia 22 3
Other (e. g., social media) 121 –

Total 246 39

Table 3 LT users survey – survey responses and interviews collected through the participating
initiatives

terprises, SMEs, government departments and independent contractors and consul-
tants in diverse economic sectors. The 15 (6%) respondents who selected the op-
tion “other” represented non-governmental bodies, non-profit organisations, public
sector organisations, social organisations and independent government departments
(see Figure 2).

Fig. 2 LT users survey – types of sectors and professional activities

Contributions to the survey came from all over Europe and, due to social media
sharing, some responses were provided by people based outside European countries
such as the US, the Democratic Republic of Congo and the Russian Federation. In
Europe, the most represented countries were Croatia (33 responses), Spain (23 re-
sponses), the UK (23 responses), Ireland (17 responses), Germany (16 responses)
and France (14 responses).
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3.2 Language Coverage

A total of 74% of the respondents indicated that they work with English, which is
the dominant language followed by a well-balanced group of languages composed
of German (31%), French (31%) and Spanish (30%). At the other end of the spec-
trum, many other European languages (e. g., Welsh, Catalan, Basque, Luxembour-
gish, Galician) are under-represented as few respondents (between one and three)
indicated they work with them. Respondents who selected “other”, mentioned that
they work with Basque, Catalan, Macedonian, Luxembourgish, Moldovan, Welsh
and Galician. Among the non-European languages respondents mentioned Japanese,
Chinese (or Mandarin) and Russian. Figure 3 shows the breakdown of European lan-
guages the respondents work with in absolute numbers.
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Fig. 3 LT users survey – European languages respondents work with (based on a set of 246 re-
sponses)

In relation to the languages respondents intend to include in their workflow, 50
respondents (20%) indicated that they plan to include English, German, Spanish and
French. The survey shows, again, the English predominance over all languages fol-
lowed by German, Spanish and French. Other official EU languages were mentioned
by only a few respondents (between two and three respondents only) such as Italian,
Portuguese and Greek as well as some minority, regional, and lesser-used languages
such as Breton, Catalan, Faroese but only by one respondent each. These findings
suggest a worrying scenario, where, in a multilingual and multicultural Europe, most
minority, regional, lesser-used languages are disregarded either for not being com-
mercially interesting or simply for lack of institutional investment.
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3.3 Predictions for the Future

With regard to their predictions for the future, the range of opinions was very broad.
In general, most respondents (68%) are confident that in the next ten years, there
will be higher-quality tools for all European languages including minority, regional,
and lesser-used languages and that there will also be a wider range of tools for all
European languages (83%). However, fewer respondents (46%) believe that LTs will
help to prevent linguistic loss, although 65% think that LTs can help to prevent RMLs
from disappearing. Most respondents (64%) also agree that LTs can increase individ-
uals’ exposure to these languages and 60% believe that LTs can increase engagement
with social, leisure and work activities in their own languages. Among other benefits
mentioned in the open questions, respondents think that LTs can improve medical in-
teractions between patients and clinicians and improve medical documentation. One
respondent highlighted that LTs can help with the preservation of cultural heritage
and improve its visibility. Another respondent pointed out that LTs can improve on-
line and print publishing in minority, regional, and lesser-used languages, including
academic publications and works of fiction.

The survey also looked into the respondents’ ideas for the future of LT. They
had the chance to indicate applications that could potentially use LT they want to
see that are not currently available for the languages they work with. There were
several interesting responses. In general, we can see respondents wish for higher-
quality tools for certain languages such as “better parsing of Danish than currently
available” or the availability of tools that do not yet exist for some languages but
exist for others such as “speech recognition for Welsh”, “speech recognition for
Catalan”, “free spell check for Irish”, “more reliable speech recognition, informa-
tion extraction, summarisation, semantic parsing and semantic search for Greek”, “a
good Georgian-English Translator” and “betterMT for Croatian”. Other respondents
indicated that theywould like to see some of the existing tools and technologies avail-
able in more languages, for instance, “Text-To-Speech for low resource languages”
or “more accurate speech2text, decent text summarization, GPT2 for Finnish”.

Some ideas for new (currently non-existent) LTs were also provided. For instance,
“case-sensitive tools or the creation of a tool that might provide more context, or
warn the user if the same word means something completely different depending on
the context. A tool that would be sensitive to connotative meanings” or “tools for
collecting lexical data and speed up the process of dictionary building”.

We can conclude that the most important finding of this survey is the respondents’
concern regarding the differences in technological support between European lan-
guages, specifically the poor technological support of minority, regional and lesser-
used languages. The differences in support are mainly reflected in differences in the
quality and performance of tools between the languages as well as in the availability
of tools for a small group of low-resource languages, while these same tools do not
exist for many other European languages. In order to achieve full DLE as a crucial
step to maintain linguistic diversity, the survey shows the necessity for action and an
implementation agenda with the objective of fostering and supporting a multilingual
and linguistically inclusive Europe that brings solutions to all European citizens.
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4 The Perspective of Europe’s Citizens as Consumers of LTs

The ELE project hasmade an effort to ensure that all voices were heard and taken into
account in the preparation of the SRIA. With the support of social media campaigns
and an agency specialising in survey dissemination, we were able to reach thousands
of EU citizens to hear their thoughts on how well they feel their languages are dig-
itally supported. The European Citizen survey included a total of 11 questions, six
multiple-choice questions, four single-choice questions and one open-ended ques-
tion which allowed respondents to include any comments or feedback they had. The
survey was designed to take less than five minutes to fill in (see Chapter 4, Section 3,
p. 84 ff., and Chapter 38, Section 4, p. 235 ff.). It was translated into 35 languages.
To ensure the reliability of the survey data captured, a number of data cleaning steps
were taken to remove responses that were deemed noisy or at risk of skewing the
survey results. We analysed a total number of 20,586 valid responses, the largest
public survey ever conducted to date among European citizens concerning LRTs.

4.1 Respondents’ Profiles

We collected (anonymous) demographic information from respondents with the ob-
jective to ensure our sample was representative enough of the population for gener-
alisation purposes. We asked respondents to state their level of education, age group
and country of residence. We collected responses from 28 countries, and Figure 4
shows the breakdown of contributions per country.

The demographic of the respondents is as follows: 27% of the respondents were
between 25-34 years old. A total of 23% accounted for both the 18-24 and 35-44
age brackets. The rest of the respondents were 45+ years old, 1% of the respondents
preferred not to say. In terms of education, 35% of the respondents had reached high
school level, 23% held a Bachelor’s Degree, 17% held a Master’s Degree, with the
rest reporting vocational training (11%), only some high school completion (7%)
and holding a PhD (5%), 2% declined to say.

4.2 Language Coverage

We asked respondents to select the languages they use both socially and profession-
ally. Overall, results show that many respondents use their native language in addi-
tion to English even if they are not based in English-speaking countries. Therefore,
we once again see a dominance of English over all other languages. Following En-
glish, German and French also appear as languages frequently used in non-German
or non-French speaking countries. Figure 5 illustrates the comparison of the most
represented languages in the survey.
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Fig. 4 European citizens survey – number of responses collected

4.3 Predictions for the Future

The following discussion concentrates on the forward-looking questions of the EU
citizens survey and the responses concerning anticipated or hoped for future devel-
opments with regard to the development and consolidation of LTs for Europe’s lan-
guages. In one question we asked the respondents “What would be the top 3 advan-
tages of improving apps and tools for all languages? Please select the three most
important advantages in your opinion.” The purpose of this question was to assess
respondents’ views on the benefits of LTs. Notably, as seen from Figure 6, LTs are re-
garded as key to enhancing multilingual societies from a linguistic diversity perspec-
tive. Of seemingly less importance to the average citizen is the economic advantage
that arises from LT support.

With regard to the question “What holds you back from using some of these apps
or tools in your languages?”, based on the answers received, it is reasonable to as-
sume that if the reported barriers that are currently holding users back from using
apps or tools in their languages were removed, and tools more adequately supported,
then there would be more uptake in the number of people using language tools in
their own preferred language (see Figure 7). It was somewhat surprising that the top
response was “I don’t need to use any apps or tools for this language”, which might
suggest that the poor support for some languages may condition users into believ-
ing that technologies do not apply to some chronically underserved languages. This
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Fig. 5 European citizens survey – most represented languages

may apply in particular to users who also speak a dominant language that is well
supported by tools and apps, in addition to one that is scarcely supported.

In other words, these responses suggest that there is a real risk that some users
have become so accustomed to using apps in or for better supported languages that
they no longer see the need for similar apps to be developed and made available in or
for their own language; at the same time, this disappointing perception may stabilise
a situation where users default to using apps and tools in an additional language
that is better supported, also due to their overall superior quality. Another popular
response was “Issues with the quality of the available apps or tools”, indicating that
people will not use an app or tool if they perceive its quality to be insufficient or
inadequate. This suggests that once the quality of the tools is improved to a sufficient
standard, more people would be inclined to use the app or tool in their language in
the future.

Concerning the query “Please select the tools that you currently do not use but
would like to use in the future.”, one tool that people are calling for in particular
among those to be made available for their languages is automatic subtitling (Fig-
ure 8). Having this available for more languages would improve communication
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Fig. 6 Responses to the question “What would be the top 3 advantages of improving apps and tools
for all languages?” in the EU citizen survey

Fig. 7 Responses to the question “What holds you back from using some of these apps or tools in
your languages?” in the EU citizen survey

and accessibility of multimedia content for an ever-increasing range of European
citizens (e. g., disabled people, elderly users, etc.). Relevant examples include au-
tomatic subtitles being made available to those who are hearing-impaired, so they
can watch videos and read subtitles in their own language. Translation apps are also
in very high demand, which is not particularly surprising. However, even for those
language-pairs that are serviced by MT, we need to be vigilant as many of the freely
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Fig. 8 Responses to the question “Please select the tools that you currently do not use but would
like to use in the future.” in the EU citizen survey

available translation tools are not owned or resourced by EU companies. Screen read-
ers are another tool that is quite popular, with obvious relevance to visually impaired
people. If screen readers were available in more languages, accessibility would be
substantially increased for several language communities across Europe.

Finally, in the analysis of the responses to the survey, a number of interesting
comments made by ordinary EU citizens were found in the section that elicited more
general reactions at the end of the questionnaire. In particular, the very last question
of the survey asked the participants to enter any comments they had about the survey
or LTs in general. Here follows a selection of the most insightful comments that we
feel encapsulate some of the most relevant opinions on the matter.

• “No language is inferior to others. All languages are worthy of survival as long
as there is at least one person who speaks that language.”

• “Usually I google things in English because more information is available in
English.”

• “It is extremely important to have more language technology tools for the na-
tional minority languages in Sweden. It is a rights issue to access everything
from speech synthesis, machine translation, language apps, proofing programs,
etc. At the moment, there are no opportunities for this for Roma, Meänkieli and
to some extent for Sami and Yiddish.”

• “It would be great to have a little more guidance on what ordinary people (with-
out great technological resources such as universities and companies) can do to
‘feed’ or develop those technological resources for our minority languages.”

These comments clearly indicate that some European citizens are eager to have
more LT tools and apps made available to them in their language in the future, as
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this is related to the role that individual speakers and their communities can play
going forward in the digital age in the interest of equality. At the moment many peo-
ple seem to be resorting to using search apps and personal assistants particularly in
English or other well-resourced languages, as they are currently unavailable in their
own language or are not perceived to perform equally well. This suggests that if re-
quired LTs were developed and made available as tools or apps, people would use
them in their own language rather than English; at the very least they would have
a choice, depending on the type of tasks that they need to perform in different cir-
cumstances (e. g., for professional purposes as opposed to personal or social reasons,
with colleagues, within the family or with circles of friends and acquaintances, etc.).

The survey also revealed that some European citizens want to see technology
for their languages improved and maintained, and some are willing to get involved
themselves, as shown by the comment askingwhat the ordinary citizen can do to help
the development of these much-needed technologies. Overall, citizens are concerned
about the technological status of their language, and are willing to help to ensure
that their language is technologically well supported in the future for the digital age,
especially if otherwise there is a threat of extinction. We were particularly pleased at
respondents’ willingness to take ownership of these issues, and act not only as users
of tools but also as developers. We take this as a strong endorsement of the ELE
project, and further evidence of the need for the ELE programme to be fully funded
throughout Europe to ensure DLE for all Europeans, as reflected in the ELE SRIA.

5 Summary and Conclusions

The surveys and expert interviews discussed here targeted LT developers, users and
the EU citizens. We investigated language coverage and encouraged participants to
share their predictions and visions for the future of LTs in Europe with respect to
achieving full DLE. The results show that there is still a huge gap between the LT
support for English and all other European languages, with dramatic differences in
several cases. Even though there is an increased interest in bridging this gap and in
expanding technological support to more languages, limited funding, demand and
obstacles with regard to available resources make it a challenging endeavour. While
basic research is still urgently needed, the last decade has seen progress on a larger
scale than could have been imagined ten years ago.Many experts highlight European
excellence, also on a global level and consider leadership in LT and language-centric
AI to be possible if the necessary conditions are created by political decision-makers.

The LT developers survey addressed the European LT community, reaching a
wide and demographically distributed audience. It was answered by 321 respondents
who represent 223 organisations in 32 countries. The respondents were recruited by
the research networks, i. e., META-NET, CLARIN and CLAIRE, projects like ELG
and other related initiatives focusing on LT or neighbouring fields, such as ELISE,
ELEXIS, and Nexus Linguarum. Additional networks, associations and projects rep-
resented by the respondents include ELRC, ELRA, ACL, EAMT, DARIAH and oth-
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ers. The areas in which the respondents are active covered the full range of LT. The
languages they focus on have a skewed distribution that reflects current imbalances
in the field in Europe as well as elsewhere, with English first by a large margin, fol-
lowed by the big official EU languages. The two main concerns expressed were the
insufficient support for basic research in NLP and LT and the fierce competition of
non-EU companies with the market disruption they cause. The survey answers to the
open-ended questions and views of the interviewed experts brought a host of opin-
ions and suggestions in several important directions, in particular: the higher and
even elementary education area, research funding, legal and regulatory obstacles, bi-
ases and privacy issues of various types, commercialisation difficulties and ways of
supporting such efforts, the need to coordinate efforts between national centres of
excellence vs. pan-European ones, etc.

The LT users and consumers survey brought together academic and commercial
stakeholders, language professionals and stakeholders from different sectors. It was
disseminated by the relevant ELE partners, i. e., ELEN, LIBER, ECSPM, NEM,
EFNIL and Wikipedia who promoted the survey targeting representatives of organ-
isations and communities of users and consumers. Based on the results, it can be
concluded that the most important finding is the respondents’ concern regarding the
differences in technological support between Europe’s languages, specifically the
poor technological support of minority, regional and lesser-used languages. The dif-
ferences in support are mainly reflected in differences in the quality and performance
of tools between the languages as well as in the availability of tools for a small group
of languages, while these same tools do not exist for many other European languages.
To achieve full DLE as a step to maintain and promote linguistic diversity, the survey
shows the necessity for action and calls for an implementation agenda with the ob-
jective of fostering and supporting a multilingual and linguistically inclusive Europe
that brings solutions to all European citizens that are relevant in the digital age.

An additional survey was carried out targeting EU citizens with the aim of taking
into account their opinions, individual needs, wishes, general demands and, impor-
tantly, to make sure that their voices play a decisive role in the pursuit of full DLE
supported by LT. The survey was disseminated in 28 countries with the help of a ser-
vice provider. Additional dissemination was carried out with the help of ELE part-
ners who promoted the survey on social media, within their networks and through the
ELE project website. While structured very differently than the stakeholder group
surveys, there are several similarities not only in terms of the scope of the analysis,
but also of the key results that were obtained: languages other than English are poorly
supported (with only a few exceptions) – something evident even from the distribu-
tion of languages that the respondents considered in their responses. These answers
show that raising awareness for the LT potential in Europe on a political and institu-
tional level is more important now than ever before. The European LT community
is in a position where change is needed in order to compete with innovative systems
and tools built elsewhere. On a political level, this involves more commitment from
the European institutions as well as those of the Member States.



262 Emma Daly, Jane Dunne, Federico Gaspari, Teresa Lynn et al.

References

Eskevich, Maria and Franciska de Jong (2022). Deliverable D2.3 Report from CLARIN. European
Language Equality (ELE); EU project no. LC-01641480 – 101018166. https://european-langu
age-equality.eu/reports/consultation-CLARIN.pdf.

Hajič, Jan, Tea Vojtěchová, and Maria Giagkou (2022). Deliverable D2.5 Report from META-NET.
European Language Equality (ELE); EU project no. LC-01641480 – 101018166. https://europ
ean-language-equality.eu/reports/consultation-META-NET.pdf.

Hegele, Stefanie, KatrinMarheinecke, andGeorg Rehm (2022).Deliverable D2.6 Report from ELG.
European Language Equality (ELE); EU project no. LC-01641480 – 101018166. https://europ
ean-language-equality.eu/reports/consultation-ELG.pdf.

Rufener, Andrew and Philippe Wacker (2022). Deliverable D2.4 Report from LT-innovate. Euro-
pean Language Equality (ELE); EU project no. LC-01641480 – 101018166. https://european-l
anguage-equality.eu/reports/consultation-LTInnovate.pdf.

Thönnissen, Marlies (2022). Deliverable D2.2 Report from CLAIRE. European Language Equality
(ELE); EU project no. LC-01641480 – 101018166. https://european-language-equality.eu/rep
orts/consultation-CLAIRE.pdf.

Way, Andy, Georg Rehm, Jane Dunne, Maria Giagkou, Jose Manuel Gomez-Perez, Jan Hajič, Ste-
fanie Hegele, Martin Kaltenböck, Teresa Lynn, Katrin Marheinecke, Natalia Resende, Inguna
Skadina, Marcin Skowron, Tereza Vojtěchová, and Annika Grützner-Zahn (2022a).Deliverable
D2.18 Report on the state of Language Technology in 2030. European Language Equality (ELE);
EU project no. LC-01641480 – 101018166. https://european-language-equality.eu/reports/LT-
in-2030.pdf.

Way, Andy, Georg Rehm, Jane Dunne, Jan Hajič, Teresa Lynn, Maria Giagkou, Natalia Resende,
Tereza Vojtěchová, Stelios Piperidis, Andrejs Vasiljevs, Aivars Berzins, Gerhard Backfried,
Marcin Skowron, Jose Manuel Gomez-Perez, Andres Garcia-Silva, Martin Kaltenböck, and
Artem Revenko (2022b). Deliverable D2.17 Report on all external consultations and surveys.
European Language Equality (ELE); EU project no. LC-01641480 – 101018166. https://europ
ean-language-equality.eu/reports/external-consultations.pdf.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://european-language-equality.eu/reports/consultation-CLARIN.pdf
https://european-language-equality.eu/reports/consultation-CLARIN.pdf
https://european-language-equality.eu/reports/consultation-META-NET.pdf
https://european-language-equality.eu/reports/consultation-META-NET.pdf
https://european-language-equality.eu/reports/consultation-ELG.pdf
https://european-language-equality.eu/reports/consultation-ELG.pdf
https://european-language-equality.eu/reports/consultation-LTInnovate.pdf
https://european-language-equality.eu/reports/consultation-LTInnovate.pdf
https://european-language-equality.eu/reports/consultation-CLAIRE.pdf
https://european-language-equality.eu/reports/consultation-CLAIRE.pdf
https://european-language-equality.eu/reports/LT-in-2030.pdf
https://european-language-equality.eu/reports/LT-in-2030.pdf
https://european-language-equality.eu/reports/external-consultations.pdf
https://european-language-equality.eu/reports/external-consultations.pdf
http://creativecommons.org/licenses/by/4.0/


Chapter 40
Deep Dive Machine Translation
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Goenaga, Jan Hajič, Manuel Herranz, Christian Lieske, Martin Popel, Maja
Popović, Sheila Castilho, Federico Gaspari, Rudolf Rosa, Riccardo Superbo, and
Andy Way

AbstractMachine Translation (MT) is one of the oldest language technologies hav-
ing been researched for more than 70 years. However, it is only during the last decade
that it has been widely accepted by the general public, to the point where in many
cases it has become an indispensable tool for the global community, supporting com-
munication between nations and lowering language barriers. Still, there remain ma-
jor gaps in the technology that need addressing before it can be successfully applied
in under-resourced settings, can understand context and use world knowledge. This
chapter provides an overview of the current state-of-the-art in the field of MT, offers
technical and scientific forecasting for 2030, and provides recommendations for the
advancement of MT as a critical technology if the goal of digital language equality
in Europe is to be achieved.1
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1 Introduction

Machine translation (MT) was one of the first application areas of natural language
processing (NLP). Starting from the first attempts to apply dictionary-based ap-
proaches right up tomodern neural network-based systems,MT has aimed to provide
automatic translation from one natural language into another.

Today, MT has become an important asset for multilingual Europe, allowing citi-
zens, governments and businesses to communicate in their native languages, break-
ing down language barriers and supporting the implementation of the European dig-
ital single market. For example, the eTranslation automated translation tool,2 de-
veloped by the European Commission, and its various adoptions (e. g., EU Council
Presidency Translator, Pinnis et al. 2021)3 provide reasonably good MT service in
24 EU official languages for governments, the public sector and SMEs.4 However,
MT support and the quality of its output still differ from language to language, and
from domain to domain. In particular, MT quality drops significantly when trans-
lation concerns less-resourced languages, speech or terminology-rich domains with
limited available data.

1.1 Scope of this Deep Dive

In 2012, theMETA-NETWhite Paper series (Rehm and Uszkoreit 2012) presented a
thorough analysis of Language Technology (LT) support for 31 European languages.
According to this study, for MT good support only applied to English and moder-
ate support to only two widely spoken languages (French and Spanish), leaving the
remaining 28 European languages in clusters of fragmented or weak or no support.

This chapter focuses on the MT landscape a decade after the publication of the
META-NET White Papers. We analyse progress in MT, identify the main gaps and
outline visions, the breakthroughs needed and development goals towards Digital
Language Equality (DLE) and Deep Natural Language Understanding (NLU) by
2030. We look at the current services and technologies offered by MT providers in
the European market. The dominance of global companies in the free online trans-
lation market and the risks for Europeans caused by this dependence are among the
key topics discussed in this chapter, especially to identify solutions going forward.

The main gaps are identified for four dimensions of MT: data, technology, ap-
proaches and legislation. We focus not only on data availability and usability and
the need for less-resourced technologies, but also discuss limitations related to multi-
modalMT.WhileMT technologies today are available for most European languages,
many of these languages are less attractive from a business point of view, and con-

2 https://webgate.ec.europa.eu/etranslation/public/welcome.html
3 https://www.eu2020.de/eu2020-en/presidency/uebersetzungstool/2361002
4 As of February 2022, eTranslation was used by 108 projects – 87 projects reusing eTranslation
and 21 projects committed to analysing or reusing eTranslation.

https://webgate.ec.europa.eu/etranslation/public/welcome.html
https://www.eu2020.de/eu2020-en/presidency/uebersetzungstool/2361002
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sequently they are not so well equipped with MT tools. Throughout the chapter, lan-
guage coverage is addressed as a key dimension for DLE. We also discuss legal and
ethical aspects related to the development, production and use of MT systems and
services. We analyse IPR and GDPR restrictions and the ‘fair use’ principle from the
developer’s perspective, and privacy and security issues from the user’s perspective.
Finally, all these aspects are taken into consideration from the perspective of their
impact on society, with a focus on Europe. The chapter provides a series of recom-
mendations on how to address the current limitations of MT technologies and how
to contribute to DLE as a crucial goal for Europe and its citizens.

1.2 Main Components

While different MT types (e. g., rule-based, example-based, statistical, hierarchical)
have been investigated, in this subsection we will focus only on the recent develop-
ment of Neural MT (NMT), based on an overview by Popel (2018). We present the
main MT components of the general NMT architecture and the currently most pop-
ular example: Transformer (Vaswani et al. 2017). There are many other components
related to MT, which are not described here, e. g., automatic speech recognition5
and speech synthesis, which are needed in the speech-to-speech translation pipeline;
cross-lingual information retrieval; multilingual summarisation; integration into pro-
duction systems and multilingual websites using suitable metadata formats.6

In NMT, each input sentence is first tokenised into a sequence of tokens. Themost
popular approach today is to split words into subword units (subwords, which need
not be actual words of the language or even morphemes). For example, the Ger-
man word Forschungsinstituten (‘research institutes’) may be encoded with three
subwords: Forsch + ungsinstitu + ten_. There are several algorithms for training
subword models (e. g., Sennrich et al. 2016b). NMT based on subwords shows bet-
ter results than early approaches based on words and recent approaches based on
characters (Libovický et al. 2022). Each token is represented as a real-value vector,
called (subword/word) embedding. Most NMT systems initialise embeddings ran-
domly and train them jointly with the whole translation, but pre-trained (contextual)
embeddings may be used as well, especially in low-resource settings.

NMT systems are based on an encoder-decoder architecture. The encoder maps
the input sequence to a vector of hidden states (sometimes called continuous rep-
resentation or sentence embedding). The decoder maps the hidden states into the
output sequence (of target-language tokens). Each hidden state usually corresponds
to one position (token) in the input sequence, so in general, the vector of hidden states
has a variable length. Early NMT systems (Sutskever et al. 2014) used only the last
hidden vector as an input for the decoder. Thus, the training was forced to encode all
the information about the input sentence into a fixed-length vector. Bahdanau et al.

5 See, for example, the reports of the ELITR project at https://elitr.eu.
6 https://www.w3.org/TR/mlw-metadata-us-impl

https://elitr.eu
https://www.w3.org/TR/mlw-metadata-us-impl
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(2015) introduced an encoder-decoder attention mechanism, where the decoder has
access to all of the encoder’s hidden states. This way, when generating each output
token, the decoder can attend to different parts of the input sentence. The encoder-
decoder attention mechanism circumvents the fixed-length sentence-representation
restriction and improves translation quality, especially on longer sentences.

The process of translating sentences (at test time) with a trained NMT model
is usually called inference. Most NMT systems use auto-regressive inference. This
means that the output sentence is generated token by token and after each token is
generated, its embedding is used as input for generating the next token. Decoding
finishes once the decoder generates a special end-of-sentence token.

The advantage of NMT systems is that all their components can be trained in an
end-to-end fashion unlike earlier data-driven approaches, where most components
had to be trained separately. NMT is usually trained using backpropagation optimis-
ing the cross-entropy loss of the last decoder’s softmax layer, which predicts output
token probabilities; there are also NMT systems optimising sentence-level metrics
(e. g., BLEU, Papineni et al. 2002, or simulated human feedback) with reinforcement
learning techniques (e. g., Nguyen et al. 2017). NMT usually uses teacher-forcing:
when generating the next word during training, it uses the previous word from the
reference translation as the input instead of using the previously predicted word.

The Transformer architecture follows the general encoder-decoder architecture,
but unlike earlier recurrent-networks it uses self-attention and feed-forward layers
in both the encoder and decoder. This allows training and partially also the decoding
process to be sped up thanks to better use of parallelisation.

Self-attention is based on a compatibility function which assigns a weight to
each pair of tokens, more precisely, to their vector representation on each layer.
Transformer uses multi-head self-attention, so multiple versions (heads) of the self-
attention function are trained for each layer. Figure 1 shows an example of visuali-
sation for different heads.

2 State-of-the-Art and Main Gaps

2.1 State-of-the-Art

Deep learning techniques have given a major boost to the area. The application of
neural networks to MT has opened the path to developing a universal engine whose
ultimate goal is a single model to translate between any arbitrary language pair. The
effects of different advanced approaches for multilingual MT models have been in-
vestigated by Yang et al. (2021), for example. They first explore how to leverage the
large-scale languagemodels created from the publicly availableDeltaLM-Largemul-
tilingual pre-trained encoder-decoder model (Ma et al. 2021) to initialise the model.
For efficient training, they apply progressive learning (e. g., Zhang et al. 2020) to cre-
ate a deep model from a shallow one. Additionally, they implement multiple rounds
of back-translation (e. g., Dou et al. 2020) for data augmentation purposes. While the
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Fig. 1 Visualisation of self-attention in a Transformer model trained on English→ German trans-
lation (adapted from Vaswani et al. 2017). Each head is visualised in a different colour and edge
weight is indicated by thickness. Each of the figures shows another attention head in encoder layer
5 (out of 6). The words in the left column in each of the three visualisations represent vectors corre-
sponding to these words on the input to the fifth layer of the encoder. The right-most figure shows
two attention heads, but focusing only on the word ‘its’ and illustrating coreference resolution.

results are very promising, they reflect a worrying trend: when English is involved
in the translation process either as a source or target language, the BLEU scores are
rather high. However, the results worsen considerably when translation in language
pairs without English is considered.

If we turn to the goal of achieving language equality, one of the most interesting
approaches is unsupervised MT (e. g., Artetxe et al. 2018) where no bilingual paral-
lel data is needed to train a fully working system. In recent years, this approach has
slowly been catching up with the translation quality obtained by supervised systems.
For instance, Han et al. (2021) build a state-of-the-art unsupervised NMT system de-
rived from a generative pre-trained language model. Their method is a concatenation
of three steps: few-shot amplification, distillation and back-translation (Sennrich et
al. 2016a). They first use the zero-shot translation ability of a large pre-trained lan-
guage model (GPT-3) to generate translations for a small set of unlabeled sentences.
In the next step they amplify these zero-shot translations by using them as few-shot
demonstrations for sampling a larger synthetic data set, which is then distilled into a
smaller model via fine-tuning to obtain a new state-of-the-art in unsupervised trans-
lation on the WMT14 English-French benchmark. While still restricted to a well-
resourced language pair, learning outcomes are promising for lower-resource pairs.

Within the industrial context, a look at providers’ solutions gives a clear overview
of the strengths of each company, as well as the issues that remain relevant regarding
the successful implementation of the technology. A key aspect that most companies
emphasise is the capacity for domain adaptation. This allows for engines that learn
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from domain-specific texts, avoiding the noise that expressions from other fields
might introduce in the learning process (e. g., Pangeanic, RWS, Tilde, Welocalize).
Further customisation is also highly valued, most frequently by refining their own
generic or domain-specific engine with a customer’s own data (e. g., Across, Lan-
guage I/O, Tilde). Alternatively, do-it-yourself MT opportunities are provided where
customers build their own system from scratch using just their own data.

The text type involved is also distinctive across companies, with some pushing for
real-time adaptive MT for email and chat (e. g., Language I/O), while others empha-
sise multimodality. When a level of accuracy and/or cultural adaptation is required,
MT is coupled with post-editing, which is implemented with functionalities directed
at professional translators or crowd-sourcing platforms (e. g., Lengoo, Unbabel).

Apart from the quality of the technology itself, seamless integration within ex-
isting localisation workflows is paramount for its successful adoption, as well as
scalability (e. g., KantanMT, Lilt, Tilde), open-source technology (e. g., Pangeanic,
Apertium) and speech MT (e. g., Papercup, Tilde). Additionally, privacy and secu-
rity are of huge interest as texts often include sensitive product or customer infor-
mation. The lack of understanding of how MT works and the unclear legal rights,
obligations and consequences of misuse cause clients to seek secure solutions (e. g.,
Across, Language Weaver, Pangeanic, Tilde).

There are numerous European companies providing MT tools and services, each
with their own strengths and limitations. However, it is tech giants such as Ama-
zon, Facebook, Google, Microsoft who set the standards and best practices for LT
development and provision. Most such companies are headquartered outside Europe
and so have business and societal objectives that do not always align with European
needs and goals. The dominance of those global companies exposes Europe’s lack
of market power which results in increasing market disparities.

The absence of a clear roadmap and support for LT at the European level results in
a disjointed European market with disparate support for the language communities
of Europe. Such a roadmap is crucially important now that MT is playing a key role
in communication activities across the globe. As a result, the demand for translated
content has reached an all-time high, but seems set to rise for the foreseeable future.

Nowadays, there are countless online MT sites for general use that offer access
to MT either from companies that make the systems freely available with some us-
age restrictions (Amazon, Google, Microsoft, DeepL, and Tilde among others) or
from public bodies that facilitate their custom-based MT capabilities (the European
Commission and the Basque and Latvian governments, among others, Skadins et al.
2020). People use these tools to translate a very diverse range of texts. While access
is fast and straightforward, they do present privacy risks and cultural bias. To this
day, the legal boundaries of text ownership and use are not fully regulated across
Europe. Also, the array of languages available is increasing, but it is the major lan-
guages that benefit from the advances first and foremost, with small and minority
languages often suffering from uneven and generally low quality.

MT has been available to the video game localisation industry for years without
much success given the need for highly creative and culturally adapted options, of-
ten with constraints dictated, for example, by available on-screen space. For current
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online collaborative games, in-game dialogue has become critical, as has the need
for instant translation between multiple languages. This has motivated some game
developers to explore the potential of MT in their localisation processes.

Medical translation is highly sensitive and requires the utmost precision. Given
the serious consequences of mistranslations, MT has been largely absent from this
area. However, it is time to push for MT accuracy and consistency, and accept noth-
ing short of high-quality translation (Haddow et al. 2021). MT could prove of great
assistance not only for written text but also in doctor-patient communication. While
medical interpreters remain the go-to specialists, often their services are not avail-
able. To facilitate this type of communication, systems that can specifically tackle
the local languages and those of the immigrants are essential. There are now a num-
ber of success stories that demonstrate the utility of MT in this field. For example,
in 2020 SDL made their MT system available to all engaged in COVID-19 medical
research;7 NAVER LABS Europe released an MT model for COVID-19 research;8
and, to make emergency and crisis-related content available in as many languages
as possible, Translators without Borders and several academic and industry partners
prepared COVID-19 materials for training MT models for nearly 90 languages.9

Public Administration – Making legal and administrative documents available in
at least the official languages of Europe is an obligation of national governments.
Given the intricacies of the texts, MT is not yet central in the translation process.
However, several initiatives such as ELRC10, ELRI11 and ELG12 (Rehm et al. 2023)
have curated and shared LRs that can improveMT services. Along the same lines, the
availability of high-quality NMT at different levels of public bodies, Member States
and public administrations has been put forward as a key priority for the European
Commission, particularly for under-resourced EU languages (see, e. g., the projects
NTEU and iADAATPA, Bié et al. 2020; Castilho et al. 2019). An excellent example
of the use of MT by EUCouncil Presidency staff members and public administration
translators is demonstrated by the eight EU Council presidencies that used the EU
Council Presidency Translator (Metuzale et al. 2020). The challenge is the provision
of this type of service not only for the 24 official languages, but for all languages
in Europe, promoting citizen equality and European cohesion, which are key to a
stable and unified view in the region.

To increase customers’ understanding of a product and to build trust, global con-
tent on an eCommerce website should be translated into the target customer’s lan-
guage. eCommerce companies require a mix of technical, highly accurate yet in-
formal, creative, and culturally aware translations. While that can be challenging
for MT, there are many companies (e. g., Lionbridge, Protranslating, Simultrans,
Smartling) that can help online business owners to make their content multilin-

7 https://www.biospace.com/article/releases/sdl-offers-machine-translation-free-of-charge-to-h
ealth-science-professionals-
8 https://europe.naverlabs.com/blog/a-machine-translation-model-for-covid-19-research
9 https://tico-19.github.io
10 https://www.lr-coordination.eu
11 http://www.elri-project.eu
12 https://www.european-language-grid.eu

https://www.biospace.com/article/releases/sdl-offers-machine-translation-free-of-charge-to-health-science-professionals-
https://www.biospace.com/article/releases/sdl-offers-machine-translation-free-of-charge-to-health-science-professionals-
https://europe.naverlabs.com/blog/a-machine-translation-model-for-covid-19-research
https://tico-19.github.io
https://www.lr-coordination.eu
http://www.elri-project.eu
https://www.european-language-grid.eu
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gual, with multiple plugins compatible with common Content Management Systems
(CMS) and eCommerce solutions in the market (WordPress, Drupal, Joomla, Ma-
gento and WooCommerce).

This short review shows that the current shortcomings of MT technology and
areas where effort should concentrate revolve around aspects that help increase trust
through increased accuracy, as well as through high cultural adaptation and creativity.
It is high time MT quality and suitability are accounted for not only by means of
usage-agnostic metrics, but also by customer experience measurements. It is clear
that a scenario where all citizens feel equal, with the same quality of language access
to resources, services and commerce, will considerably boost European cohesion.

2.2 Main Gaps

Data Availability and Data Quality – As stated in the EU Charter and the Treaty on
the EU, all 24 official EU languages are granted equal status. However, the META-
NET White Paper Series found that 21 of the 30 European languages investigated
were at risk of digital extinction. In addition to the official languages, there are over
60 regional andminority languages, as well as migrant languages and sign languages,
spoken by 40 to 50 million people. The negative consequences of this lack of re-
sources are twofold: 1. Europeans are not receiving the digital resources they are
entitled to; and 2. there is a lack of language data to train MT engines to mitigate
this problem. The OpenData Directive (2019/1024/EU) does not recognise language
data as a high-value data category. This means that it may not be clear what language
data exists for at-risk languages, or how data can be used for MT/LT development.
Moreover, availability does not guarantee usability. To be considered usable, lan-
guage data must meet certain criteria. For instance, to train high-performance NMT
systems, bilingual data needs to be clean and correctly aligned.

Domain-specific Data – NMT systems benefit from exposure to a wide variety
of data, including style and content variety. Likewise, while domain specificity is
important to tune an engine towards a particular field or subfield, expanding the
domain coverage usually brings benefits to the training of an NMT system. This
means that domain availability is almost as relevant as language availability. While
categories such as legal, financial, and technical are usually well covered in terms
of availability and suitability for a number of languages and language pairs, more
specific or uncommon domains may not have comparable amounts of training data
available. Moreover, there is generally a disparity between publicly available and
proprietary bilingual corpora. As a result, there is a gap in the availability of domain-
specific language data both in official and minority languages, which could lead to
the centralisation of some specialised fields over others, excluding speakers of less
supported languages in the long term.

The Compute Divide – With the paradigm shift to NMT, MT has become increas-
ingly computationally intensive. Access to hardware, experts, and involvement in
research has also shifted in such a way that elite universities and larger enterprises
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have an advantage due to their relative ease of access to compute power. According
to the ELE analysis on strategic documents and projects (see Chapter 44, p. 361 ff.),
there is a lack of necessary resources (experts, High Performance Computing, capa-
bilities, etc.) in Europe compared to large US and Chinese IT corporations that lead
the development of new LT systems. Furthermore, there is an uneven distribution of
resources, including scientists, experts, computing facilities, and companies, across
countries, regions and languages in Europe (cf. Rehm et al. 2023).

Multimodal MT – MT is commonly thought of as translating text to text, but mul-
timodal MT is also possible, although it is still in its early stages. Fields in which
further technological innovation would increase potential use-cases for MT include
image recognition, speech synthesis and automatic speech recognition. Image-to-
text translation makes use of Optical Character Recognition (OCR) to isolate text
in images. This technology is quite effective, and nowadays smartphone and tablet
users can generally avail of image translation services free of charge. However, OCR
software is not as widespread as standard text-to-text translation. Multiple factors
affect OCR accuracy, including coloured or decorative backgrounds, blurred texts,
non-Latin alphabets, larger or smaller letters, look-alike characters, and handwritten
text, all or any of which may result in nonsensical translations. Combining OCR
with text prediction may improve the accuracy of this technology. Audiovisual me-
dia is playing an increasingly central role in our lives thanks to AI-powered virtual
assistants and online streaming services. For this reason, the ever-growing demand
for translation of audiovisual content has sparked interest in the development of MT-
centric text-to-speech and speech-to-text applications. Moreover, the need for ac-
cessible content in the form of subtitles and audio descriptions for those who are
visually impaired, deaf, or hard of hearing has the potential to drive innovation in
MT. The Strategic Research Agenda developed by New European Media13 provides
a number of recommendations related to MT, including 1. streamlining the circula-
tion of audiovisual (or video) programs through MT, while humans focus on the
quality of work, for example; 2. encouraging synergies and convergence between
subtitling and the development of multilingualism or the integration of foreign mi-
grants, for example; 3. developing AI tools for automatic translation from speech
to subtitles, and text to/from sign language; and 4. developing AI tools for robust
automatic translation of subtitles. Training high-performance MT systems to trans-
late subtitles is particularly challenging. Rigid copyright laws in Europe forbid the
use of translations of copyrighted movies and audiovisual material, despite the fact
that this may constitute fair use. Compared to technical language, subtitles are often
more creative and idiomatic in nature, increasing the difficulty of translation and the
need for high volumes of good-quality training data.

Different Types of End Users – The language industry is often faced with pressure
to provide discounts when using MT under the premise that MT boosts productivity,
allowing linguists to post-edit more words per hour than if they were to translate
from scratch. While the advent of MT has allowed translators and linguists to spend
less time on repetitive content, productivity gains still depend on several other fac-

13 https://nem-initiative.org

https://nem-initiative.org
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tors, including the quality of the MT output and the complexity of the content or
domain. The pricing pressure often arises from a lack of consideration of these extra
factors which make post-editing a more complex task than it initially appears. Pro-
viding industry with the resources to better communicate these factors could be a
step towards relieving pricing pressure. Furthermore, LT has changed the role of the
translator.14 There tends to be a generational divide in attitudes towards the adoption
of MT in translation workflows among linguists, with some older linguists fearing
that MT threatens their job security. Younger linguists tend to have more positive dis-
positions due to proper training in such technologies being included in their higher
education courses. However, linguists play an important role in the assessment and
continuous improvement of MT engines, because there is no universal way to au-
tomatically evaluate MT quality. Therefore, while the role of traditional translators
might have changed, demand for linguists has remained high alongside the develop-
ments of MT. At the other end of the spectrum, the hype about the advancements of
AI andMTmight convince people with low levels of expertise into thinking that MT
is infallible (for clear demonstrations that the ‘human parity’ claims were less than
watertight, see Läubli et al. 2018; Toral et al. 2018). The wide availability of MT ap-
plications coupled with the sometimes deceptive fluency of NMT output may lead
users to avail of MT uncritically, without always understanding its pitfalls. Another
step in this direction includes educational publications, which address the technical
foundations of machine learning as used in MT as well as the ethical, societal, and
professional implications of its use (Kenny 2022).

Automated Evaluation of MT – Automated metrics are a cost-effective way of as-
sessing the quality ofMT output. Research in the field focuses heavily on developing
metrics that are able to show higher and higher correlations with human judgement.
As a result, different metrics are presented at conferences around the world every
year. Despite (or as a result of) their abundance, there is still a lack of agreement
among the MT community on a single metric which can be used universally to as-
sess the quality of MT engines prior to deployment. Adopting a single metric as a
standard would possibly allow for a widespread benchmarking of MT across Europe.

Bilingual Evaluation Understudy (BLEU, Papineni et al. 2002), for example, has
enjoyed perhaps the broadest use in theMT industry, despite its known shortcomings
with regards to neural MT. Many other metrics have been developed since BLEU,
and while they all have their pros and cons, the widespread use of BLEU has proven
that metrics can serve a purpose without being scientifically infallible.

Licensing – Translation memory and terminology data is often licensed for non-
commercial use only. When commercial licences do exist, their prices are often pro-
hibitively high. This acts as a major barrier to SMEs developing MT applications,
especially when there is a limited amount of data available.

Copyright – Copyright laws pose a further barrier in Europe. While copyright
law is subject to fair-use exceptions in countries such as the US, European law is far
less flexible, and severely restricts the use of parts of copyright works for purposes
such as data mining. If lawmakers could agree that using aligned translations of

14 We use the word linguist to refer to language professionals who translate, post-edit, and evaluate
LT among other tasks



40 Deep Dive Machine Translation 273

copyrighted data constitutes fair use, as far as it in no way impairs the value of
the materials and does not curtail the profits reasonably expected by the owner, LT
stakeholders could avail of this high-quality language data for the immediate benefit
of European language communities.

Legislative and Adoption Gaps – Despite the widespread celebration of multilin-
gualism in the EU, there is no common policy addressing language barriers as of yet.
We now provide a few examples of scenarios where multilingualism acts as a barrier
to people in times of crisis. It is fair to say that current legislation does not account
for these scenarios, resulting in critical gaps in services for communities in the EU.
Adopting MT in these areas could mitigate the difficulty sometimes caused by lan-
guage barriers, strengthening the position of multilingualism as a facet of European
identity. 1. the COVID-19 pandemic has shown the need for rapid dissemination of
information and guidelines in times of crisis. To give one example, in Ireland, the
provision of multilingual information was seen to be slow, and reactive, with even
the provision of information in Irish and Irish Sign Language being slow in the early
stages. The first recommendation made (O’Brien et al. 2021) is for state departments
to implement a coordinated approach to the provision of translated content in crises;
2. the requirement for all translations of personal documents to be stamped by a
sworn translator can increase the stress on civilians, adding costs and waiting times.
The repetitive nature of documents like these as well as their standardised terminol-
ogy are particularly well-suited to MT; 3. just as the Audiovisual Media Services
Directive boosted demand for text-to-speech and speech-to-text technologies, there
could be an increase in the demand for MT if policies necessitating the translation of
certain audiovisual material into all 24 official languages were introduced.While EU
law requires that the product descriptions of goods sold within the EU be translated
into the Member State’s official language, as of yet there are no such regulations
regarding product descriptions for cross-border eCommerce; 4. there is a gap in pub-
licly available MT services which cater specifically to the needs of people in Europe.
Users can globally avail of free-of-charge MT services but the multinationals who
provide the services could withdraw or start charging for them at any time.Moreover,
they do not cater specifically to the needs of European citizens.

Training NMT engines is resource intensive and has a heavy carbon footprint.
One area where the law is perhaps too relaxed is in relation to carbon emissions in
the field of AI research and development. Researchers have warned of the marginal
performance gains associated with expensive compute time and non-trivial carbon
emissions. Strubell et al. (2019) recommend that time spent retraining should be
reported for NLP learning models and that researchers should prioritise developing
efficient models and hardware. The EU has the opportunity to be a pioneer in training
and developing green LT by following and enforcing these recommendations.
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3 The Future of the Area

In this last section, we will examine the contribution of MT to DLE (Section 3.1),
briefly sketch the main breakthroughs needed (Section 3.2), discuss our main tech-
nology development goals and visions (Section 3.3) and describe the next steps to-
wards Deep NLU (Section 3.4).

3.1 Contribution to Digital Language Equality

Nowadays, due to globalisation, MT is essential for the development of society. Peo-
ple can access MT allowing for the democratisation of information in many lan-
guages. MT directly impacts the economy and cultural exchange between countries.
In various scenarios, human translators cannot meet the huge demand for translations
in a short time and at low cost. In such cases, MT is much faster and may require
less effort to post-edit than translating from scratch.

Massive amounts of parallel data are required to build solid MT systems. Parallel
data creation is costly in terms of time and resources. We contend that work done
for or by public administrations might offer a solution in this regard. The NEC TM
project,15 for example, calculated in its market study that European public adminis-
trations spend about 300 million Euros p. a. in translation contracts with language
vendors. This parallel data is mostly not requested back by institutions, many of
which operate in low-resource languages, but it should be made publicly available.
Data availability directly affects the availability and quality of MT, as well as the
contribution it can make to DLE and the wider society. These data pipelines can im-
prove local (national) technology, raise awareness of the fact that citizens are also
data producers, and improve and increase the availability and quality of MT. For
example, in the case of Catalan, having co-official status (in three Spanish regions)
kickstarted a series of administrative decisions that facilitated the creation of more
and more parallel data, which has been utilised by local MT companies. Societies
that care about data sovereignty and establish language data policies can facilitate
the growth of LT companies, which in turn can positively impact those societies.

Uses of MT are very varied, from customer reviews on travel sites to legal doc-
ument translation for public administrations. None of those uses and the business
intelligence that can be derived from them can happen without translation. MT not
only works for equality on dispute resolution or as a source of information for in-
sights at scale irrespective of the source, but also enables businesses to build on
those services, impacting the society they belong to. We cannot separate the use and
availability of the technology from its societal impact.

The ubiquity of MT services is an indisputable fact of current European digital
societies. It is now embedded in many services as a real-time high-quality commod-
ity. The ELE consortium has identified several day-to-day uses which illustrate how

15 https://www.nec-tm.eu

https://www.nec-tm.eu
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MT is used in very different spheres, including: 1. civil servants verify the national
legislation of other EU Member States by machine-translating it; 2. citizens com-
municate via MT when visiting other countries; 3. the general public use MT to un-
derstand social media conversations; 4. students machine-translate research papers;
5. eCommerce websites offer products online to consumers in multiple languages;
and 6. public administrations translate documentation for information exchange.

All these use-cases generate massive amounts of online data, that is not reused by
EU businesses and research groups. Worse still, it can happen that it is generated for
the benefit of the (non-European) free online tools providers to make their technol-
ogy more accurate. Access to massive amounts of data that is freely available and
provided by general users has scaled a lot of MT research, whilst it has provided
little in terms of open-source, generally available resources.

Whilst the majority of the talent in NLP and AI has been European, large-scale
developments are foreign to the EU or the result of private sponsorship. Heavy in-
vestment in MT research at universities over the years has created the know-how
and technical knowledge which has only rarely been exploited commercially (e. g.,
KantanMT, Iconic). The question for Europeans remains on the privacy of the data
used and how this data is transmitted. The MT landscape is dominated by large
non-European players and technology companies. DeepL is the only significant
EU-based provider, being sponsored by a German initiative born as a result of par-
allel text data collection over many years (Linguee). Most European MT compa-
nies remain fairly small and have much less impact (visibility) on society beyond
professional-level usage. The EU’s own service (eTranslation) is available for free
to public administrations and it also opened its services to SMEs in 2021.

A good example of increasing concerns comes from Switzerland, where DeepL
and Google Translate were recently banned at Swiss Post as external tools amid
concerns of privacy and data exploitation (access was later reopened, though). Swiss
Post declared that its staff should only use its ownMT technology, so no private data
or data belonging to the organisation would be sent to third parties.16 GDPR has
the potential to change things as privacy concerns become relevant to institutions
and enterprises, with EU projects such as MAPA17 providing accurate, open-source
anonymisation for public administrations. It remains to be seen how this potential
is exploited so that MT and general NLP solutions permeate and help create a more
data-based Europe, based on intelligent solutions with the citizen at its core.

3.2 Breakthroughs Needed

According to a competitiveness analysis ordered by the European Commission, the
position of the European MT market, as compared to that of North America and
Asia, is excellent for research and innovation, while it lags behind in terms of in-

16 https://slator.com/swiss-post-bans-deepl-backs-down-after-staff-uproar/
17 https://mapa-project.eu

https://slator.com/swiss-post-bans-deepl-backs-down-after-staff-uproar/
https://mapa-project.eu
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vestment, infrastructure and industry implementation (Vasiljevs et al. 2019). At the
same time, the study highlights that the market is fragmented, which causes seri-
ous issues for the level of intensity at which LT research can be conducted. While
in North America and Asia resources can be allocated to only a limited number of
languages, in Europe, resources must be distributed across a multitude of official
and unofficial EU languages. As a result, the scale at which European research can
be conducted is limited. Considering the massive infrastructure that is required to
train very large state-of-the-art MT/LT systems, Europe starts with a systemic hand-
icap. Looking forward to 2030, we expect the movement towards more efficient and
real-time translation to continue. Europe’s strong foundation in research and innova-
tion can compensate for the disadvantage European organisations have with respect
to infrastructure, provided that a concerted effort is undertaken in researching the
development of new hardware platforms and AI training paradigms.

For Europe, a breakthrough in these fields is needed to remain on par with the rest
of the world. Breakthroughs in the development of hardware platforms and training
paradigms are also warranted by several EU policies. Through the European Green
Deal18 and the Horizon EuropeWork Programme (European Commission 2021), the
European Commission has committed to making “Europe the world’s first climate-
neutral continent by 2050”, i. e., the economy must be transformed with the aim of
climate neutrality. More efficient AI infrastructure can help in reducing the amounts
of energy that are required for data storage and algorithm training. If we want MT to
become ubiquitous, especially in embedded devices, the hardware on which it runs
must be scaled down and the models that run on it must be adapted accordingly. Such
adaptation must occur with a minimal loss of quality, while increasing translation
speed and reducing power consumption. To achieve this, a breakthrough inMT hard-
ware and software codesign is required; both need to be developed in cooperation to
ensure that the capabilities of the hardware are aligned with the needs of MT training
and inference.

An equally fundamental breakthrough is needed in the understanding of how our
current algorithms work. Many NLP systems today are based on large pre-trained
language models which have demonstrated outstanding results on different tasks.
However, a boost in performance comes with a cost in efficiency and interpretabil-
ity, which “is a major concern in modern Artificial Intelligence and NLP research,
as black-box models undermine users’ trust in new technologies” (Fomicheva et al.
2021). The EU Coordinated Plan on Artificial Intelligence (ECPAI, European Com-
mission 2018) recognises this problem and advocates the need for trustworthy AI,
mainly from the perspective of the end-user, but interpretability and explainability of
AI models are also of great importance for the scientific community. If researchers
wish to improve their algorithms, they must gain a deeper understanding of what
causes models to behave the way they do, in order to prevent models from perform-
ing poorly or from acting in a gender- or culturally-biased manner.

The ECPAI correctly states that “[f]urther developments in AI require a well-
functioning data ecosystem built on trust, data availability and infrastructure”, but

18 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52019DC0640
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it underestimates the effect that one of its cornerstones has had on data collection in
the field. According to the plan, “[GDPR] is the anchor of trust in the single market
for data. It has established a new global standard with a strong focus on the rights
of individuals, reflecting European values, and is an important element of ensuring
trust in AI. […] The Commission would like to encourage the European Data Pro-
tection Board to develop guidelines on the issue of the processing of personal data
in the context of research. This will facilitate the development of large cross-country
research datasets that can be used for AI.” (European Commission 2018).

Unfortunately, GDPR has had an adverse effect on a large part of the European LT
industry. Stakeholders in data management, publication and collection have come to
incorrectly assume that all data is personal by default, as an overly cautious measure
to comply with GDPR. This is especially true for human language data, since it has
no fixed schema indicating when personal details may occur. As a result, expensive
legal counsel and tools for anonymisation are applied in situations where they could
be avoided or are not necessary at all. In addition, non-European AI companies have
been able to operate without GDPR restrictions, which has given them a considerable
competitive advantage over EU companies.

Although the ECPAI has foreseen a framework for the free flow of non-personal
data in the European Union (European Union 2018b), including the creation of com-
mon European data spaces in a number of areas, and a proposal for a directive on
the reuse of public sector information (European Union 2018a), the process of ob-
taining linguistic data that has been created using public funding is currently far too
cumbersome and pull-oriented. The data resulting from public procurement proce-
dures has a tendency to remain locked up in privately-owned data silos, while the
research community and LT industry must go to great lengths to identify and recon-
struct the public part of this data using NLP tools (see, for example, Koehn 2005). A
crucial breakthrough could be achieved if existing policy frameworks were adapted
to make it mandatory for Member States to make all data in natural language-related
workflows publicly available. It is the LT industry’s mission to reconstruct human
thought processes in an automated way. Human operations on linguistic data such as
translation, revision and correction of translations, summarisation, etc. can provide
the necessary data points to train AI algorithms to achieve this mission. A policy-
inspired push model would be greatly beneficial for the development of all related
research domains. As a first step, public service administrators should bemade aware
of the value of their human workflows. As a second step, the IP resulting from pub-
lic service workflows should be publicly released by default. Finally, workflow data
should be made discoverable in a publication/subscription manner, so it can be easily
picked up by interested parties.

Although MT has taken a big leap forward with the advent of neural systems,
some types of translation remain very difficult. If we want MT to become pervasive
for problematic text types (spreadsheets with tabular data, metadata fields, etc.), the
problem of context modelling needs to be addressed. For textual translation, incor-
porating ontological information may help. Continued development on multilingual
lexical resources will be required for this. For multimodal settings, extra-lingual con-
text must be incorporated to improve results. Context modelling is not only required
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to deal with short sentences or phrases, but also to obtain more cohesive translation
across larger volumes of text. NMT systems have improved over SMT, but have not
yet succeeded in efficiently incorporating basic grammatical relations between sen-
tences and paragraphs. Since the majority of human language is produced outside of
written texts, extra-lingual cues are often required to decode a message adequately
and to translate it correctly. To enable better modelling of multimodal environments,
we not only need research into how modalities can enrich one another, but also in
how training and test sets can be constructed to achieve better modelling.

In terms of the development of data, two important breakthroughs which must
be achieved are 1. the creation of new data sets, and reiteration over existing data
sets; and 2. policy support for public data reuse. Ideally, new data annotation efforts
should build upon existing work. For example, for document-level NMT this can
be done with limited effort, as demonstrated in the WMT19 campaign (Barrault et
al. 2019). For video and audio content, it will most definitely require more work,
but with existing NLP technology it is not unthinkable that EU Parliament sessions
could be semi-automatically linked with related video and audio content to create an
annotated corpus that can be used for both building newNMT systems and analysing
the contribution of multimodal features towards translation quality.

There are various other fields and areas in which further breakthroughs are
needed, some of which are novel methods for document-level MT (with a focus on
coherent translations of whole texts and documents), the integration of visual and
audio features into MT approaches and engines as well as improved explainability
(see Bērziņš et al. 2022). Another field is quantum computing, where more research
is needed on how MT, and NLP in general, can be reframed as a quantum comput-
ing problem. Current work is still laying the foundation for future developments,
because the hardware needed is not available yet. But it is important to note that the
first theoretical steps towards reformulating MT and NLP as quantum computing
problems have already been made.

3.3 Technology Visions and Development Goals

The strategy of building huge MT models by collecting all available data coming
from many different domains (and also languages in current multilingual systems)
should be complemented by developing smaller models, too. These small(er) mod-
els should be trained using the largest possible set of available information, helping
under-resourced languages and domains by appealing to knowledge from higher-
resourced ones. One of the current problems is that if this results in a single huge
model, most practitioners cannot run the model owing to hardware constraints, so
smaller models adapted to particular language pairs and domains need to be made
available. This would have several benefits: such models would be easy to integrate
and use on any device, provide high-quality translations for all domains and lan-
guages, and also be greener by requiring fewer computational resources.



40 Deep Dive Machine Translation 279

The future publicly available MT systems should be less dependent on large com-
panies, especially those which are not European. The risk is that what is freely avail-
able now could (easily) be taken away if those companies – none of them MT com-
panies per se, note – find a way to increase revenue in other directions, so that they
deprecate their MT offerings, as has happened with other services provided by these
large corporations.

Another challenge of the current systems is represented by various biases in the
models, such as gender, racial and ethnic bias (Vanmassenhove et al. 2019). Such bi-
ases replicate regrettable patterns of socio-economic domination that are conveyed
through language, since these biases are present in the training data and are then am-
plified by models which tend to choose more frequent patterns and discard rare ones.
In the future, ethical and fair MT should not further propagate notions of inequality,
but rather foster an inclusive society based on acceptance and respect.

More and more NMT systems are being developed which go beyond the single
sentence level (e. g., Lopes et al. 2020), using a variety of different approaches: tak-
ing into account source- or target-language context, or both. Another interesting
avenue being pursued is that different context spans have been investigated, rang-
ing from a single preceding sentence to the entire ‘document’. While this might be
straightforward for news articles and user reviews, the situation is different for lit-
erary texts or movie subtitles, to name but two. Future systems should be able to
identify which sentences benefit from the availability of context, and then find that
context. This task is far from trivial because relevant information can be found in
different places, sometimes even beyond the given text, such as the topic of the text,
the gender of the writer/speaker, or even general world knowledge.

Such external information can go beyond text data and include images, videos, ta-
bles, etc. by developing multimodal MT systems (Yao andWan 2020). Such systems
currently include image information to help in the translation of image captions. Fu-
ture systems should combine sources of information which go beyond this, so that
an image of a product can help disambiguate words in the description or review
of the said product, for example. Multimodal models should also include sign lan-
guage translation, which currently relies mainly on computer vision methods. Sign
language MT should use models based on both images and natural language.

Training data, crucial to building models, should receive more attention. Cur-
rently, the majority of MT systems are trained on large amounts of data covering
only a small amount of languages, language pairs and domains. While progress in
MT is mainly measured under high-resource conditions, the majority of domains and
languages, including many of those spoken in Europe, are under- or low-resourced.
Future systems should be able to cover all European languages as well as language
pairs (not always including English or some other higher-resourced language), and
be trained on many different domains and genres. For this to work for all – and not
only for big companies and leading research teams – the availability and quality of
training data should be increased. Attention should also be given to languages where
there is no written tradition, in which case spoken-language data needs to be sourced.

While techniques such as multilingual models, unsupervised MT, synthetic data,
and transfer learning are all helping, if there is not enough good-quality data for
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a language (pair), then such methods will not reach the goal of high-quality MT, in
which case novel methods and research breakthrough will be needed in this direction.

The test sets used for assessing MT systems should receive more attention, too.
Currently, a large number of research publications use news articles coming from
shared tasks. Researchers test their systems on these texts and report improved au-
tomatic scores. However, some of the human translations in these test sets used as
references for automatic scores are of poor quality (Toral et al. 2018). The shared
task organisers cannot be blamed for this situation, as they do the best that they can
with the limited budgets that they have. Still, these human translations should be thor-
oughly examined in order to discard the inappropriate ones and keep only the good
ones for long-term testing. Note that in light of the comparison between MT outputs
and human translations carried out in recent years where claims of “human parity”
have been investigated, the quality of human translations used in MT evaluation has
to be high (Toral et al. 2018; Läubli et al. 2018).

In addition, other test sets coming from different genres and domains need to be
more widely used. A vast amount of systems are currently tested only on a limited set
of domains, news being the predominant one, while many genres and domains are as
yet hardly covered by current research, such as user-generated content (which itself
is not a homogeneous genre), despite having great potential for future growth. In the
long run, we strongly contend that MT systems should be tested on a large number of
different domains and genres, and for an ever-increasing range of languages in order
to help facilitate DLE. In this regard, the rise of NMT and its increasing quality have
led to more and more challenge test sets (or test suites). These specified test sets
enable better understanding of certain (linguistic) aspects which cannot be properly
assessed in standard ‘natural’ test sets. The development and creation of such test
sets necessitate a large amount of human expertise, time and effort. In the future,
they should be easy and fast to create for any language pair.

As for the evaluation process itself, automatic metrics remain invaluable tools
for the rapid development and comparison of MT systems. They have been devel-
oped and improved constantly, with more and more metrics coming onstream each
year. However, a number of challenges remain. Perhaps the most significant is that
the community still relies to a large extent on BLEU, despite there being a large
body of research pointing out its drawbacks. Future systems should be evaluated by
new metrics which represent better approximations of human judgments and also
ideally abandon the dependence on human reference translations, which is a serious
limitation. Recently, more and more metrics based on neural networks and/or word
representations have emerged which show better correlation with human judgment
and do not require reference translations. However, these metrics have another limi-
tation: they require labelled training data which as we have pointed out are available
only for a limited number of language pairs and domains. Future automatic metrics
should be equally valid without such constraints. In addition, all future automatic
metrics should be able to evaluate MT output taking the context into account in or-
der to be more reliable (Läubli et al. 2018; Castilho 2021).

Manual evaluation of translation quality, despite its disadvantages (time- and
resource-intensive, as well as being subjective), remains the gold standard, both for
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evaluating MT systems and for developing suitable automatic metrics. That being
said, the design of experiments and the standard method of reporting the results is
far from perfect. Different papers use the same quality criterion name with different
definitions, or the same definition with different names. Furthermore, many papers
do not use any particular criterion, asking the evaluators only to assess “how good”
the output is. We assert that any idea of a single standard general unspecified notion
of quality should be abandoned, and factors like the context in which MT is to be
used together with appropriate quality aspects should be considered, as pointed out
by Way (2013) and Mason (2019). These aspects might include adequacy/accuracy,
readability/comprehension, appropriate register, correct terminology, or adequately
fulfilling a particular task. Consequently, metrics should be created with such crite-
ria designed in from the outset, and not only to provide a general unspecified score
which is meaningless to most people.

Furthermore, recent research has found that readers tend to fully trust fluent trans-
lations as well as comprehensible translations even if they contain severe adequacy
errors which change the actual content and deliver completely different information
(Popović 2020; Martindale et al. 2021). Therefore, future automatic metrics should
provide confidence indicators for translations in order to inform users about the level
of trust they should have in the MT output they are reading.

Allowing users to interact naturally with machines via speech has the potential to
greatly transform, enhance and empower work, leisure and social experiences. The
increasing quality of MT and the expanding preference (especially among younger
users) for voice-based interaction with devices points to more and more applications
for speech-to-text and speech-to-speech translation. This means, of course, not only
that spoken language input should become more and more a topic of close attention,
but also that more data of exactly the right type needs to be available. By 2030,
it is likely that the Automatic Speech Recognition-MT-Speech Synthesis pipeline
will have been replaced by more direct approaches which model spoken language
translation as an end-to-end process (Gangi et al. 2019), but clearly more work needs
to be done in this regard.

Sign language translation should be widely available for many domains to break
down language barriers for deaf and hearing-impaired users so that they can access
information like the rest of society. For this to be done properly, sign language trans-
lation needs to include language features in addition to image features. In addition,
it should not only be translated from/into text but also from/into speech.

It is more and more the case that MT is being used for expanding other NLP tasks
(e. g., text classification, topic modelling, sentiment analysis) to multiple languages.
Usually, full translation is carried out and then the labels for the original source lan-
guage together with the translations are used for training classifiers in the new target
language. However, for such tasks, where the translated text is not used directly,
quality criteria might be rather different, and full translation might not be necessary.
Extracting different representations from various layers could be even better suited
for certain tasks, so this option should be made easily available in futureMT systems.
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3.4 Towards Deep Natural Language Understanding

Applying a purpose- and communication-oriented view on MT allows us to discuss
the extent to which MT needs (deep) NLU, since it helps to put the prevailing MT-
related metrics – not related to purpose and communication aspects – in perspective.
Accordingly, claims related to MT reaching parity with human translations are mis-
leading since the metrics to measure this via reference translation data are too limited
to address whether the intended communication has fulfilled its purpose when this
is related to reader impression and style.

With a view on communication success, it becomes obvious that MT – core tech-
nology, evaluation methodologies, metrics and data for training and evaluation –
needs NLP that goes beyond traditional capabilities such as detection of terms, key-
words, labels, entities, relations, and sentiments. These capabilities – often referred
to as ‘deep’ NLU – will be aware of context and able to consider annotations/meta-
data. Context and annotation awareness will allow MT to generate texts that are
faithful to the intended communication (input view), take translation purpose/spec-
ifications/requirements into account (sender view), and show consideration of the
reader/listener (output/consumer view).

OnlyMTwith deepNLUwill, for example, be able to efficiently support a human-
to-human or human-to-machine conversation that exhibits qualities like being con-
textualised, adaptive, personalised, and knowledge-rich. The following ingredients
currently seem to emerge as important elements for next-generation MT (based on
Deep NLU): 1. existing standards related to annotations; 2. the FAIR data principles
as backbones of investment protection, and ‘responsible MT’; 3. experts like trans-
lators, domain specialists, modellers, data scientists for curation; 4. more open, stan-
dardised, flexible and robust technologies for all dimensions of data management;
and 5. large, multilingual translation models that are safe to use and can easily be
adapted for resource-sparse computing environments, to specific tasks and domains,
and for low-resource languages.

4 Summary and Conclusions

Nowadays MT is widely used by the general public, public sector and government
agencies, SMEs, LSPs and many other industries. This will continue to grow, cover-
ing new application areas to support Europe’s digital single market as well as DLE.
Looking forward to 2030, we expect the movement towards deep NLU to enable ef-
ficient, real-time translation to support human-to-human or human-to-machine com-
munication.

Despite the widespread celebration of multilingualism in the EU, there is no com-
mon policy addressing language barriers. So far, the absence of a clear roadmap
and support for LT at European level has led to an incohesive, fragmented European
market with disparate language support for the language communities of Europe.We
hope that the ELE SRIA (Chapter 45) will have positive effects in this regard.
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There is also a gap in publicly available MT services which cater specifically to
the needs of people in Europe. Users around the world avail of free-of-charge MT
services provided by global companies. The risk is that what is freely available now
could (easily) be taken away if those companies find a way to increase revenue in
other directions. The future publicly available MT systems should not depend on
non-European multinationals.

With the help of neural networks, MT has recently improved significantly in its
quality, consistency and productivity. However, in many cases the focus of new tech-
nologies is still on well-resourced languages, limiting diversity and reinforcing ex-
isting disparities. Furthermore, explainable and interpretable machine learning is at-
tracting more and more attention, and a fundamental breakthrough is needed in the
understanding of how current MT algorithms work.

The increasing quality of MT and the expanding preference for voice-based inter-
action points to applications for speech-to-speech translation and multimodal MT in
order to break the language barrier for human communication.

Publicly available multilingual data should include a greater diversity of domains
and languages, so that building high-quality MT systems becomes an option for
all. Collection of usable language data is particularly important. If lawmakers could
agree that using aligned translations of copyrighted data constitutes fair use, LT stake-
holders could immediately avail of this high-quality language data. There is also a
disparity between publicly available and proprietary bilingual data. A crucial break-
through could be achieved if policy frameworks make it mandatory for Member
States to make all data in natural language-related workflows publicly available.

Increased attention should be paid to the human judgments used for tailoring the
automatic metrics, as well as to manual evaluation in general. There is also a lack
of necessary resources (experts, HPC capabilities, etc.) compared to large US and
Chinese IT corporations. There is also an uneven distribution of resources across
countries, regions and languages.

Finally, the hardware on which MT runs must be scaled down. By ensuring that
the capabilities of the hardware are aligned with the needs of MT training and infer-
ence models, smaller models would be easy to integrate and use on any device and
also be greener by requiring fewer resources. The EU has the opportunity to be a
pioneer in green LT by developing efficient models and hardware.

At the level of policies/instruments, much more synchronisation of activities be-
tween national and international bodies is necessary. A desirable approach for the
efficient and homogeneous implementation of policies towards DLE would be more
equal support for all EU languages, including equal involvement of national research
communities.
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Abstract This chapter provides an in-depth account of current research activities
and applications in the field of Speech Technology (ST). It discusses technical, sci-
entific, commercial and societal aspects in various ST sub-fields and relates ST to the
wider areas of Natural Language Processing and Artificial Intelligence. Furthermore,
it outlines breakthroughs needed, main technology visions and provides an outlook
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1 Introduction

Speech – as the most natural manner for humans to interact with computers – has
always attracted enormous interest. Speech Technology (ST) has been a focus of
research and commercial activities over the past decades. From humble beginnings
in the 1950s, they have come a long way to current state-of-the-art approaches.

Stimulated by a shift towards statistical methods, the 1980s witnessed an era
of Hidden-Markov-Models (HMM), Gaussian-Mixture-Models (GMM) and word-
based n-gram models combined into speech recognition engines employing ever
more refined data structures and search algorithms (Jelinek 1998). The availability of
data to train these systems was limited to only a few languages, often driven by secu-
rity and commercial interest. Even then, work on neural networks (NN) was already
being carried out and viewed by many as the most promising approach. However, it
was not until later (2000s) that the availability of training data paired with advances
in algorithms and computing power finally began to unleash the full potential of NN-
based ST. Especially over the past couple of decades, ST has evolved dramatically
and become omnipresent in many areas of human-machine interaction. Embedded
into the wider fields of Artificial Intelligence (AI) and Natural Language Processing
(NLP), the expansion and scope of ST and its applications have accelerated further
and gained considerable momentum. Recently, these trends were complemented by a
paradigm shift related to the rise of language models (Bommasani et al. 2021), such
as BERT (Devlin et al. 2019) or GPT-3 (Brown et al. 2020): models trained on a
broad scale, adaptable via fine-tuning and able to perform very well on a wide range
of tasks. Substantial advances in algorithms and high-performance hardware have
led to massively increased adoption and further technological improvements. With
speech and natural language forming fundamental pillars of human communication,
ST may now even be perceived as “speech-centric AI”.

With the emergence of intelligent assistants, ST has become ubiquitous, yet many
ST systems can only cope with restricted domains and can be used only with the
most widely spoken languages. For languages with a low number of speakers, ST
systems are still all but absent or severely limited in their scope. Recent advances in
Machine Learning (ML) and ST have begun to enable the creation of models also for
such less well-resourced languages. However, these approaches are generally more
complex, expensive and less suitable for wide adoption. While recently presented
results indicate that novel approaches could indeed be applied to address some of
the challenges related to low-resourced languages, the scope of their application and
inherent limitations are still the subject of ongoing research (Lai et al. 2021).

STs have been investigated and researched in their own right. However, their full
potential often only becomes evident when combinedwith further technologies form-
ing intelligent systems capable of complex interaction, encompassing a diverse set
of contexts and spanning multiple modalities. To the casual user, individual compo-
nents then become blurred and almost invisible with one overall application acting
as the partner within an activity which may otherwise be carried out together with
a fellow human being. In this setting, the aggregation of technologies goes beyond
narrow and highly specialised systems towards combined and complex systems, pro-
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viding a notion of a more general and broader kind of intelligence. Speech and lan-
guage, as the most natural vehicles for humans to communicate with machines, thus
become the gatekeepers to and core of a broader kind of AI.

1.1 Scope of this Deep Dive

The scope of this deep dive encompasses a wide range of STs including language
identification, speaker recognition, automatic speech recognition, technologies ad-
dressing paralinguistic phenomena as well as text-to-speech. It gathers and synthe-
sises the perspectives of European research and industry stakeholders on the current
state of affairs, identifies several main gaps affecting the field, outlines a number of
breakthroughs required and presents the technological vision and development goals
for the next years. In line with the other deep dives in this book, we adopt a multidi-
mensional approach where both market/commercial as well as research perspectives
are considered and concentrate on the following aspects: technologies, models, data,
applications and the impact of ST on society. The tendency for the combination of
technologies intomore powerful systems, encompassing several individual technolo-
gies and models, has become apparent and is reflected throughout this chapter.

1.2 Main Components

STs encompass technologies on the recognition as well as production side of speech.
They comprise a wide spectrum of sub-fields such as automatic speech recognition
(ASR), the identification of language or dialects, speaker recognition/identification
(SR/SID), the detection of age and gender, emotions, paralinguistic traits and the
production of synthesised speech (often called text-to-speech).

2 State-of-the-Art and Main Gaps

2.1 State-of-the-Art

Traditional ASR systems consist of components for audio pre-processing, an acous-
tic model, a pronunciation model as well as a language model defined over units of
a lexicon. Within a search algorithm, these elements are combined to produce the
most likely transcript given the input audio. In this scheme, models generally are of
a generative nature and optimised individually. Since the early 2000s, these compo-
nents are being replaced with deep neural networks (DNNs). This change was made
possible by advances in algorithms and models as well as the massive increase in
available training data and computing power (GPUs). As a result, word error rates
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(WERs) could be reduced considerably in many domains and languages. However,
the performance of ASR systems still varies dramatically depending on the domain
and language, with low-resource languages still exhibiting WERs resembling those
of English many years ago.

For applications in practice (“ASR in the wild”), hybrid systems combining el-
ements such as HMMs and DNNs still dominate the state of play. As such, they
can still be regarded as state-of-the-art outside of research labs. Toolkits like Kaldi
provide a sound basis for the development of systems for research as well as com-
mercial environments. Novel approaches in the area of self-supervised learning, e. g.,
Wav2Vec 2.0 by Facebook (Baevski et al. 2020), focus on leveraging vast amounts
of unlabelled data. Latent representations of audio are produced representing speech
sounds similar to (sub-)phonemes which are then fed into a Transformer network.
This approach has been shown to outperform other typical paths of semi-supervised
methods, while also being conceptually simpler to implement and execute. The pos-
sibility to employ smaller amounts of labelled data as well as being able to train
multilingual models provide strong arguments for such approaches.

Typically, ASR outputs unstructured and normalised text without punctuation
marks. This is not problematic in use-cases where the user input is short and con-
cise, e. g., when asking a question to a virtual assistant. However, when generating
transcripts for longer speech, it is crucial to restore punctuation to improve read-
ability and provide structure to the transcript. Moreover, punctuation is relevant for
further downstream tasks such as named-entity recognition (NER), part-of-speech
(POS) tagging and machine translation (MT). Recognition errors introduced by ASR
may lead to cascaded errors in these tasks, e. g., for MT (Ruiz et al. 2019).

State-of-the-art SR systems use neural networks to extract a representation (em-
bedding) for the speaker in an utterance. The input to the network typically consists
of features extracted from frames of 20-30ms, although there are also ongoing ef-
forts to take the raw waveform as an input. Embeddings are then compared in order
to decide whether they are from the same person or not. Typical NN architectures
for embedding extraction are TDNN, ResNet, or LSTM. The standard choice of
backend is a generative model: Probabilistic Linear Discriminant Analysis (PLDA).
Recently, using cosine similarity plus an affine transform has proven to yield com-
petitive performance. An advantage of generative backends is that scoring with dif-
ferent numbers of enrolment utterances becomes trivial. In addition to variations of
the embedding extractor architecture, many recent research efforts have focused on
the training objective. If the task at hand is verification, the most intuitive manner
would be to train the extractor for this task. However, in practice, it often works bet-
ter to train the extractor for classification. That is, for a training utterance the network
should classify who among the speakers in the training set speaks in the utterance.

State-of-the-art language identification (LID) systems are based on DNNs ingest-
ing sequences of frame-level features as input, processing them and applying a pool-
ing mechanism to obtain an utterance level representation which is eventually classi-
fied. During training, this whole chain is performed in an end-to-end (E2E) fashion.
In testing, either the trained DNN is used directly for classification or the utterance
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level representations can be extracted and used in a simple backend for classification,
e. g., a Gaussian linear classifier.

In the field of Speech Emotion Recognition (SER), a wide range of methods have
been used to extract emotions from signals. Similar to other ST domains, Deep Learn-
ing is rapidly becoming the method of choice and several E2E models have been
proposed (Tang et al. 2018). Unlike ASR, these have not yet become part of our
everyday lives. To achieve this goal, SER systems require more accurately labelled
data to improve training accuracy, more powerful hardware to speed up processing,
and more powerful algorithms to improve recognition rates. In addition, further in-
sights from fields such as psychology or neurology may be required. Detecting the
cognitive states and reactions of a user is a step towards designing proactive systems
capable of adapting to the user’s needs, preferences and abilities. As in other related
ST-fields, the detection of personality traits, mood disorders, signs of depression
and other medical conditions has found its application in recent years. Techniques
based on automatic processing of the voice signal have been used for language and
cognitive assessments. These approaches provide the means for quantifying signal
properties relevant for the detection of specific pathologies. Due to the development
of automatic methods facilitating the evolving control of a wide population suffering
from Alzheimer’s disease, a number of industry applications aimed at the detection
of neurodegenerative disorders have been introduced.

Neural networks have greatly impacted the speech synthesis field by improving
the quality and naturalness of synthetic voices compared to traditional systems and
by enabling training in an E2E fashion. While traditional multi-stage pipelines are
complex and require extensive domain expertise, E2E systems reduce the complex-
ity by extracting the audio directly from the input text without requiring separate
models. E2E text-to-speech (TTS) systems have shown excellent results in terms
of audio quality and naturalness. However, they usually suffer from low training
efficiency, requiring large sets for training. Full E2E architectures have been pro-
posed, e. g., FastSpeech 2 (Ren et al. 2021). These systems produce spectrograms
from text by applying an encoder-decoder architecture that produces a latent repre-
sentation of the input text (or phonetic transcription) which is subsequently trans-
formed into spectrograms. These systems provide outstanding results in terms of the
quality and naturalness of the generated voices but require large amounts of high-
quality recordings to be trained properly. Efforts are being made to deploy these
systems for low-resource languages by improving data efficiency, applying trans-
fer learning or training multilingual models. Other areas of intense research activity
are style transfer, controllable and expressive voice generation, new efficient neural
vocoders and speaker adaptation with a reduced amount of data. Regarding expres-
sive speech synthesis, Global Style Tokens (Wang et al. 2018) represent one of the
most common approaches. It consists of a reference encoder, encoding the speech
Mel-spectrogram, and a style token layer, learning different prosodic aspects in a set
of trainable embeddings. The reference embedding is compared with each style to-
ken with the help of a sequence-to-sequence multi-head attention module, forming a
weighted sum of the style tokens called “style embedding”. This style embedding is
then concatenated to the text encoder output, thus conditioning the Mel-spectrogram
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synthesis on both text and encoded prosody of the speech. Other popular methods
include Flowtron (Valle et al. 2021), Mellotron (Valle et al. 2020), and Ctrl-P. De-
veloping high-quality synthetic voices with DNN-based techniques requires large
amounts of high-quality recordings from a single speaker. This requirement is often
difficult to fulfil, especially for minority languages and dialectal speech. The gen-
eration of new synthetic voices is also hindered by this extensive data requirement.
Efforts are being made to share data among languages and speakers in order to train
the common aspects more robustly. Multi-speaker and multi-language modelling is
a common strategy in DNN-based TTS synthesis to achieve improved voice quality
with a reduced amount of data from a single speaker. However, the quality of these
voices is not yet comparable to those obtained with large databases.

2.2 Main Gaps

While ST has found its way into a series of application fields, various important
issues have not been addressed thoroughly and remain active areas of research. In
the following, we review the main gaps and present them in the context of global
and regional business activities, requirements related to the availability of qualified
personnel, privacy and trust concerns, as well as technical and end-user perspectives.

Effects of scale – A trend towards increasingly complex E2E systems can be ob-
served in all areas of ST. Due to the extreme demand on resources, e. g., data, com-
pute, energy, or infrastructure, the construction of such models is limited to a handful
of actors. The activities to make pre-trained language models available for transfer
learning and fine-tuning and to allow others to also participate in major advances are
certainly beneficial. However, the extent of this transfer and level of control in the
hands of a few institutions poses a risk to other actors, to the market and potentially
even to innovation in the sector as a whole. Compared to the US and China, Euro-
pean players are at a stark disadvantage concerning resources, i. e., data, technology
and funding. Academic institutions risk lagging behind industrial research due to a
lack of resources and may have to rely on national initiatives to keep up.

Trained personnel and expertise – A further gap, concerning all areas of speech
processing, can be identified in the scarcity of trained personnel and expertise as
well as the risk of losing emerging talent to innovative power-players outside of
Europe (with possibilities and employment conditions which generally cannot be
matched by European players). Even in light of the democratisation of technology
and auto-ML, allowing a much broader audience to create models and deploy these
for use, respective educational programmes in speech (and NLP/LT) technologies
form the foundation for future European success in these areas and may hinder it if
not appropriately established and strengthened.

Privacy and trust – Data leaks and scandals in recent years have spurred the inter-
est of individuals as well as of policy-makers. Concerns have arisen regarding trust,
privacy, intrusion, eavesdropping, or the hidden collection and use of data. These
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concerns have been recognised by many actors but are only addressed to a very lim-
ited extent, as they often counteract commercial interests.

Technical perspectives – The focus of many ST fields on rather constrained con-
ditions has left gaps in more diverse settings such as: processing of distant speech;
noisy environments; accented speech, non-native speech, dialectal speech, code-
switching, spontaneous, unplanned speech, emotional speech and connected aspects
concerning sentiments expressed; the integration of ST into collaborative environ-
ments, multiple, simultaneous speakers engaged in vivid discussions; as well as the
integration of paralinguistic aspects and technologies.

Group settings, multiple-user scenarios – While most research focuses on a sin-
gle user’s interactions, STs embodied in virtual assistants are becoming increasingly
popular in social spaces. This highlights a gap in our understanding of the oppor-
tunities and constraints unique to multiple user scenarios. These include detecting
whether users are addressing the system or other participants, speaker diarisation,
aspects of social dynamics, and finding interaction barriers. Due to these factors, the
usefulness of voice interfaces in group settings is still restricted.

Interdisciplinary research work (Digital Humanities and Social Sciences and the
Humanities, SSH) – While the connection to the field of digital humanities and com-
putational social sciences is not firmly established yet, it could be beneficial to set up
collaborative linkswith a range of disciplines and domainsworkingwith spoken data.
In particular, the insights and requirements stemming from the needs for transcrip-
tion workflows and audio mining tools of communities producing and (re)using oral
history data and interview recordings may help identify gaps in language resources
for model training and domain adaptation (Draxler et al. 2020). It could be beneficial
to identify imbalances in language-specific support for the recognition, annotation
and retrieval of the types of structured conversational speech that are used in inter-
view settings in SSH and beyond (Pessanha and Salah 2022).

Challenges related to an increased modelling power – The increase in modelling
power and performance achieved over the last years also comes with some draw-
backs and challenges. These include a need for even more data, respectively a lack
of interest and work on the creation of new paradigms using less data. Current ap-
proaches include shallow and deep fusion, but the question of how to optimally com-
bine language models (LMs) and DNN structures has still not been addressed com-
prehensively. Models requiring the complete input sequence for processing do not
match well with requirements to perform causal processing. Several attempts to en-
able causal processing are being explored, among them the use of neural transducers
running processing at regular intervals. The extent of context may also incur addi-
tional processing costs which need to be balanced and mitigated.

Models: interoperability and transparency – Models are not transparent and thus
hard to interpret. This is partly due to the fact that previously individual components
have been combined into single models. The complex process of hyper-parameter
tuning is often too resource-intensive and thus has not been addressed in many in-
stances. Elements of input/output like byte-pair-encodings (BPE) have been sug-
gested but these contradict the idea of genuine E2E processing. Integration of several
components into one model prompts the question of whether further downstream
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technologies will also become part of such integrated models. The combination in
turn raises questions about the interpretability and transparency of such systems.

Explainability and transparency for critical methods and technologies – While
in the last decade, ST research has achieved improvements in terms of performance,
progress in terms of understanding of the architectures used and of the nature of
the data and task has been limited. This is partly due to the fact that the NNs used
in modern systems are harder to understand than the generative models of previous
generation systems. It is also due to a lack of interest from the industry and funding
agencies to support this type of research. Students are also generally inclined to
work on topics that mainly aim at improving performance since this increases their
chances of obtaining a well-paid job in the industry after graduation.

End-users’ perspective – STs have made a leap in becoming adopted in many
settings for commercially attractive languages. Especially the proliferation of intelli-
gent Voice Assistants (VAs) has made speech a common mode of interaction. How-
ever, several issues limiting the further adoption and widespread use of ST remain:
these include problems in accurately recognising accented speech, a lack of trust
in VAs to execute more complex or sensitive tasks, and concerns related to privacy
and data collection. This issue is further exacerbated by the fact that systems often
operate in the cloud rather than on-premise. Many VAs may already be utilised in
languages other than English, but coverage and supported functionality vary greatly.
The gaps in support create barriers for users whose primary language is not fully
catered for, or supported only to a limited extent, forcing them to communicate in
a non-native language or risk being excluded from using the ever more popular sys-
tems and services. This way, non-native users are pushed to develop different strate-
gies and modes of interaction, including a reduced level of language production and
more frequent use of visual feedback.

Data: availability, diversity – The main challenge related to data concerns its
availability, i. e., adequate datasets for low-resource languages of an appropriate
amount and quality. Various efforts aim to mitigate this fact by focusing on trans-
fer learning and fine-tuning of models. However, whereas this approach is certainly
beneficial, it generally does not yield models of equal performance as for languages
equipped with large amounts of training data. The lack of data for low-resource lan-
guages effectively excludes certain approaches from being applied.

Data: diversity of voices – Some public databases available to train DNN-based
TTS systems are only useful for building monolingual neutral voices for a number
of major languages. The availability of open data free of restrictions such as copy-
right and limitations due to GDPR regulations in the remaining major languages and
all minority languages would allow the development of TTS systems for these lan-
guages too. Databases with more expressive and spontaneous recordings are needed
to build TTS systems suitable for more emotion-demanding applications like audio-
book reading, movie dubbing and HCI. The vast majority of datasets correspond to
adult voices and there is a lack of data to generate child and elderly voices. As the
voice is an important component of our identity, more diverse datasets are needed
to generate personalised voices that can suit any user.
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Accuracy: reaching usable thresholds for applications – The single most fre-
quently mentioned hindering factor for the broad adoption of ST is one that has
been mentioned for the past 40 years, namely accuracy. The perceived accuracy
and its exact meaning have changed dramatically: from individual words being mis-
recognised to intentions that are not correctly interpreted in complex situations. For
example, WER as an evaluation measure has had its merits in measuring progress
in ASR (and still does). However, more comprehensive approaches to measuring
the impact of ASR performance on downstream tasks and actual deployments may
require novel measures. WER alone clearly does not provide the full picture when it
comes to the perceived performance and usability of complete systems comprising
several kinds of STs and LTs. Regarding TTS, accuracy translates to a lack of natural-
ness and robustness of the synthesised speech. Different approaches have been taken,
some of them focused on designing robust attention mechanisms, others including
alignment information at the input, or substituting the attention mechanism with net-
works that can predict the estimated duration of the input phonemes. However, the
problem has not been solved completely yet and keeps hindering the practical appli-
cation of TTS systems in many instances. For SR, technologies have already reached
acceptable performance for many applications. However, this does not mean that
there is no need or opportunity for further research. All applications of SR would
benefit from better core performance and increased robustness to different acoustic
conditions and other variables occurring in real-world speech data.

Dialectal speech and multilingual training – Most ST systems process speech
only in the main variety of languages. To date, little attention has been devoted
to dialectal speech. Certain STs can be used in languages different from the one(s)
they were originally designed for. However, the performance of such systems typ-
ically deteriorates. Some progress has been made to make systems more language-
independent (e. g., multilingual training, adversarial adaptation), but there is still am-
ple room for improvement. The effectiveness of such approaches for languages that
differ substantially from those used in training has not been investigated thoroughly
and warrants further work.

3 The Future of the Area

3.1 Contribution to Digital Language Equality

Purely technological systems alone do not exist – they are always embedded in a
social context and should thus always be viewed as socio-technical systems. The ap-
plications of ST have diverse and multifaceted impacts on several key aspects for so-
cieties. Technologies reaching performance levels resembling those of humans may
in many aspects lead to a humanisation of technology, ascribing human attributes to
system behaviour. Patterns of human-to-human (H2H) interaction may be applied
to human-to-machine (H2M) interaction leading to heightened expectations and po-
tentially to subsequent disillusion.
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Digital language inequality – The unbalanced availability and quality of ST re-
sources strongly impact the performance of systems for different groups of lan-
guages. For languages supported to a lesser extent, performance and accuracy are
typically significantly lower compared to resource-rich languages. In extreme cases,
selected functionalities or support for such languages may not be available at all. In
addition, language varieties, dialects or accents may not be supported or only sup-
ported on very limited levels. STs are thus not accessible nor available to everyone on
an equal level. The lack of commercial interest in the long tail of “small languages”
translates to a significantly slower pace of ST improvements and commercial adop-
tion for the latter group. For native speakers of these languages, these imbalances
lead to wider usage of the better-supported major languages, such as English. Mo-
tivating speakers to use these major languages more frequently creates a new set
of challenges related to handling accented and non-native speech. Compared to the
level of service and the support provided for native speakers, this results in lower
performance, weakened experience and reduced usability, rendering ST less useful
or even useless in the extreme case.

Energy consumption and sustainability – The growing energy consumption re-
quired for the ever-expanding amount of data being processed and the tendency to-
wards continuously more complex ST models have become evident since the race
for the largest models has been going on. Due to the extreme demand on resources,
the generic construction of complex AI, NLP and ST systems is typically limited
to a few actors. Surging interest in sustainability may cause actors to reconsider the
massive increase in energy consumption that currently often accompanies progress
in ST. An opportunity (and marketing advantage) may arise from directing efforts
towards the creation of high-performance/low energy-consumption ST, exploring
the capacities of E2E or novel direct speech-to-speech systems to lower the energy
consumption by avoiding a separate, cascading training of sub-systems.

Labour market – A further economic aspect concerns the impact of ST on au-
tomation and as a consequence on the job market as a whole. As technologies such
as chatbots are being adopted in pursuit of efficiency, they also perform an increasing
number of tasks previously reserved for humans. ST and AI thus blur the boundary
between humans and technology leading to shifts in jobs and even entire industries.
Clearly, a message of cooperation and support rather than of rivalry and replacement
needs to be communicated and acted upon.

Politics and democracy – It has been pointed out that language strongly influences
the manner in which we think and argue about political issues. Language causes
mental frames to be activated and form our portfolio of ideas. Politicians and influ-
encers have long discovered these mechanisms and are applying them actively to
push their respective agendas. Having this central and immediate effect on cogni-
tive mechanisms, linguistic plurality also forms the basis of cognitive plurality and
as such plays a fundamental role in securing diverse and democratic values. Lim-
itation to a few individual languages – such as may happen due to limited digital
support for certain languages – impoverishes and reduces this variety, the flexibility
and spectrum for expression of thoughts and (political) ideas.



41 Deep Dive Speech Technology 299

Biases and ethical issues – Several ST systems have been shown to be less accu-
rate for female speakers than for males. This is not because women are underrepre-
sented in the training data but more likely due to the properties of female and male
voices. Various ethnic groups may be underrepresented in datasets and consequently,
performance becomes less accurate. It should also be noted here that being in a group
for which a system performs worse can be either an advantage or a disadvantage de-
pending on the application and the type of error the system tends to commit more
often (false positives or false negatives). Another ethical concern pertaining to ST
is due to possible privacy breaches through mass surveillance. TTS systems have
reached a quality level and degree of similarity with the voice of humans that could
be used to generate deep-fake voices or voices of deceased persons. Despite this
scope for misuse, most of the possible applications of high-quality voices are posi-
tive, and people with speech disorders, visual impairment and other disabilities could
greatly benefit from them. However, deep-fakes could also be employed for illegal
activities such as committing fraud or discrediting people. New regulations and the
development of ad hoc legislation are critical to mitigating this pernicious effect.
Tools able to detect speech deep-fakes need to be produced, and anti-spoofing tech-
niques that discriminate synthesised from natural speech must be developed in close
collaboration with teams working in ST.

Users with special needs – While ASR systems achieve great accuracy on stan-
dard speech, they perform poorly on disordered speech and other atypical speech
patterns. Personalisation of ASR models, a commonly applied solution to this prob-
lem, is usually performed on servers posing problems related to data privacy and
data transfer. While on-device personalisation of ASR has recently shown promis-
ing results in a home automation domain for users with disordered speech (Tomanek
et al. 2021), more research is required to increase performance for these groups of
users and provide support for open conversations. TTS is considered an assistive
technology and as such, it may contribute to the integration of individuals with vi-
sual impairments or learning disabilities. By developing robust TTS systems, these
people could enjoy the same advantages as any person without a disability. It also
facilitates equal access to education and supports foreigners who may struggle with
the language. ST can contribute to the integration of immigrants by making it eas-
ier to learn local languages and can help people with literacy issues and pre-literate
children to access content presented in written form. ST may also prove helpful in
times of aging populations with degrading eyesight. Integrated into virtual assistants,
STs are able to provide support to elderly people, assisting them with reminders of
appointments and medication needs, providing access to online information and im-
proving both their ability to live by themselves and strengthen their autonomy. An-
other particular benefit of TTS relates to orally impaired people. Voice is an essential
component of our identity that we usually take for granted. However, losing it can
affect how others perceive us and our own sense of who we are. TTS technology is
able to provide a voice for those who have lost their own via personalisation suiting
the characteristics desired by each user.

Privacy and trust – As technologies are entering the homes and offices of users on
a broad scale, an enhanced level of attention to privacy concerns, ethics and policy
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is essential. Policymakers, policy watchdogs, the media and consumers alike need to
assume the role of gatekeepers. Trust is viewed as the main currency and key to the
adoption and acceptance of technologies. Scandals and opaque behaviour on the part
of ST providers may have detrimental effects. Whenever ST is linked to a person’s
identity and used for access control or authorisation, the issue of trust becomes espe-
cially important. For example, STs are used to authorise access to resources such as
a bank account or building. In surveillance applications, it is used for detecting and
identifying criminals. In forensics, SR is used for comparing a voice recording from
a crime scene with the voice of a suspect or a victim. For voice assistants, SR can be
essential to make sure that certain requests are fulfilled only if made by the owner
of the respective device or commodity. All of the above applications rely on high-
performance and trusted ST, and can benefit tremendously in commercial terms if
applied within these contexts. Many applications of ST store audio in the cloud. It
is essential to secure guarantees regarding how data is used or will be used in the fu-
ture by cloud service providers (the risk of leaking always remains). In the long run,
the question will be whether any possible breaches, leaks or scandals involving ST
will erode trust to a level that users will no longer volunteer to provide their data. Of
course, the distrust will be weighed against the commodity of using certain devices
and platforms whose terms of use may simply require the user to do so. Opting out
may not always be a realistic option.

Unlawful surveillance –A further area of concern is the extent of unlawful surveil-
lance by governments, state agencies or corporations, infringing citizens’ rights, lib-
erties, adversely affecting public discourse, democratic values and influencing the
political powers (Stahl 2016). The concerns comprise privacy invasion, accountabil-
ity of intelligence and security services, and the (non-)conformity of mass surveil-
lance activities with fundamental rights (Garrido 2021). Their effects on the social
fabric of nations can only be considered and analysed jointly with the rapidly extend-
ing technological capacities and the pervasiveness of devices able to capture, process
and transmit relevant data. Regardless of the form of government, the growing extent
of mass surveillance and especially its unlawful application may lead to the erosion
of public trust in governments and state agencies (Westerlund et al. 2021).

3.2 Breakthroughs Needed

In the context of Digital Language Equality (DLE), the main challenges are linked to
the inferior support and resources available for less common languages, and a need
for improving the performance and capabilities of ST for these languages. The prolif-
eration of ST, including areas with a high potential impact on individuals and large
groups of users, also has to be considered in a wider context of policies governing
ST and relevant fields and calls for major breakthroughs in terms of explainability
for the critical methods and technologies. Policies and governance concerning the
use of ST and data – in particular personal data – need to be kept up to date and on
par with rapidly developing technologies and applications. In order to democratise
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STs and to strengthen their position within LT and AI, the base of users should be
widened. An increase in educational programmes, including in general AI, ML, NLP,
and inter-disciplinary projects, is necessary for the continuous training of experts in
these fields able to draw upon expertise in voice technologies but at the same time
also in domain-specific fields, thus forming the links between them.

Training paradigms – For approaches requiring large amounts of annotated data,
strategies and frameworks for joint (potentially distributed) data collection, im-
proved annotation, and joint provision are needed. This not only concerns the collec-
tion but equally the storage and provision of such resources. A lack of commercial
interest needs to be alleviated by public efforts to jump-start and boost efforts in
low-resource languages to limit the threat of digital language extinction. From the
perspective of data augmentation, the generation and use of synthetic data may pro-
vide a complementary alley in the creation or extension of datasets. Efficient use of
transfer learning and fine-tuning, as well as work on algorithms and methodologies
that use less data or provide more robust models with lower amounts of data, present
promising alternatives to relieve the lack-of-data challenge. For specific fields of ST,
improved use of unlabelled data in an unsupervised or semi-supervised manner (pre-
training, self-supervised training) provides further possibilities (Lai et al. 2021). For
several technologies, making better use of the hierarchical structure and relatedness
of languages may be beneficial. Methods like one-shot learning or few-shot learning
likewise provide promising approaches.

Access to and discoverability of training data – The need for large amounts of
data severely limits the possibilities for small companies and niche players to com-
pete and be able to develop their own solutions. A plethora of licensing agreements
pose further obstacles to access datasets and resources. Simplification and harmoni-
sation of these mechanisms would be highly beneficial. In the larger context of open
data sharing and bringing digital technology to businesses, citizens and public ad-
ministrations these issues connect with the EU’s Digital Europe Programme.

Support for low-resourced languages – To provide first-rate ST in any language,
additional high-quality datasets are essential. Creating a wide set may not be feasi-
ble in general, but could be achieved at least for several major European languages.
New techniques for transfer learning and model adaptation from systems trained
for resource-rich languages to systems able to function in languages with more re-
duced quantities of available data should enable the development of cutting-edge
ST systems also for these languages. New architectures allowing the combination of
resources from several languages in such a way that their commonalities are learned
in a more robust way (by cross-lingual knowledge-sharing) and methods for the cre-
ation of multilingual or language-agnostic models which can be applied to a number
of different languages are of utmost importance.

Confluence and context information integration –A tendency towards confluence
– the combination of technologies and inclusion of a larger context – can be observed
and also be assumed to play a more pronounced role in the future. The increased pres-
ence of conversational interfaces, a proliferation of chatbots combining ASR, NLP
and TTSwith an ever-increasing presence of AI in general, has modified not only the
technical and commercial landscape but also the expectations of users, which have
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been accelerated by increased time spent in home-office setups and virtual meetings.
More powerful tools and greater capabilities also prompt the integration of upstream
technologies such as summarisation or sentiment analysis with voice technologies.
Speech synthesis is bound to become as emotional and persuasive as the human voice
itself. Automatic translation may be used to bridge language barriers. Technologies
will need to be integrated in a manner allowing for feedback loops and adaptation
seamlessly. Models need to be dynamic and methods allowing for dynamic adapta-
tion – learning and unlearning certain features – will need to be developed to account
for flexible and continuously changing conditions. Areas of linguistics such as prag-
matics or paralinguistics will need to be considered and integrated to a much higher
extent to allow for more natural and human-like interaction. Adding emotions and af-
fections into the recipes for HCI, recognising intent and taking into account a broad
variety of contexts holds the potential to turn these interactions into truly human-like
experiences. The components related to emotional understanding and empathy are
especially relevant for systems functioning in social domains, such as healthcare,
education, and customer service.

Explainability, transparency and privacy concerns – Trust in STs and in the use of
data obtained by interacting with them may become a decisive factor in the adoption
of technologies and success of individual market players. An increased interest in the
transparency of data use and system functionality can be observed across the board in
many areas of ML and AI. A fundamental question to be answered by providers will
be where processing is performed and to what extent and purpose data is used tomod-
ify models. One end of the spectrum of processing is large, anonymous data-centres
spread around the globe, the other is formed by strictly local processing on personal
devices. On-premise solutions provided by companies or institutions form an inter-
mediate setting. In all of these setups, the balance between capabilities and the re-
quirements to achieve these capabilities will need to be determined and balanced
against ethical concerns and personal and privacy-preserving arguments. The extent
and amount of end-user control will be a crucial factor. Approaches like privacy-by-
design accompanied by high ethical and legal standards may be determining factors
in enabling trust, fostering adoption and leading to economic success.

Performance, robustness and evaluation paradigms – Driven by various national
and international evaluations, standard performance measures have been defined on
standard test sets. Current measures like the standard WER only take certain perfor-
mance aspects into account and may need to be reconsidered, extended or comple-
mented. Robustness and generalisability of ST components and models as well as
standard evaluation sets for multiple languages and evaluation sets allowing the par-
allel evaluation of several technologies (all on the same dataset) should be devised.
The topics of ageing and recency of data for evaluation sets need to be taken into
consideration. In general, evaluation (as well as training) datasets should be viewed
more as work in progress than static artefacts. Extension to further languages and
language varieties, dialects and speaking conditions likewise should receive further
attention to ensuring broad availability and adoption. Another needed innovation is
a method for objectively measuring TTS results; such systems are currently assessed
by means of subjective evaluations which are time-consuming and laborious.
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Outreach – communities, non-experts – Recent years have witnessed an increase
in interest in the democratisation of AI. The widespread application of ML and the
well-known fact that experts in ML and AI have become scarce resources has led to
the desire to empower a wider set of individuals to participate in the creation and use
of these technologies. Toolkits and do-it-yourself modelling form part of the trend to
democratise voice technologies. Approaches like Auto-ML aim to provide access to
ML also for non-experts and align with strategies to allow a wider audience to par-
ticipate in the process. As LTs are aggregated and applied to more complex settings,
inter-disciplinary research and activities (for instance) from fields in the social sci-
ences are becoming more relevant and synergies become apparent. Programmes and
funding schemes to actively engage these communities and foster inter-disciplinary
research would further boost developments.

Alignments with EU policies and policy breakthroughs needed – Copyright leg-
islation is more restrictive in Europe than in other economic regions and countries,
e. g., utilising closed captions from TV broadcasts or subtitles from a copyrighted
film to train and evaluate ST models could enable access to high-quality language
data if lawmakers could agree that training of models on copyrighted data constitutes
fair use, as long as it does not diminish the value of the assets or reduce the profits
reasonably expected by the owner. The pace of ST development in Europe could
be further increased by introducing changes that enable the re-use of existing data,
while at the same time ensuring that the value of the copyright owners is not impaired.
GDPR introduced a new global standard that places an emphasis on individual rights
and reflects European values, and as such contributes to building trust in AI. GDPR
has had a negative impact on the majority of Europe’s LT business and research ac-
tivities (Smal et al. 2020). Furthermore, non-European AI firms have been able to
operate free of GDPR constraints since then, giving them an economic advantage.
One of the required breakthroughs relates thus to ensure that while individual rights
are protected, the extent of these – in particular, in practical settings and day-to-day
operations – does not go beyond the intended scope. Automatic, efficient and free
anonymisation tools are required for all European languages.

3.3 Technology Visions and Development Goals

ST: the interface of the future – In many settings, voice provides the most natural
way to interact with devices and appliances. The coming years will witness an in-
creased advance in voice technologies to the point that interacting with automated
systems will be virtually indistinguishable from communication with human beings
in many cases. Interfaces predominately relying on typing, clicking and swiping will
gradually transform into multimodal, or fully virtual interfaces including voice, shift-
ing the task of adaptation from human users to computer systems. Compared to the
other modalities currently dominating the HCI landscape, communication will en-
compass richer kinds of (linguistic and paralinguistic) information, including gender,
age, emotional or cognitive state, health conditions or speaker-specific traits allow-
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ing for more sophisticated and accurate speaker identification, modelling, adaptation
and personalisation. These factors and their integration into HCI – as beneficial and
powerful as theymay be – also give rise to privacy and ethical concerns. They prompt
questions of control, user understanding and intent when it comes to sharing informa-
tion and the extent to which different kinds of information are transmitted and used
in the future. Ensuing risks and the potential impact need to be carefully met and bal-
anced with measures to increase security and trust through technical means as well
as policy and legislative measures. Striking this balance will affect the adoption of a
wide range of devices and services: from VAs in homes and phones, navigation and
control systems in cars to cooperative office and work environments and systems
supporting a wide range of business and leisure activities.

User and application contexts – A trend towards the integration of richer con-
text is to be expected, regardless of the sub-field of voice processing. This concerns
individual technologies and their combination. For TTS, to have a truly interactive
experience when dealing with our devices, the integration of context will play a ma-
jor role. To give just one example, the correct way to pronounce a message should be
inferred from the context or the previous steps of a dialogue. Technologies will need
to be sensitive to the user’s character, state, mood and needs and adapt themselves
accordingly. Potentially, they will also need to take into account other participants’
states in case of group activities such as business meetings. Topics of pragmatics
will be reflected by all technologies. Rather than individual communication turns,
complete conversations with history and context will be the norm.

Addressing existing technological gaps – Continued efforts towards better un-
derstanding and modelling human speech perception might result in sophisticated
ASR addressing several of the limitations and gaps identified in current approaches.
Improved handling of audio conditions currently perceived as difficult (e. g., multi-
ple simultaneous speakers in noisy environments speaking spontaneously and highly
emotionally in a mix of languages) will be possible thanks to such advances. A wider
deployment and further popularisation of ST will require solutions that offer high
robustness, low latency, efficient customisation and the ability to provide possible
equal support for a diverse set of speakers.

ST integration – An intimate relation of ASR, SID and TTS with downstream
Natural Language Understanding (NLU) technologies is needed to allow the correct
interpretation of the input. A combination of technologies to interact in multimodal
ways (including visuals) and the efficient combination of inter-linked models will
be able to guarantee the best experience possible. The successful combination will
result in an enhanced easiness and naturalness of use, hiding individual components
and allowing systems to be perceived as assistants using natural language much in
the way that human assistants would.

Multimodal models – Recently introducedNN architectures support encoding and
decoding schemes of various modalities, e. g., Perceiver IO (Jaegle et al. 2021). De-
spite being task-agnostic, the model provides competitive results on modalities such
as language, vision, multimodal data, and point clouds. In the near future, this type
of architecture is expected to be used in a range of applications where multimodal
content needs to be jointly analysed. Furthermore, a future line of work that can eas-
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ily be envisaged is the training of a single, shared NN encoder on several modalities
at the same time, and only using modality-specific pre- and post-processors.

Development pace – The pace of development in voice-based technologies is
driven by general advances in ML and associated hardware as well as domain-
specific advances in speech perception and production. The former can be expected
to accelerate even more due to general interest in ML and AI from a wide portfo-
lio of domains. Advances in transfer learning, reinforcement learning, fine-tuning,
the use of pre-trained models and components as well as the arrival of platforms
such as Hugging Face have created additional momentum. The extension of GPU
capabilities can likewise be expected to continue at a fast pace.

Training and evaluation – Further improvements introduced in the process of cre-
ation and distribution of ever-growing, ever more coherent and diverse datasets can
be expected. These will include large, multilingual, multi-domain and multimodal
datasets, which will become de facto standard sets for training and evaluation. We
will witness an increase in labelling efficiency, a wider adaptation of continuous
learning, self-adaptation and self-modification paradigms. While datasets will con-
tinue to grow, the quality and amount of data of high- versus low-resourced lan-
guages are unlikely to converge in the short term. The development of more complex
and multifaceted datasets calls for more comprehensive evaluation and quality crite-
ria: a shift that would change the focus from an individual technology to an end-user
assessment of an experience while conducting a specific task in a non-laboratory
environment and within a specific operational and personalised contexts.

Infrastructure, hardware – Extrapolating from the current trends a further rapid
increase in the capacities of ST-related hardware and infrastructure can be foreseen
(faster communication networks, higher bandwidths). Further popularisation of ST
solutions in the context of the Internet of Things (IoT), and a new set of voice-
enabled devices will be available to users at work, leisure and commercial settings.
These developments create additional challenges related to load and scalability of
the underlying infrastructure, hardware and networks. Moving computation to edge
devices will also continue to be a trend in the near future.

Privacy, accountability and regulations – The future development of ST and the
wider LT field will be strongly influenced by the regulations governing the collec-
tion, storage, transmission, and use of personal data. In the context of European
AI companies and research institutes, the pace of development appears to be par-
ticularly influenced by current regulation schemes. Lawmakers’ decisions will thus
have to consider the wide and profound impact of their regulations: on the protec-
tion of citizens’ personal data and privacy on the one hand, and on the wider field of
AI technologies and the comparative advantages and disadvantages vis-à-vis other
geopolitical regions on the other. Extrapolating from current regulations concerning
user privacy, and differences in data collection and use, it seems probable that the di-
vide between the EU and non-EU countries will continue to grow. It is unlikely that
a consensus or standardisation between competing regions will be found. With the
growing presence of ST and AI in general, increased concerns about hidden flaws,
shortcomings and baked-in biases of such systems are gaining momentum. Whereas
citizens and academia may work towards enhancing transparency and mechanisms
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that may be able to avoid certain phenomena, the industry may work towards ob-
fuscation and hindrance of these mechanisms. A sequence of scandals and growing
interest in issues of ethics and privacy have led to an increased awareness in society
of this issue. Trust in technology is a key ingredient for the adoption of technologies
by a large portion of the population. Transparency in how privacy is integrated into
technologies is a crucial ingredient to earning trust. Privacy-by-design beyond mere
statements may become a decisive factor for technology uptake and market success.

Disclosure of the use of AI/ST – Due to the ever more human-like nature of ST,
the use of AI technologies should be disclosed at the earliest stage possible for all
transactions and applications. Making users aware of what they interact with can
be regarded as a fundamental step in the creation of more transparency. This will
not prevent humans from attributing personhood to machines or hinder human-like
communication, but present an ethical and transparent frame around such settings.

Audits of algorithms and models – Auditors will have to be independent for this
to make sense and not open the door to even more secretive and evasive behaviour
by companies. Federal agencies or boards may be required to preside over such ac-
tivities. Standard test sets and tests may have to be created and applied.

Impact assessments of the introduction of such technologies – The concept of
measuring impact and potential harm is firmly established in fields such as the envi-
ronment. Similarly, algorithmic impact assessments need to cover a broad range of
factors, with ST and NLP focusing on language- and language use-related aspects.

Public repositories of incidents where AI/NLP caused harm – Public repositories
and ways to report problematic uses of AI would allow the identification of repeat
offenders and act in case of recurring problems. Furthermore, making such cases
known publicly may serve as an incentive to correct or prevent them.

Effects on society, workplace – The discussion about which jobs or areas within
domains are likely candidates to be replaced by AI carries over to the domain of
speech processing – as well as to NLP in general – as they form a core element of AI.
Issues concerning automation and job replacement and the ensuing policy-making
and social ramifications thus also directly concern ST and their perception.

Pervasiveness – A further spread and ubiquitous presence of voice-based tech-
nologies, and wider deployment of ST across a multitude of services and devices
due to a reduction in size and integration into wearable and virtual environments
can be expected. This may also concern further persons being in the vicinity of such
deployments who may be involved indirectly by someone else’s use of ST.

Future applications – ST in combination with other NLP and AI technologies
will pave the way for intelligent applications with human-like capabilities and the
potential for disruptive innovation in various sectors. Intelligent assistants and chat-
bots currently provide the leading paths towards general and broad adoption. Future
applications will be expected to understand a user’s intents over sequences of interac-
tions, completely eliminating perceived boundaries between individual technologies.
STs are already being used by multiple industries to increase self-service functional-
ities, reduce average handling time, increase availability and reduce employee costs.

Personalised Voices – Voices for TTS will be generated for any language and
be fully customisable. In the same way as we can now personalise avatars in video
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games, we will be able to set every aspect of the synthetic voice to suit the char-
acteristics we prefer for each situation. Moreover, TTS technology will extend, and
speech will be generated not only from text but also from other input information that
could be more convenient for some users who do not have easy access to text or for
some situations (e. g., requiring privacy). Multi-modal systems will allow the gener-
ation of speech from lip-reading, articulatory data acquired by diverse technologies
such as electromyography, permanent magnet articulography and other silent speech
interfaces, and even cerebral activity with brain-computer interfaces.

Ambient intelligence – Viewing ST as a means for intelligent interaction, inte-
grating nuanced and fine-grained context and input from multiple modalities can be
expected to lead tomore human-like systemswhere the perception of individual com-
ponents will blur into an overall experience for end-users. Such combinations may
be a step towards a broader kind of AI as opposed to the narrow, highly-specialised
versions in use today.

3.4 Towards Deep Natural Language Understanding

In many instances, the most natural manner for humans to interact with machines is
through voice, for issuing commands or queries as well as generating responses and
statements. Certain types of scenarios (e. g., limiting the interaction to small, hand-
held devices) may call for voice-only interaction, whereas others (e. g., allowing for
feedback via large screens, augmented- or virtual-reality environments) may favour
multimedia settings, permitting the flow of information across different modalities
in parallel. Other scenarios may ask for communication completely without the use
of audio, in particular when considering special needs and inclusive communication.

STs play a role in the ingestion of information, by acting as a kind of sensor
conveying linguistic as well as paralinguistic inputs and converting them into struc-
tured information. Equally, their use concerns the output of information in auditive
form (speech, but also non-speech, e. g., confirmations) to communicate with human
users. Both directions of the flow of information apply to HCI as well as H2H in-
teraction in the case of groups of human users interacting with each other or with
computers, e. g., during meetings with intelligent assistants for transcription, trans-
lation and summarisation. STs thus form an intermediate interface layer between
humans and machines. Inbound (auditive) information is captured and enriched by
ST before being passed on to downstream NLU processing. Outbound information
is enriched, transformed and eventually realised as audio based on content, structure
andmetadata provided by semantic components. The semantics and interpretation of
utterances as well as the generation of appropriate responses based on a logical rep-
resentation and state of a conversation fully reside within the scope and components
of NLU and technologies such as dialogue managers (to carry out conversations)
or knowledge graphs (networks for semantic representations). As such, STs provide
essential contributions to the functioning of NLU in the input and output directions
but they do not perform any semantic processing (understanding) themselves.



308 Marcin Skowron, Gerhard Backfried, Marek Kováč, Johan Rohdin et al.

Visual cues such as gestures or manual articulation (sign language) may replace
the audio-element of ST when operating in noisy environments or involving hearing-
impaired or deaf people. Visual processing technologies assume the roles of ST in
these cases. The combination of modalities is also possible and may be appropriate
or imperative depending on the actual context, such as working environments requir-
ing a hands-free operation. The contribution of ST towards achieving deep NLUmay
thus lie in the improvement and extension of the individual technologies (both from
accuracy as well as a language- and domain-coverage perspective), their integration
into E2E systems allowing for joint operation and optimisation, including different
kinds of knowledge sources and their flexible and dynamic configuration depending
on the state and context of an application or user. Approaches including the combina-
tion of several modalities for input and output may likewise prove beneficial in the
context of achieving deep NLU. In many cases, the real power of NLU will become
clear when it is part of a complex system functioning as a human-like counterpart
in communication: exhibiting context, history and elements of general intelligence.
However, it may also come about that NLU is overshadowed by the cognitive down-
stream processing and eventually perceived as a mere commodity. The element of
admiration and awe on the part of the user will then concern the complete system
performance, with NLU itself disappearing in importance as a small part of a much
larger and more complex intelligent system.

4 Summary and Conclusions

The substantial advances made in the field of STs over the past decades hold the po-
tential for disruptive innovation in many areas and application domains. Combined
with the progress of related fields, they provide the basis for the broad adoption of
speech and voice as the primary modality for interacting with computer systems as
part of larger and more complex systems modelling human-like communication and
interaction. This chapter outlined several research fields and business domains that
provide promising areas for the use of ST and their inclusion into larger solutions
yielding more natural means of communication. Several issues and challenges have
been identified which need to be resolved to make this promise materialise. Below
we summarise the key elements identified and provide recommendations for possi-
ble future actions. All these strands of progress can aid in supporting the overarching
goal of achieving DLE in Europe by providing services made possible by these tech-
nologies to larger multilingual audiences at similar levels of scope and performance.

Training data is still a key factor as long as supervised paradigms prevail. Ac-
cessibility is often limited, or even locked, with individual actors amassing mas-
sive amounts of data, effectively creating monopolies for certain markets. Licences
and regulation as well as interoperability and compatibility of data resources and
providers remain obstacles that need to be overcome. Methods not relying on vast
amounts of data are an active area of research.
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Even though the range of languages supported by ST has increased dramatically
over the past decades, English still holds a privileged position. The creation of re-
sources for further languages and dialects (some may only be spoken) is ongoing;
the investigation of phenomena that are only present in other language families is
also an active area of research. The creation of multilingual or language-agnostic
models provides further avenues for improvement.

A trend of integrated E2E models into one combined overall model can be ob-
served. Training takes place in a single framework rather than individually, capital-
ising on joint factors. Considerable progress in performance has been made through
this approach which can be expected to continue. The integration of semantic com-
ponents such as NLU or knowledge graphs into these frameworks may provide ad-
ditional elements required for intelligent interaction.

In current applications, different components operate in an independent and iso-
lated manner. The dynamic inclusion and integration of context would allow STs to
operate on a significantly higher level of accuracy, eliminating errors and narrowing
down alternatives. Various ways for the fusion of information have been investigated
but have not effectively come to fruition. Parallel systems for multiparty conversa-
tions and multimodal approaches may provide ways forward.

STs primarily address the voice modality for interacting with computers. Combin-
ing STs with multimodal inputs and outputs may provide a basis for next-generation
HCI. The inclusion of gestures, facial expression, emotions or haptics, and the gen-
eration of multimodal outputs reflecting these elements may result in a richer and
more natural user experience and lead to wider adoption and acceptance of ST.

Although established measures allow quantification of progress in ST, they may
only tell part of the story when it comes to real-world applications and the combi-
nation with downstream processing. In many fields of ST, performance has reached
(near-)human levels under controlled conditions with progress being significant in
theory but often only marginal when translated into reality. A shift towards increas-
ing robustness and generality of results may prove beneficial at this stage.

Recent progress and an abundance of ST in chatbots may evoke expectations of
ST being a mere commodity and raise unrealistic expectations on the part of users.
STs perform considerably worse when applied to conditions unlike those for which
they were originally created. Accordingly, adaptation and customisation to special
domains provide opportunities for specialists. Expectation management and open
communication about the possibilities but also limitations from the ST community
may help set expectations to realistic and practical levels.

The interest and concern about fairness and biases of models and ethical issues
relating to their use have been receiving increased attention. Methods for detect-
ing biases and de-biasing need to be improved and are expected to become a more
active area of development. Furthermore, access to ST for people with disabilities
and impairments needs to be extended. Triggered by an increased interest in the
fairness of AI systems (e. g., assessments of job applications, prison-parole, cred-
its), applications continue to be subjected to scrutiny. Users demand explanations
on the capabilities and functioning of ST. Results are questioned with some applica-
tion areas demanding audits of models and algorithms. Technical issues need to be
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addressed and accompanied on the policy-making and legislative levels. Standardi-
sation of evaluations and publication of results may function as motivating factors
for providers to address these issues more thoroughly.

With the current and near-future state of ST, many businesses, political parties
and ideological movements may develop conversational agents as a ubiquitous rep-
resentatives to convey their agenda and sway public opinion to get support for their
cause. Situations where the agents’ identity is known or hidden should be clearly dis-
tinguished. Cases where a company or party is represented by a single conversational
agent, or by hundreds or even thousands to create a representation of mass support,
should be marked. Scandals, data leaks and an increase in cyber-crime have brought
issues of security and privacy to the fore. Devices are ever more pervasive, taking
ST into people’s offices and homes. IoT and wearables further accelerate this trend.
Users are becoming increasingly wary of the risks and undesired effects related to the
introduction of ST. Clandestine ways of data collection and eavesdropping infring-
ing privacy are rightly exposed and castigated by the media. Actors risk suffering
dire consequences if they do not respond and put corrective measures into place. The
balance between convenience and privacy will remain a fluid one to be negotiated
repeatedly and on multiple levels.

The legislation governing the acquisition, storage, transmission, and use of per-
sonal data has a significant impact on the future of ST and the wider LT area. Extrap-
olating from current trends, the gap between the regulations used in different regions
will continue to widen. As AI technologies play a critical role in creating competi-
tive advantages across a wide range of human activities, it is unlikely that competing
countries and regions will be able to reach a broad, far-reaching agreement, resulting
in one standardised set of regulations. Lawmakers’ decisions will thus have to con-
sider a wide and profound impact of their regulations, on the protection of citizens’
personal data and privacy on the one hand, and on the pace of development in the
broader field of AI technologies on the other: research, development and applica-
tion and the comparative advantages and disadvantages vis-à-vis other regions and
global centres of AI technology development.

As technologies need to be accepted by society in order to be adopted, advance-
ments as described in this chapter are not exclusively technical ones, but need to
be accompanied by progress from the humanities. Multi-disciplinary approaches, as
demonstrated by the rise of the digital humanities, may prove advantageous also
in these scenarios. As systems become natural companions, the fields of psychol-
ogy, neuroscience and philosophy bring new aspects and visions to the agenda and
inspire novel approaches. Fear and anxieties generated by overly aggressive mar-
keting, science-fiction and disinformation need to be met with prudent transparency,
adequate management of expectations and accompanying policy measures. An inclu-
sive approach akin to making ST (and AI) visible, transparent and understandable to
a larger public – a kind of AI-literacy in the sense of media-literacy – may be a strong
supporting topic for all the above-mentioned domains. People have always tended to
humanise machines. Powerful systems formed by the combination and integration of
technologies and components described above may effectively be attributed human-
like qualities and personhood by their users. Ethical aspects of such interaction must
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be addressed in parallel with technological progress. Transparency (e. g., chatbots
introducing themselves as machines) and openness are among the key factors to be
considered when leaving users a freedom of choice rather than imposing technology
on them. This certainly reaches far beyond ST but rather concerns AI in general.
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Deep Dive Text Analytics and
Natural Language Understanding
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Abstract In this chapter, we present a comprehensive overview of text analytics and
Natural Language Understanding (NLU) from the perspective of digital language
equality (DLE) in Europe. We focus on the research that is currently being under-
taken in foundational methods and techniques related to these technologies as well
as on the gaps that need to be addressed in order to offer improved text analytics and
NLU support across languages. Our analysis includes eight recommendations that
address central topics for text analytics and NLU, e. g., the role of language equality
for social good, the balance between commercial interests and equal opportunities
for society, and incentives to language equality, as well as key technologies like
language models and the availability of cross-lingual, cross-modal, and cross-sector
datasets and benchmarks.1

1 Introduction

Text analytics tools have been in the market for a long time and have proven useful
for extracting meaningful information and insights from documents, web pages and
social media feeds, among other text sources. Text analysis processes are designed
to gain knowledge and support strategic decision-making that leverages the informa-
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tion contained in the text. Typically, such a process starts by extracting relevant data
from text that is later used in analytics engines to derive additional insights. Nowa-
days text analysts have a wide range of accurate features available to help recognise
and explore patterns when interacting with large document collections.

Text analysis is an interdisciplinary enterprise involving computer science tech-
niques from machine learning, information retrieval, and particularly natural lan-
guage processing (NLP). NLP is concerned with the interactions between comput-
ers and human (natural) languages, and, in particular, with programming computers
to fruitfully process large natural language corpora. Challenges in NLP frequently
involve natural language understanding (NLU), natural language generation, con-
necting language and machine perception, dialogue systems, and their combination.

Recent breakthroughs in deep learning have resulted in impressive progress in
NLP. Neural language models like BERT and GPT-3 are able to infer linguistic
knowledge from large collections of text that can then be transferred to deal effec-
tively with NLP tasks without requiring too much additional effort. Neural language
models have had a positive impact on key tasks of text analytics and NLU, such
as syntactic and semantic analysis, entity recognition and relation extraction, text
classification, sentiment analysis, machine reading comprehension, text generation,
conversational AI, summarisation, and translation, among others.

The success of machine and deep learning has caused a noticeable shift from
knowledge-based and human-engineered methods to data-driven architectures in
text processing. The text analytics industry has embraced this technology and hybrid
tools are emerging nowadays, combining or replacing robust rule-based systems that
used to be the norm in the market with machine learning methods. Nevertheless, de-
spite all the hype about data-driven approaches to text processing and particularly
Transformer-based language models like BERT (Devlin et al. 2019), which might
lead non-experts to think that everything is already solved in text analysis and NLU,
many gaps still need to be addressed to make state-of-the-art language technologies
(LTs) fully operational and benefit all European languages. Especially relevant is the
fact that data-driven approaches require very large amounts of data for training.

Language models have lessened the requirement of labelled data to address down-
stream tasks, but the need for such data has not disappeared. Beyond general purpose
datasets, labelled data is scarce, labour-intensive and thus expensive to produce. Ac-
cess to labelled data is one of the major hurdles in leveraging data-driven approaches
in business applications, and is especially problematic for under-resourced languages
for which such data does not exist in sufficient quantities, and there is little interest
from technology providers to produce it. Moreover, neural language models work
as black boxes that are hard to interpret. This lack of transparency makes it diffi-
cult to build trust between human users and system decisions. Lack of explanatory
capability is a major obstacle to bringing such technology in domains where regu-
lation demands systems which can justify every decision they make. Furthermore,
language models pose ethical challenges including gender and racial biases that are
learned from biases present in the data the models are trained on, thus perpetuating
social stereotypes.
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While the progress made in the last years is undeniably impressive, we are still far
from having perfect text analytics and NLU tools that provide appropriate coverage
for all European languages, particularly for minority and regional languages. Thus,
one of the main goals of this chapter is to outline how the European text analytics
industry and research community can address the shortcomings by building on the
strengths of current text analytics and NLU tools. We call for human-centric text
analysis where people’s knowledge, emotions and needs are put at the centre of the
design and learning process of the next generation of tools. Other topics in the re-
search agenda are hybrid approaches combining existing rule-based and data-driven
systems, multilingualism in text analytics, multimodal analysis of information, and
a new generation of benchmarks.

1.1 Scope of this Deep Dive

To better understand how text analytics and NLU technologies are currently being
made available to end users, stakeholders and society, we adopt a multidimensional
approach where both a market and research perspective are considered, as well as
the key domains and applications related to text analytics and NLU. We look at the
current service and tool offerings of the main text analytics and NLU providers in
the European market. This analysis also includes recent findings in related research
areas, such as NLP/NLU, machine learning, and information retrieval, where lan-
guage understanding tasks that not long ago were the subject of study in research
laboratories are now part of the text analytics market. This is as a result of recent
breakthroughs in deep learning, structured knowledge graphs and their applications.

Conventional text analytics services available in themarket include syntactic anal-
ysis, extractive summarisation, key phrase extraction, entity detection and linking,
relation extraction, sentiment analysis, extraction of personal identifiable informa-
tion, language detection, text classification, categorisation, and topic modelling, to
name but a few. Also, conversational AI services and tools, including chatbots and
virtual agents, are frequently offered under the umbrella of text analytics. More re-
cent additions to the text analytics catalogue are machine reading comprehension
services based on tasks such as extractive question answering, which are usually
marketed as part of both virtual agents and intelligent search engines to provide ex-
act answers to user questions.

In addition to general-purpose text analytics, we also consider specific domains
where such technologies are particularly important. For example, there is a signifi-
cant number of specific text analytics tools focused on health, including functionali-
ties such as extraction of medical entities, clinical attributes, and relations, as well as
entity linking against medical vocabularies. Other use-cases for text analytics tools
include customer and employee experience, brand management, recruiting, or con-
tract analysis. An exhaustive account of each sector and use-case, and their relevance
for text analytics, is out of scope of this chapter.
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Text analytics tools and services are available for widely spoken languages or
otherwise strategic languages where the market is big enough for companies to make
a profit. Unfortunately, other languages may be less attractive from a business point
of view and consequently they are not equally covered by the current text analytics
tools. This chapter addresses language coverage as another key dimension for the
analysis of text analytics and NLU tools when considering DLE.

We include recent research breakthroughs associated with the text analytics ser-
vices mentioned above. Many applications of text analytics can be effectively solved
using classical machine learning algorithms, like support vector machines, logistic
regression or conditional random fields, as well as rule-based systems, especially
when there is little or no training data available. However, more sophisticated ap-
proaches are needed as we transition towards scenarios involving a deeper under-
standing of text in order to solve increasingly complex tasks like abstractive sum-
marisation, reading comprehension, recognising textual entailment, or stance detec-
tion. Therefore, this chapter puts a special emphasis on deep learning architectures,
like Transformer language models, and their extensions.

Of particular interest for language equality are different means to deal with
data scarcity for low-resource languages. Self-supervised, weakly supervised, semi-
supervised, or distantly supervised algorithms reduce the overall dependence on la-
beled data, but even with such approaches, there is a need for both sufficient labeled
data to evaluate system performance and typically much larger collections of unla-
beled data to support data-hungry machine learning techniques. Also in this direc-
tion, we include a discussion on hybrid approaches where knowledge graphs and
deep learning are used jointly in an effort to produce more robust, generalisable,
and explainable tools. Another important area of research that we cover deals with
leveraging other modalities of information in addition to text.

All such aspects are considered from the perspective of their combined impact
on society. We provide recommendations to address the current limitations of text
analytics and NLU technologies in the interest of promoting DLE in Europe.

1.2 Main Components

The goal of text analytics is to discover novel and interesting information in docu-
ments and text collections that can be, among others, useful for further analysis or
strategic decision-making. Text analytics tools support a wide range of functionali-
ties to process, leverage and curate texts. Most of these functionalities can be broadly
categorised into syntactic analysis, information extraction (e. g., key phrases, enti-
ties, relations, and personal identifiable information), text classification, sentiment
and emotion analysis, and conversational AI functionalities. Recently, question an-
swering, a functionality that requires machine-reading comprehension, has made the
transition from research labs to production systems.

The challenges involved in NLP and NLU have different levels of complexity,
and as a result, the solution to each of the many challenges is at a different level
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of progress. For example, natural language generation is one such challenge, where
recent advances like GPT-3 are heralded as a key enabler for a new generation of lan-
guage applications.2 Therefore, in addition to functionalities that are already avail-
able in the market, there are others which the research community is currently work-
ing on. Some advanced functionalities involve reasoning, such asmulti-hop question
answering where systems need to gather information from various parts of the text
to answer a question, and textual entailment, where the goal is to determine whether
a hypothesis is true, false, or undetermined given a premise. Moreover, with the ad-
vent of generative models like GPT-3, new opportunities have arisen to address hard
problems involving text generation, e. g., abstractive text summarisation, where the
system generates a summary of a text rather than extracting relevant excerpts, or
data to text generation, where the goal is to generate text descriptions from data
contained in tables or JSON documents.

Recently, commercial text analytics providers have started supporting the cus-
tomisation of functionalities, e. g., users can define classes, entity and relation types,
or sentiment scores. This is possible thanks to supervised machine learning making
use of user-generated examples. The user only provides examples while the text an-
alytics tool handles all the complexity of the machine learning process. Thus, end
users do not need a background in ML to customise their own services. However,
some basic knowledge is required to understand how the trained models are evalu-
ated and how to generate a balanced set of examples. The most common customis-
able text analytics services are classification and entity extraction, but providers typi-
cally offer support for sentiment analysis and relation extraction, too. To customise a
text classifier users need to provide examples of text labeled with classes, for entity
extraction the text is labeled with entity types, for relation extraction relations be-
tween entities are indicated, and for sentiment analysis documents are labeled with
a sentiment score.

To study the language support of existing text analytics technologies and NLU
tools, we look in two main directions: 1. the catalogue of services of global technol-
ogy providers, which provides us with a notion of what is being currently made avail-
able and marketed to the public; and 2. European initiatives that offer repositories of
language resources and tools (LRTs), like the European Language Grid (ELG, Rehm
2023). At the time of writing, the ELG catalogue holds more than 11,500 metadata
records (Labropoulou et al. 2020), including both data and tools/services, covering
almost all European languages.3 The ELG platform was populated with more than
6,000 additional language resources identified by language informants in the ELE
consortium and harvests major EU LRT repositories such as CLARIN4 and ELRC-
SHARE.5 The observations and figures included in this chapter have been extracted
from ELG, which aims at concentrating all available resources, tools and services
and making them available in a single platform. Our goal with this chapter is not

2 https://openai.com/blog/gpt-3-apps/
3 https://www.european-language-grid.eu
4 https://www.clarin.eu
5 https://elrc-share.eu
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to provide an exhaustive account, for which such figures could be complemented
with additional information from other European infrastructures like the ones men-
tioned above, but rather to provide an up-to-date indication of the support that each
European (and non-European) language enjoys.

For commercial text analytics services, we draw on reports from key players in
market intelligence such as Gartner Magic Quadrant for Insight Engines6 and the
Forrester Wave: AI-Based Text Analytics Platforms 2020.7 A mandatory require-
ment for providers to be included in this study is for service documentation be pub-
licly available. We study services and languages supported by Azure Text Analytics,
IBMWatson, Expert.ai and SASVisual Text Analytics. In addition, we include other
recognised providers, like Amazon Comprehend and Google Natural Language API.
To simplify the analysis of the language support we use the following groups:

• A – Official EU Languages (24): Bulgarian, Croatian, Czech, Danish, Dutch,
English, Estonian, Finnish, French, German, Greek, Hungarian, Irish, Italian,
Latvian, Lithuanian, Maltese, Polish, Portuguese, Romanian, Slovak, Slovenian,
Spanish, and Swedish

• B – Other European languages; languages from EU candidate countries and Free
Trade Partners (11): Albanian, Basque, Catalan, Galician, Icelandic, Norwegian,
Scottish Gaelic, Welsh, Serbian, Turkish, Ukrainian

• C – Languages spoken by immigrants in Europe; languages of important trade
and political partners (18): Afrikaans, Arabic, Berber, Cebuano, Chinese, He-
brew, Hindi/Urdu, Indonesian, Japanese, Korean, Kurdish, Latin, Malay, Pashto,
Persian (Farsi), Russian, Tamil, Vietnamese

A summary of our findings follows. A small set of services including entity extrac-
tion, key phrase extraction, and syntactic analysis, offered by global text analytics
providers, have a large coverage, above 80%, of EU official languages in category
A. Nevertheless, the support of the languages in category A provided by the rest of
the services is poorer, ranging from 20% to 45%. The situation of other European
languages in category B is actually the worst: the language support of the functional
services is scarce or non-existent. Languages in category C also have low cover-
age across all functional services. In contrast, custom entity extraction has almost
perfect support of the languages across all categories. However, custom classifica-
tion, custom sentiment analysis, and custom relation extraction have a language cov-
erage similar to off-the-shelf text analytics services, covering less than half of the
languages in categories A and C, and barely any language at all in category B.

According to the ELG catalogue, syntactic analysis services (language identifi-
cation, tokenization, etc.) are available for nearly all languages in category A. How-
ever, the language support of such services drops to 63% of languages in category
B, and 72% in category C. Named entity recognition has moderate support across
all language categories reaching 66% for category A, 54% for category B and 61%

6 https://www.gartner.com/en/documents/3999454
7 https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Doc
ument-Focused-Q2-2020/RES159887

https://www.gartner.com/en/documents/3999454
https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Document-Focused-Q2-2020/RES159887
https://www.forrester.com/report/The-Forrester-Wave-AIBased-Text-Analytics-Platforms-Document-Focused-Q2-2020/RES159887
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for category C. From there, language support for text analytics services such as key-
word extraction, sentiment analysis, summarisation, and entity linking is poor or
non-existent in every language category.

Our analysis shows that official EU languages are covered by a subset of text
analytics services including syntactic analysis, key phrase extraction, and entity ex-
traction. However, only a small fraction of category A languages are supported by
the remaining services. For other European languages in category B, global players
offer scarce support or none at all, and for languages in category C support is also
low. In ELG the picture changes a little for category B languages since the number of
supported languages increases for some of the functional services. However, overall
support of languages in categories B and C is still low, i. e., global players plan their
offerings based on the volume of the potential market for each language.

2 State-of-the-Art and Main Gaps

2.1 State-of-the-Art

LRTs have increased and improved since the end of the 1990s, a process further
catalysed by the advent of deep learning and neural networks and lately with large
pre-trained language models. Today, NLP practitioners find themselves in the midst
of a paradigm shift. This revolution has brought noteworthy advances to the field.
However, this transformative technology poses problems from a research advance-
ment, environmental, and ethical perspective. Furthermore, it has also laid bare the
acute digital inequality that exists between languages. Many sophisticated NLP sys-
tems are unintentionally exacerbating this imbalance due to their reliance on vast
quantities of data derived mostly from English-language sources. Other languages
lag far behind in terms of digital presence. Moreover, the striking asymmetry be-
tween official and non-official European languages with respect to available digital
resources is worrisome.

Unfortunately, European DLE is failing to keep pace with these rapidly evolving
changes. Neural language models and related techniques are key to NLP progress
and so being able to build them for target languages with the same quality as En-
glish is key if language equality is to be achieved. Now is the moment to seek bal-
ance between European languages in the digital realm. There are ample reasons for
optimism. Although there is more work that can and must be done, Europe’s leading
LRT repositories, platforms, libraries, models and benchmarks have begun to make
inroads. Interestingly, the application of zero-shot to few-shot transfer learning with
multilingual pre-trained language models and self-supervised systems opens up the
way to leverage NLP for less developed languages.

We are moving from a methodology in which a pipeline of multiple modules was
the typical way to implement NLP solutions, to architectures based on complex neu-
ral networks trained with vast amounts of data. This rapid progress in NLP has been
possible because of different factors: 1. mature deep learning technology; 2. large
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amounts of data (including multilingual text data); 3. increase in HPC (GPUs); 4. ap-
plication of simple but effective self-learning and transfer learning approaches using
Transformers. The NLP community is currently engaged in a paradigm shift with the
production and exploitation of large, pre-trained Transformer-based language mod-
els (Han et al. 2021; Min et al. 2021).

2.2 Main Gaps

We focus on eight main areas related to text analytics and NLU that have an impact
on digital language equality: data, legal aspects, limitations, benchmarking, confor-
mance, and domain experts’ tooling.

Data – The availability of suitable data for training and evaluating NLP tools is
crucial. Unfortunately, current language data for text analytics suffers from several
shortcomings. Labelling data can be a lengthy operation that requires skilled domain
expertise, which is costly and hard to find. Data and language coverage is a concern-
ing issue as the majority of datasets that are relevant to Europe are general-purpose
datasets based on major languages such as English, German, Spanish and French.
However, under the EU Digital Europe Programme, new common Data Spaces, in-
cluding a Language Data Space, will be created. Quality is also important: reliable
(misinformation-free), balanced (no bias) and clean content (non-toxic/hate-speech).
Machine learning models are notoriously sensitive to bias and noise within datasets.
Thus, there is a clear need for reliable bias and toxicity detection tools.

Legal aspects – Since text can often include personal data, data protection and
privacy (DPP) policies can put limits on the type of data that can be made avail-
able for text analytics. GDPR, the EU’s General Data Protection Regulation, while
important for EU citizens’ protection, significantly hampers language data sourcing
and reuse for machine learning-based tools in Europe. The principles of DPP and
legal provisions such as GDPR stipulate that data should only be used for a priori
defined narrow purposes and that these purposes must be made transparent to the
data subject upfront. This proves problematic when dealing with induced models or
datasets from web sources that have been reused without website owners’ or indi-
viduals’ consent. European-based researchers and LT developers cannot, therefore,
use, share, modify or build upon many of these datasets, which sets DPP-compliant
players in this field at a competitive disadvantage.

NLU limitations – Most of today’s text analytics solutions are language-specific.
Challenges arise in many contexts (business, personal, governmental), where the
multilingual requirements of customers and users from across Europe and around
the globe need to be served. As we have seen, data availability is already a gen-
eral problem, but when it comes to lesser-spoken languages with lower amounts of
digital content, such scarcity is compounded. Similarly, key pieces of contextual in-
formation such as the author, intended audience, societal factors and the purpose
of communication also need to be considered. As such, there is much scope for im-
proving contextualised and personalised analytics. One growing area of research is
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multimodal NLP, which aims to capture these contextual features to make better
judgements or predictions. One priority for many businesses and organisations is to
build trust and confidence in AImodels. As a result, there has been a notable increase
in attention given to the area of explainable AI. In cases where decisions are made
based onAImodel prediction, it is important that businesses can assess these models’
level of accuracy, fairness and transparency. Finally, further exploration is required
into extensibility methods to include domain-specific knowledge (e. g., when large
corpora are not available), allowing LT providers to easily build custom extensions
for machine learning-based systems.

Benchmarking – In language technology (and NLU in particular), a wide range of
benchmarking frameworks exists depending on the task at hand. Evaluation metrics
also vary depending on the task, ranging from reporting on precision, recall and F1
scores for classification tasks, to exact matching or, say, SacreBLEU8 scores for di-
alogue systems. Current NLU benchmarks include widely adopted ones like GLUE
and and SuperGLUE.9 In terms of the nature of datasets used in benchmarking, re-
alistic data is lacking. Therefore, the increasing trend for creating (often general
purpose) synthetic data proves to be problematic. Some evaluation datasets are also
often criticised in academic shared tasks, where they are sometimes referred to as
‘toy’ examples that are not applicable to real-world problems. There is a clear need
for an increase in diversity, relevance and suitability of annotated test data.

Conformance – A dimension related to standards concerns conformance, namely
“the fulfillment of specified requirements by a product, process, or service.”10 While
such requirements are not so crucial for academic research, they are highly relevant
to enterprise language technology development as they assure quality standards for
consumers. Accordingly, requirement statements are needed for any text analytics
artefact. For entity detection, this requirement statement could, for example, mention
that a conformant application must be able to detect any of the entity types of the
Common Locale Data Repository11 in Spanish and Portuguese.12 In particular, in the
context of regulated industries, certification may need to be considered.

Domain experts tooling – Today, most work in LT based on ML requires expert
level skills in tools related to data management, data science and NLP. This cre-
ates bottlenecks since it does not allow domain experts (e. g., experts in finance) to
become actively involved without extensive tool training or understanding of the
underlying technology. This setup causes overhead and delays since work between
tool experts and domain experts needs to be coordinated. What is lacking as a way
to address this is the availability of consumer-grade, highly usable, low code or no
code tools for domain experts. Ideally, such tools should be developed in collabora-
tion with usability specialists, to allow domain experts to play a more active role in
the development of solutions for application scenarios they are familiar with.

8 https://huggingface.co/metrics/sacrebleu
9 https://gluebenchmark.com, https://super.gluebenchmark.com
10 https://www.w3.org/TR/qaframe-spec/#specifying-conformance
11 https://cldr.unicode.org/index/downloads
12 https://www.w3.org/TR/its20/#conformance and http://docs.oasis-open.org/xliff/xliff-core/v2.
1/os/xliff-core-v2.1-os.html#Conformance for sample conformance clauses.

https://huggingface.co/metrics/sacrebleu
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https://cldr.unicode.org/index/downloads
https://www.w3.org/TR/its20/#conformance
http://docs.oasis-open.org/xliff/xliff-core/v2.1/os/xliff-core-v2.1-os.html#Conformance
http://docs.oasis-open.org/xliff/xliff-core/v2.1/os/xliff-core-v2.1-os.html#Conformance
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3 The Future of the Area

3.1 Contribution to Digital Language Equality

Today, text analytics tools can help societies and individuals in various ways by sup-
porting tasks that involve the discovery of information (facts, rules, relationships) in
text. There are widely-used and indispensable applications available to businesses,
consumers, citizens and governments that cover a wide range of usage scenarios,
starting from recommendation and sentiment analysis tools to intelligent virtual as-
sistants, business intelligence tools, predictive analytics, fraud management, risk
management, and cybercrime prevention. Text analytics tools are also widely used
in online and social media data analysis of use to both businesses and governments.

Currently, however, all of these advances and digital innovations are really only
supporting major well-resourced languages (i. e., English, French, German, Span-
ish). Adapting these technologies to support other languages across Europe is not a
trivial task of simply localising software or connecting existing technology to local
databases or information sources. Languages differ significantly in many ways, not
just in words but also inflectional nature (e. g., plural forms of nouns or tenses of
verb), sentence structure (word order), idiomatic uses, semantic variability, and so
on. To that end, applications need to be built upon systems that understand the under-
lying patterns in each language that requires support. As today’s NLP techniques are
increasingly data-driven, this means that sufficient amounts of data need to be made
available in order to adapt technologies to these languages. However, even here, it
may not be as simple as plugging in new datasets to existing technologies; due to
the fact that languages and domains can differ so significantly, various types of pa-
rameter tuning, system adaptation or hybrid implementation may also be required to
achieve robust and reliable technologies in new languages and scenarios.

Text analytics and NLU can play a major role in overcoming current language
and technology barriers that prevent the flow and accessibility of information and
knowledge across Europe. From an economic perspective, this language barrier has
an impact on the Digital SingleMarket (European Parliament 2018). Europe’s Single
Market seeks to guarantee the free movement of goods, capital, services, and people.
The role of technology in this is key as countries seek to ensure continued access to
this single market, including product information, national and local policies, edu-
cation information, trade information, financial information, and so on. Such infor-
mation needs to be accessible to all EU citizens. Text analytics tools (together with
machine translation solutions and other cross- and multi-lingual solutions) are key
for accessing this information and knowledge across Europe.

The META-NET White Paper Series (Rehm and Uszkoreit 2012) reported on an
analysis of LRTs available for EU languages. The results showed that with respect
to text analytics, good support only applied to English, andmoderate support to five
widely spoken languages: Dutch, French, German, Italian and Spanish. This meant
that the other 24 (out of 30) European languages in this study were clustered un-
der fragmented as well as weak or no support. Today, all 24 official EU languages
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benefit from basic tools: tokenizers, lemmatizers, morphological analysers, part-of-
speech tagging tools, and syntactic parsers. While the quality, reliability or robust-
ness of these tools vary across languages, their existence represents a step in the
right direction. In contrast, more sophisticated tools and services (e. g., summarisa-
tion tools) are available only for a small number of languages.

Some of the main reasons that prevent sophisticated text analytics techniques
from being available for many EU languages (Rehm et al. 2020) are lack of data
and data sparsity (especially for morphologically rich languages) for training and
testing text analytics technologies, and the complexity of technology adaptation in
low-resource settings. For instance, in the case of dialogue systems and chatbots,
analysis of available datasets for dialogue modelling clearly demonstrates a gap for
less-resourced languages (Serban et al. 2018; Leonova 2020).

Gartner (2021) forecasts the worldwide AI software revenue to $62.5 billion in
2022, an increase of 21.3% from 2021. Intelligent, AI-based, virtual assistants are
already in demand in the digital market and their use in the workplace is growing.
Gartner (2020) predicts that by 2025, 50% of knowledge workers will use a virtual
assistant on a daily basis, up from 2% in 2019. For the public sector and businesses,
this provides an opportunity to use intelligent virtual assistant technology to take
care of more repetitive and auxiliary business processes. Gartner (2019) predicts that
decision support/augmentation will be the largest area of AI by 2030, accounting for
44% of business value, with agents representing 24%.

For countries with lesser-spoken languages, these predictions only hold if tech-
nology exists to support them, of course. If not, an economic divide will emerge, as
countries with sufficient language technologies will gain (further) advantage.

3.2 Breakthroughs Needed

Various global enterprises from the US and Asia have started deploying large pre-
trained neural language models in production. However, despite their impressive
capabilities, large language models raise severe concerns. Currently, we have no
clear understanding of how they work, when they fail, and which emergent proper-
ties they present. As argued by Bender et al. (2021), it is important to understand the
limitations of language models, which they call “stochastic parrots”, and put their
success in perspective. There are also worrying shortcomings in the text corpora
used to train these Anglo-centric models, ranging from a lack of representation of
low-resource languages, to harmful stereotypes, and to the inclusion of personal in-
formation. Moreover, these models are costly to train and develop, both financially
and environmentally. This also means that only a limited number of organisations
with abundant resources in terms of funding, computing capabilities, NLP experts
and corpora can currently afford to develop them (Ahmed and Wahed 2020).

To tackle these questions, much more critical interdisciplinary collaboration and
research are needed. In Europe there is a lack of necessary resources (experts, data,
computing facilities, etc.) compared to large US and Chinese IT enterprises that lead
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the development of these new systems. In particular, the computing divide between
large firms and non-elite universities increases concerns around bias and fairness
within this technology breakthrough, and presents an obstacle towards democratis-
ing NLP. In fact, in the EU there is an uneven distribution of resources (funding,
open data, language resources, scientists, experts, computing facilities, IT compa-
nies, etc.) by country, region and language. We note with concern a tendency to
focus on state-of-the-art results exclusively with the help of leaderboards, without
encouraging a deeper understanding of the mechanisms by which they are achieved.
We believe that such short-term goals can generate misleading conclusions and di-
rect resources away from important efforts that facilitate long-term progress towards
efficient, accurate, explainable, ethical and unbiased multilingual language under-
standing. Progress in these fields will help achieve DLE in Europe in all aspects of
society, from government to businesses to the citizens themselves. Next, we focus
on some of these key technical areas.

Recent work has shown that pre-trained language models can robustly perform
NLP tasks in a few-shot or even in zero-shot fashion when given an adequate task
description in its natural language prompt (Brown et al. 2020; Ding et al. 2022).
Prompting is a technique that involves adding a piece of text (prompt) to the input
examples to “encourage” a languagemodel to bring to the surface the implicit knowl-
edge the user is interested in, i. e., guiding the language model to perform the task at
hand. Surprisingly, fine-tuning pre-trained language models on a collection of tasks
described via instructions (or prompts) substantially boosts zero-shot performance
on unseen tasks (Wei et al. 2021; Sanh et al. 2022; Tafjord and Clark 2021). The
application of zero-shot to few-shot transfer learning with multilingual pre-trained
language models, prompt learning, and self-supervised systems opens up opportuni-
ties for less developed languages in NLP.

Integrating common sense knowledge and reasoning in NLP systems has tradi-
tionally been seen as a nearly impossible goal. Now, research interest has sharply in-
creasedwith the emergence of new benchmarks and languagemodels (Mostafazadeh
et al. 2016; Talmor et al. 2019; Sakaguchi et al. 2021; Ma et al. 2021; Lourie et al.
2021). This renewed interest in common sense is encouraged by both the great empir-
ical strengths and limitations of large-scale pre-trained neural language models. This
motivates new, relatively under-explored research avenues in common sense knowl-
edge and reasoning. Combining large language models with symbolic approaches
(knowledge bases, knowledge graphs), which are often used in large enterprises
because they can be easily edited by human experts, is a non-trivial challenge. It
is worth investigating ways to leverage structured and unstructured information
sources and to enhance contextual representations with structured, human-curated
knowledge (Peters et al. 2019; Colon-Hernandez et al. 2021; Lu et al. 2021). De-
spite perhaps overly optimistic claims of human parity in many tasks, Natural Lan-
guage Understanding is still an open research problem far from being solved since
all current approaches have severe limitations. Language is grounded in our physical
world, as well as in our societal and cultural context. Knowledge about it is required
to properly understand natural language (Bender and Koller 2020).
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While NLP systems based on deep learning obtain remarkable results on many
tasks, the output provided by NLP models, particularly those models that generate
text, is still far from perfect. For example, the textual snippets generated by advanced
language models such as GPT and successors are formed by syntactically correct
sentences that seem to talk about a particular topic, however, there is often a lack
of coherence among them and humans still need to monitor and adapt the output
of such systems. There is a growing body of research of human-in-the-loop NLP
frameworks, where model developers continuously integrate human feedback into
the model deployment workflow. These feedback loops cultivate a human-AI part-
nership that enhances model accuracy and robustness and builds users’ trust in NLP
systems (Z. J. Wang et al. 2021). In the foreseeable future we expect more such
interactions, as AI and NLP become embedded in everyday work processes.

While the NLP community is fully committed to the open-source culture, the as-
pect of reproducibility has been less of a concern, although the topic is becoming a
central one in NLP. Nowadays the majority of scientific articles are accompanied by
the source code and data required to reproduce the experiments. Leaderboards such
as NLP-progress,13 Allen Institute of AI leaderboard,14 Papers with code,15 or Kag-
gle16 encourage participation and facilitate evaluation across many different tasks
and datasets. As a result, the NLP community has considerably increased access to
publicly available and easily accessible models and datasets. This culture focused
towards sharing fosters opportunities for the community to inspect the work of oth-
ers, iterate, advance upon, and broaden access to the technology, which will in turn
strengthen the collective skill sets and knowledge. Open-source libraries such as
Transformers17 may open up these advances to a wider LT community. This library
consists of carefully engineered state-of-the art Transformer architectures under a
unified API and a curated collection of models (Wolf et al. 2020a). Following up on
the success of the Hugging Face platform (Wolf et al. 2020b), the BigScience project
took inspiration from scientific creation schemes such as CERN and the LHC, in
which open scientific collaborations facilitate the creation of large-scale artefacts
that are useful for the entire research community.18

3.3 Technology Visions and Development Goals

In this section, we provide an overview of the main technological visions for NLP
and NLU, which will contribute to achieving DLE in Europe by 2030. We have iden-
tified developments for increasing the language support of such technologies, putting

13 http://nlpprogress.com
14 https://leaderboard.allenai.org
15 https://paperswithcode.com/area/natural-language-processing
16 https://www.kaggle.com/datasets?tags=13204-NLP
17 https://huggingface.co
18 https://bigscience.huggingface.co
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https://bigscience.huggingface.co
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users’ needs at the centre of any breakthroughs involving language technologies, the
integration with other modalities of information in addition to text, the hybridisation
of symbolic AI and neural systems, and the need for a new benchmarking approach.

Language support beyondwidely spoken languages, includingminority and under-
resourced languages, is still a pending issue in text analytics and NLU. The invest-
ment of LT providers in such languages is inhibited most probably due to a compar-
atively lower profitability in this space compared to mainstream languages, consid-
ering the number of potential users. Nevertheless, the current trend in LT relying on
neural language models and research on unsupervised and zero-shot learning opens
up new possibilities to increase the coverage of minority and under-resourced lan-
guages in the text analytics industry. Languagemodels have shown promising results
in zero-shot settings in a wide range of tasks (Radford et al. 2019; Brown et al. 2020;
Gao et al. 2021). This is primarily due to the fact that language models learn to per-
form tasks from patterns occurring in text, eliminating or reducing to a great extent
the need for additional labeled data which is a scarce resource for many languages.

Despite their dominance in current NLP pipelines, language models have mainly
been addressed as a one-size-fits-all approach, offering almost no customisation be-
yond the data used to fine-tune (Devlin et al. 2019) or prompt (Brown et al. 2020)
models for downstream tasks. Current research focused on unsupervised and zero-
shot learning (Gao et al. 2021) delves into this issue since users have little to say
in the learning process. Moreover, the data-driven approach and race for accuracy
have yielded opaque tools that are hard to interpret, and biased tools that perpetuate
social stereotypes related to gender, race and ethnicity in text collections. The lack of
transparency makes it difficult to build trust between users and system predictions,
having negative consequences for technology adoption. Biased tools have a direct
impact on society, especially for marginalised populations (Sheng et al. 2021).

We advocate for a next generation of language tools that care about end user
needs and expectations, making them part of the design and learning process. These
tools will be human-aware, encompass human emotions, and be trustworthy, avoid
bias, offer explanations, and respect user privacy. Moreover, human intelligence will
be used together with machine learning techniques to produce better LRTs. Human
feedback will be a guide in the learning process, informing the machine as to what
users want or do not want. Reinforcement learning from human feedback is a promis-
ing research avenue (Stiennon et al. 2020; Li et al. 2016) to use human intelligence to
improve NLP tools. Also, interactivity with domain experts and users (e. g., Shapira
et al. 2021) is a key area for further advances beyond the usual supervised paradigm.

As practitioners come to realise the inevitable limitations of purely end-to-end
deep learning approaches, which increase in the case of under-represented languages
(both in terms of available language models and suitable training corpora), the transi-
tion to hybrid approaches involving different ways of combining neural and symbolic
approaches becomes an alternative that appears more and more tangible. Therefore,
it is important that we exhaustively discuss the components necessary to build such
systems, how they need to interact, and how we should evaluate the resulting sys-
tems using appropriate benchmarks. The field of neurosymbolic approaches will be
increasingly important in order to ensure the integration of existing knowledge bases



42 Deep Dive Text Analytics and Natural Language Understanding 327

within our models, as already shown by approaches like KnowBert (Peters et al.
2019) and K-Adapter (R. Wang et al. 2021), not only to make NLU models aware
of the entities contained in a knowledge base and the relations between them from a
general point of view, as provided by resources like Wikipedia or Wikidata, but also
when it comes to quickly incorporating existing resources from vertical domains and
custom organisations into our models in a fast, scalable way. Some, e. g., Sheth et al.
(2017) and Shoham (2015), argue that knowledge graphs can enhance both expres-
sivity and reasoning power in machine learning architectures. Others (Gómez-Pérez
et al. 2020) propose a working methodology19 for solving NLP problems that natu-
rally integrate symbolic approaches based on structured knowledge with neural ap-
proaches. These are the first practical steps in this direction. Many more are needed,
particularly in a multilingual and language equality scenario.

Different modalities can be combined to provide complementary information that
may be redundant but can help to convey informationmore effectively (Palanque and
Paternò 2000). For example, multimodal analysis has allowed machines for the first
time ever to pass a test from middle school science curricula involving questions
where it was necessary for the model to understand both language and diagrams in
order to answer such questions (Gomez-Perez and Ortega 2020). This convergence
across modalities requires synergies fromAI research fields that until now have been
conducted individually such as NLP, automatic speech recognition and computer vi-
sion. Deep learning techniques will play an important role in multimodal analysis.
Recently, Transformer architectures (Devlin et al. 2019), initially proposed for NLP,
have been used for image processing (Dosovitskiy et al. 2021) and cross-modal infor-
mation processing including images and text (Hu and Singh 2021). Other approaches
based on contrastive language-image pre-training, like CLIP (Radford et al. 2021),
emphasise the relevance of zero and few-shot scenarios. CLIP shows that scaling a
simple pre-training task is sufficient to achieve competitive zero-shot performance
on a great variety of image classification datasets by leveraging information from
text. Unfortunately, such text is in English only, showing how language inequality
also impacts language-vision tasks.

Benchmarking aligns research with development, engineering with marketing,
and competitors across the industry in pursuit of a clear objective. However, for
manyNLU tasks evaluation is currently unreliable and biased, with plenty of systems
scoring so highly on standard benchmarks that little room is left for researchers who
develop better systems to demonstrate their improvements. The recent trend to aban-
don independent and identically distributed benchmarks in favour of adversarially
constructed, out-of-distribution test sets ensures that current models will perform
poorly, but ultimately only serves to obscure the abilities that we want our bench-
marks to measure. Adversarial data collection, understood as the process in which
a human workforce interacts with a model in real time, attempts to produce exam-
ples that elicit incorrect predictions, but does not meaningfully address the causes
of model failures, as shown, for instance, by Kaushik et al. (2021) for question an-
swering. Restoring a healthy evaluation ecosystem will require significant progress

19 Methods, resources and technology on Hybrid NLP, https://github.com/expertailab/HybridNLP
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in the design of benchmark datasets, the reliability with which they are annotated,
their size, and ways in which they handle social bias. This is even more important
when we expand our view to the multilingual landscape, such as the European mul-
tilingual reality. Furthermore, much more emphasis will need to be given to typical
realistic settings (Church et al. 2021), in which large training data for the target
task is not available, like few-shot and transfer learning. Moreover, while measur-
ing performance on held-out data is a useful indicator, held-out datasets are often
not comprehensive, and contain the same biases as the training data, as illustrated by
Rajpurkar et al. (2018) inter alia. Recht et al. (2019) also showed that this can lead
to overestimating real-world performance. Approaches like Ribeiro et al. (2020) ad-
vocate for a methodology that breaks down potential capability failures into specific
behaviours, introducing different test types, such as prediction invariance in the pres-
ence of certain perturbations and performance on a set of sanity checks inspired in
software engineering. Two requirements must be compulsory for such benchmarks:
On the one hand, they will need to cover a representative sample of the key sectors
in the European economy, including among others finance, health, tourism, manu-
facturing, and the corresponding added value chains. In contrast, such benchmarks
need to be multilingual by design and cover each economic sector for each of the
European languages, guaranteeing language equality regardless of the size of the
market associated with each language.

3.4 Towards Deep Natural Language Understanding

Much has been said about the impact of intelligent systems on our lives. Today’s
large amounts of available data, produced at an increasing pace and in heterogeneous
formats and modalities, have stimulated the development of means that extend hu-
man cognitive and decision-making capabilities, alleviating such burdens and assist-
ing our drivers, doctors, teachers and scientists. In scientific disciplines like biomed-
ical sciences, some like Kitano (2016) even propose a new grand challenge for this
kind of systems: to develop an AI that can make major scientific discoveries that
are eventually worthy of a Nobel Prize. This suggests the time is ripe for a shared
partnership with machines, where humans can benefit from augmented reasoning
and information management capabilities. Through such a partnership, we foresee
a virtuous circle of data collection, active learning, and interactive feedback, which
will result in adaptive, ever-learning systems.

We have already seen signs of such a partnership, e. g., in the application of gen-
erative models like GPT-3 to produce text given a prompt, with applications in dif-
ferent business sectors. Based on these developments, some suggest20 that the future
of AI lies in the development of systems that allow maintaining a conversation with
a computer. This scenario should go beyond current and past chatbots, able to copy
formwithout understanding meaning but nevertheless capable of creating a dialogue

20 https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-
limitations-bias

https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-limitations-bias
https://www.theverge.com/22734662/ai-language-artificial-intelligence-future-models-gpt-3-limitations-bias


42 Deep Dive Text Analytics and Natural Language Understanding 329

with the user. However, this often seems to be missing from AI systems like facial
recognition algorithms, which are imposed upon us, or self-driving cars, where the
public becomes the test subjects in a potentially dangerous experiment. Language
will require advances in knowledge representation, true understanding of meaning
and pragmatics, and the ability of models to explain and interpret their predictions
in ways that humans can understand and relate to.

The AI community and particularly the areas related to text understanding also
need to address issues like fairness in ways that tangibly and directly benefit dis-
advantaged and misrepresented populations. We have spent large amounts of effort
discussing fairness and transparency in our algorithms. At the algorithmic level, fair-
ness has to do with the absence of bias in the models that for example in NLU are
used to address tasks that may range from the evaluation of mortgage applications
or insurance policies to medical examinations and career recommendations. If al-
gorithms are biased, so are their predictions, in which case inequalities would be
perpetuated as AI technologies are deployed more and more in society.

This is essential work. The lack of resources in a specific language to train an
NLUmodel in that language can be seen as another source of discrimination. A very
visual example in a related domain has to do with the use of a smartphone navigation
app in a wheelchair, only to encounter a stairway along the route. Even the best nav-
igation apps pose major challenges and risks if users cannot customise suggested
routes in order to avoid insurmountable obstacles. Similarly, the lack of availabil-
ity of service functionalities in all languages will have an unwanted effect in the
respective populations. Accessibility, education, homelessness, human trafficking,
misinformation, and health among others are all areas where AI and text understand-
ing can have a really positive impact on people’s quality of life. So far, we have only
started to scratch the surface.

4 Summary and Conclusions

We finish this chapter with a list of recommendations and guidelines that address
central topics for text analytics and NLU. Among others, we emphasise the role of
language equality for social good, the balance between commercial interests and
equal opportunities for society, and incentives to help bring about language equality.
We also focus on key technologies like neural language models and the availability
of multilingual, cross-sectorial datasets and benchmarks.

1. Language equality in text analytics is a transformative and integrative force for
social good that can stimulate development in such important aspects for our
societies as access to health, public administration services for everyone, better
education and more business opportunities. These will contribute to more devel-
oped societies, which in turn will encourage progress and prosperity, creating
new markets for text analytics and other areas related to AI and LT across Eu-
rope. However, this is not yet a common scenario for all European languages.
The question we should ask ourselves is: what is the alternative? What will the
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social cost be if the required policies do not effectively reach all European lan-
guages until 2030?

2. The balance between legitimate commercial interests and equal access to op-
portunities is fragile when it comes to DLE in text analytics. We have shown
how global providers tend to concentrate their offerings and investment in more
widespread languages, neglecting a long tail of languages with smaller popu-
lations. In contrast, European initiatives such as ELG (Rehm 2023) provide a
more equitable coverage. Two reflections emerge. First, it is a European priority
to ensure that all European languages are properly covered. Therefore, Euro-
pean companies and also European research organisations in the text analytics
space should benefit from incentives that allow them to focus on such languages.
Such incentives should naturally come from a thriving market demanding these
services in Europe, but also in other forms, like – for companies – tax breaks
associated to language services for less represented languages or – for research
organisations – specific regional or national funding that can only be used for
developing tools or resources for the national or regional language. Second, to
create traction this effort should involve European technology providers but also
consumers of such services at the different levels of the European public admin-
istration and large European companies.

3. Possible incentives to language equality in text analytics and NLU are not just
financial.Acknowledging that we are working on a particular language conveys
the opportunity to stress that research is language-specific. Conversely, neglect-
ing to state that a particular piece of research worked on, say, English language
data gives a false veneer of language independence (Bender 2011). Incentives
need to be provided for Text Analysis research to cover all European languages.

4. Neural language models are a cornerstone of most NLU and text analytics
pipelines now, and this will continue in the next few years. However, current
methods to create such models are hardware-intensive, require vast amounts of
text data, and the training comes at the cost of high energy consumption and
a large carbon footprint. Because of this, most of the language models avail-
able nowadays (like BERT, RoBERTa, T5, GPT-3, etc.) have been trained on
general-purpose documents collected from the internet and freely available re-
sources, which hinders their application in vertical domains, requiring additional
pre-training on relevant data that is not easy to find.

5. Data is key. Without sufficient amounts of good-quality data, language models
and text analytics solutions based on ML approaches cannot be trained. How-
ever, suitable data and particularly multilingual text is hard to find and expen-
sive to annotate in order to enable subsequent fine-tuning of pre-trained lan-
guage models on tasks like classification, sentiment analysis, etc. While much
progress has been made in creating large-scale labeled data sets for the major
languages, it is not yet feasible, especially from a business-driven perspective,
to do this for all European languages, let alone the literally thousands of lan-
guages spoken on the planet. As suggested in the previous item, there is little or
no doubt that enough general-purpose data can be collected in the different Eu-
ropean languages that will suffice to pre-train language models for each of our
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languages following self-supervised approaches. The problem comes in satisfy-
ing the needs of domain- and task-specific data to adapt such models to solve
real-life problems in each of the different business sectors and languages.

6. Data tends to be locked in regulatory and corporate silos. Research and solu-
tions for LTs that address problems of business and social relevance is underde-
veloped. A major reason is that enterprise data is not available to researchers in
academia. As enterprise data is by nature confidential and companies need to re-
spect data protection regulations, the barriers for making data available are high.
The idea to create data spaces through which companies can make data available
under certain terms still needs to crystallise into a dynamic ecosystem that can
be compared to generally available text analytics and NLU datasets and models.
To address this bottleneck, further collaboration is required between industry,
academia and European institutions that facilitates the creation of multilingual
text data spaces across the different strategic business sectors. This effort would
benefit from an improved balance between European regulations like GDPR and
the use of data for research purposes. Currently, companies abiding by GDPR
face restrictions and demands that impose some burdens. To be competitive, Eu-
ropean companies may need to use neural language models built by third parties
in the US or China that are not subject to such regulations.

7. Benchmarking is inadequate and needs to be fixed and updated. For many NLU
tasks evaluation is currently unreliable and biased, with plenty of systems scor-
ing so highly on standard benchmarks that little room is left for better systems
to demonstrate their improvements. The recent trend to abandon traditional, in-
dependent and identically distributed benchmarks in favour of adversarially-
constructed, out-of-distribution test sets means that current models will perform
poorly, and ultimately only obscures the abilities that wewant our benchmarks to
measure. Restoring a healthy evaluation ecosystem, particularly one involving
a vision for DLE, will require significant progress in the design of benchmark
datasets, the reliability with which they are annotated, their size, and the ways
they handle social bias. However, if we want to make well-grounded progress
it is crucial that improved benchmarking considers not only technical but also
ethical and societal issues. Benchmark design needs to fit realistic data com-
positions, rather than synthetic ones within our comfort zone. Addressing such
shortage of real-life benchmarks will require significant collaboration between
European industry and academia.

8. Text does not live in isolation. Information is cross-modal. Text is rarely found
in isolation in real-life. Addressing many of the market and societal challenges
towards DLE will benefit from taking into account cross-modal scenarios to
leverage additional sources of free supervision. Recent advances like OpenAI’s
CLIP and Meta’s Data2Vec21 seem promising. However, perhaps not surpris-
ingly, all such models are currently available in English only.

21 https://ai.facebook.com/research/data2vec-a-general-framework-for-self-supervised-learning
-in-speech-vision-and-language

https://ai.facebook.com/research/data2vec-a-general-framework-for-self-supervised-learning-in-speech-vision-and-language
https://ai.facebook.com/research/data2vec-a-general-framework-for-self-supervised-learning-in-speech-vision-and-language
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Finally, we would like to emphasise two points that are particularly critical to
ensure DLE in Europe. First, neural language models and related techniques are
at the core of sustaining progress in LT in modern NLP. Therefore, being able to
build language models for target languages with the same quality as English is key
for language equality. Second, multilingual data is the key element to train such
models in the target languages. We should not assume that large amounts of publicly
available corpora of good quality can be readily obtained for all European languages,
but rather the contrary. The effort to ensure that all languages have large amounts of
publicly available corpora of good quality, taking into account fairness issues, should
be at the centre of any future efforts striving for DLE.
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Abstract This deep dive on data, knowledge graphs (KGs) and language resources
(LRs) is the final of the four technology deep dives, as data as well as related models
are the basis for technologies and solutions in the area of Language Technology (LT)
for European digital language equality (DLE). This chapter focuses on the data and
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LRs required to achieve full DLE in Europe by 2030. The main components iden-
tified – data, KGs, LRs – are explained, and used to analyse the state-of-the-art as
well as identify gaps. All of these components need to be tackled in the future, for the
widest range of languages possible, from official EU languages to dialects to non-
EU languages used in Europe. For all these languages, efficient data collection and
sustainable data provision to be facilitated with fair conditions and costs. Specific
technologies, methodologies and tools have been identified to enable the implemen-
tation of the vision of DLE by 2030. In addition, data-related business models and
data-governance models are discussed, as they are considered a prerequisite for a
working data economy that stimulates a vibrant LT landscape that can bring about
European DLE.1

1 Introduction

Digital language equality (DLE) as well as the European data economy rely on the
availability, the interoperability and the form of (unstructured, semi-structured, struc-
tured) data as a basis for further innovation and improved technological development,
especially for trustworthy AI “made in Europe” and powerful language technology
(LT) that respects and reflects European values. Data spaces,2 data sharing and ex-
change platforms3 and marketplaces are enablers, key to unleashing the potential of
such data. However, data sharing and interoperability are still in their infancy. The
diffusion of platforms for data sharing and availability of interoperable datasets is
one of the key success factors which may help to drive the European data economy
and industrial transformation.

The European Digital Single Market strategy that was adopted on 6 May 20154
has been built on three pillars: access, environment, and economy & society. The
latter aims at maximising the growth potential of the digital economy, inspired by
the 2018 Commission Communication “Towards a common European data space”,5
which provides guidance on B2B data sharing, bringing together data as a key source
of innovation and growth from different sectors, countries and disciplines, into a
common data space. Overall, the EU has specified its ambition6 to become the
world’s most secure and trustable data hub.

This chapter provides insights into: 1. the main components of this deep dive,
2. the current state-of-the-art, 3. the main gaps identified in the field, 4. its contri-

1 This chapter is an abridged version of Kaltenböck et al. (2022).
2 Next-generation data acquisition and processing platforms as exemplified, among others, by the
BDVA reference model: https://bdva.eu/sites/default/files/BDVA_SRIA_v4_Ed1.1.pdf.
3 Data sharing and exchange platforms, through which data is commercialised using open data,
monetised data and trusted data sharing mechanisms.
4 https://ec.europa.eu/commission/presscorner/detail/en/IP_15_4919
5 https://ec.europa.eu/transparency/regdoc/rep/1/2018/EN/COM-2018-232-F1-EN-MAIN-PAR
T-1.PDF
6 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020DC0066

https://bdva.eu/sites/default/files/BDVA_SRIA_v4_Ed1.1.pdf
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https://ec.europa.eu/transparency/regdoc/rep/1/2018/EN/COM-2018-232-F1-EN-MAIN-PART-1.PDF
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020DC0066
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bution to DLE and the impact on society, 5. an analysis of the main breakthroughs
needed in the area of data, language resources (LRs), and knowledge graphs (KGs),
6. themain technology visions and development goals identified to help achieve deep
natural language understanding (NLU), all closed by 7. a summary and conclusions
section.

1.1 Scope of this Deep Dive

This deep dive covers a relatively wide range of technologies in the area of LT, in-
cluding machine translation (MT, Chapter 40), speech technologies (Chapter 41),
text analytics and NLU (Chapter 42) as well as content management and knowledge
management systems, text generation, and language learning systems, as data and
LRs are the backbone for all these technologies as well as many more. In addition,
the area of KGs plays an important role in this deep dive as KGs provide power-
ful mechanisms and principles to interlink and enrich data in a high-quality manner.
KGs can build a powerful and relatively easy to maintain network of interlinked data
– including and combining structured, semi-structured and unstructured data – that
can be seen as a crucial element of the data infrastructure required to develop future
LT solutions, which require not only a single underlying dataset but in addition a
wide range of meaningful and contextualised data. Furthermore, the integrated data
models inside of KGs (taxonomies, vocabularies and ontologies) allow the training
of algorithms for LT solutions with higher precision requiring smaller amounts of
training data.

The topic of metadata and data in this chapter is always related to LT, language
understanding and DLE in Europe. Accordingly, metadata and data in this respect
concern (mostly, but not exclusively) LRs, (annotated) corpora, translation memo-
ries, dictionaries and lexicographic resources, as well as other LRs and relevant data
that is required for powerful multilingual LT. Such data and metadata constitute a
strong enabler of AI and machine learning (ML), methodologies that have enabled
innovative approaches and advances in the field of LT (Elliot et al. 2021).

In addition to these principal components, a number of related methodologies
and tools are currently on the rise, and these form part of the technological vision
for 2030 in this deep dive. The subject of data-related business models is tackled
throughout the chapter, as functioning, sustainable data-related business models are
a prerequisite for a thriving data economy and ecosystem that in turn stimulates and
fosters those data-related components listed above, to enable a working LT landscape
that can deliver European DLE.
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1.2 Main Components

The main components of our analysis related to data, LRs, and KGs include: 1. avail-
ability of data and metadata, 2. accessibility of data, 3. quality of data, 4. data inter-
operability , 5. licensing and data-related regulations, 6. data and ethics, and 7. data
literacy. At the same time, the following related concepts, methodologies and tools
also need to be considered: 8. data infrastructures, data spaces and data markets;
9. data at scale; 10. KGs; 11. semantic AI (statistical and symbolic AI in combina-
tion); and 12. innovative data and metadata management tools.

These main components always include structured data, semi-structured data
and/or unstructured data, which can apply to different modalities, e. g., written, spo-
ken, signs, etc. In addition, as for other technology areas, the data for LT may be
available as raw data and/or curated data, at varying levels of quality.

With the rise of AI, the importance of large language models (such as, e. g.,
BERT7 or GPT-38), and comprehensive and multilingual KGs – all based on a broad
range of domains and/or languages – is continuously increasing. For all LRs and data
types there is the requirement for domain-specificity, so that domain- and industry-
specific applications can be developed where specialised language and terminology
are realised, e. g., in industries such as health, pharmaceuticals or finance. Let us
now examine each of these aspects in detail:

Availability of data and metadata – As data and metadata form the backbone
of any LT, the availability of data and metadata is the overall basis to enable such
technologies and services. Availability therefore impinges on data collections, data
types available, and how to find and explore such data.

Accessibility of data – The accessibility of data is crucial, it is also reflected in
the FAIR principles (Wilkinson et al. 2016), initially advocated for research data
management and stewardship in order to improve the Findability, Accessibility, In-
teroperability, and Reuse of digital assets. Since 2007, accessibility has also been
one of the initial eight key principles of open (government) data.9

Quality of data – When data is available and accessible, users often consider
additional attributes and components, one being quality of data. As the value of data
is based on its fit for certain use-cases and business cases, data quality is a crucial
issue reflecting and impacting the respective data value. Dimensions to measure data
quality often include – but are not limited to – completeness, validity, timeliness,
consistency, and integrity (Sebastian-Coleman 2012). Reliability is also an important
factor of data quality, although it is hard to measure. When all things are considered,
the quality of an LT application is often based largely on the quality of the underlying
data used to train the system.

Data interoperability – Data interoperability is defined as10 “addresses[ing] the
ability of systems and services that create, exchange and consume data to have clear,

7 https://en.wikipedia.org/wiki/BERT_(language_model)
8 https://en.wikipedia.org/wiki/GPT-3
9 https://opengovdata.org
10 https://datainteroperability.org

https://en.wikipedia.org/wiki/BERT_(language_model)
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https://datainteroperability.org
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shared expectations for the contents, context and meaning of that data.” Interoper-
ability ensures the seamless interplay of different LT systems regarding both APIs
and data exchange. Not unexpectedly, it is often connected with and facilitated by
the specification and adoption of related standards in the field.

Licensing and data-related regulations – Relevant data often comes from differ-
ent owners and publishers, such as companies, public administrations or citizens,
with different licences. Accordingly, proper licence clearing is a crucial task for all
data-related activities in LT. The licences on data that are usually specified by data
owners/publishers need to be taken into account as an important component, as well
as the applicable laws and regulations around data, such as those concerning data pri-
vacy, security, processing and protection of personal identifiable information (PII),
as laid out, for instance, in the General Data Protection Regulation (GDPR). Na-
tional and regional as well as international regulations and policies around data use
and re-use should also be taken into account.

Data and ethics – The rise of AI and ML has led to an increase in both data
collection and processing, so the issue of data and ethics has become more and more
important. It is closely connected to data-related regulations. Language, by its very
nature, can be ambiguous and the associated interpretations can easily represent and
expose bias. Accordingly, ethics plays a crucial role regarding the use of data in LTs
and impacts equality in general, including language equality.

Data literacy – Gartner Research11 defines data literacy as “the ability to read,
write and communicate data in context, including an understanding of data sources
and constructs, analytical methods and techniques applied, and the ability to describe
the use-case, application and resulting value.”

Data infrastructures, data spaces, data markets – The ideas behind data spaces
and data markets follow the intentions underpinning data catalogues established in
the course of the open data movement since the early 2000s to allow the sharing,
exchange and trading of data. Data spaces and markets enable the availability of and
allow accessibility to high-quality data, which follow standards (thus providing data
interoperability) accompanied by clear licensing conditions. The Gaia-X12 initiative
defines a “data space” as “refer[ring] to a type of data relationship between trusted
partners, each of whom apply the same high standards and rules to the storage and
sharing of their data. However, of key importance to the concept of a data space is that
data are not stored centrally but at source and are therefore only shared (via semantic
interoperability) when necessary. A data space is the sum of all its participants –
which may be data providers, users and intermediaries. Data spaces can be nested
and overlapping, so that a data provider, for example, can participate in several data
spaces all at once. Data sovereignty and trust are essential for the working of data
spaces and the relationships between participants.”

Data at scale – Practical LT solutions require high-quality data at scale and for a
broad range of domains and available in various languages, with clear licences and
fair conditions attached. Data infrastructures, data spaces and data markets provide

11 https://www.gartner.com/smarterwithgartner/a-data-and-analytics-leaders-guide-to-data-litera
cy
12 https://gaia-x.eu/what-is-gaia-x/
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powerful means to discover, evaluate and access relevant data as well as related data-
driven services, that are required for LT solutions.

Knowledge Graphs – A Knowledge Graph is a knowledge base that uses a graph-
structured data model or topology to integrate data. KGs are used to store interlinked
descriptions of entities – objects, events, situations or concepts – while also encoding
the semantics underlying the terminology used.13 Since the development of the Se-
manticWeb, KGs have often been associatedwith LinkedOpenData (LOD) projects,
focusing on the connections between concepts and entities (Soylu et al. 2020; Auer
et al. 2018). They are prominently associated with and used by search engines such
as Google or Bing; knowledge-engines and personal assistants such as Wolfram Al-
pha, Apple’s Siri, and Amazon Alexa; and social networks such as LinkedIn and
Facebook. LT solutions require not only targeted datasets but also high-quality, inter-
linked, meaningful and contextualised data that can easily be used, quickly expanded
and efficiently maintained with reasonable effort. KGs provide these characteristics
and contribute to the data and knowledge backbone for LT.

Semantic AI – Modern approaches tend to combine statistical AI (ML) and sym-
bolic AI (models like ontologies, knowledge bases for common sense knowledge,
and cultural resources, among others). In October 2020, Agarwal defined semantic
AI14 as “provid[ing] a framework to perform end to end complex tasks automati-
cally. It uses many different machine learning and logic-based approaches, and also
utilizes the background knowledge often stored in knowledge graphs.”

Innovative data and metadata management tools – Innovative data and metadata
management tools enable the availability and accessibility of high-quality data and
data interoperability (using relevant standards), that provide powerful data gover-
nance mechanisms (following relevant regulations), that enable mechanisms for the
assessment of ethics in data, and that allow improvements in data literacy. In ad-
dition such tools should support (perhaps in combination with) secure data sharing
mechanisms (data spaces), provide strong capability for interlinking data, support
meaning and context (KGs) and provide semantic AI capability.

2 State-of-the-Art and Main Gaps

2.1 State-of-the-Art

From the start of the open data movement in 2007 with its eight principles of open
government data, the requirements of industry data as well as organisation-based
data-sharing and collaboration have found their feet and culminated in the next era of
data sharing: data catalogues and data portals, as well as, more recently, data spaces
and data markets. In the area of LT, data availability, accessibility, aggregation, shar-

13 https://ontotext.com/knowledgehub/fundamentals/what-is-a-knowledge-graph
14 https://medium.com/@dr.puneet.a/what-is-semantic-ai-is-it-a-step-towards-strong-ai-5f0355
be3597
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ing and reuse have received attention since the early 1990s, with associations and
organisations providing LR catalogues, like the European Language Resources As-
sociation15 or the Linguistic Data Consortium.16 Since the early 2010s, several re-
search and innovation projects have contributed to the field including FLaReNet
and META-NET with META-SHARE17 (Piperidis 2012). They provided recom-
mendations, specifications and implementations of platforms promoting and facili-
tating data discovery, sharing and reuse. At the same time, CLARIN18 (Hinrichs and
Krauwer 2014) has been established as a research infrastructure providing access to
digital language data for scholars in the social sciences and humanities, and beyond.
CLARIN is associated with the EUDAT Collaborative Data Infrastructure (EUDAT
CDI),19 and contributes to the European Open Science Cloud (EOSC)20 with the
EOSC-related project Social Sciences and Humanities Open Cloud (SSHOC)21 and
its data market for social sciences and humanities.22

Another example of research, development and infrastructure activities supported
by the implementation of the Public Sector Information Directive23 is the ELRC-
SHARE repository24 (Piperidis et al. 2018) that is used for documenting, storing,
browsing and accessing LRs that are collected through the European Language Re-
source Coordination25 initiative (Lösch et al. 2018) and considered useful for feeding
the CEF Automated Translation (CEF.AT) platform.

In 2022, the European Language Grid (ELG)26 (Rehm et al. 2020a; Rehm 2023)
released the ELG platform providing access to LT resources and services from all
over Europe, enabling users to try out the services or use the ELG APIs. ELG built
bridges to a wide range of language data platforms including the European AI on
Demand Platform (Labropoulou et al. 2023).

Turning to the LT industry, there are products like the TAUS Marketplace,27 as
well as APIs for lexicographical information or Natural Language Processing (NLP)
APIs giving access to services from part-of-speech tagging and dependency parsing
to MT, summarisation and question answering. Finally, there are active industry as-

15 http://www.elra.info
16 https://www.ldc.upenn.edu
17 http://www.meta-share.org
18 https://www.clarin.eu
19 https://www.eudat.eu
20 https://eosc-portal.eu
21 https://sshopencloud.eu
22 https://marketplace.sshopencloud.eu
23 https://digital-strategy.ec.europa.eu/en/policies/public-sector-information-directive
24 https://elrc-share.eu
25 https://lr-coordination.eu
26 https://www.european-language-grid.eu
27 https://datamarketplace.taus.net
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sociations and networks like LT-Innovate28 or BDVA/DAIRO29 that support the idea
of data collection and provision and sharing to support better LT in the future.

Most if not all of the above platforms and initiatives have now endorsed the FAIR
principles, adopting them as a de facto standard. In this context, data interoperability
has been an important factor, related (mostly but not exclusively) to efficient data use
and processing, as well as data exchange and sharing. There are dozens of standards
regarding data in place worldwide, set up by several standardisation bodies in a range
of industry domains. This diversity of data-related standards reinforces the problem
as there is relatively little mapping between such standards and approaches. In the
context of ELG and with regard to the wider area of AI/LT platform interoperability,
initial attempts have been made at cross-platform search and discovery of resources
and services, on the one hand, and composition of cross-platform service workflows,
on the other (Rehm et al. 2020b).

Since the open data and data sharing movement began, every digital asset has
needed to be accompanied by a clear and dedicated licence. While this issue has be-
come more and more important, there are quite a lot of possible licences to choose
from, inevitably reinforcing legal interoperability problems. While there are multi-
ple commercial licensing options not centrally registered, a good source for open
licences is the Open Definition of the Open Knowledge Foundation.30

Several data regulations and directives have been developed by the European
Union over the last decade. They are an important foundation of the data economy,
as well as the realisation of a working, sustainable data infrastructure across Europe.
Some of the most important ones include, among others: GDPR,31 European Strat-
egy for Data,32 European Data Governance (Data Governance Act),33 EUOpenData
Strategy and PSI Directive,34 European Approach to Artificial Intelligence, includ-
ing the EC AI Strategy,35 Digital Single Market Strategy for Europe,36 and Digital
Action Education Plan.37 As far as LT for DLE in Europe is concerned, all of these
regulations have a clear impact. In terms of this deep dive, the Data Governance Act
has a strong implication for data, LRs and KGs, as it lays the groundwork for the
development of common data spaces in strategic sectors.

Setting technical issues to one side, data and ethics is a topic in which regulators
and standards (such as those mentioned above) play a crucial role. After many years’
discussion about data and ethics but also about AI and ethics, a standard has been
published: IEEE P7000 Engineering Methodologies for Ethical Life-cycle Concerns
28 https://www.lt-innovate.org
29 https://www.bdva.eu
30 https://opendefinition.org/guide/data/
31 https://eur-lex.europa.eu/eli/reg/2016/679/oj
32 https://ec.europa.eu/info/sites/default/files/communication-european-strategy-data-19feb2020
_en.pdf
33 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52020PC0767
34 https://digital-strategy.ec.europa.eu/en/policies/open-data
35 https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence
36 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52015DC0192
37 https://ec.europa.eu/education/education-in-the-eu/digital-education-action-plan_en
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Working Group. It establishes a process model by which engineers and technologists
can address ethical considerations throughout the various stages of system initiation,
analysis and design. Expected process requirements include management and engi-
neering views of new IT product development, computer ethics and IT system design,
value-sensitive design, and stakeholder involvement in ethical IT system design.38

Data literacy is an underlying component of digital dexterity: an employee’s abil-
ity and desire to use existing and emerging technology to drive better business out-
comes. The European Union supports data literacy and beyond in the Digital Action
Education Plan,39 and globally programmes like the World Bank’s Data Use and Lit-
eracy Programme40 support the awareness, education and implementation of data
literacy. Nevertheless, compared to data and data-related technologies available, the
issue of data literacy lags far behind and needs more action and effort to be applied.

The idea of a KG follows the basic principles of the semantic web and linked
data. For LTs, the KG principles have great potential for modelling common-sense
knowledge and domain-specific knowledge, as well as provisioning rich context and
meaning in monolingual, bilingual, multilingual and cross-lingual applications. KGs
are often assembled from numerous sources, and as a result, can be highly diverse
in terms of structure and granularity.

KGs aim to serve as an ever-evolving shared substrate of knowledge within an
organisation or community (Noy and McGuinness 2001). We distinguish two types
of KGs: open KGs and enterprise KGs. Open KGs are published online, making their
content accessible for the public good. Enterprise KGs are internal to a company and
applied to commercial use-cases. Applications based on KGs include search, recom-
mender systems, personal agents, advertising, business analytics, risk assessment,
and automation. Useful further reading includes Blumauer and Nagy (2020), Abu-
Salih (2021), Colon-Hernandez et al. (2021), Ji et al. (2022), and Li et al. (2021).

The technological leaps in LT and AI in the past few years and the widely recog-
nised importance of data and knowledge resources for their accomplishment have
called for new concepts and instruments in the area of data technologies and natu-
rally so also in AI and LTs. In Europe, data spaces are a (relatively) new concept
and solution to stimulate the data economy by providing secure and trustworthy
mechanisms and platforms for data sharing and data trading. The European Com-
mission lists a number of data spaces in its Data Strategy as of February 202041 that
is strongly interconnected with the EU Data Governance Act.42 EU Member States
have supported research on data spaces in recent years, as for example Gaia-X43 and
the International Data Spaces initiative (Germany) that channeled into the establish-
ment of the International Data Spaces Association (IDSA) and the publication of
several standards and recommendations in the field (IDS Information Model or the

38 https://sagroups.ieee.org/7000/
39 https://ec.europa.eu/education/education-in-the-eu/digital-education-action-plan_en
40 https://www.worldbank.org/en/programs/data-use-and-literacy-program
41 https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/european-data-s
trategy
42 https://digital-strategy.ec.europa.eu/en/policies/data-governance-act
43 https://www.data-infrastructure.eu/GAIAX/Navigation/EN/Home/home.html
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Reference Architecture Model),44 or the Data Market Austria (DMA)45 prototype
for a public marketplace for data trading. In January 2023, the European Commis-
sion launched the Common European Language Data Space which aims to focus on
language data and models discoverability, sharing and trading covering all EU lan-
guages and aiming to support a wide range of LT applications in different modalities,
domains and contexts.

2.2 Main Gaps

The following observations have been formulated, collected and further analysed
together with researchers and practitioners in the field and reflect our joint under-
standing of the current gaps in the components of this deep dive.

There is untapped potential when it comes to data available in archives as well as
old data files. There is a real need for open AI models in LT that are provided to inter-
ested parties with open licences. Not only ready-to-use models are required, but also
the raw data needs to be made available in order for developers to create their own
models. Annotated corpora are often available mainly in English, and it is often the
case that they are not available in other languages, let alone all those required for dif-
ferent technologies and applications. The ELG dashboard46 offers a visual overview
of the current standing of Europe’s languages (and beyond) with respect to available
language data, tools and services. Through such availability counts the dashboard
approximates the technological readiness of each language (see Chapter 3). There is
an urgent need for monolingual, bilingual and multilingual domain-specific corpora.
Such data can only rarely be found via available resources, mostly because it sim-
ply is not there, but also because of incorrect or missing documentation of data and
metadata. Manually annotated data is lacking; although the quality of automated and
semi-automated annotations is increasing, manual annotation by human experts in a
certain field is still the best means of acquiring high-quality data.

Overall, there are missing open LRs. Domain-specific LRs are required to be
available for scientific purposes with open licences. If the FAIR principles were
systematically applied, this would be a huge benefit where data and metadata is
concerned, but they are not really being rolled out properly. Although Europe has
benefited from a strong open data movement for about 15 years now, there is still a
gap in the provision of clearly specified licences for data. At the moment, benchmark
approaches are not harmonised or standardised, and benchmarks on domain-specific
vocabularies and annotated data and corpora are often missing. Metadata provides
only very limited data provenance. Overall data quality is weak and so it often hap-
pens that use-cases cannot be realised as specified as labeled data is not available for
the use-case at hand. Non-existing policies around data and metadata management

44 https://internationaldataspaces.org/use/reference-architecture/
45 https://datamarket.at
46 https://live.european-language-grid.eu/catalogue/dashboard
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that should be part of a data governance model often result in low data and metadata
quality. There are increasingly many data silos in place that are neither connected
nor interoperable, and there are more and more data infrastructures available that
are simply not interoperable either, as the harmonisation of relevant standards in the
field is missing. This is a clear problem and gap in the combination of research data
(e. g., via EOSC)47 and industry data (e. g., via industry data markets) as well as data
from public administration or government data catalogues and portals (e. g., the Eu-
ropean Open Data Portal).48 More and clearer directives and regulations in the field
should be developed to overcome these gaps in relation to data, LRs, and KGs. The
effect of regulations on data-related topics should be evaluated continuously and reg-
ulations and directives adapted for identified gaps and changing environments. For
example, GDPR has a strong effect on data collection.

Guidelines and policies are not available for each language in order to achieve
DLE in Europe. Data for non-EU languages and beyond are not sufficiently in place,
and so services for such languages cannot be developed with sufficient quality for
them to be useful. National crowd-sourcing platforms that facilitate data collection
for low-resource languages are not available hampering DLE in Europe.

There is a strong need for education that can deliver improved understanding of
better data management processes in science, academia, as well as in business and
industry. This should lead to better understanding of the value of data, and so improve
data management principles and techniques. There is a need to inform educational
bodies of the importance of sharing data; for example, if more learner corpora were
made asvailable, this would lead to improved computer-assisted language learning
and adaptive educational technologies. More senior staff and experts in AI need to
work on data-related topics and deliver AI and deep learning mechanisms.

As an overall gap, there is a strong difference with regard to the level of digitisa-
tion in Europe. Data catalogues and portals often provide metadata only with links
to the listed data that is provided by the data publishers and data owners themselves,
with only a small amount also providing the data itself. The resulting issues and
gaps relate to 1. the availability of and access to the data itself, as information in cat-
alogues as to whether such data continues to be provided by publishers and owners
is insufficient; 2. lack of interoperability in metadata but mainly in the data itself.
The metadata often provides data interoperability (e. g., by using the same catalogue
software CKAN),49 and at least in Europe (but also beyond) we are making use of the
de facto metadata standard for open data and data portals DCAT-AP (Data Catalogue
Vocabulary (DCAT) expanded for Application Profiles);50 and 3. a fragmentation of
data catalogues and data portals.

47 https://eosc-portal.eu
48 https://data.europa.eu
49 https://ckan.org
50 https://joinup.ec.europa.eu/collection/semantic-interoperability-community-semic/solution/dc
at-application-profile-data-portals-europe
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Regarding data spaces and data markets, the TRUSTS project (Trusted Secure
Data Sharing Space)51 has carried out a study52 on the definition and analysis of the
EU and worldwide data market trends and industrial needs for growth, that includes
a section on data market challenges, which includes a good summary of the gaps and
challenges in this area (Figure 1). All these gaps and issues can only be addressed
by working business models in the area of data sharing and trading in a working and
successful data economy. IDSA published a relevant report in May 2021.53

Fig. 1 Challenges of data marketplaces

For a KG to become useful for a downstream application there is a need for it
to contain a certain amount of application- and domain-specific knowledge. Often,
openly available resources are not suitable for a particular task, so to reduce the entry
barriers there is a need to be able to generate a suitable ontology or schema for said
task and then to populate the schema with instances.

Currently, a KG is mainly developed based on textual and numerical data as an
input format, with other formats like video and audio only very rarely taken into
account. Working LT in the required languages using mechanisms like speech-to-
text could support the creation of KGs.

Finally, there is a gap in the availability of comprehensive KGs. While there are
some common-knowledge KGs even freely available (DBpedia, or Yago being just
two examples), there is a clear lack of bigger KGs in specific domains and industries,
that can act as a kind of foundationmodel, but also as training input for AI algorithms.
Even if such specific graphs were available, there is a clear gap in the availability of
multilingual domain-specific KGs that can be used for LT applications.

51 https://www.trusts-data.eu
52 https://www.trusts-data.eu/wp-content/uploads/2021/07/D2.1-Definition-and-analysis-of-the-
EU-and-worldwide-data-market-trends-....pdf
53 https://internationaldataspaces.org/the-ecosystem-effect-of-business-models-driven-by-data-s
overeignty/
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Regarding the gaps in semantic AI, we see that the fields of statistical and sym-
bolic AI are still not fully combined; the two fields often exist in isolation beside one
another and so cannot provide their full potential to the solution of a problem. This
is largely the case overall in the machine learning and semantic web communities,
but it is also the case in areas like LT, or domains like health or energy.

Finally, the following gaps regarding innovative data and metadata management
tools have been identified: 1. The need for user-friendly, flexible, open-source cor-
pus annotation tools that can easily be used by linguists as well as domain experts
in-house and with fair costs and conditions. 2. The need for user-friendly visualisa-
tion tools in order to be able to understand the content of datasets at hand quickly and
properly without the need for significant efforts in data integration and data wran-
gling. 3. Better detection techniques for harmful content are required to avoid bias,
and identify and filter toxic content, or fake news and fake data, etc. In a time where
AI and ML are being used more and more, even small portions of toxic data and
content can influence an algorithm during training and so needs to be identified and
filtered out. 4. Better techniques for corpus filtering are required regarding domain
filtering, noise cleaning (see above, also) as well as the filtering and removal of bias.
5. A clear lack of preservation technologies and tools have been identified that are
required to ensure that lesser-spoken languages can be archived for the long term
(e. g., that are available on tape only) and made available as data that is easy to use,
including the provision of proper data documentation in the form of rich metadata.
6. Intelligent data analytics of small content nuggets is needed, as, at the moment, of-
ten only huge corpora are being analysed by the available technologies and tools, but
there is an increasing trend towards smarter data analytics that can be applied on ever
smaller datasets, including for instance to just one paragraph or section, rather than
the whole text. 7. Add-on business models are needed as gaps have been identified
in the area of business models around data creation and provision, and so the de-
velopment of tools and technologies is often limited to small experiments in funded
research projects. Having clearly defined and successfully working business mod-
els in place would improve the industrial development in the field and stimulate the
availability of the required innovative data and metadata management tools.

3 The Future of the Area

3.1 Contribution to Digital Language Equality

The major issue is the lack of available relevant and required data and LRs, as well
as KGs in all European languages, official or not. At the moment sufficient data is
available mainly in English, and to a lesser degree in German, French and Spanish.
However, even in these languages data gaps exist that hinder LT development.

Looking further into this area it is easy to identify an even greater gap in the
availability of data regarding dialects of European languages as well as regional
languages. Dialects and regional languages exist, they are actively used and form
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part of a country’s or a region’s identity and culture. Language diversity is so strong
that sometimes in a small region several different languages or dialects are used.

In addition, there is very little data available for sign languages which is a clear
issue for the inclusion of those with disabilities, as well as there being little to no
respective data available for non-EU languages that are widely spoken in the EU,
like Turkish or Arabic, for example.

DLE is a fundamental aspect of a functioning European society, in which diversity
and inclusion are valued in every single EU Member State and across Europe with
its colourful regional cultures and identities. The lack of DLE in Europe carries the
risk of dividing society as it fosters misunderstanding, and may even support the
promotion of toxic content, fake news, or lead to wrong interpretations of regional
policies and regulations or the misinterpretation of research results in times of crisis.

We have identified the following three approaches: 1. Digital Language Equality
Strategy: more funding and support by regional and national governments and the
European Union to support the development of DLE in Europe for years to come for
EU languages as well as regional languages and dialects (and for non-EU languages,
too), aided by a data and LR matrix that shows which data and LRs should be avail-
able when and for which languages (see Chapter 45); 2. Crowdsourcing and citizen
science: the creation of the required data needs the support of native speakers as
well as linguists with the respective language experience and skills, and the support
by data experts providing guidance with regard to the creation of useful and high-
quality data; and 3. Data-related business models: these are required in the field to
foster data creation and acquisition for minor languages and dialects by industry and
the private sector.

In addition, and to allow DLE for certain domains like health, for instance, there
is a strong need for the continuous development and maintenance of monolingual,
bilingual and multilingual domain-specific vocabularies and KGs, to enable the mul-
tilingual and cross-lingual development of innovative domain-specific applications
that provide value to the economy and society as a whole.

3.2 Breakthroughs Needed

Based on the identified components, the state-of-the-art analysis and the gap analysis,
the areas of data infrastructures, data spaces and data markets are major issues where
future technology visions and breakthroughs are needed in the field, as this area
provides the overall umbrella for the availability and accessibility of the required
data for powerful LTs that can help bring about DLE in Europe.

The main breakthroughs needed in terms of data infrastructures, data spaces
and data markets include: 1. designing working architectures and ensuring effective
workflows for compliant data provision and consumption; 2. developing specifica-
tions and building blocks to enable data and metadata interoperability; 3. developing
and deploying technologies that embed data sovereignty and build trust among data
providers and consumers; 4. developing specifications and building blocks that en-
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able data value creation including data publishing and discovery mechanisms as well
as accounting and billing; and 5. specifying and developing data governance models
with clear roles, rules and policies for all stakeholders.

A recent study by the European Commission (Cattaneo et al. 2020) examines
trends in data markets. The study measures the value of a data market, i. e., “the
marketplace where digital data is exchanged as products or services as a result of
the elaboration of raw data”, and the value of the data economy, i. e., “[by] mea-
sur[ing] the overall impacts of the Data Market on the economy as a whole”. The
study compares the value of the data market and data economy from 2018 to 2019.
It also projects the facts and figures for the year 2025 based on three scenarios.

Growth in data markets and the data economy brings with it several implications.
According to the European Commission,54 the total number of data professionals
(i. e., those who deal with data endeavours as their primary task) will continue to rise
consistently. Many opportunities will open in data-related jobs, and more knowledge
workers are needed. Despite these positive trends, there is still a potential lack of
supply of data professionals in high-growth scenarios. Companies taking a role as
data providers and data buyers will also grow in number and market share.

KGs and semantic AI combined and provided as part of a data infrastructure can
bring clear value, and should be part of any data infrastructure in the future. Gartner
Research states that from 2021 onwards, graphs will form the foundation of mod-
ern data analytics with the capabilities to enhance and improve user collaboration,
ML models and explainable AI. Although graph technologies are not new to data
analytics, there has been a shift in thinking about them as organisations identify an
increasing number of use-cases where they could play an important role. In fact, as
many as 50% of Gartner client inquiries around the topic of AI involve a discussion
around the use of graph technology.55 In 2020, it was estimated that by 2023, graph
technologies would facilitate rapid contextualisation for decision making in 30% of
organisations worldwide.56

Themain breakthroughs needed in the area ofKGs and semantic AI include: 1. de-
veloping KG principles and technology from the current status of a “rising star” to
a natural part of any data infrastructure and any data-related organisational infras-
tructure; 2. fostering the development of multilingual KGs under fair conditions and
costs for use and re-use; 3. fostering the development of domain-specific KGs under
fair conditions and costs for use and re-use; 4. KGs need a higher level of automation
in their creation and maintenance, and more consideration needs to be given to the
format of data beside textual data, such as audio and video; 5. a high level of deep
and continuous learning will enable KGs to maintain themselves over time regard-
ing new domain-specific and language-specific terminology. This means that new
terms will be identified, analysed and inserted into the graph in the correct position,
as well as being applied to the applications used by the KG; 6. bringing together
the two main AI communities of statistical AI and symbolic AI to work together on

54 https://op.europa.eu/s/vbSA
55 https://www.gartner.com/smarterwithgartner/gartner-top-10-data-and-analytics-trends-for-20
21
56 https://info.tigergraph.com/gartner-graph-steps-onto-the-main-stage-of-data-and-analytics
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future semantic AI approaches; and 7. developing the areas of responsible AI and
explainable AI by making use of semantic AI in multilingual environments to pro-
vide AI-based applications that deliver the correct results with benefits for research,
industry and society.

The global enterprise metadata management market is forecast to grow at a rate
of 20.3% from USD 7.45 Billion in 2019 to USD 27.24 Billion by 2027. Enterprise
metadata management (EMM) provides the control and clarity needed to manage
the change that often accompanies a complex enterprise data ecosystem. EMM and
the various pieces of management software created for it provide administration for
data integration, and allow users to inspect the metadata’s links and roles.57

The main breakthroughs needed in the area of innovative data and metadata man-
agement tools include: 1. the development of tools that can be easily integrated with
data infrastructures, data spaces and data markets; 2. the development of technolo-
gies and tools that can identify and remove bias, toxic content and fake data from data
and content; 3. the provision of tools in the field of semantic AI, thus combining sta-
tistical and symbolic AI, that provide out-of-the-box responsible and explainable AI
capability; 4. the development of a landscape where models and algorithms based on
semantic AI can be created, ultimately with smaller amounts of data; 5. tools for data
and metadata management that work not only in major languages like English but
which can be easily adapted with low cost to smaller languages or dialects; 6. tools
that allow deeper modelling of cultural aspects, gender aspects, etc. to avoid bias in
data; 7. tools that are able to combine input from various types of data like text, im-
ages, audio and video but also gestures; and 8. tools along the whole data life cycle
for all languages and all relevant use-cases are required to ensure powerful LT which
can help enable DLE.

3.3 Technology Visions and Development Goals

We identified several technology visions and development goals for the area of data,
LRs and KGs regarding DLE as a result of a comprehensive list of use-cases in the
field, highlighting the related requirements. The majority of use-cases for LT involve
human-to-machine and human-to-human communication and interaction via digital
tools. To a large extent, these can be categorised using the concepts of conversa-
tional AI and platforms and insight engines that are covered by the other deep dive
chapters in this book. In summary, the following excerpts represent identified data
and technology development goals:

• LRs (speech, text) for official EU languages as well as for other European and
non-European languages, for languages of minorities and dialects;

• pre-trained and fine-tuned language models for general and vertical domains for
at least all EU-24 languages;

• speech models addressing at least the EU-24 languages;

57 https://www.reportsanddata.com/report-detail/enterprise-metadata-management-market
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• NLP pipelines of tokenisers, taggers, parsers etc., which require labelled linguis-
tic datasets (e. g., treebanks) and evaluation sets;

• interfaces and content should be available in all languages via the web, i. e., the
information available on a specific object, person or event provides the same
amount of information in all languages;

• knowledge and content available in the form of audio files should be available
in all languages so that it can be easily consumed;

• appropriate data required to train and develop monolingual, bilingual and multi-
lingual models that cover the type of knowledge (domain-specific) and the type
of language required for MT, (multi)document summarisation and speech-to-
text technologies;

• efficient APIs required to integrate organisation-specific data and systems with
social media platforms;

• pseudonymised or anonymised data for all EU languages, as well as domain-
specific annotated corpora;

• data and models which address gender bias or minority bias etc.;
• data and technologies for identifying and ideally also removing toxic content,
hate speech, fake news;

• comprehensive multilingual ontologies in vertical domains;
• KGs for common concepts, event descriptions for daily activities, and patterns
for frequent questions;

• text-to-speech resources for common vocabularies and terminologies, as well as
computer vision technologies for sign languages;

• data and technologies for modelling culture specific phenomena;
• better designed crowdsourcing platforms to enable more citizen science efforts
towards building speech and language systems.

Some of these points are already available and in use in different data infras-
tructures. Beyond investing in the design and development of the missing parts, it
is the integrated combination of all of them that could, from a technology perspec-
tive, be the main breakthrough and technology vision for the future management
of metadata and data, as well as of LRs, that can act as the backbone for power-
ful LTs to realise DLE in Europe. Existing LT data infrastructure providers, such as
ELG, ELRC-SHARE, CLARIN, META-SHARE, and ELRA as well as industrial
and national initiatives can provide the seeds for a kind of federated data infras-
tructure, i. e., a data space that enables seamless and trusted interactions between
data providers and data consumers, and enables cross-fertilisation by means of in-
teroperability, aided among others by semantic KG technologies. Interoperability
challenges can be broadly classified in four different layers:

• technical interoperability, enabling technical components (i. e., data space con-
nectors) to communicate with each other;

• semantic interoperability, ensuring that attributes and policies have the same
meaning;

• organisational interoperability, ensuring that the different (business) procedures
and operations are compatible;
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• legal interoperability, ensuring that contractual statements are legally equiva-
lent.

Different federation architectures can be designed for building data spaces rang-
ing from architectures with some central components (e. g., a data space catalogue)
to fully decentralised ones. Whatever the architectural choice, data spaces will pro-
mote data sovereignty, enhance data exchange and trading, and enable the creation
of value from data. The Language Data Space, coupled with the data space-inherent
data integration capabilities, and developments in machine learning, deep learning,
transfer learning and federated learning is expected to help fill in the gaps. Of key
importance in the development of language data spaces is the compliance of data
and operations with the rules, regulations and values of the European Union. LTs
themselves are expected to play a crucial role in ensuring such compliance. Pri-
vacy preservation technologies, such as data anonymisation technologies and ethics
compliance (through bias detection technologies, say), will be important tools in the
hands of data providers, data consumers and data space operators. By its nature, the
Language Data Space is conceived of as one of the horizontal data spaces in the data
space ecosystem designed by the European Commission. In addition to the intra-data
space interoperability, the Language Data Space will have to ensure interoperability
with vertical data spaces (e. g., health, manufacturing, skills, mobility, etc), enabling
cross-fertilisation, data discovery, exchange and trading at the inter-data space level.

Zooming out of the data spaces discourse and moving to technology visions re-
garding data access and sharing in general, one of the top-10 data and analytics tech-
nology trends identified by Gartner Research is the notion of a Semantic Data Fab-
ric.58 Although the notion was already identified in 2019, they predicted that the
first real-world implementations would not be available before 2023. According to
Gartner Research,59 a data fabric enables frictionless access and sharing of data in a
distributed data environment. It enables a single consistent data management frame-
work, which allows seamless data access and processing by design across otherwise
siloed storage. In the coming years, bespoke data fabric designs will be deployed
primarily as a static infrastructure, forcing organisations into a new wave of costs to
completely redesign their infrastructures for more dynamic data-mesh approaches.
A data fabric must have the ability to collect and analyse all forms of metadata, and
analyse and convert passive metadata to active metadata. It must have the ability to
create a KG that can operationalise the data fabric design, and enable users to en-
rich data models with semantics. Extreme levels of distribution, scale and diversity
of data assets add complexity to data integration rendering necessary a strong data
integration backbone to enable versatile data sharing.

58 https://www.gartner.com/en/newsroom/press-releases/2019-02-18-gartner-identifies-top-10-
data-and-analytics-technolo
59 https://www.gartner.com/en/documents/3978267/data-fabrics-add-augmented-intelligence-to-
modernize-you
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3.4 Towards Deep Natural Language Understanding

Several areas of this deep dive on data, LRs, and KGs have already provided an
overview of the state-of-the-art, a gap analysis and an outlook towards deep NLU.
The way to help achieve deep NLU is once again by enabling the previously listed
components for data, i. e., availability and accessibility of data and metadata; qual-
ity of data; interoperability; licences and data-related regulations; data and ethics;
and data literacy. Related to these components, where data and metadata are con-
cerned, data infrastructures, data spaces and data markets, integrating KGs, seman-
tic AI and innovative data and metadata management tools need to be built. Further-
more, the following areas are of great importance: the ability to model emotions and
culture-specific phenomena to facilitate cross-cultural understanding; the availabil-
ity of world- and situation-specific knowledge in as many languages as possible; and
of course tools that allow the modelling as well as the continuous learning of such
attributes need to be built.

Continuous adaptation of LRs in all languages via automated and handcrafted
mechanisms is key for deepNLU, to ensure new concepts and terminology are imme-
diately taken into account and provided in monolingual, bilingual, and multilingual
formats to ensure that new topics (like the COVID-19 pandemic) can be handled
properly, but also so that the impact can be fully understood by a broad population
to avoid bias, for example. Issues in digital language inequality will clearly support
the division of societies, which needs to be avoided at all cost given the precarious
times we live in, and the global nature of the problems we all face.

4 Summary and Conclusions

Data, LRs, and KGs form the basis and backbone for LTs. We identified the follow-
ing main components: availability and accessibility of data and metadata; quality
of data; data interoperability; licensing and data-related regulations; data and ethics;
and data literacy. All of these need to be tackled in the future to allow data collec-
tion and provision with fair conditions and costs for all relevant stakeholders to help
bring about DLE in Europe. Related to these components, where data and metadata
are concerned, we identified the following technology concepts, methodologies and
tools, that are currently on the rise and that are also part of our technology vision
for 2030: data infrastructures, data spaces and data markets; KGs; semantic AI; and
innovative data and metadata management tools.

As an add-on component, we tackled the topic of data-related business models,
as we identified the importance of sustainable data-related business models as a pre-
requisite for a working data economy and ecosystem that stimulate and foster the
above-listed data-related components in a well-functioning LT landscape.

Besides technology, interoperability and data-related aspects, there must be a
strong focus on applying all these mechanisms and methodologies to the widest
range of languages possible, at least to the EU-24 languages but also regional and



356 Martin Kaltenböck, Artem Revenko, Khalid Choukri, Svetla Boytcheva et al.

minority languages and also local dialects, as well as to non-European languages
that are widespread across Europe. Without such data and LRs in place, DLE simply
cannot be achieved.

To fill the identified gaps in data, LRs and KGs, we recommend a future path for
Europe towards comprehensive and interlinked data infrastructures, which provide
interoperability out-of-the-box by following harmonised and well-tested standards,
regarding 1. (semantic) data interoperability as well as 2. services and 3. innovative
data and metadata management tools available in all phases of the data lifecycle.

Metadata, data, data-driven tools and services need to be easily integratable into
these data infrastructures, without today’s huge efforts in data cleaning and inte-
gration, or service and tool integration. This future technology vision of integrated
and interoperable data spaces follows the approach of federated architectures inter-
linking data providers and consumer spaces in a trusted framework. Existing data
platforms and infrastructures as well as newly developed ones should be integrated
where appropriate and possible.

In such a federated ecosystem, data regarding a domain or language can easily be
identified, used, re-used, and evaluated for specific use-cases. Data-driven services
can be delivered to meet an end-user’s requirements. Crowdsourcing and citizen sci-
ence mechanisms will allow human-machine interaction to foster data acquisition,
cleaning and enrichment (e. g., annotation, classification, quality validation and re-
pair, domain-specific model creation, etc.). Raw data can be loaded into available
tools to build models for specific use-cases, but also existing algorithms, models
or vocabularies will be available for easy loading and re-use to avoid unnecessary
energy consumption/computing power to deliver energy-efficient data management.

A high level of importance needs to be placed on privacy protection (related to
personal identifiable information, PII, and beyond) and the avoidance of bias (e. g.,
on gender), and the respective privacy preservation and ethics compliance technolo-
gies should be available to all stakeholders.

Data infrastructures require working and sustainable business models that pro-
mote data sovereignty, enable data trading, sharing and collaboration. Policies and
sustainable data governance models around data creation, data provision and data
sharing will be needed. Targeted publicly funded programmes and activities in the
area of data literacy are needed from early education onward, to ensure that sufficient
human resources in the field are available in the future.

In addition, we need to invest in the collection and development of data and LRs
that are relevant for LT to ensure the availability of sufficient data in all EU lan-
guages. Wemake recommendations in three areas: 1. targeted national and European
funding along a matrix of relevant resources and languages, combined with 2. more
measures in the fields of crowdsourcing and citizen science, and 3. the development
of functioning data-related business models, all of which are of critical importance
(see Chapter 45).

Europe has a number of difficult problems to solve if DLE is to be achieved, in-
cluding 1. the specifics of the European language space with EU official languages,
a broad range of dialects and regional languages, as well as a high number of non-
EU languages in use by a growing number of citizens across the continent, 2. the
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European societal characteristics with a rich variety and diversity in culture and so-
ciety, and 3. the overall challenging requirements of the continuous digitisation in a
more and more globalised world, and the related critical need for an efficient, work-
ing (language) data infrastructure, that provides a rich, easy-to-use and sustainable
backbone for European LT. Despite these challenges, there is a huge potential to
become a world leader in LT and a role model for DLE if they can be overcome.

The availability of high-quality data, LRs and KGs in as many languages as pos-
sible, that are easily accessible with fair conditions and costs in a clearly specified
legal environment providing transparent rules and regulations, has clear benefits and
bringswith it a competitive advantage for all stakeholders. For the European research
community to foster innovations in the field, for the European industry to success-
fully compete in a global market, and for the benefit of European citizens and society,
data, LRs, and KGs are crucial if European DLE is to be achieved.

References

Abu-Salih, Bilal (2021). “Domain-Specific Knowledge Graphs: A Survey”. In: Journal of Network
and Computer Applications 185, p. 103076.

Auer, Sören, Viktor Kovtun, Manuel Prinz, Anna Kasprzik, Markus Stocker, and Maria Esther Vi-
dal (2018). “Towards a Knowledge Graph for Science”. In: Proceedings of the 8th International
Conference on Web Intelligence, Mining and Semantics. WIMS ’18. Novi Sad, Serbia: Associ-
ation for Computing Machinery. https://doi.org/10.1145/3227609.3227689.

Blumauer, Andreas andHelmut Nagy (2020).Knowledge Graph Cookbook: Recipes for Knowledge
Graphs that work. https://www.poolparty.biz/the-knowledge-graph-cookbook/.

Cattaneo, Gabriella, Giorgio Micheletti, Mike Glennon, Carla La Croce, and Chrysoula Mitta
(2020). The European Data Market Monitoring Tool: Key Facts & Figures, First Policy Conclu-
sions, Data Landscape and Quantified Stories: D2.9 Final Study Report. Publications Office.
DOI: 10.2759/72084.

Colon-Hernandez, Pedro, CatherineHavasi, JasonAlonso,MatthewHuggins, andCynthia Breazeal
(2021). “Combining Pre-Trained Language Models and Structured Knowledge”. In: arXiv
preprint arXiv:2101.12294.

Elliot, Bern, Anthony Mullen, Adrian Lee, and Stephen Emmott (2021). Gartner Research: Hype
Cycle for Natural Language Technologies.

Hinrichs, Erhard and Steven Krauwer (2014). “The CLARIN Research Infrastructure: Resources
and Tools for eHumanities Scholars”. In: Proceedings of the Ninth International Conference on
Language Resources and Evaluation (LREC 2014). Reykjavik, Iceland: ELRA, pp. 1525–1531.
http://www.lrec-conf.org/proceedings/lrec2014/pdf/415_Paper.pdf.

Ji, Shaoxiong, Shirui Pan, Erik Cambria, Pekka Marttinen, and Philip S. Yu (2022). “A Survey on
Knowledge Graphs: Representation, Acquisition, and Applications”. In: IEEE Transactions on
Neural Networks and Learning Systems 33.2, pp. 494–514. DOI: 10.1109/TNNLS.2021.3070
843.

Kaltenböck, Martin, Artem Revenko, Khalid Choukri, Svetla Boytcheva, Christian Lieske, Teresa
Lynn, German Rigau, Maria Heuschkel, Aritz Farwell, Gareth Jones, Itziar Aldabe, Ainara
Estarrona, Katrin Marheinecke, Stelios Piperidis, Victoria Arranz, Vincent Vandeghinste, and
Claudia Borg (2022). Deliverable D2.16 Technology Deep Dive – Data, Language Resources,
Knowledge Graphs. European Language Equality (ELE); EU project no. LC-01641480 – 1010-
18166. https://european-language-equality.eu/reports/data-knowledge-deep-dive.pdf.

https://doi.org/10.1145/3227609.3227689
https://www.poolparty.biz/the-knowledge-graph-cookbook/
https://doi.org/10.2759/72084
http://www.lrec-conf.org/proceedings/lrec2014/pdf/415_Paper.pdf
https://doi.org/10.1109/TNNLS.2021.3070843
https://doi.org/10.1109/TNNLS.2021.3070843
https://european-language-equality.eu/reports/data-knowledge-deep-dive.pdf


358 Martin Kaltenböck, Artem Revenko, Khalid Choukri, Svetla Boytcheva et al.

Labropoulou, Penny, Stelios Piperidis, Miltos Deligiannis, Leon Voukoutis, Maria Giagkou, Ondřej
Košarko, Jan Hajič, and Georg Rehm (2023). “Interoperable Metadata Bridges to the wider
Language Technology Ecosystem”. In:European Language Grid: A Language Technology Plat-
form for Multilingual Europe. Ed. by Georg Rehm. Cognitive Technologies. Cham, Switzerland:
Springer, pp. 107–127.

Li, Xinyu, Mengtao Lyu, Zuoxu Wang, Chun-Hsien Chen, and Pai Zheng (2021). “Exploiting
Knowledge Graphs in Industrial Products and Services: A Survey of Key Aspects, Challenges,
and Future Perspectives”. In: Computers in Industry 129, p. 103449.

Lösch, Andrea, Valerie Mapelli, Stelios Piperidis, Andrejs Vasiļjevs, Lilli Smal, Thierry Declerck,
Eileen Schnur, Khalid Choukri, and Josef van Genabith (2018). “European Language Re-
source Coordination: Collecting Language Resources for Public Sector Multilingual Informa-
tionManagement”. In:Proceedings of the 10th Language Resources and Evaluation Conference
(LREC 2018). Miyazaki, Japan: European Language Resources Association (ELRA), pp. 1339–
1343.

Noy, Natalya andDeborah L.McGuinness (2001).Ontology Development 101: A Guide to Creating
Your First Ontology. Technical Report KSL-01-05 and Stanford Medical Informatics Technical
Report SMI-2001-0880. Stanford Knowledge Systems Laboratory. http://www.ksl.stanford.ed
u/people/dlm/papers/ontology-tutorial-noy-mcguinness-abstract.html.

Piperidis, Stelios (2012). “The META-SHARE Language Resources Sharing Infrastructure: Princi-
ples, Challenges, Solutions”. In: Proceedings of the Eight International Conference on Lan-
guage Resources and Evaluation (LREC’12). Ed. by Nicoletta Calzolari, Khalid Choukri,
Thierry Declerck, Mehmet Uğur Doğan, Bente Maegaard, Joseph Mariani, Asuncion Moreno,
Jan Odijk, and Stelios Piperidis. Istanbul, Turkey: ELRA.

Piperidis, Stelios, Penny Labropoulou, Miltos Deligiannis, and Maria Giagkou (2018). “Manag-
ing Public Sector Data for Multilingual Applications Development”. In: Proceedings of the
Eleventh International Conference on Language Resources and Evaluation (LREC 2018). Ed.
by Nicoletta Calzolari, Khalid Choukri, Christopher Cieri, Thierry Declerck, Sara Goggi, Koiti
Hasida, Hitoshi Isahara, Bente Maegaard, Joseph Mariani, Hélène Mazo, Asuncion Moreno,
Jan Odijk, Stelios Piperidis, and Takenobu Tokunaga. Miyazaki, Japan: ELRA. http://www.lre
c-conf.org/proceedings/lrec2018/pdf/648.pdf.

Rehm, Georg, ed. (2023). European Language Grid: A Language Technology Platform for Multi-
lingual Europe. Cognitive Technologies. Cham, Switzerland: Springer.

Rehm, Georg, Maria Berger, Ela Elsholz, Stefanie Hegele, Florian Kintzel, Katrin Marheinecke,
Stelios Piperidis, Miltos Deligiannis, Dimitris Galanis, Katerina Gkirtzou, Penny Labropoulou,
Kalina Bontcheva, David Jones, Ian Roberts, Jan Hajic, Jana Hamrlová, Lukáš Kačena, Khalid
Choukri, Victoria Arranz, Andrejs Vasiļjevs, Orians Anvari, Andis Lagzdiņš, Jūlija Meļņika,
Gerhard Backfried, Erinç Dikici, Miroslav Janosik, Katja Prinz, Christoph Prinz, Severin Stam-
pler, Dorothea Thomas-Aniola, José Manuel Gómez Pérez, Andres Garcia Silva, Christian
Berrío, Ulrich Germann, Steve Renals, and Ondrej Klejch (2020a). “European Language Grid:
An Overview”. In: Proceedings of the 12th Language Resources and Evaluation Conference
(LREC 2020). Ed. by Nicoletta Calzolari, Frédéric Béchet, Philippe Blache, Christopher Cieri,
Khalid Choukri, Thierry Declerck, Hitoshi Isahara, Bente Maegaard, JosephMariani, Asuncion
Moreno, Jan Odijk, and Stelios Piperidis. Marseille, France: ELRA, pp. 3359–3373. https://w
ww.aclweb.org/anthology/2020.lrec-1.413/.

Rehm, Georg, Dimitrios Galanis, Penny Labropoulou, Stelios Piperidis, Martin Welß, Ricardo
Usbeck, Joachim Köhler, Miltos Deligiannis, Katerina Gkirtzou, Johannes Fischer, Christian
Chiarcos, Nils Feldhus, Julián Moreno-Schneider, Florian Kintzel, Elena Montiel, Víctor Ro-
dríguez Doncel, John P. McCrae, David Laqua, Irina Patricia Theile, Christian Dittmar, Kalina
Bontcheva, Ian Roberts, Andrejs Vasiljevs, and Andis Lagzdiņš (2020b). “Towards an Interop-
erable Ecosystem of AI and LT Platforms: A Roadmap for the Implementation of Different Lev-
els of Interoperability”. In: Proc. of the 1st Int. Workshop on Language Technology Platforms
(IWLTP 2020, co-located with LREC 2020). Ed. by Georg Rehm, Kalina Bontcheva, Khalid
Choukri, Jan Hajic, Stelios Piperidis, and Andrejs Vasiljevs. Marseille, France, pp. 96–107. htt
ps://www.aclweb.org/anthology/2020.iwltp-1.15.pdf.

http://www.ksl.stanford.edu/people/dlm/papers/ontology-tutorial-noy-mcguinness-abstract.html
http://www.ksl.stanford.edu/people/dlm/papers/ontology-tutorial-noy-mcguinness-abstract.html
http://www.lrec-conf.org/proceedings/lrec2018/pdf/648.pdf
http://www.lrec-conf.org/proceedings/lrec2018/pdf/648.pdf
https://www.aclweb.org/anthology/2020.lrec-1.413/
https://www.aclweb.org/anthology/2020.lrec-1.413/
https://www.aclweb.org/anthology/2020.iwltp-1.15.pdf
https://www.aclweb.org/anthology/2020.iwltp-1.15.pdf


43 Deep Dive Data and Knowledge 359

Sebastian-Coleman, Laura (2012). Measuring Data Quality for Ongoing Improvement: a Data
Quality Assessment Framework. Newnes.

Soylu, Ahmet, Oscar Corcho, Brian Elvesæter, Carlos Badenes-Olmedo, Francisco YedroMartínez,
Matej Kovacic, Matej Posinkovic, Ian Makgill, Chris Taggart, Elena Simperl, Till C. Lech, and
Dumitru Roman (2020). “Enhancing Public Procurement in the European Union Through Con-
structing and Exploiting an Integrated Knowledge Graph”. In: The Semantic Web – ISWC 2020
– 19th International Semantic Web Conference, 2020, Proceedings. LNCS. Germany: Springer,
pp. 430–446.

Wilkinson, Mark D., Michel Dumontier, IJsbrand Jan Aalbersberg, Gabrielle Appleton, Myles Ax-
ton, Arie Baak, Niklas Blomberg, Jan-Willem Boiten, Luiz Bonino da Silva Santos, Philip E.
Bourne, Jildau Bouwman, Anthony J. Brookes, Tim Clark, Mercè Crosas, Ingrid Dillo, Olivier
Dumon, Scott Edmunds, Chris T. Evelo, Richard Finkers, Alejandra Gonzalez-Beltran, Alas-
dair J.G. Gray, Paul Groth, Carole Goble, Jeffrey S. Grethe, Jaap Heringa, Peter A.C ’t Hoen,
Rob Hooft, Tobias Kuhn, Ruben Kok, Joost Kok, Scott J. Lusher, Maryann E. Martone, Albert
Mons, Abel L. Packer, Bengt Persson, Philippe Rocca-Serra, Marco Roos, Rene van Schaik,
Susanna-Assunta Sansone, Erik Schultes, Thierry Sengstag, Ted Slater, George Strawn, Morris
A. Swertz, Mark Thompson, Johan van der Lei, Erik van Mulligen, Jan Velterop, Andra Waag-
meester, Peter Wittenburg, Katherine Wolstencroft, Jun Zhao, and Barend Mons (2016). “The
FAIR Guiding Principles for Scientific Data Management and Stewardship”. In: Scientific Data
3. DOI: 10.1038/sdata.2016.18. http://www.nature.com/articles/sdata201618.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://doi.org/10.1038/sdata.2016.18
http://www.nature.com/articles/sdata201618
http://creativecommons.org/licenses/by/4.0/


Chapter 44
Strategic Plans and Projects in Language
Technology and Artificial Intelligence

Itziar Aldabe, Aritz Farwell, German Rigau, Georg Rehm, and Andy Way

Abstract This chapter on existing strategic plans and projects in Language Tech-
nology and Artificial Intelligence is based on an analysis of around 200 documents
and is divided into three sections. The first provides a synopsis of international and
European reports on Language Technology. The second constitutes a review of exist-
ing European Strategic Research Agendas, initiatives, and national plans related to
Language Technology. The third contains a SWOT analysis designed to identify the
factors that will need to be addressed to help solve the challenge of digital language
inequality in Europe. Among the principal conclusions presented is the contention
that our continent requires sophisticated multilingual, cross-lingual andmonolingual
LT for all European languages: LT for Europe that is made in Europe.1

1 Introduction

In varietate concordia (united in diversity) is the official Latin motto of the European
Union (EU), adopted in 2000. According to the European Commission, “the motto
means that, via the EU, Europeans are united in working together for peace and pros-
perity, and that the many different cultures, traditions and languages in Europe are
a positive asset for the continent” [emphasis added].2 All 24 official EU languages
are granted equal status by the EU Charter and the Treaty on the EU. The EU is
also home to over 60 regional and minority languages which are protected and pro-
moted under the European Charter for Regional or Minority Languages (ECRML)
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1 This chapter is an abridged version of Aldabe et al. (2022).
2 http://europa.eu/abc/symbols/motto/index_en.htm

361 
G. Rehm, A. Way (eds.), European Language Equality, Cognitive Technologies,  
https://doi.org/10.1007/978-3-031-28819-7_44 

© The Author(s) 2023 

mailto:itziar.aldabe@ehu.eus
mailto:aritz.farwell@ehu.eus
mailto:german.rigau@ehu.eus
mailto:georg.rehm@dfki.de
mailto:andy.way@adaptcentre.ie
http://europa.eu/abc/symbols/motto/index_en.htm
https://doi.org/10.1007/978-3-031-28819-7_44
https://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-28819-7_44&domain=pdf


362 Itziar Aldabe, Aritz Farwell, German Rigau, Georg Rehm, and Andy Way

since 1992,3 in addition to migrant languages and various sign languages, spoken by
some 50 million people. The Charter of Fundamental Rights of the EU under Arti-
cle 214 states that “any discrimination based on any ground such as sex, race, colour,
ethnic or social origin, genetic features, language, religion or belief, political or any
other opinion, membership of a national minority, property, birth, disability, age or
sexual orientation shall be prohibited” [emphasis added].

Multilingualism is a cultural cornerstone of Europe and signifies part of what it
means to be and to feel European. However, not only do language barriers still ham-
per cross-lingual communication and the free flow of knowledge and thought across
languages, a dilemma for which no common EU policy has been proposed, many
languages themselves are also endangered or on the edge of extinction (even more
so from a digital perspective). This is illustrated in theUNESCO Atlas of the World’s
Languages in Danger (Moseley 2010),5 where a map of Europe shows threatened
languages, including black flags that correspond to already extinct languages.

Without a concerted effort to prevent the further deterioration of Europe’s lin-
guistic ecosystem, this current snapshot is likely to worsen. And while it may well
be that no silver bullet exists to remedy the situation, one approach offers a means
to provide immediate support and address the issue of linguistic barriers: Language
Technology (LT) and language-centric Artificial Intelligence (AI).

Because natural language is at the heart of human intelligence, it is and must
be at the heart of our efforts to develop AI technologies.6 By the same token, all
sophisticated and effective AI-powered tools are impossible without mastery of lan-
guage.7 This is why language and LT represent the next great frontier in AI.8 Already
arguably the hottest field in AI, LT also represents one of its fastest growing appli-
cation areas.9 In fact, together with vision and robotics, several recent international
reports place LT as one of the three core application areas within AI. Its rise to promi-
nence is due to the various methods LT has developed over the years to make the
information contained in written and spoken language explicit or to generate written
and spoken language. For this reason, it has become the nerve centre of the software
that processes unstructured information and exploits the vast amount of data con-
tained in text, audio and video files, including those from the web and social media.
Despite the inherent difficulties in many of the tasks performed, current LT support
allows for many advanced applications which would have been unthinkable only a
few years ago. Among these may be counted speech recognition, speech synthesis,
text analytics and machine translation (MT), used by hundreds of millions of peo-
ple on a daily basis.10 It is now common to utilise search engines, recommender

3 https://en.m.wikipedia.org/wiki/European_Charter_for_Regional_or_Minority_Languages
4 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:12012P/TXT
5 http://www.unesco.org/languages-atlas/
6 https://hbr.org/2022/04/the-power-of-natural-language-processing
7 https://www.nytimes.com/2022/04/15/magazine/ai-language.html
8 https://www.forbes.com/sites/robtoews/2022/02/13/language-is-the-next-great-frontier-in-ai
9 https://analyticsindiamag.com/is-nlp-innovating-faster-than-other-domains-of-ai/
10 https://www.nimdzi.com/nimdzi-language-technology-atlas-2020/
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Fig. 1 Language Technology as a multidisciplinary field

systems, virtual assistants, chatbots, text editors, text predictors, MT systems, auto-
matic subtitling, automatic summaries, and inclusive technology, all made possible
thanks to LT. The field’s rapid development promises even more encouraging results
in the near future and its increasing social relevance has been highlighted in national
and regional AI and LT strategies both inside and outside of Europe, as well as in
prioritised strategic areas for research, development and innovation (R&D&I).

With this in mind, it should not be forgotten that LT is also multidisciplinary in
nature, combining knowledge in computer science (and specifically in AI), mathe-
matics, linguistics and psychology, among others. Figure 1 depicts some of the most
important disciplines involved in LT. This uniqueness must be weighed in any public
or private AI initiative that includes LT, especially given that funding for LT start-ups
is booming and only the proper application of LT will allow the enormous volumes
of multilingual written and spoken data in sectors as diverse as health, justice, edu-
cation, or finance to be adequately processed and understood.11

Early-stage funding in 2021 amounts to just over USD 1 billion for companies
offering solutions that make significant use of NLP, providing a picture of what fun-
ders think is innovative.12 This belief is only reinforced by technology advances such
as ChatGPT, whose creator, OpenAI, projects USD 1 billion in revenue by 2024.13
Similarly, reports from analysts and consulting firms forecast enormous growth in
the global LT market based on the explosion of applications observed in recent years
and the expected exponential growth in unstructured digital data. For instance, ac-

11 https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-star
tups-is-coming
12 https://towardsdatascience.com/nlp-how-to-spend-a-billion-dollars-e0dcdf82ea9f
13 https://www.reuters.com/business/chatgpt-owner-openai-projects-1-billion-revenue-by-2024
-sources-2022-12-15/
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cording to an industry report from 2019,14 the global NLP market size is expected to
grow fromUSD 10.2 billion in 2019 to USD 26.4 billion by 2024, at a CAGR of 21%
is set during the forecast period 2019-2024.15 A recent report from 2021 estimates
that the global NLP market is predicted to grow from USD 20.98 billion in 2021 to
USD 127.26 billion in 2028 at a CAGR of 29.4% in the forecasted period.16 NLP in
Europe will witness market growth of 19.7% CAGR and is expected to reach USD
35.1 billion by 2026.17 As a final example, according to Global Newswire the global
NLP market is estimated to reach an expected value of USD 341.7 billion by 2030,
growing at a CAGR of 27.6% during the forecast period.18 These numbers indicate
that the return on investment (ROI) will be massive so it is imperative that Europe
is at the heart of this growth in future.

The attention paid to AI and LT in the social, political, and economic spheres
reflect the significance of the technology for today’s world. This chapter on the ex-
isting strategic plans and projects in LT and AI touches on all three of these areas.
It is based on an analysis of close to 200 documents (Aldabe et al. 2022) and is
divided into three sections. Section 2 provides a synopsis of international and Eu-
ropean reports on LT. In addition to trends in innovation, many of these discuss the
socioeconomic and political impact of AI and LT from a policy perspective. Section 3
constitutes a review of the existing European Strategic Research Agendas (SRAs),
initiatives, and national plans related to LT. A main focus of these is the question of
multilingualism and equal technological support for Europe’s languages through the
application of LT. Section 4 contains a SWOT analysis of the strategic documents
and projects, which is designed to identify the factors that will need to be addressed
to help solve the pressing issue of digital language inequality in Europe.

2 International Reports on Language Technology

AI capabilities are rapidly evolving and it has become one of the 21st century’s most
transformative technologies.19 The growing interest in AI at a global political, sci-
entific and social level has led several international organisations to draft a number
of reports and initiatives in recent years. These often focus on the socioeconomic
impact of AI technologies and applications with respect to policy.

14 https://www.businesswire.com/news/home/20191230005197/en/Global-Natural-Language-Pro
cessing-NLP-Market-Size
15 https://www.analyticsinsight.net/potentials-of-nlp-techniques-industry-implementation-and-gl
obal-market-outline/
16 https://www.analyticsinsight.net/the-global-nlp-market-is-predicted-to-reach-us127-26-billio
n-by-2028/
17 https://www.analyticsinsight.net/nlp-in-europe-is-expected-to-reach-us35-1-billion-by-2026/
18 https://www.globenewswire.com/en/news-release/2022/09/29/2525379/0/en/Natural-Language
-Processing-NLP-Market-Worth-USD-341-7-Billion-with-a-27-6-CAGR-by-2030-Report-by-
Market-Research-Future-MRFR.html
19 https://www.holoniq.com/notes/50-national-ai-strategies-the-2020-ai-strategy-landscape/
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2.1 Reports from International Organisations

The Organisation for Economic Co-operation and Development (OECD),20 a fre-
quent contributor to this discourse, has helped coordinate dialogue on the subject
at international fora (notably the G7, G20, EU and UN), offered practical advice
to governments on how to actualise AI policy, and stressed the potential that digi-
tal technologies demonstrate in responding to societal challenges.21 Its 2021 report,
State of the implementation of the OECD AI Principles: Insights from national AI
policies, identifies challenges and best practices for the implementation of the five
policy recommendations to national governments contained in its OECD AI Princi-
ples. These are: 1. invest in AI R&D; 2. foster a digital ecosystem for AI; 3. shape
an enabling policy environment for AI; 4. build human capacity and preparation for
labour market transformation; and 5. foment international co-operation for trustwor-
thy AI. The report comes on the heels of the OECD’s The Digitalisation of Science,
Technology and Innovation, which emphasises that cutting-edge NLP techniques are
opening new analytical possibilities. Among those listed is the ability to recognise
victims of sexual exploitation on the internet based on facial detection and social net-
work analysis (Chui et al. 2018). Advances such as this have caught the attention of
researchers and policy makers in various countries, who have begun to experiment
with NLP to track emerging research topics and technologies. As the report under-
scores, policy makers use these results to formulate science and innovation policy
initiatives, support investments in R&D&I, and evaluate public programmes.22

Similar policy guidance and assessments appear elsewhere.23 The Inter-American
Development Bank24 (IDB), for instance, suggests constructing a shared understand-
ing of AI in order to take better advantage of its opportunities and applications
while simultaneously coming to grips with its risks.25 TheWorld Economic Forum,26
which provides a framework for governments that wish to develop national AI strate-
gies, assists those responsible for crafting policy in how to ask pertinent questions,
follow best practices, identify and involve stakeholders, and create a set of outcome

20 https://www.oecd.org
21 See, e. g., Artificial Intelligence in Society (https://doi.org/10.1787/eedfee77-en); State of the
implementation of the OECD AI Principles: Insights from national AI policies (https://doi.org/10
.1787/1cd40c44-e); The Digitalisation of Science, Technology and Innovation (https://doi.org/10
.1787/b9e4a2c0-en).
22 To help policy makers, regulators, legislators and others characterise AI systems deployed in
specific contexts, the OECD has developed a user-friendly tool to evaluate AI and LT systems
from a policy perspective (https://www.oecd.org/publications/oecd-framework-for-the-classificat
ion-of-ai-systems-cb6d9eca-en.htm).
23 See, e. g., the Helsinki Initiative on Multilingualism in Scholarly Communication (https://www.
helsinki-initiative.org/en).
24 https://www.iadb.org
25 https://publications.iadb.org/en/artificial-intelligence-for-social-good-in-latin-america-and-th
e-caribbean-the-regional-landscape-and-12-country-snapshots
26 https://www.weforum.org
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indicators.27 UNESCO28 extends these considerations to the educational sphere, rec-
ommending that governments and other stakeholders, in accordance with their legis-
lation and public policies, respond to education-related opportunities and challenges
presented by AI. The Beijing Consensus on Artificial Intelligence and Education, an
outcome document issued by UNESCO in 2019, stresses the multidisciplinary na-
ture of AI and urges readers to consider the role of AI tools in teaching and learning,
highlighting its effectiveness in aiding students with learning impairments or who
study in a language other than their mother tongue.29 In the area of library science,
Responsible Operations: Data Science, Machine Learning, and AI in Libraries, a
position paper from OCLC,30 notes structural inequalities are perpetuated by data-
driven policies (Padilla 2020) and sets an agenda for tackling positive and negative
impacts of data science, machine learning, and AI on libraries.31

Finally, in early 2022, based on the report Facilitating the implementation of
the European Charter for Regional or Minority Languages through artificial intel-
ligence, first published in 202032 and updated in 2022,33 the Committee of Experts
of the European Charter for Regional or Minority Languages of the Council of Eu-
rope (CoE) adopted a statement on the promotion of regional or minority languages
through AI.34 The Committee of Experts encourages states to promote the inclu-
sion of regional or minority languages into research and study on AI with a view to
supporting the development of relevant applications as well as to establish, in coop-
eration with the users of such languages and the private sector, a structured approach
to the use of AI applications in the different fields covered by the Charter.

The attention paid to AI and LT in policy reports reflects the social, political, and
economic importance that the technology has garnered in today’s world; and the
same holds true for organisations that trace trends in innovation. In its report, Tech-
nology Trends 2019 Artificial Intelligence,35 the World Intellectual Property Orga-
nization36 found that 50% of all AI patents have been published in just the past five
years, a striking illustration of how rapidly innovation is advancing in the field. The
report, which classifies AI technology trends into techniques, functional applications,
and application fields, furthermore points to LT as one of AI’s most significant func-
tional applications, attributing over a quarter of all AI-related patents to NLP and
speech processing. The number is unsurprising given the current levels of excite-

27 https://www3.weforum.org/docs/WEF_National_AI_Strategy.pdf
28 https://en.unesco.org
29 https://unesdoc.unesco.org/ark:/48223/pf0000368303 See also, UNESCO’s Artificial Intel-
ligence in Education: Challenges and Opportunities for Sustainable Development, a 2019 report
which, among other breakthroughs, noted a Chinese AI system that is able to correct student essays
as a milestone in LT for education (https://unesdoc.unesco.org/ark:/48223/pf0000366994).
30 https://www.oclc.org/en/about.html
31 https://doi.org/10.25333/xk7z-9g97
32 https://rm.coe.int/cahai-2020-23-final-eng-feasibility-study-/1680a0c6da
33 https://rm.coe.int/min-lang-2022-4-ai-and-ecrml-en/1680a657c5
34 https://rm.coe.int/declaration-ai-en/1680a657ff
35 https://www.wipo.int/publications/en/details.jsp?id=4386
36 https://www.wipo.int
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ment associated with NLP within AI, where the rising star is turning many heads. A
case in point is the State of AI Report for 2021,37 issued by UK AI investors with an
eye toward stimulating informed conversation on AI and its implications going for-
ward. The report, which considers research, talent, industry, and politics, discusses
the emergence of large language models and notes that the latest generation are un-
locking newNLP use-cases. Indeed, the arrival of Transformers as a general purpose
architecture for ML has been a revelation, beating the state-of-the-art in domains as
disparate as computer vision and protein structure prediction.

2.2 Reports from the United States

Reports from the US tell an analogous story to their international counterparts. In its
2021 and 2022 AI Index Reports,38 for example, the Institute for Human-Centered
AI (HAI) at Stanford University reviews the growth of research papers and confer-
ences over time and by region, tracks AI accuracy on several benchmarks, focuses
on trends in jobs and investment, and examines various national AI strategies. The
reports also devote space to data and analysis concerning AI with respect to edu-
cation, diversity, and ethics. Key takeaways include the observation that 65% of
the new PhDs in the US chose jobs in industry over academia compared to 44%
the previous year, that there is still little data available on the ethical challenges
surrounding AI, and that the AI workforce remains predominantly male. The 2022
report also highlights that while current language models are setting records on tech-
nical benchmarks, they are also increasingly reflecting biases from their training
data. These findings are accompanied by HAI’s Global Vibrancy Tool,39 which mea-
sures performance on various economic, inclusion, and R&D factors across several
countries. The tool can create an overall index for the full list of 26 countries and
it is of note that none of the top ten is an EU member state. The worrisome nature
of the latter data point is compounded in an examination of the global balance and
flow of top AI scientists provided by the Paulson Institute’s Macro Polo think tank
in its Global AI Talent Tracker report.40 According to this analysis, the US lead in
AI is built on attracting international talent, with more than two-thirds of the top-tier
AI researchers working in the US having received undergraduate degrees in other
countries. Although 18% of the top-tier AI researchers are European, only 10% of
them work in Europe.

These final details should sound alarm bells in Europe. As demonstrated in Gath-
ering Strength, Gathering Storms: The One Hundred Year Study on Artificial Intel-
ligence, released by the AI100 project in 2021, remarkable progress has been made
in AI over the past five years and we may anticipate that its effects will ripple out

37 https://www.stateof.ai
38 https://aiindex.stanford.edu/report/
39 https://aiindex.stanford.edu/vibrancy/
40 https://macropolo.org/digital-projects/the-global-ai-talent-tracker/
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for many years to come. Prepared by a panel of experts from around the globe, the
report makes clear that the ability of computers to perform sophisticated language-
and image-processing tasks has advanced significantly and that more investment of
time and resources are required to meet the challenges posed by AI’s rapidly evolv-
ing technologies. On the one hand, this includes greater government involvement in
the areas of regulation and digital education. In an AI-enabled world, citizens young
and old must be literate in these new digital technologies. On the other, this means
addressing fears that AI technologies will contribute to unemployment in some sec-
tors. A Blumberg Capital survey of 1,000 American adults found that about half
are concerned that AI threatens their livelihood. Indeed, despite the fact that 72%
agreed that AI would help remove tedious tasks and free up time to concentrate on
more creative ones, 81% were reluctant to surrender these tasks to an algorithm for
fear of being supplanted.41 As the authors of Gathering Strength, Gathering Storms
indicate, AI is leaving the laboratory and entering our lives, having a “real-world
impact on people, institutions, and culture.”42

This perspective is shared by the National Security Commission. In addition to
raising concerns that the United States risks falling behind China and other countries
in the AI race, its recent 750-page report encourages the federal government to step
up investment in the area.43 Specifically, the commission calls for a modest down
payment of $40 billion, along with hundreds of billions more in the coming years
to galvanise future breakthroughs and help democratise AI research. Moreover, the
report provides policy makers with a guide to ensure the US is prepared to defend
against AI threats, promote AI innovation, and make responsible use of AI for na-
tional security. It is also worth mentioning that the report lists Natural Language
Understanding as one of the six uses for deployed AI today. This view, which co-
incides with the general consensus on LT expressed above, is further reinforced by
the Future Today Institute44 in its 2021 Tech Trends Report on AI.45 The group not
only identifies NLP as an area that is experiencing high interest, investment, and
growth, but also forecasts that NLP algorithms will do more in the future, including,
for example, aid in interpreting genetic changes in viruses.

2.3 Reports from the European Union

Reports from the EUpaint an equally upbeat picture about present and future expecta-
tions regarding science and technology. A recent Eurobarometer survey on European
citizens’ knowledge and attitudes towards these shows that 86% believe the overall

41 https://blumbergcapital.com/ai-in-2019/
42 https://ai100.stanford.edu
43 https://www.nscai.gov/2021-final-report
44 https://futuretodayinstitute.com
45 https://2021techtrends.com/AI-Trends
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influence of science and technology is positive.46 EU citizens expect a range of tech-
nologies currently under development, including AI (61%), to improve their way of
life over the next 20 years. The case for AI and LT is further laid out by various
European Institutions in reports and policy initiatives that highlight their extensive
impact on society and what must be done to shepherd this influence. These include,
among others, European Artificial Intelligence (AI) leadership, the path for an inte-
grated vision;47 Strategy on AI;48 Ethics Guidelines for Trustworthy AI;49 Liability
for AI and other emerging technologies;50 On Artificial Intelligence: A European
approach to excellence and trust;51 and Coordinated Plan on AI.52 All agree that
AI is an area of strategic importance, a key driver of economic development, and a
means to provide solutions to many societal challenges. As such, they concur that
the socioeconomic, legal and ethical impact of AI must be carefully measured. For
instance, the Joint Research Center (JRC) Science for Policy report, The Changing
Nature of Work and Skills in the Digital Age,53 observes that employment opportu-
nities related to the development and maintenance of AI technologies and Big Data
infrastructures are expected to grow, whereas jobs that are most vulnerable to au-
tomation appear to be those that require relatively low levels of formal education,
do not involve complex social interaction, or demand routine manual tasks. Keeping
this range in mind is a reminder that digital technologies may not only create or de-
stroy some lines of work, but also fundamentally change what people do on the job
and how they do it.

The European Commission’s new Coordinated Plan on AI, which affirms that
NLP is one of the most rapidly advancing fields in AI, is designed to address such
potential turbulence.54 The 2021 plan, in conjunction with the first-ever legal frame-
work for AI,55 will guarantee the safety and rights of people and businesses, while
strengthening AI uptake, investment and innovation across the EU. It is also seen as
the EU’s next step in fostering global leadership in trustworthy AI, deemed neces-
sary if European AI is to be globally competitive while respecting European values.
This is of particular concern given that the EC’s 2021 Strategic Foresight Report,
The EU’s capacity and freedom to act,56 stresses the EU’s capabilities in AI, Big

46 https://europa.eu/eurobarometer/surveys/detail/2237
47 https://www.europarl.europa.eu/thinktank/en/document/IPOL_STU(2018)626074
48 https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence#Bui
lding-Trust-in-Human-Centric-Artificial-Intelligence
49 https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
50 https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=63199
51 https://commission.europa.eu/publications/white-paper-artificial-intelligence-european-appro
ach-excellence-and-trust_en
52 https://ec.europa.eu/digital-single-market/en/news/coordinated-plan-artificial-intelligence
53 https://publications.jrc.ec.europa.eu/repository/handle/JRC117505
54 https://digital-strategy.ec.europa.eu/en/library/new-coordinated-plan-artificial-intelligence
55 https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-european-approach-artificia
l-intelligence
56 https://ec.europa.eu/info/strategy/strategic-planning/strategic-foresight/2021-strategic-foresig
ht-report_en
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Data and Robotics lag behind the world’s leaders, the US and China. To strengthen
digital sovereignty and European AI, the report encourages stakeholders to promote
values via the finance, development and production of next generation tech.

One important area of focus must be high-value data, a key factor in improving
performance and building robust AI models. The EC wants to ensure legal clarity
in AI-based applications, especially regarding data. Its proposed regulation on data
governance will help by boosting data sharing across sectors and member states,
while the General Data Protection Regulation (GDPR) is a major step towards build-
ing trust.57 The member states also recently agreed to a negotiating mandate on a
proposal for a Data Governance Act (DGA).58 The DGA is part of a wider policy to
give the EU a competitive edge in the increasingly data-driven economy. The aim
is to promote the availability of data that can be utilised to power applications and
advanced solutions in AI, personalised medicine, green mobility, smart manufactur-
ing and numerous other areas. While these regulations support the privacy and rights
of European citizens, it should be pointed out that significant barriers to the access
and re-use of language resources remain, especially with regard to competition with
countries that have adopted the “fair use” doctrine, such as the US, Japan or Korea.

Research infrastructures play a role in this regard, including the Common Lan-
guage Resources and Technology Infrastructure (CLARIN), an ESFRI Landmark
and ERIC which offers access to LRs and LTs for researchers in the humanities and
social sciences.59 Not every EU Member State is officially affiliated with it, while
others participate only as observers (Belgium joined CLARIN in 2021 and Spain
will join in 2023). Additionally, because research funding agencies provide unbal-
anced resources to the different Member States, European languages are not equally
supported by CLARIN (de Jong et al. 2020). This problem has received more atten-
tion in the EU project European Language Grid (ELG), which started in 2019 and
concluded in June 2022. The ELG cloud platform contains more than 14,000 running
services and resources for all European languages (Rehm et al. 2021; Rehm 2023).60

Experience with infrastructures such as these has demonstrated that the EU’s ap-
proach to data infrastructures must be crafted with Big Data technology and LT in
mind. The ESFRI roadmap includes a “Landscape Analysis” that provides an ad-
vanced analysis of the scientific needs and existing research infrastructure gaps as
well as directions for strategic investments in the future that would help maintain Eu-
rope’s leadership in the global context. According to its findings, research infrastruc-
tures in LT are indispensable in breaking new ground because they represent a core
aspect of Big Data technology due to the volume and variety of data generated by
the accumulation of unstructured text. And as the main task in AI’s communication
domain, NLP encompasses applications such as text generation, text mining, text
classification, MT and speech recognition. Put differently, LT’s ability to analyse,
understand and generate information expressed in natural language is crucial for im-

57 https://eur-lex.europa.eu/eli/reg/2016/679/oj
58 https://www.consilium.europa.eu/en/press/press-releases/2021/10/01/eu-looks-to-make-data-s
haring-easier-council-agrees-position-on-data-governance-act/
59 https://www.clarin.eu
60 https://www.european-language-grid.eu
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proving human-computer interaction. This view is confirmed by AIWatch, the EC’s
knowledge service responsible for monitoring the development, uptake and impact
of AI, in three recent reports, Defining Artificial Intelligence, Artificial Intelligence
in public services and AI Watch, road to the adoption of Artificial Intelligence by the
public sector.61 By way of example, the latter identified and employed 230 cases of
AI usage in public services in order to extract emerging trends in AI, revealing that
well over half of the cases are closely related to LT.

Relatedly, the EC’s Directorate-General for Communications Networks, Content
and Technology (DG CNECT), in collaboration with the Directorate-General for In-
ternal Market, Industry, Entrepreneurship and SMEs (DGGROW), opened a consul-
tation in 2021 that examined use-cases for website translation at small and medium-
sized enterprises (SMEs) and surveyed multilingual websites in an effort to analyse
language barriers across EUMember States.62 The inquiry identified specific market
needs that could be addressed through public solutions, such as eTranslation,63 and
by European language service providers. Of the over 1,000 SMEs that responded,
75% expressed interest in participating in the EC’s subsequent pilot programme to
make their website automatically multilingual. When the European Language Indus-
try Survey (ELIS)64 – then known as the EUATC survey – was run for the first time
in 2013, MTwas still primarily seen as a threat and a challenge. Only a few language
companies saw it as an opportunity. Today, 65% of language company respondents
see the improved quality of neural MT as an opportunity rather than a threat. Accord-
ing to the 2022 survey, 58% of those companies have implemented the technology
and an additional 20% are planning to do so. This potential willingness to incorpo-
rate LT and AI corresponds with a separate study conducted by Eurostat65 in 2020.
It found that 7% of EU enterprises with at least ten employees used AI applications,
2% utilised ML to analyse big data internally, and 1% evaluated big data internally
with the help of LT. Moreover, 2% provided a chat service, where a chatbot or virtual
agent generated natural language replies to customers.

3 Major Language Technology Initiatives in Europe

First, we take a closer look at European initiatives (Section 3.1) and then examine
national and also regional initiatives (Section 3.2).

61 https://knowledge4policy.ec.europa.eu/ai-watch_en; https://publications.jrc.ec.europa.eu/re
pository/handle/JRC118163; https://publications.jrc.ec.europa.eu/repository/handle/JRC120399;
https://joinup.ec.europa.eu/collection/innovative-public-services/news/ai-watch-road-adoption-
artificial-intelligence
62 https://digital-strategy.ec.europa.eu/en/library/report-sme-survey-multilingual-websites
63 https://ec.europa.eu/cefdigital/wiki/display/CEFDIGITAL/eTranslation; https://ec.europa.eu/e
ducation/knowledge-centre-interpretation/eu-initiatives-language-technologies_en
64 https://elis-survey.org
65 https://ec.europa.eu/eurostat/
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3.1 European Initiatives

The European Parliament recently emphasised that “multilingualism presents one of
the greatest assets of cultural diversity in Europe and, at the same time, [is] one of
the most significant challenges for the creation of a truly integrated EU.” (European
Parliament 2018). The belief is reflected in the EU’s promotion of multilingualism,
which falls within the scope of a variety of EU policy areas. While many of the multi-
faceted efforts to support Europe’s languages are bearing fruit, still greater attention
must be paid to removing barriers to intercultural and inter-linguistic dialogue as a
means to stimulate mutual understanding. One means to achieve this is through lan-
guage technology. Nonetheless, although official EU languages are granted equal
status politically, they are far from equally supported from a technological perspec-
tive (see, e. g., Rehm and Uszkoreit 2012; Rehm et al. 2014; Rehm and Hegele 2018;
Rehm et al. 2020b, as well as the chapters in Part I of this book).

Several strategic documents have contributed to the European debate on this
subject in the past decade, including The FLaReNet Strategic Language Resource
Agenda (Soria et al. 2014), META-NET Strategic Research Agenda for Multilingual
Europe 2020 (Rehm and Uszkoreit 2013; Rehm et al. 2016), Language Technolo-
gies for Multilingual Europe: Towards a Human Language Project (Rehm 2017),
and the STOA report, Language Equality in the digital age: Towards a Human Lan-
guage Project (STOA 2018). The latter helped pave the way for the preparation of
the European Parliament’s joint ITRE/CULT resolution, Language equality in the
digital age (European Parliament 2018),66 adopted in a plenary meeting in Septem-
ber 2018 with an overwhelming majority of 592 votes in favour, 45 against and 44
abstentions.

Approval of the resolution by such a wide margin demonstrates the importance
and relevance of the issue. It includesmore than 40 recommendations, structured into
four sections: “Improving the institutional framework for language technology poli-
cies at EU level”, “Recommendations for EU research policies”, “Education policies
to improve the future of language technologies in Europe” and “Language technolo-
gies: benefits for both private companies and public bodies”. Among the most salient
items are the following (emphases added; some items abbreviated):

• The report “recommends that in order to raise the profile of language technolo-
gies in Europe, the Commission should allocate the area of ‘multilingualism
and language technology’ to the portfolio of a Commissioner; considers that the
Commissioner responsible should be tasked with promoting linguistic diversity
and equality at EU level, given the importance of linguistic diversity for the
future of Europe;” (item 14)

• “suggests ensuring comprehensive EU-level legal protection for the 60 regional
and minority languages, recognition of the collective rights of national and lin-
guistic minorities in the digital world, and mother-tongue teaching for speakers
of official and non-official languages of the EU;” (item 15)

66 https://www.europarl.europa.eu/doceo/document/TA-8-2018-0332_EN.html
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• “calls on the Member States to develop comprehensive language-related poli-
cies and to allocate resources and use appropriate tools in order to promote and
facilitate linguistic diversity and multilingualism in the digital sphere; stresses
the shared responsibility of the EU and the Member States and in developing
databases and translation technologies for all EU languages, including languages
that are less widely spoken; calls for coordination between research and indus-
try with a common objective of enhancing the digital possibilities for language
translation and with open access to the data required for technological advance-
ment;” (item 17)

• “calls on the Commission to establish a large-scale, long-term coordinated fund-
ing programme for research, development and innovation in the field of lan-
guage technologies, at European, national and regional levels, tailored specif-
ically to Europe’s needs and demands; emphasises that the programme should
seek to tackle deep natural language understanding and increase efficiency by
sharing knowledge, infrastructures and resources, with a view to developing in-
novative technologies and services, in order to achieve the next scientific break-
through in this area and help to reduce the technology gap between European
languages; stresses that this should be done with the participation of research
centres, academic, enterprises […] and other relevant stakeholders;” (item 25)

• “believes that […] European education policies should be aimed at retaining tal-
ent in Europe, should analyse the current educational needs related to language
technology […] and, based on this, provide guidelines for the implementation
of cohesive joint action at European level […] including the language-centric
artificial intelligence industry;” (item 34)

• “points to the need to promote the ever-greater participation of women in the
field of European studies on language technologies, as a decisive factor in the
development of research and innovation” (item 36)

To these recommendations may be added the remarks made by EC Commissioner
Corina Crețu in her closing statement at the hearing on the resolution:

Ensuring appropriate technological support for all European languages will […] create jobs,
growth and opportunities in the DSM [(Digital Single Market)]. It will enhance the quality
of public services, and reinforce a stronger sense of unity and belonging throughout Europe.
[…] [U]nder the next Multiannual Financial Framework (MFF), we will need to reinforce
funding, research and education actions. […] [O]vercoming language barriers in the digital
environment is essential for an inclusive society, a vibrant DSM and for unity in diversity.

Crețu’s statement is in line with previous public appeals voiced in 2016 by former
ECVice President Andrus Ansip and in 2017 byDirector General Roberto Viola (DG
CNECT) for the need to strengthen multilingualism through technologies.67

More recently, the EP’s CULT Committee adopted a resolution on AI in the cul-
tural, creative and educational sector in which multilingual and linguistic diversity

67 See How multilingual is Europe’s Digital Single Market? (https://ec.europa.eu/commission/
commissioners/2014-2019/ansip/blog/how-multilingual-europes-digital-single-market_en);
Multilingualism in the Digital Age: a barrier or an opportunity (https://ec.europa.eu/digital-singl
e-market/en/blog/multilingualism-digital-age-barrier-or-opportunity).
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is also taken into account.68 Regarding the latter, the resolution calls for: 1. AI tech-
nologies to be regulated and trained in order to ensure non-discrimination, gender
equality, pluralism, as well as cultural and linguistic diversity; 2. specific indicators
to measure diversity in order to promote European ventures and prevent algorithm-
based recommendations that negatively affect the EU’s cultural and linguistic diver-
sity; and 3. an ethical framework for the use of AI technologies in EU media that
guarantees access to culturally and linguistically diverse content. Such a framework
would also address the misuse of AI to disseminate fake news and disinformation.69
The resolution goes hand in hand with a study commissioned by the EC that ex-
plores the possibilities of applying AI technologies in ten domains that also belong
to the cultural, creative and educational sector. The study aims to inspire creative
entrepreneurs as well as policy-makers with concrete use cases and recommenda-
tions for the application of AI,70 focusing partly on language-centric AI (NLP, NLU,
speech technologies). The resolution also reflects the conclusions of the Education,
Youth, Culture and Sport Council held on 4-5 April 2022, which called for the de-
velopment of an ambitious digital policy for language technologies, translation, and
lifelong language learning and teaching. This objective fits with the EU’s desire to
take advantage of new technologies to foster multilingualism, which it hopes will
facilitate access to culture and nurture cultural exchange.71

A key commonality in these documents and initiatives is the idea that LT must be
made in Europe for Europe. This approach will not only strengthen Europe’s place
at the pole position of research excellence, but also contribute to future European
cross-border and cross-language communication, economic growth and social sta-
bility. The past few years have witnessed a flurry of white papers and SRAs offering
roadmaps and recommendations for how best to attain the goal. In 2019, the Euro-
pean Language Resource Coordination (ELRC) white paper, Sustainable Language
Data Sharing to Support Language Equality in Multilingual Europe. Why Language
Data Matters, underscored that the main challenge is a lack of appreciation for the
value of language data.72 To help overcome this perception, the group issued several
recommendations aimed at the European and national policy level, including:

• Updating the Open Data Directive (2019/1024/EU) so that it references lan-
guage data as a high-value data category.73

• Conducting a study on language data to identify and quantify the value of lan-
guage data for citizens, public administrations and businesses.

68 https://www.europarl.europa.eu/news/en/press-room/20210311IPR99709/ai-technologies-mus
t-prevent-discrimination-and-protect-diversity; https://oeil.secure.europarl.europa.eu/oeil/popups
/summary.do?id=1663438&t=e&l=en
69 https://op.europa.eu/en/publication-detail/-/publication/b8722bec-81be-11e9-9f05-01aa75ed7
1a1
70 https://digital-strategy.ec.europa.eu/en/library/study-opportunities-and-challenges-artificial-int
elligence-ai-technologies-cultural-and-creative
71 https://www.consilium.europa.eu/en/meetings/eycs/2022/04/04-05/
72 https://lr-coordination.eu/sites/default/files/Documents/ELRCWhitePaper.pdf
73 https://digital-strategy.ec.europa.eu/en/policies/legislation-open-data
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• Updating national policies (e. g., Open Data policies, digital agenda or strategies
for AI) to explicitly support the sharing of language data and LT.

• Including obligatory (language) data management plans in all relevant national
funding policies and calls for proposals if not yet included.

• Conducting national surveys to assess translation practices in public administra-
tions at all levels.

These steps will contribute to the development of an inclusive European digital
society, a task for which European LT is essential. However, still others are required.
The Report on the Joint Stakeholder Consultation on Research and Innovation in
Web Accessibility and Language Technologies, for instance, highlights that greater
work must be done to develop systems capable of adapting and personalising digi-
tal content according to individual needs, particularly in terms of accessibility and
language.74 Research into sign languages represents one avenue that merits greater
attention, given that sign languages are increasingly becoming recognised as offi-
cial national languages. Another relevant is the accessibility of information in mul-
timodal contexts with respect to formatting and the understanding of content.

Fortunately, it is evident that the EU is not blind to LT’s crucial role in building Eu-
rope’s digital society and has already begun to dedicate funding and launch initiatives
to advance LT and AI. Research, industry, and the public sector have benefitted from
these actions. Two prominent examples include the Horizon 2020 Programme and
the Connecting Europe Facility (CEF).75 LT was embedded in the former within re-
search and innovation in the field of information technologies, content technologies,
multilingual internet and AI. Through the latter, MT tools (eTranslation) and tools
for the management of thesauri and glossaries have been developed (VocBench).76
There is, however, much left to be done. The Final study report on CEF Automated
Translation value proposition in the context of the European LT market/ecosystem
provides an analysis of the EU’s LT market (including Norway and Iceland) and
the adoption of LT by public administrations, both at the EU and national levels.77
The report underscores that EU industry is fragmented and that many small players
struggle to compete with the global giants that dominate the market. It further notes
that European businesses and the public sector have become dependent on these non-
European global companies, which have massive amounts of data at their disposal
due to both copyright disparities between the EU (explicit permission required by
European entities) and the US (fair use copyright exception), as well as intensive use
of their popular systems.

74 https://ec.europa.eu/digital-single-market/en/news/report-joint-stakeholder-consultation-res
earch-and-innovation-web-accessibility-and-language-0. See also the New European Media’s
SRIA: https://nem-initiative.org/wp-content/uploads/2020/06/nem-strategic-research-and-innov
ation-agenda-2020.pdf?x98588
75 https://ec.europa.eu/programmes/horizon2020/en/h2020-section/information-and-communi
cation-technologies; https://ec.europa.eu/digital-single-market/en/connecting-europe-facility;
https://ec.europa.eu/digital-single-market/en/language-technologies
76 https://ec.europa.eu/isa2/solutions/vocbench3_en
77 https://op.europa.eu/en/publication-detail/-/publication/8494e56d-ef0b-11e9-a32c-01aa75ed7
1a1/language-en/format-PDF/source-106906783
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Nonetheless, the dependency on American or Chinese systems and the torrent of
data flowing out of Europe mask areas in which European initiatives may make real
the ideal of LT made in Europe for Europe. Several large international tech com-
panies, by way of example, provide MT services free of charge. EU industry, by
contrast, is experienced in navigating through Europe’s many languages and Eu-
ropean MT developers have successfully deployed services for the public sector
through the support of EU-funded programmes. LT made for Europe means harness-
ing this know-how to supportMT for all its languages and create domain-specific and
application-specificMTwhile simultaneously being attentive to security and privacy
issues. Moveover, as stated in My Europe. My language: With language technolo-
gies made in the EU,78 LT offers opportunities to reduce language barriers across
Europe and in the DSM at the intersection of Big Data, AI and HPC. Indeed, the
European High Performance Computing Joint Undertaking79 (EuroHPC JU), a joint
initiative between the EU, European countries and private partners, is developing a
world-class supercomputing ecosystem in Europe.80 The Language Data Space EU
project, a platform and marketplace for the collection, creation, sharing and re-use
of multilingual and multimodal language data, was launched in January 2023.81

The EC has also established public-private partnerships (PPPs) in the area of AI.82
As detailed by Curry et al. (2021), the Big Data Value PPP, created by the EC and the
BDVA in 2014, represented a substantial collective effort on the part of the European
data community to formulate a set of technical research priorities for Big Data. Ac-
cording to the report, Europe’s multilingualism presents a particular challenge when
it comes to data:

Large amounts of data are being made available in a variety of formats ranging from un-
structured to semi-structured to structured formats […] A great deal of this data is created
or converted and further processed as text. Algorithms or machines are not able to process
the data sources due to the lack of explicit semantics. In Europe, text-based data resources
occur in many different languages, since customers and citizens create content in their local
language. This multilingualism of data sources means that it is often impossible to align
them using existing tools because they are generally available only in the English language.
Thus, the seamless aligning of data sources for data analysis or business intelligence applica-
tions is hindered by the lack of language support and gaps in the availability of appropriate
resources.83

78 https://digital-strategy.ec.europa.eu/en/library/my-europe-my-language-language-technologies
-made-eu-brochure
79 https://eurohpc-ju.europa.eu
80 https://digital-strategy.ec.europa.eu/en/activities/work-programmes-digital
81 https://digital-strategy.ec.europa.eu/en/funding/language-data-space-call-tenders
82 https://adr-association.eu
83 https://elements-of-big-data-value.eu/research-priorities-for-big-data-value
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The Big Data Value PPP’s successor, the AI, Data and Robotics Partnership
(formed in 2020 along with BDVA,84 euRobotics,85 ELLIS,86 CLAIRE,87 and Eu-
rAI88) expanded on this issue and zeroed in on NLP’s importance in its Strategic Re-
search, Innovation and Deployment Agenda,89 “Natural Language Processing has
particular resonance within Europe’s multi-lingual landscape and offers the poten-
tial to harmonise human interaction.” Unfortunately, although the PPP includes LT
experts, research groups and companies via some the groups involved, currently no
European LT association or network is represented in the PPP.

The initiative, however, complements the Coordinated Plan on Artificial Intelli-
gence (CPAI) proposed by the European Commission for the period 2021-2027. The
plan, which considers AI an area of strategic importance and aims to propel Europe
to the forefront in terms of developing and exploiting AI technologies, calls for the
EU to provide a minimum one billion euro annual investment in Horizon Europe
and Digital Europe, although the objective is to reach twenty billion euros a year
between public and private investments.90 The focus is on four key areas: increasing
investment in AI; the availability of data; the promotion of talent; and ensuring secu-
rity, ethics and trust in AI. Success in these domains leans on the belief that member
states must develop and coordinate their own national AI strategies, of which an
analysis and comparison is provided in the report AI Watch: National strategies on
Artificial Intelligence: A European perspective in 2019.91

3.2 National and Regional Initiatives

The perspective that the EU Member States should be responsible for their individ-
ual AI strategies stems partly from the observation that each country or region is best
placed to address their own particular needs. The response by European countries to
the CPAI has been largely positive and the number of states with an AI strategy (29
out of 30; only Croatia has no official strategy as of yet) demonstrates its success.
Moreover, it is in the national plans that currently exist where many of the initia-
tives concerning LT and language-centric AI reside, although this is not to say that
dedicated LT programmes are widespread in Europe. And in comparison to non-EU
national AI initiatives, Europe’s member states lag behind when LT is taken into ac-
count. Since Canada published the world’s first national AI strategy in 2017, more

84 https://www.bdva.eu
85 https://www.eu-robotics.net
86 https://ellis.eu
87 https://claire-ai.org
88 https://eurai.org
89 https://adr-association.eu/wp-content/uploads/2020/09/AI-Data-Robotics-Partnership-SRIDA
-V3.0-1.pdf
90 https://knowledge4policy.ec.europa.eu/ai-watch/coordinated-action-plan-ai_en
91 https://ec.europa.eu/jrc/en/publication/ai-watch-national-strategies-artificial-intelligence-eur
opean-perspective-2019
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than 30 other countries and regions have published similar documents as of Decem-
ber 2020.92 Several non-EU nations merit brief consideration here due to the explicit
inclusion of NLP in their plans. China’s AI strategy, one of the most comprehensive
in the world, singles out NLU technology as a decisive area to promote university
AI curricula and in its pursuit of AI talent (Zhang et al. 2021). The UK, which em-
phasises a strong partnership between business, academia, and government, created
a pilot programme for under-18-year-olds to encourage careers in the AI sector, ex-
plicitly mentioning NLP. India’s approach to AI considers the multilingual reality
of the country a means to achieve technological leadership in AI and cites the devel-
opment of an advanced NLP infrastructure for its languages as a stepping stone in
that direction.93 Finally, the US emphasises the crucial role LT plays in AI and NLU
appears as one of the six “Uses for Deployed AI Today” in the National Security
Commission on Artificial Intelligence’s Final Report, published in 2021.94

In Europe, only a handful of dedicated national programmes funded projects re-
lated to LT before 2018.95 Instead, financial support for the development of LT was
generally provided through generic R&D&I calls in most member states. The Span-
ish case is one of those notable exceptions. The Spanish government has recently
announced a new strategic plan for economic recovery and transformation (PERTE)
called “The New Economics of Language.”96 The PERTE is presented as an oppor-
tunity to take advantage of the potential of Spanish and co-official languages for
economic growth and international competitiveness in areas such as AI, translation,
learning, cultural dissemination, audiovisual production, research and science. It has
a budget of 1.1 billion euros in public funds and aims to mobilise another billion in
private investment. Additionally, following the lines of the Spanish Plan for the Ad-
vancement of LT,97 several regional governments have also launched LT initiatives,
includingAINA (Catalonia),98 Nós (Galicia)99 andGAITU (the Basque Country).100

At the European level, LT received better support through calls in various pro-
grammes: FP7, Horizon 2020, CEF Telecom, CIP ICT-PSP, EUREKA and EU-

92 https://aiindex.stanford.edu/report/
93 AI in India: A Policy Agenda. The report also highlights natural language voice recognition
as a way to to account for the diversity in languages and digital skills in the Indian context and
recommends the creation of annotated data sets for their languages to add incremental value to
existing services ranging from e-commerce to agriculture.
94 https://www.nscai.gov/2021-final-report. See also, the American AI Initiative.
95 Spanish Plan for the Advancement of Language Technology: https://plantl.mineco.gob.es/tecno
logias-lenguaje/actividades/estudios/Paginas/tecnologias-del-lenguaje-en-Europa.aspx
96 https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-
de-la-lengua
97 https://plantl.mineco.gob.es/Paginas/index.aspx
98 https://politiquesdigitals.gencat.cat/ca/tic/aina-el-projecte-per-garantir-el-catala-en-lera-digit
al/
99 https://www.xunta.gal/hemeroteca/-/nova/134792/xunta-usc-ponen-marcha-lsquo-proxecto-n
osrsquo-que-permitira-incorporar-galego
100 https://www.irekia.euskadi.eus/es/news/76846-gobierno-vasco-presentado-gaitu-plan-accion
-las-tecnologias-lengua-2021-2024-cual-tiene-objetivo-integrar-euskera-las-tecnologias-linguis
ticas

https://aiindex.stanford.edu/report/
https://www.nscai.gov/2021-final-report
https://plantl.mineco.gob.es/tecnologias-lenguaje/actividades/estudios/Paginas/tecnologias-del-lenguaje-en-Europa.aspx
https://plantl.mineco.gob.es/tecnologias-lenguaje/actividades/estudios/Paginas/tecnologias-del-lenguaje-en-Europa.aspx
https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua
https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua
https://plantl.mineco.gob.es/Paginas/index.aspx
https://politiquesdigitals.gencat.cat/ca/tic/aina-el-projecte-per-garantir-el-catala-en-lera-digital/
https://politiquesdigitals.gencat.cat/ca/tic/aina-el-projecte-per-garantir-el-catala-en-lera-digital/
https://www.xunta.gal/hemeroteca/-/nova/134792/xunta-usc-ponen-marcha-lsquo-proxecto-nosrsquo-que-permitira-incorporar-galego
https://www.xunta.gal/hemeroteca/-/nova/134792/xunta-usc-ponen-marcha-lsquo-proxecto-nosrsquo-que-permitira-incorporar-galego
https://www.irekia.euskadi.eus/es/news/76846-gobierno-vasco-presentado-gaitu-plan-accion-las-tecnologias-lengua-2021-2024-cual-tiene-objetivo-integrar-euskera-las-tecnologias-linguisticas
https://www.irekia.euskadi.eus/es/news/76846-gobierno-vasco-presentado-gaitu-plan-accion-las-tecnologias-lengua-2021-2024-cual-tiene-objetivo-integrar-euskera-las-tecnologias-linguisticas
https://www.irekia.euskadi.eus/es/news/76846-gobierno-vasco-presentado-gaitu-plan-accion-las-tecnologias-lengua-2021-2024-cual-tiene-objetivo-integrar-euskera-las-tecnologias-linguisticas
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LT-related funding Artificial Intelligence

None Some Dedicated LT AI LT funding
at all funding programme strategy through AI

Austria ● ●
Belgium ● D ●
Bulgaria ● ●
Croatia ●
Cyprus ●
Czechia ● ●
Denmark ● ● ●
Estonia ● ● ●
Finland ● ●
France ● ● ●
Germany ● ● ●
Greece ● D
Hungary ● ●
Iceland ● ●
Ireland ● ●
Italy ● ●
Latvia ● ●
Lithuania ● ●
Luxembourg ● ●
Malta ● ● ●
Netherlands ● ●
Norway ● ●
Poland ● ●
Portugal ● ●
Romania ● D
Serbia ● ●
Slovakia ● ●
Slovenia ● ●
Spain ● ●
Sweden ● ●

Table 1 The Language Technology funding situation in Europe (2019/2021), extracted from Rehm
et al. (2020b) and updated with the newest AI strategies (D: Draft)

ROSTARS, among others. However, in these most funding for LT projects gradu-
ally reduced as well. If these findings are compared to those presented by Rehm et
al. (2020b), we observe a slight increase in the number of language-centric AI initia-
tives over the next couple of years (see Table 1 and Figure 2).101 It is noteworthy that
only 12 European countries out of the 30 studied explicitly consider LT within their
national policy initiatives. This is significant because the successful development
of the next generation of innovative AI technology relies on setting aside funding

101 According to Rehm et al. (2020b), only four of the 30 surveyed countries do not have some
level of LT funding. Four countries have programmes dedicated to LT (Denmark, Estonia, Iceland,
Spain), six provide funding for LT-related topics through AI (Belgium, Denmark, Estonia, France,
Germany, Malta) and two (Ireland, Latvia) that do not have LT programmes, but rather a language
strategy defined by their governments. See also Rehm et al. (2016, 2020a, 2021).
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Fig. 2 The Language Technology funding situation in Europe

exclusively for LT. The same holds true for European countries that hope to incor-
porate LT-based AI applications, such as interactive dialogue systems and personal
virtual assistants, into public services.102

4 SWOT Analysis

This section summarises, in the form of a SWOT analysis, the most relevant find-
ings of the reports, documents and initiatives that were reviewed for this chapter.
It attempts to identify the most significant favourable and unfavourable factors that
must be addressed to make digital language equality a reality in Europe by 2030.

102 https://digital-strategy.ec.europa.eu/en/news/new-report-looks-ai-national-strategies-progress
-and-future-steps

https://digital-strategy.ec.europa.eu/en/news/new-report-looks-ai-national-strategies-progress-and-future-steps
https://digital-strategy.ec.europa.eu/en/news/new-report-looks-ai-national-strategies-progress-and-future-steps
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4.1 Strengths

• Emergence of powerful new deep learning techniques, tools that are revolution-
ising LT.

• Important basic LT has been developed and applications that are used on a daily
basis by hundreds of millions of users for speech recognition, speech synthesis,
text analytics and MT are available.

• Existence of multiple national and European LT research networks, associations,
communities and other relevant stakeholders whose objective is to promote all
kinds of activities related to research, development, education and industry in
the field of LT, both nationally and internationally.

• Existence of unique, valuable and potentially extremely useful data resources
that can be exploited by current LT. An enormous amount of data is expressed
in human language.

• Increasing number of companies in LT and good level of readiness for the im-
plementation of LT in production environments.

• LT contributes to the development of inclusive digital societies, and is critical
for responding to social challenges (accessibility, transparency, equity).

4.2 Weaknesses

• Deep learning LT and large pre-trained language models have shortcomings.
Language models have limited real-world knowledge, can generate biased and
factually incorrect text, may contain personal information, etc. They are also
expensive to train and have a heavy carbon footprint. It is important to under-
stand the limitations of large pre-trained language models and put their success
in context.

• The LT markets are currently dominated by large non-EU actors, which do not
address the specific needs of a multilingual Europe; Europe remains far behind
due to market fragmentation, insufficient funding and legal barriers, thus hin-
dering online commerce and communication. Europe does not fully exploit its
enormous potential in LT.

• LT currently only plays a rather subordinate role in the political agenda and
public debate of the EU and most of its Member States.

• There is a general misconception and over-hyping of actual AI and LT capabili-
ties. AI is often perceived in a polarised fashion as either “magical” technology
that can solve any problem or as a threat to jobs and workers, who will be re-
placed by machines.

• No EU policy has been proposed to address the problem of language barriers.
• GDPR/Copyright is a major barrier to the access and re-use of language re-
sources, in competition with countries that adopt the “fair use” doctrine.
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• The Open Data Directive (2019/1024/EU) does not include language data as a
“high-value data category”. Most of the data require extensive IPR clearing (to
address Copyright and GDPR).

• There is a lack of adequate LT policies and sustainability plans at the European
and national levels to properly support European languages through LT. Only
four of the 30 European countries studied have a dedicated LT national pro-
gramme, only six have included LT funding through national AI strategies.

• There is scarce and limited LT support for non-official EU languages.
• No European LT association is represented in the new Data, AI and Robotics
public-private partnership.

• There is a lack of necessary resources (experts, HPC capabilities, etc.) compared
to large US and Chinese enterprises that lead the development of new LT sys-
tems. In particular, the “computing divide” between large firms and non-elite
universities increases concerns around bias and fairness within AI technology,
and presents an obstacle towards democratising AI.

• Compared to English, there are far fewer LT resources and tools including lan-
guage resources, annotated corpora, pre-trained language models, benchmark
datasets, software libraries, etc.

• There is an uneven distribution of resources (funding, open data, language re-
sources, scientists, experts, computing facilities, IT companies, etc.) by country,
region and language.

• There is a weak open data sharing culture for many public stakeholders and
SMEs.

• The investment in AI does not reflect the real importance of LT.
• There is a fragmented European market with an extremely large and varied base
of about 1,000 SME companies that develop LT. Small to medium national tech-
nology companies have little capital and investment in LT capabilities. The mar-
kets are small for low-resource language speakers.

• In many countries, there are weak links between academia and industry and
insufficient effective mechanisms for knowledge transfer.

• There is weak internationalisation of R&D&I and innovation.

4.3 Opportunities

• Many new powerful monolingual, multilingual and cross-lingual deep learning
LT capabilities are available.

• LT is key for the realisation and support of European multilingualism.
• LT is used in practically all everyday digital products and services, since most
use language to some extent, especially all internet-related products such as
search engines, social networks and e-commerce services.

• LT can impact on sectors of fundamental importance to the well-being of all
European citizens, such as health, administration, justice, education, culture,
tourism, etc.
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• LT offers effective solutions to facilitate monolingual and multilingual commu-
nication, including for the deaf and hard of hearing, the blind and visually im-
paired and those with language-related disabilities or impairments.

• LT is one of the most important AI application areas with a fast growing eco-
nomic impact. Enormous growth is expected in the global LT market based on
the explosion of applications observed in recent years and the expected expo-
nential growth in unstructured digital data.

• Europe can play an economic leading role with its neighbouring countries
through good partnerships based on the use of LT customised to other languages.

• Growing trend for the LT market and industry in Europe regarding the exploita-
tion of digital resources and data of linguistic interest. Digitisation is one of the
key means to generate new economic growth.

• Consolidation of a competitive LT industry that harnesses the potential of re-
search and academia both in educating well-trained LT professionals and in
transferring research results to industry and public administrations.

• Increasing awareness about the possibilities of AI and LT and the necessity to
invest and coordinate efforts.

• Substantial breakthroughs and fast development of LT offer new opportunities
for digital communication; current multilingual and cross-lingual deep learning
LT allows for the creation of new multilingual pre-trained language models and
systems that can leverage and balance LT across all European languages.

• Ensure openness of infrastructures for data and technologies.

4.4 Threats

• In comparison to 2012, the results of the European Language Equality project
in 2022 show that the gap between English and all other languages appears to
be getting bigger instead of smaller.

• Development of non-explainable techniques and deep learning models without
any commonsense or up-to-date knowledge, with social biases, containing per-
sonal and private data, with a heavy impact on carbon footprint, etc.

• AI is a broad area, which overshadows and dwarfs the importance, benefits and
contributions of LT, especially in Europe.

• Loss of LT skills and human capital trained in Europe due to the lack of sufficient
research, transfer and funding opportunities.

• Inability to retain in, or attract to, the EU researchers and workers skilled in LT
and AI.

• Growing development of the sector in US and China that will eventually pen-
etrate the European application market, limiting the Digital Language Equality
opportunities as described in this report.

• The complexity of copyright, GDPR, Open Data directives etc. makes access to
language resources too costly, unclear and risky.
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• Fear of many jobs becoming redundant due to the deployment of AI-powered
technologies.

5 Conclusions

Europe’s multilingual nature is also one of the main obstacles to a truly connected,
cross-lingual communication and information space. Moreover, while language di-
versity is at the core of European identity, many of our languages are in danger
of digital extinction because they are not sufficiently supported through Language
Technologies (Moseley 2010; Rehm and Uszkoreit 2012; STOA 2018; European
Parliament 2018).103 Sophisticated multilingual, cross-lingual and monolingual LT
for all European languages would future-proof our languages as cornerstones of our
cultural heritage and richness. In recent years, European research in LT has faced in-
creased competition from other continents, especially with respect to breakthroughs
in AI. These scientific advancements have led to global commercial successes, from
which the respective regions benefit especially. As a consequence, many European
scientists, including young high-potential researchers, are leaving Europe to con-
tinue their work abroad. Europe must invest in retaining and attracting these re-
searchers. Our continent is in need of powerful LT made in Europe for all European
citizens, tailored to our unique cultures, societies and economic requirements so that
a linguistically fragmented Europe may become a truly unified and inclusive one.
This ambitious but worthy effort involves supporting its rich and diverse linguistic
cultural heritage, from broadly spoken languages to minority and regional languages,
as well as the languages of immigrants and important trade partners, benefiting Eu-
ropean citizens, European industry and European society.
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Chapter 45
Strategic Research, Innovation and
Implementation Agenda for Digital
Language Equality in Europe by 2030

Georg Rehm and Andy Way

Abstract This chapter presents the ELE Programme (ELE Consortium 2022). React-
ing to the landmark resolution (European Parliament 2018), its vision is to achieve
digital language equality in Europe by 2030. The programme was prepared jointly
with many stakeholders from the European Language Technology, Natural Lan-
guage Processing, Computational Linguistics and language-centric AI communities,
as well as with representatives of relevant initiatives and associations, and language
communities. Europe still suffers from strong inequalities in terms of technology
support of its languages. English is still by far the language with the best techno-
logical support, followed by a cluster of three languages (German, Spanish, French)
that already have only half the technological support of English. More than half of
the around 90 languages surveyed have either weak or no technological support at
all. The ELE Programme is foreseen to be a shared, long-term funding programme
tailored to Europe’s needs, demands and values. For the EU we foresee the role of
providing resources for coordinating the programme, for providing shared infras-
tructures, for maintaining the scientific goals and programme principles, etc. The
participating countries have the role of providing resources for the development of
technologies and datasets for their own languages. Key goals are to reduce the tech-
nology gap between English and all other European languages and to address the lack
of available language data. The ELE Programme tackles the following overarching
themes: Language Modelling, Data and Knowledge, Machine Translation, Text Un-
derstanding and Speech. These interconnected themes focus upon the socio-political
goal of establishing DLE in Europe and on the scientific goal of Deep Natural Lan-
guage Understanding, both by 2030.1
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1 Executive Summary

The overall vision of the ELE Programme is to achieve complete digital language
equality (DLE) in Europe by 2030. The programme was prepared jointly with many
relevant stakeholders from the European Language Technology (LT), Natural Lan-
guage Processing (NLP), Computational Linguistics and language-centric Artificial
Intelligence (AI) communities, as well as with representatives of relevant initiatives
and associations, and language communities. The ELE Programme responds to the
call “to establish a large-scale, long-term coordinated funding programme for re-
search, development and innovation in the field of language technologies, at Euro-
pean, national and regional levels, tailored specifically to Europe’s needs and de-
mands”, as specified by the European Parliament Resolution Language equality in
the digital age (European Parliament 2018). The results of the ELE project show
that English is still by far the language with the best and most thorough technolog-
ical support, followed by a cluster of three languages (German, Spanish, French)
that have only half the technological support of English. After yet another gap, the
long tail of languages with fragmentary support starts with Finnish, Italian and Por-
tuguese. More than half of the around 90 languages surveyed have either weak or no
technological support at all. In comparison to previous results from 2012 (Rehm and
Uszkoreit 2012), the gap between English and the other languages appears to be get-
ting bigger instead of smaller. With the exceptions of English, German, French and
Spanish, all languages we investigated exist in socio-political and economic ecosys-
tems that do not incentivise, encourage or foster the development of technologies
for these languages. While all 30 European countries we surveyed have put in place
national AI strategies, almost all of these national strategies seem to have either ig-
nored or left out the topic of languages and language-centric AI.2

The ELE Programme is foreseen to be a shared, long-term, coordinated and col-
laborative LT funding programme tailored to Europe’s needs, demands and values,
including multilingualism and language equality in general. For the EU we foresee
the role of providing resources for coordinating the programme, for providing shared
infrastructures, for maintaining the scientific goals and programme principles, etc.
The participating countries have the role of providing resources for the development
of technologies and datasets for their own languages. Key goals are to reduce the
technology gap between English and all other European languages and to address the
lack of available language data: this is true for all European languages except English.
The ELE Programme focuses upon openness: open source, open access and open
standards as well as interoperability and standardisation. A key emphasis is on the
creation of large open access language models for all European languages, including

2 Despite our original findings, in the interim, Spain has funded the 1.1B€ PERTE New Economy
of Language programme to “maximize the value of Spanish and co-official languages in the new
digital economy and artificial intelligence”, see https://planderecuperacion.gob.es/como-acced
er-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua. Accordingly, rather than be seen as
a laggard in this space, Spain now represents what could and should be done to support European
languages and associated technology, and the PERTE programme stands as a template for other
nations to adapt to their particular situation.

https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua
https://planderecuperacion.gob.es/como-acceder-a-los-fondos/pertes/perte-nueva-economia-de-la-lengua
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the creation of datasets and multilingual models, symbolic knowledge, models that
include discourse capabilities as well as grounding and other sophisticated features
currently out of reach for existing state-of-the-art technologies. The ELE Programme
is expected to have a runtime of nine years. In addition to overall coordination, the
ELE Programme tackles the following overarching themes: Language Modelling,
Data and Knowledge, Machine Translation, Text Understanding and Speech. These
interconnected themes focus upon the socio-political goal of achieving DLE in Eu-
rope and on the scientific goal of Deep Natural Language Understanding, both by
2030. The ELE Programme strengthens and makes optimal use of infrastructures,
data spaces and services provided by other European initiatives.

The global NLP market is estimated to reach 341.7B$ by 2030. In contrast, the
modest investment needed to implement the ELE Programme will not only bring
about DLE in Europe but it will also move European research and industry in this
field into a dominant position for years to come.

2 Multilingual Europe and Digital Language Equality

Languages are the most common and versatile way for humans to convey and ac-
cess information. We use language, our most natural means of communication, to
encode, store, transmit, share and manipulate information. We use language in ev-
eryday life to interact with others and our environment and as social glue, to express
and to explain ourselves, to convince, agree with and rebut others. Our laws and
constitutions are written in language. We use it in science, commerce, teaching and
passing on knowledge to the next generations, for pleasure, creativity and aesthetic
enjoyment in puns, jokes and literature. History and culture are recorded, interpreted
and enjoyed through language. Our languages are a core part of our identities.

Human languages are incredibly complex: a single word (phrase, sentence, text)
can have many meanings, a single meaning can be expressed by many different
words (but meaning depends on linguistic and situational context), we can use lan-
guage literally and metaphorically, language and knowledge are highly intertwined,
we do not articulate important parts of a message if these parts are presumed shared
knowledge by the community (this includes situational knowledge), important parts
of meaning reside in what can be inferred from what has been said. At the same time,
language changes. New words are invented, some old ones are dropped, even the
structure (syntax and morphology) of languages and the meaning of words change
over time. These aspects make human languages fundamentally different from the
formal languages of mathematics, logic and computer science. This is also what
makes human languages so efficient, elegant, flexible and enjoyable. Finally, there
are many human languages (6,000+), not even counting regional and dialectical vari-
ants. All these aspects are at the core of human languages and they make it hard for
computers to “fully understand” human language and to “properly” process human
language in the context of “full and deep understanding”.
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Languages are at the heart of every aspect of life and their role is crucial to the
future of European countries, citizens, businesses, and of the European Union as
a whole. Full Digital Language Equality (see Chapter 3) in Europe can deliver an
impact in the following four high-priority areas.

Digital Language Equality will have a positive and unprecedented impact on all
European languages. We must ensure that no European languages remain under-
resourced (see Chapter 4 for an overview and Chapters 5 to 37 for in-depth analy-
ses), but that they are equipped with the same high level of technological support
already enjoyed by very few of them (Chapter 2). This, in itself, will deliver a
major impact on all European citizens and businesses: supporting all languages
in the interest of equality and fairness empowers and brings advantages to their
speakers, while reflecting the democratic and inclusive spirit of the EU.

Digital Language Equality will make a contribution to establishing a fair, inclu-
sive and sustainable multilingual Digital Single Market: this will be achieved by
helping to future-proof all European languages through digital technologies, and
especially preventing the threat of digital extinction for those that suffer from
weak support. By fostering a more inclusive and cooperative business and so-
cial environment, companies and citizens will benefit from sharing knowledge,
digital services and products on an equal footing, overcoming the fragmentation
that is caused by many European languages lagging behind, which severely pe-
nalises their speakers as well as regional and local communities. Action in this
vital area is particularly urgent due to the increasing range of economic, educa-
tional and social opportunities that are afforded online and delivered remotely,
from e-commerce to online shopping, to web-based recruitment services, online
teaching programmes and professional training courses, among others.

Digital Language Equality will help research in Europe, mobilising and leverag-
ing their full potential to start reclaiming scientific and industrial leadership from
US-based and Asian competitors, particularly large tech enterprises as well as
academic institutions and research centres, that pose fierce competition in several
fields. The ELE Programme will instigate regional, national and EU-wide collab-
oration among scientists from academia and industry covering a broad range of
disciplines, ensuring the mix of competencies that is required to deliver substan-
tial and lasting impact at the forefront of scientific and technological progress.

Digital Language Equality will act as a multiplier of opportunities. It will help to
aggregate the players that are required to unlock the full potential of an EU-wide
effort to exchange and share widely-agreed methodologies, resources and tech-
nologies with a focus on promoting the digital equality of European languages:
this will benefit the use and promotion of all European languages, encouraging
in particular those that have traditionally lagged behind.
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3 What is Language Technology and How Can it Help?

Language Technology (LT) is concerned with studying and developing systems ca-
pable of processing human languages. Over the years, the field has developed dif-
ferent methods to make explicit the information contained in written and spoken
language – and increasingly for other modalities such as sign language, for exam-
ple – or to generate or synthesise written or spoken language (see Chapter 2 for
more details). Despite the inherent difficulty of many of the tasks performed, current
LT support allows many advanced applications which would have been unthinkable
only a few years ago. LT is present in our daily lives, for example, through search
engines, recommendation systems, virtual assistants, chatbots, authoring assistants,
text predictors, automatic translation systems, automatic subtitling, automatic sum-
marisation tools, etc. Its rapid development in recent years predicts even more en-
couraging and also exciting results in the near future. LT is providing solutions for
the following main application areas: Machine Translation, Speech Processing, Text
Analysis, Information Extraction and Information Retrieval, Natural Language Gen-
eration, Human-Computer Interaction (see Chapter 2 as well as Chapters 40 to 43
for in-depth analyses of the state-of-the-art).

4 A Shared European Programme for Language Technology and
Digital Language Equality in Europe by 2030

Fully in line with the recommendations of the European Parliament resolution Lan-
guage equality in the digital age (European Parliament 2018), our recommendations,
as analysed in the chapters of the present book can be summarised as follows.

The vision described in this book is fully compatible with current EU policy,
needs and demands; in fact, they are mission-critical. Missing investment in the un-
derdeveloped areas of LT and language-centric AI will result in the digital extinction
of languages, i. e., only global languages spoken by large numbers of speakers, in-
cluding, crucially, outside the EU, will prevail and the global LT/NLP market will
continue to be dominated by the US and China, while the European LT community
will be pushed aside even further.

The main concept of the ELE Programme is a collaboration between the EU, and
in particular the European Commission, and all participating countries and regions
since funding and further investment are needed on all levels. Funding on the level
of the EU should enable overarching coordination and EU-wide technological infras-
tructure. It should cover the topics which require pan-European coordination such
as shared tasks, protocols, multilingual dataset creation based on the same princi-
ples in line with European values and priorities, etc. Coordination on the European
level is needed because language communities are still too fragmented and mostly
too small. Further effort should be invested into adequate policy-making, distributed
research infrastructures and technological platforms like ELG (Rehm 2023) and the
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Common European Language Data Space, with flexible access to sufficient High
Performance Computing (HPC) facilities. Additionally, national and regional fund-
ing should complement the European funding with regard to language-specific re-
search and development. The main gaps to be filled in these respects and the most
important anticipated developments are described, among others, in the language
reports (see Chapters 5 to 37).

This section summarises our main recommendations for this shared programme
(more detailed recommendations are contained in the previous chapters of this book).
First, we outline the possible cornerstones for suitable policy and infrastructure rec-
ommendations, as well as ideas for the realisation of a governance model. Second,
we revise the technology and data recommendations suggested by the ELE consor-
tium (derived from Chapters 39 to 44), which are closely related to those discussed
in the Language equality in the digital age resolution (European Parliament 2018).

Further, in terms of our research recommendations, the ELE consortium together
with the wider LT community has developed a clear vision for the different areas of
LT.We see an urgent need to refocus and massively strengthen European LT/NLP re-
search through a large-scale initiative as a shared, collaborative pan-European effort
between the EU and those countries and regions that participate in the initiative, i. e.,
the ELE Programme. This endeavour should include the participation of research
centres, academia, companies (particularly SMEs and startups), and other relevant
stakeholders. As LT is aggregated and applied to more complex settings, interdisci-
plinary research and activities are becoming more relevant in order to further boost
developments and allow synergies to become apparent. To achieve Deep Natural
Language Understanding, we need to finance and investigate fields such as cogni-
tive, neural and symbolic AI further.

The ELE Programme should boost pan-European long-term basic research as
well as knowledge and technology transfer between research labs and industry. Fre-
quently mentioned areas and tasks for basic and applied research where further inves-
tigation is needed include, among others, systematic language data collection (text,
dialogue, vision, sign language and other forms of interactions), speech analysis,
AI, human-computer interaction, machine learning, robotics, natural language un-
derstanding and processing tasks such as machine reading, text analysis, machine
translation, chatbots, virtual assistants and summarisation.

4.1 Policy Recommendations

• Reinforce European leadership in LT by establishing the ELE Programme as
a large-scale, long-term coordinated funding programme for research, devel-
opment, innovation and education with the societal goal of achieving Digital
Language Equality in Europe and the scientific goal of Deep Natural Language
Understanding, both by 2030.

• Ensure comprehensive EU-level legal protection for the more than 60 regional
and minority languages spoken in Europe.
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• Empower recognition of the collective rights of national and linguistic minori-
ties in the digital world (including sign languages).

• Encourage mother-tongue teaching for speakers of official and non-official lan-
guages of the EU.

• Safeguard sufficient funding to support new technological approaches, based on
increased computational power and better access to sizeable amounts of data.

• Develop specific initiatives within current funding schemes, especially Horizon
Europe and Digital Europe (including the Recovery Plan for Europe), to boost
long-term basic research as well as knowledge and technology transfer between
countries and regions, and between academia and industry.

• Support the coordination between research and industry to enhance the digital
possibilities for LT and Open Access to language data.

• Define and develop a minimum set of language resources and capacities that all
European languages should possess (see Krauwer 2003) .

• Develop common policy actions and protocols for language data sharing by pub-
lic administrations at all levels. Language data should be included as a high-
value data category in the Open Data Directive (2019/1024/EU).

• Enable and empower European SMEs and startups to easily access and use LT
in order to grow their businesses independent of language barriers, also thanks
to e-commerce and online marketplaces.

• Create the necessary appealing conditions to attract and retain qualified and di-
verse international LT personnel in Europe.

• Encourage all EU-funded projects to have a language diversity plan and to in-
clude direct or associated partners from a less-widely spoken language.

• Empower and encourage administrations at all levels to improve access to online
services and information in different languages.

• Create a European network of centres of excellence in LT to increase industry
visibility and to design national research agendas.

• Implement and maintain long-term an overall EU-wide policy framework to
achieve European LT sovereignty.

• Facilitate EUMember States’ acquisition of LT for their local industries without
depending on non-European technology providers.

4.2 Governance Model

• Structure the ELE Programme as a shared, collaborative and coordinated pro-
gramme between the EU and all countries and regions that participate.

• Allocate the area of multilingualism, linguistic diversity and language technol-
ogy to the portfolio of a EU Commissioner.

• Set up a large lobby for EU regional and minority languages.
• Create a pan-European network of research centres to facilitate the coordination
and also implementation of the ELE Programme at all levels.
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• Promote a distributed centre for linguistic diversity that will strengthen aware-
ness of the importance of lesser-used, regional and minority languages.

• Design and apply new forms of research funding and organisation to ease
the transition from application-oriented basic research to commercially-focused
technology development.

4.3 Technology and Data Recommendations

• Develop large open-source language models that work for all European lan-
guages, optimised in terms of compute time and cost.

• Address the lack of available data and define the minimum amount of language
resources and capabilities that all European languages should possess.

• Addmore focus on systematic and comprehensive language data collection (text,
dialogue, multimodal) and exploit automatic data generation (synthetic data),
crowd-sourcing and translation of high-quality data.

• Develop new methodologies for transfer and adaptation of resources and tech-
nologies to other domains and languages.

• Develop high-performance applications (in terms of speed and quality) for all
languages that respect safety, security and privacy.

• Ensure efficient adaptations to applications, both in terms of language, domain,
efficiency, power consumption, ease of maintenance, and quality assurance.

• Developmethods to overcome the unequal data availability, by focusing on, e. g.,
annotation transfer, multilingual models preserving quality, few-shot or zero-
shot learning.

• Unleash the power of monolingual andmultilingual public sector data, data from
broadcasters, social media, publishers, etc.

• Enforce open ecosystems, open standards and interoperability (including Open
Source and Open Access).

• Focus on research on bias for strengthening inclusiveness and accessibility, to
respect and promote European values and principles.

• Focus upon Green LT with a small compute and carbon footprint (e. g., model
compression).

• Foster publicly available resources that facilitate innovation and research for
both commercial and non-commercial actors.

• Construct a multilingual LT benchmark, a European “SuperGLUE”-style (Wang
et al. 2019) shared benchmark, that tracks progress.

• Define the minimum language resources that all European languages should
possess in order to prevent digital extinction.
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4.4 Infrastructure Recommendations

• Strengthen existing and create new research infrastructures and LT platforms
that support research and development activities, including collaboration, knowl-
edge sharing, and Open Access to data, tools and technologies.

• Fill the identified gaps in data, language resources and knowledge graphs and
create a future path for Europe towards comprehensive and interlinked data in-
frastructures.

• Develop clear and robust protocols to ensure flexible access to sufficient GPU-
based HPC infrastructure and robust protocols to process sensitive data.

• Ensure sufficient operational capacity, especially for Large Language Models
(LLMs) and flexible access to GPU-based HPC facilities.

• Follow the idea of a Semantic Data Fabric including rich semantics for the de-
velopment of an integrated and interoperable data infrastructure.

4.5 Research Recommendations

4.5.1 Recommendations for all Research Areas

• Gather and make available the critical mass of resources in terms of data, HPC
facilities, and expertise from pan-European LT research labs and centres, with
support from the EC as well as national and regional administrations.

• Create sufficient multilingual and multimodal data of quality (responsible, legal,
diverse, unbiased, ethical, representative, etc.), in all European languages and
domains (media, health, legal, education, etc.).

• Provide flexible access to HPC facilities for LT research and industry. HPC fa-
cilities should provide clear and robust protocols to process sensitive data.

• Develop better benchmarks and datasets (ethical, responsible, legal, etc.) for all
languages, domains, tasks and modalities.

• Combine interactive LT (conversational AI) with text, knowledge, and multime-
dia technologies for a new generation of applications that can address the deeper
questions of communication, common sense and reasoning.

• Encourage trustworthy, unbiased, inclusive, non-discriminatory LT/AI, making
interpretability and explainability of AI models a priority.

• Develop further the areas of responsible AI by combining statistical and sym-
bolic AI in multilingual environments to provide AI-based applications that de-
liver accurate results and benefits for research, industry, and society.

• Focus on methods and learning architectures to overcome the highly unequal
data availability, such as annotation transfer, synthetic data and their proper use
in machine learning, multilingual models preserving quality and coverage and
few-shot or zero-shot learning.
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• Focus on Green LT and investigate new efficient methods to extend, reuse and
adapt existing pre-trained language models or develop new ones with much re-
duced carbon footprint.

• Develop language- and culture-specific technologies that cover more linguis-
tic phenomena and text types, focusing on accessibility, through sign language,
avatar technology, etc.

• Provide transparency of AI models with regard to accuracy and fairness.
• Reframe LT/NLP as a quantum computing problem.

4.5.2 Machine Translation

• Develop near-real-time MT across all modalities (speech, text, signs, etc.) and
adaptive MT, where the system learns from interaction with users.

• Move towards context-aware methodologies that go beyond text data and in-
clude images, videos, tables, etc. by developing multimodal MT systems.

• Develop low-resource MT by deepening research on projection and structural
organisation of embeddings to comprehend how structurally different languages
and their respective embedding spaces can be mapped to one another.

4.5.3 Speech Processing

• Enhance speech resources and create acoustic models to cover all European lan-
guages, including non-standard varieties and dialects.

• Improve the handling of audio conditions currently perceived as difficult (e. g.,
multiple simultaneous speakers in noisy environments speaking spontaneously
and highly emotionally in a mix of languages).

• Develop high-quality, natural synthetic voices, allowing users to obtain content
in the language of their choice.

• Improve context modelling to handle the translation of speech models across
larger volumes of text.

• Support research in the direction of combining speech, NLU and NLPwith other
modalities, such as image and vision.

• Address privacy and security threats in areas of speech synthesis, voice cloning
and speaker recognition.

4.5.4 Text Analytics and Natural Language Understanding

• Create large Open-Access language models for all European languages (for fine-
tuning and downstream tasks), datasets (for training and testing), multilingual
models, models that include symbolic knowledge and discourse features.

• Increase the adoption of approaches based on self-supervised, zero-shot, and
few-shot learning.
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• Support research in NLU which integrates speech, NLP, and contextual infor-
mation as well as additional modes of perception.

• Strengthen basic research in neurosymbolic approaches to NLP/NLU, including
grounding and the use of human-understandable databases and sources.

• Strengthen progress in reinforcement-based learning, novel dialogue manage-
ment strategies, and situation-aware natural language generation.

• Strengthen interdisciplinary research and enable better modelling of multimodal
environments.

4.6 Implementation Recommendations

• Structure the ELE Programme into three phases of similar duration.
• Facilitate discussions between the EU, the European Commission in particular,
and all participating countries to define the goals and the financial setup.

• Encourage participating countries to invest into the development of large lan-
guage models, data sets, technologies, and tools for their own languages.

• Encourage the EU to establish legislation to promote participation.
• Encourage the EU to invest in the pan-European coordination of all language-
specific projects and initiatives, support mechanisms, infrastructures, data pro-
cedures, cross-cutting projects, etc. and provide flex funds for bootstrapping
poorly supported languages.

• Structure the ELE Programme into six themes covering: Language Modelling,
Data and Knowledge, Machine Translation, Text Understanding, Speech, and
Infrastructure and support each theme by coordination actions (CSAs), research
actions (RIAs) as well as actions for innovation and deployment (IAs).

5 Roadmap towards Digital Language Equality in Europe

5.1 Main Components

Language Technologies have the potential to overcome the linguistic divide in the
digital age. However, we need to define actions, tools, processes and actors that
need to be involved. The ELE SRIA includes a roadmap with concrete steps for the
implementation that carry tangible and measurable outputs.

The main scientific goal of the ELE Programme is Deep Natural Language Un-
derstanding in Europe by 2030. Efficiency will be increased by sharing knowledge,
infrastructures and resources, with a view to developing innovative technologies and
services, in order to achieve the next scientific breakthrough in this area and help
reduce the technology gap between Europe’s languages with the collaboration of re-
search centres, academic experts, industry and other relevant stakeholders. Crucially,
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Fig. 1 The six main themes of the ELE Programme

the long-term ELE Programmewill involve significantly intensified coordination be-
tween the participating countries and languages.

The main societal and economic goal of the ELE Programme isDigital Language
Equality in Europe in 2030. The focus is on language equality and the provision-
ing of technologies, services and resources outside the often-preferred languages to
achieve and maintain long-term technological sovereignty in this crucial application
area. For regional, minority and lesser spoken languages, we need to find a (techno-
logical) way to consider Deep Natural Language Understanding within a common
approach, to create synergies and increase efficiency of the solutions and their de-
sign and development. To narrow the digital divide, there is a pressing urgency for
novel techniques that would bring less-resourced languages to a level comparable to
state-of-the-art results for resource-rich languages. This includes the leveraging of
multimodal and multilingual resources to support the development of applications
for languages and varieties with scarce resources.

This roadmap towards Digital Language Equality in Europe by 2030 provides a
path and the means to ensure that the two goals outlined above are met. To tackle this
challenge, the ELE Programme combines the following six themes (see Figure 1).

Language Modelling This theme includes research, development and deploy-
ment activities regarding LLMs, especially multilingual and multimodal, genera-
tive LLMs that include text, speech, image, video, etc. Time and resources need to
be invested for experiments, developing novel approaches, shared tasks, etc. For
novel research approaches we need to combine national projects and data sets
with international consortia. With regard to innovation and deployment, LLMs
will be applied in industrial sectors and use-cases.
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Data and Knowledge The Data and Knowledge theme is focused on the collec-
tion, production, annotation, curation, quality assessment, standardisation, etc. of
text data, spoken data, video data, and other multimodal data, primarily with re-
gard to their application as data for pre-training different sorts of LLMs.

Machine Translation The MT theme is focused on improving the automated
translation from one natural language into another (including sign languages and
other modalities). While Europe has a strong foundation in this field, research
needs to combine novel, groundbreaking approaches with results of the Data and
Knowledge as well as Language Modelling themes (see above). The results need
to be applied in different industrial sectors and use-cases. Deployment needs to
be fast, agile and driven by excellent teams.

Text Understanding The Text Understanding theme aims to improve the iden-
tification and labelling of information regarding all levels of linguistic analysis
underlying any natural language text (or other modalities). This requires explor-
ing new strands of research and building on synergies with the other themes. An
equally important aspect is applicability in industry.

Speech The Speech theme addresses one big challenge of the European LT com-
munity, i. e., the shift from text-to-speech and multimodal processing (including
research towards grounding). While progress in the area of speech applications
has been made in the last decade, we also need novel research paradigms. This
theme will benefit from the themes Data and Knowledge as well as Language
Modelling. The development of relevant industry applications is another goal.

Infrastructure The Infrastructure theme involves the extension, maintenance and
interoperability of platforms such as European Language Grid (ELG) and Lan-
guage Data Space (LDS). ELG has the potential of functioning as one of the pri-
mary platforms to support the activities of the ELE Programme. Moreover, ELG
can be further developed into the focal point for best practices and the devel-
opment of bridges to other relevant platforms. New features and functionalities
need to be implemented for a higher adaptability. Other important factors are the
provisioning of GPUs and standardisation.

5.2 Actions, Budget, Timeline, Collaborations

The Language equality in the digital age resolution (European Parliament 2018)
strongly encourages the “establish[ment of] a large-scale, long-term coordinated
funding programme for research, development and innovation in the field of lan-
guage technologies, […] tailored specifically to Europe’s needs and demands”.

As a direct response, the ELE project (Rehm et al. 2022a) has developed the DLE
Metric (Gaspari et al. 2022a; Grützner-Zahn and Rehm 2022) as a measure to assess
and track the advancement towards DLE in Europe empirically (Chapter 3) and, in
parallel, an outline of necessary actions. These have been informed by 66 project
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reports3 that comprise more than 2400 pages with condensed findings, summarised
in the form of the present book. A total of 92 languages have been taken into ac-
count. We have included voices from research, industry and civil society. In terms
of research on Europe’s languages, we prepared over 30 reports on the situation of
individual languages (Chapters 5 to 37, Chapter 4 contains an overview analysis).
In addition, we collected input through various surveys and more than 60 expert in-
terviews (Chapters 4, 38 and 39). To cover the industry angle, our industry partners
produced four technical deep dives and collected feedback in a number of surveys
for further information (Chapters 40 to 43). Civil society was represented by the
European citizen survey with about 20,000 responses (Chapters 4, 38 and 39).

The ELE Programme has a foreseen runtime of nine years, divided into three
phases of three years each. Implementing the ELE Programme will significantly
improve the state-of-the-art of LT and NLP and language-centric AI research (Chap-
ter 2), create DLE in Europe and put Europe back into the global pole position of
research and industrial applications of this type of technology (Chapter 44).

5.2.1 Actions

We foresee different types of projects, implemented using the different EC project
types: coordination actions (CSAs), research actions (RIAs) as well as actions for
innovation and deployment (IAs), see Table 1.

Coordination and Support Actions (CSAs) are needed to support research ac-
tivities and policies (networking, exchange, access to research infrastructures,
conferences, etc.). The ELE Programme envisages three CSAs for the overall pro-
gramme coordination. These include, among others, the maintenance of the ELE
principles, quality assurance approaches, shared tasks, etc. Additional CSAs are
needed for the themes Data and Knowledge as well as Language Modelling as
these are fundamental for all other themes as well. Another CSA is needed for
supporting and further developing shared infrastructures.

3 See Gaspari et al. (2021), Agerri et al. (2021), Gaspari et al. (2022b), Sarasola et al. (2022), Koeva
and Stefanova (2022),Melero et al. (2022a), Tadić (2022), Hlavacova (2022), Pedersen et al. (2022),
Steurs et al. (2022), Maynard et al. (2022), Muischnek (2022), Lindén and Dyster (2022), Adda
et al. (2022), Sánchez and García-Mateo (2022), Hegele et al. (2022a), Gavriilidou et al. (2022),
Jelencsik-Mátyus et al. (2022), Rögnvaldsson (2022), Lynn (2022), Magnini et al. (2022), Skadiņa
et al. (2022), Gaidienė and Tamulionienė (2022), Anastasiou (2022), Rosner and Borg (2022), Eide
et al. (2022), Ogrodniczuk et al. (2022), Branco et al. (2022), Păiș and Tufiș (2022), Garabík (2022),
Krek (2022), Melero et al. (2022b), Borin et al. (2022), Prys et al. (2022), Krstev and Stanković
(2022), Ćušić (2022), Giagkou et al. (2022), Moshagen et al. (2022), Robinson-Jones and Scarse
(2022), Hajič et al. (2021), Thönnissen (2022), Eskevich and Jong (2022), Rufener and Wacker
(2022), Hajič et al. (2022), Hegele et al. (2022b), Gísladóttir (2022), Kirchmeier (2022), Hicks
(2022), Blake (2022), Hrasnica (2022), Heuschkel (2022), Bērziņš et al. (2022), Backfried et al.
(2022), Gomez-Perez et al. (2022), Kaltenböck et al. (2022), Way et al. (2022b), Way et al. (2022a),
Aldabe et al. (2022b), Aldabe et al. (2022a), ELE Consortium (2022), Hegele et al. (2021a), Hegele
et al. (2021b), Rehm et al. (2022b), Marheinecke et al. (2022) and Rehm et al. (2022c).
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Research and Innovation Actions (RIA) are collaborative projects funding re-
search activities that allow the exploration of new technologies, new methods,
new products, or improvements of existing ones. Research is the fundamental
prerequisite for DLE. Over the last decade, the community has developed a clear
vision of the work needed in the different areas of LT. To achieve Deep NLU, we
need to invest in and further research the areas of language modelling, machine
translation, text understanding and speech.

Innovation Actions (IAs) consist of activities directly aiming at producing im-
proved products, processes or services. They may include prototyping, testing,
demonstrating, piloting, large-scale product validation and market replication.

Type Number

ELE Programme – overall coordination CSA 3

Theme Data and Knowledge – coordination CSA 3

Theme Language Modelling – coordination CSA 3
Theme Language Modelling – research RIA 15
Theme Language Modelling – innovation and deployment IA 15

Theme Machine Translation – research RIA 12
Theme Machine Translation – innovation and deployment IA 12

Theme Text Understanding – research RIA 12
Theme Text Understanding – innovation and deployment IA 12

Theme Speech – research RIA 12
Theme Speech – innovation and deployment IA 12

Theme Infrastructure – support CSA 3

Table 1 Different types and number of projects foreseen in the ELE Programme

5.2.2 Budget

As a shared programme between the EU and the participating countries, the final
financial setup needs to be discussed between all involved parties. For the EU part
of the budget, we suggest the breakdown shown in Table 2. In addition to these
investments, which relate to the overarching coordination, research and innovation
projects, the participating countries and regions are expected to invest in their lan-
guages themselves, while the languages with fragmentary, weak or no technical sup-
port can request funding from the European Union (flexible funds, see below).

In addition to the sum of 690M€ for the actions implementing the theme-related
projects of the ELE Programme, we envisage investing an additional 150M€ as flex-
ible funds for languages with fragmentary, weak or no technical support since we
anticipate that a number of participating countries will require complementary fund-
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ELE Programme (overall coordination) 60M€
Theme Data and Knowledge 45M€
Theme Language Modelling 195M€
Theme Machine Translation 120M€
Theme Text Understanding 120M€
Theme Speech 120M€
Theme Infrastructure 30M€

Sum 690M€

Flexible funds 150M€

Total 840M€

Table 2 Budget breakdown of the ELE Programme (EU contribution only; numbers are indicative)

ing from the EU. A more detailed breakdown of the different themes with their as-
sociated project types and runtime is shown in Table 4.

The complementary national/regional investments required on the individual lan-
guage level are difficult to predict. We group the languages into three clusters (see
Table 3) and provide indicative investments, which relate to the whole duration of
the ELE Programme. Other factors (e. g., number of speakers, etc.) can be taken into
account to arrive at more precise numbers.

Languages with weak or no support 40-50M€ each
Languages with fragmentary support 30-40M€ each
Languages with moderate support 20-30M€ each

Table 3 Indicative investments required by language, provided by the participating countries

This language-specific funding is foreseen to be provided by the participating
countries. However, the EU should help bootstrap the development of technologies
for languages that are not doing well digitally, using the suggested flexible funds.

5.2.3 Timeline

The ELE Programme is foreseen to have a runtime of nine years, divided into three
phases of three years each (Table 4). The CSA and RIA projects are expected to run
for three years each while the IA projects have a runtime of two years so that they
can focus on the innovation and deployment aspects.

Phase 1: 2024-2026 Phase 1 lays a strong foundation for the overall ELE Pro-
gramme. All projects start in Phase 1, except for the Innovation Actions.

Phase 2: 2027-2029 Phase 2 drives forward all projects of all types while contin-
uing the Coordination Actions.

Phase 3: 2030-2032 Phase 3 continues the Coordination Actions and finishes off
all projects in 2032.
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5.2.4 Collaborations with Related Initiatives

The ELE Programme complements related initiatives, projects and organisations and
it will make use of the services, resources and infrastructures provided by these ini-
tiatives. We can group these different stakeholders into several broader categories:

Data spaces and data infrastructures:
Various EU/EC Data Spaces including the Common European Language Data
Space (LDS), Media Data Space and others; Big Data Value Association (BDVA)
and Data, AI and Robotics (DAIRO);4 Gaia-X;5 International Data Spaces Asso-
ciation (IDSA);6 etc.

Research and research data infrastructures:
European Open Science Cloud (EOSC);7 German National Research Data Infras-
tructure (NFDI);8 CLARIN ERIC;9 Research Data Alliance (RDA);10 etc.

Various AI initiatives:
ADRA;11 CLAIRE;12 LEAM;13 HumanE-AI;14 OpenGPT-X;15 etc.

AI on Demand Platform:
AI-on-Demand Platform;16 European Language Grid (ELG);17 etc.

High performance computing:
EuroHPC Joint Undertaking;18 etc.

Standardisation:
World Wide Web Consortium (W3C);19 DIN;20 etc.

4 https://www.bdva.eu, https://www.bdva.eu/DAIRO
5 https://gaia-x.eu
6 https://internationaldataspaces.org
7 https://eosc.eu
8 https://www.nfdi.de
9 https://www.clarin.eu
10 https://www.rd-alliance.org
11 https://adr-association.eu
12 https://claire-ai.org
13 https://leam.ai
14 https://www.humane-ai.eu
15 https://opengpt-x.de
16 https://www.ai4europe.eu
17 https://www.european-language-grid.eu
18 https://eurohpc-ju.europa.eu
19 https://www.w3.org
20 https://www.din.de

https://www.bdva.eu
https://www.bdva.eu/DAIRO
https://gaia-x.eu
https://internationaldataspaces.org
https://eosc.eu
https://www.nfdi.de
https://www.clarin.eu
https://www.rd-alliance.org
https://adr-association.eu
https://claire-ai.org
https://leam.ai
https://www.humane-ai.eu
https://opengpt-x.de
https://www.ai4europe.eu
https://www.european-language-grid.eu
https://eurohpc-ju.europa.eu
https://www.w3.org
https://www.din.de
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6 Concluding Remarks

Large-scale studies such as the META-NET White Paper Series (Rehm and Uszko-
reit 2012), the STOA study (STOA 2018) and the ELE language reports (see Chap-
ter 4 for an overview and Chapters 5 to 37 for in-depth analyses) have shown that
many languages are in danger of digital extinction because they are not sufficiently
supported through Language Technologies. Digital Language Equality is the state of
affairs in which all languages have the technological support and situational context
necessary for them to continue to exist and to prosper as living languages in the dig-
ital age (Chapter 3). In alignment with what the Language Technology community
has promoted for more than a decade, the European Parliament adopted a resolution
on Language equality in the digital age that suggested initiating a large-scale Euro-
pean LT research, development and innovation programme and to intensify research
and funding to achieve Deep Natural Language Understanding and also Digital Lan-
guage Equality (European Parliament 2018).

Languages are at the heart of every aspect of life. Understanding language is
key for building intelligent systems. Over the coming years, AI is expected to trans-
form every industry and society as a whole. There are trends and megatrends that
bear closely on digital technologies. Among others, these include accelerating hy-
perconnectivity, shifts in the nature of work, increasing digitalisation, new modes
of learning, expanding consumerism, novel approaches to politics and governance,
changes in healthcare, etc. LT and NLP are, by now, considered important driving
forces. Language Technology will play a deciding role in how these unfold.

Language tools and resources have increased and improved since the end of the
last century, a process further catalysed by the advent of deep learning and neural
networks over the past decade. We find ourselves today in the midst of a significant
paradigm shift in LT and language-centric AI. This revolution has brought notewor-
thy advances to the field along with the promise of substantial breakthroughs in the
coming years. However, this transformative technology poses problems from a re-
search advancement, environmental, and ethical perspective. Furthermore, it has also
laid bare the acute digital inequality that exists between languages. In fact, many so-
phisticated NLP systems are unintentionally exacerbating this imbalance due to their
reliance on vast quantities of data derived mostly from English-language sources.
Other languages lag far behind English in terms of digital presence and even the latter
would benefit from greater support. Moreover, the striking asymmetry between offi-
cial and non-official European languages with respect to available digital resources
is very worrisome. The unfortunate truth is that European Language Technology is
failing to keep pace with the newfound and rapidly evolving changes in the field.

One need look no further than what is happening today across the diverse topog-
raphy of state-of-the-art LT and language-centric AI for confirmation of the current
linguistic unevenness. The paradox at the heart of recent LT advances is evident
in almost every LT discipline. Our ability to reproduce ever better synthetic voices
has improved sharply for well-resourced languages, but dependence on large vol-
umes of high-quality recordings effectively undermines attempts to do the same for
low-resource languages. Multilingual NMT systems return demonstrably improved
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results for low- and zero-resource language pairs, but insufficient model capacity
continues to haunt transfer learning because large multilingual datasets are required,
forcing researchers to rely on English as the best-resourced language. A similar
language discrepancy is also found in several of the domain sectors: medical cor-
pora, models and knowledge bases suffer from this disparity, as do users of under-
resourced languages in education, where access to language-related tools is limited
for most smaller language communities.

However, this time of transition also represents an opportunity to right the ship.
Now is the moment to seek balance between European languages in the digital realm.
There are ample reasons for optimism. Although there is more work that can and
must be done, Europe’s leading language resource repositories, platforms, libraries,
models and benchmarks have begun to make inroads in this regard.

Over the last decade, the community has developed a clear vision of the work
needed in the different areas of LT. The ELE project has devised an outline of neces-
sary actions in the form of concrete recommendations. The ELE Programme, speci-
fied in the form of the SRIA and roadmap presented in this chapter, will serve as the
blueprint for achieving DLE in Europe. While the political and societal goal is reach-
ing full Digital Language Equality across all European languages (and, at the same,
preventing digital extinction of many of our languages in Europe), the scientific goal
envisioned to be reached by 2030 is Deep Natural Language Understanding.

Deep Natural Language Understanding is still an open research problem far from
being solved since all current approaches have severe limitations. The development
of new LT systems would not be possible without sufficient resources (data, experts,
compute facilities, etc.). Creation of carefully designed evaluation benchmarks and
annotated data sets for every language and domain of application is needed to foster
technological progress, while encouraging deeper understanding of the mechanisms
by which they are achieved. All these efforts will then lead to long-term progress
towards multilingual, efficient, accurate, explainable, ethical and unbiased language
understanding and communication, to create transparent digital language equality in
Europe in all aspects of society, from government to businesses to the citizens.

We foresee an ELE Programme of nine years (2024-2032). This period will be di-
vided into three phases of three years each, combining coordination actions (CSAs),
research actions (RIAs) as well as actions for innovation and deployment (IAs). The
whole community, meaning all relevant scientific and industrial stakeholders from
all Member States and Associated Countries, need to be involved. The ELE Pro-
gramme will tackle the following central themes: Language Modelling, Data and
Knowledge, Machine Translation, Text Understanding, and Speech.

As a shared programme between the EU and the participating countries, we sug-
gest an EU budget of 690M€, plus 150M€ of flexible funds to help bootstrap the
development of technologies for languages with fragmentary, weak or no technical
support. This will be supplemented by national and regional funding.

The ELE Programme is meant to develop into the focal point in which all coor-
dinated developments come together. In this regard, the European Institutions and
national as well as regional governments and language institutes must be involved
in creating resources, tools and technologies for their own languages. It is exactly
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the large scale of the effort that will accelerate the developments and advance the
state-of-the-art that will make it possible to join forces that have so far never been
joined. This will make it possible to address all European and other relevant lan-
guages, all cultures with their particular background and framing of the world, all
relevant domains, and all stakeholders by means of a substantial number of use cases.
We are convinced that this initiative, built around a coordinated giant pool of shared
data sets, open evaluations, open competitions, shared tasks, standardisation efforts,
etc. in the literal sense of Open Science, will have a much-needed, substantial and
lasting impact in terms of interoperability, development costs, quality and, thus, up-
take of the truly game-changing technologies developed in the ELE Programme. Re-
search in Europe must focus on creating the new paradigm of Language Technology,
fully harnessing the power of current and emerging AI methods that are based on
vast data sets and knowledge bases. With a concerted effort and significant funding,
digital language equality will be achieved, for the benefit of all Europeans.
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