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Preface

ICCASA 2022 (the 11th EAI International Conference on Context-Aware Systems and
Applications), was held during October 27–28, 2022 at Mekong University in Vinh
Long province, Vietnam, in hybrid style, due to the travel restrictions caused by the
worldwide COVID-19 pandemic. The aim of the conference is to provide an interna-
tionally respected forum for scientific research in the technologies and applications of
smart computing and communication. ICCASA provides an excellent opportunity for
researchers to discuss modern approaches and techniques for smart computing systems
and their applications.

For this eleventh edition of ICCASA, and repeating the success of the previous
year, the Program Committee received submissions from authors in six countries and
each paper was reviewed by at least three expert reviewers. We chose 14 papers after
intensive discussions held among theProgramCommitteemembers.We really appreciate
the excellent reviews and lively discussions of the Program Committee members and
external reviewers in the review process. This year we had three prominent invited
speakers, Giacomo Cabri from the University of Modena and Reggio Emilia in Italy,
Hafiz Mahfooz Ul Haque from the University of Central Punjab in Pakistan and Dang
Thanh Tin from Ho Chi Minh City University of Technology, HCM-VNU in Vietnam.
ICCASA 2022 was jointly organized by the European Alliance for Innovation (EAI),
MekongUniversity (MKU), andNguyenTat ThanhUniversity (NTTU). This conference
could not have been organized without the strong support of the staff members of the
three organizations. We would especially like to thank Imrich Chlamtac (University
of Trento), Patricia Gabajova (EAI), and Martin Vojtek (EAI) for their great help in
organizing the conference. We also appreciate the gentle guidance and help of Luong
Minh Cu, Rector of MKU.

October 2022 Cong Vinh Phan
Thanh Dung Nguyen
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Context-Awareness in Internet of Mobile
Things

Vu Tuan Anh1,2 , Phan Cong Vinh3(B) , and Pham Quoc Cuong1

1 Ho Chi Minh City University of Technology (HCMUT), VNU-HCM,
Ho Chi Minh City, Vietnam

{vtanh.sdh19,cuongpham}@hcmut.edu.vn
2 Faculty of Electronics Technology, Industrial University of Ho Chi Minh City,

Ho Chi Minh City, Vietnam
vutuananh@iuh.edu.vn

3 Faculty of Information Technology, Nguyen Tat Thanh University,
Ho Chi Minh City, Vietnam

pcvinh@ntt.edu.vn

Abstract. A new cognitive paradigm in internet of mobile things
(IOMT) is currently on spot: Context-Awareness (CA), which is inspired
by the activity of the human autonomous nervous system. The com-
prehensive target of CA is to realize IOMT, that can self-govern with-
out direct human interventions. To solve this enormous challenge of CA
requires a basic solution for CA concept. For this purpose, in this paper,
the categorical approach is used to establish a strong formal basis for
modeling CA in order to achieve the formal aspects of CA.

Keywords: Context-Awareness (CA) · IOMT · DIOMT · NIOMT ·
Formal aspects · Categorical language

1 Introduction

CA is an important property of IOMT and implies an increased complexity
of IOMT behavior management. CA is the primary way for OMT to be man-
ageable [8]. Indeed, a difficulty is that IOMT cannot be centrally managed.
For instance, the information needs to make decisions cannot be centralized in
IOMT. In such the IOMT, CA is only possible when processing entities in IOMT
respond and harmonize with each other autonomously to enable to continue cor-
rectly the required processing in IOMT. Therefore, in the context of IOMT, CA
is specified as cognitive paradigm in IOMT. In other words, when CA mecha-
nism is implemented in the IOMT then the cognitive paradigm is determined.
The intrinsic nature of CA is to allow autonomous networked processing enti-
ties in IOMT to self-manage the set of services and resources distributed at any
given time while interacting and coordinating with each other. Therefore, for
IOMT, one of the main challenges is how to support CA in the face of changes
in computational goals, user needs and environmental conditions. In other words,

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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4 V. T. Anh et al.

how does the IOMT make sense of the involved contextual data, change with it,
and tailor the services and resources it provides, in line with the target-driven
processing mechanisms?

Responding to this major IOMT challenge requires a well-founded model and
in-depth analysis of the CA concept. With this goal in mind, we develop a solid
formal approach in which autonomous networked processing entities in IOMT
can detect, diagnose, and repair failures, as well as adjust configurations and
optimize their performance as environmental conditions and user needs change.
All the things here must be completed while self-protecting and self-healing in
the face of natural difficulties and malevolent assaults.

In view of this, we find that a rigorous approach to CA requires fundamental
study of all aspects of CA. As a new development for CA, aspects of CA are
formalized using categorical language [18], the content of which is reported in
the paper.

2 Outline

The content of the paper is useful for readers who already have a basic knowledge
of IOMT and are now looking to learn a new approach to formalizing CA in
IOMT using a categorical language.

The content of the paper related to formalization is presented in a straight-
forward manner with a detailed approach to the required components and a brief
expansion of the more advanced components. A number of corollaries explaining
the use of formal aspects, including the arguments necessary to achieve a specific
result, are presented.

We try to make the presentation as self-contained as possible, despite the fact
that assuming you are familiar with the concept of CA in IOMT. Familiarity
with algebra and related concepts in the categorical language [9] is helpful for
realizing the consequences, but is not absolutely necessary most places.

The rest of this paper is organized as follows: Sects. 3 and 4 present the
notions of CA and IOMT, respectively. Section 5 presents models of CA in IOMT.
Finally, a short summary is given in Sect. 6.

3 Notion of CA

In IOMT, CA mentions the idea that processing entities can perceive and
respond based on their environment. The entities can have information about
the circumstances under which they can take action and respond accordingly
based on rules. The general term of the entities’ context perception in pervasive
networks is introduced in [4,15] where context-aware entities can also attempt to
make suppositions about the user’s current situation. In [11] context is defined
as “any information that can be used to describe an entity’s situation.”

While the IOMT community initially viewed context as a user location mat-
ter, as discussed in [11] over the past few years, the concept has come to be
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regarded not only as a state, but as part of the process in which the user partic-
ipates; therefore, generic and complex context models have been proposed [10]
to support context-aware applications that use them to

– tune the interface,
– modify the application-related data set,
– augment the accuracy of information retrieval,
– find services,
– make user interaction invisible, or
– establish intelligent environment

For instance, a context-aware mobile phone can recognize if the user is currently
in the gathering room and that the user is standing up or sitting down. The
context-aware mobile phone can induce if the user is currently in a gathering
and dismiss any insignificant calls [10].

Context-aware systems involve [2]

– acquiring context (e.g., using sensors to perceive a situation),
– abstracting, and understanding context (e.g. matching a perceived sensory

stimulus with a context) and
– perceived context-based application behavior (e.g. triggering a context-based

action)

Since user activity and location are so important to many applications, context
awareness has received more attention in the research areas of location perception
and activity awareness.

Context awareness is considered a technology that enables pervasive net-
works. Context awareness is used to design innovative user interfaces and is
often used as part of ubiquitous and wearable computing. It also began to be
felt on the internet with the advent of hybrid search engines. [25] identifies the
human factor and the physical environment as two significant characteristics
related to computer science. Recently, much work has also been completed to
easily distribute context information; [23] investigated a number of middleware
solutions arranged to apply straightforward context administration and supply-
ing in mobile systems. Several context-aware location-based service systems were
evaluated [14] using data by analyzing developer practice and method choices.
Their development occurs during the major stages of context perception (i.e.
context acquisition, context representation, reasoning, and context adjustment).
[6] conducted a general overview of context-aware computing from the point of
view of the Internet of Things, reviewed more than 50 leading projects in the
field. Furthermore, [7] also examined a large number of industrial products cur-
rently on the IoT market from a context-aware computing standpoint. Their
overview aims to serve as a guide and a conceptual structure for contextual
product research and development in the IoT model. Evaluation was performed
using framework theory developed by [1] over a decade ago. The composition of
emerging technologies and the Internet turns everyday objects into intelligent
objects that can be aware of and respond to their context [13].
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Context related to human factors is constructed into the following three
types:

– the user’s social environment (location of others, social interactions, group
dynamics),

– user tasks (spontaneous activity, engaged tasks, shared goals) and
– information about the user (knowledge of habits, emotional state, biophysical

conditions).

Context related to the physical environment is organized into the following
three classes [3,5]:

– infrastructure (the surrounding resources to computing, communication, task
performance),

– physical conditions (noise, light, pressure, air quality) and
– location (absolute location, relative location, co-location).

In many practical situations, it is essential to use wearable sensors, embedded
in mobile devices such as smart phones and smart watches, to measure the
emotional state of the user [21]. This will help to understand how emotions
affect processes such as decision making and reasoning [19]. Moreover, emotion
recognition is still a complex and challenging task, mainly related to the following
aspects:

– mode of sensing [21] –that is, what to sense and what kind of sensor can
be used? Physical sensors in mobile devices or biosensors in wearables and
pervasive sensors (e.g. RF sensors) are now available.

– data analysis [16] – that is, different approaches to emotional recognition are
based on different types of collected data.

– application in real life [12,20,24] – that is, effective use of emotional informa-
tion in pervasive computing and context-aware applications.

4 Internet of Mobile Things (IOMT)

Recently, the idea of connecting all mobile things (MT) has given rise to the
emergence of the “Internet of Mobile Things” (IOMT), which can be used as a
mobile device to collect data from remotely deployed IOMT devices or can act as
a communication bridge [17]. In other words, the IOMT is fundamentally chang-
ing the world by allowing multiple mobile devices to communicate and exchange
data with each other. Alternatively, persons equipped with their wearable can
be considered as another type of movable object providing/receiving services
to/from IOMT [22]. A set of MT can form a special mobile wireless network and
provide services. Such networks can cover a larger area while devices connected
to the network collaborate with each other to perform complex tasks [27].

However, there are several issues that need to be addressed in order to use
multiple MT for IOMT applications [17,22,27] efficiently, including:
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– dynamic and intelligent management of sensors and devices terrestrial IOMT
devices,

– limited power of IOMT and MT,
– privacy and security in IOMT and
– communication between IOMT devices and MT, communication between

MT, connectivity of MT

Due to the dynamic nature of the aforementioned issues, supporting these stake-
holders becomes a challenging task. Therefore, it is necessary to develop new
techniques to manage and optimize the real-time operation of these communi-
cation platforms [26].

5 CA in IOMT

As known that CA is attained when IOMT is built. In this way, for shaping
IOMT, we begin to observe deterministic internet of mobile things (DIOMT)
and then extend to nondeterministic internet of mobile things (NIOMT) by an
approach using categorical language in this section.

5.1 CA in DIOMT

CA in DIOMT we want abstraction to be multiple partial morphism applications
in intuition, such as

φ0
γ0 �� φ1

γ1 �� φ2
γ2 �� φ3 · · · (1)

in which

– All indexes i ∈ T (= N ∪ {0}) mention to times,
– φ is a state of DIOMT in the set, denoted by IOMT, of states. φi indicates

the state φ at the time i,
– γ is a contextual data in the set, denoted by Context, of contextual data. γi

indicates the contextual data γ at the time i, which makes change of the state
φi to begin to be φi+1.

The adaptation process in (1) is meant by

. . . φ2(φ1(φ0())) = . . . φ2(φ1(γ0)) = . . . φ2(γ1) = . . . γ2 (2)

The meaning of (1) can also be descriptively understood as

φ0() γ0 γ1 γ2 · · · � �� φ1(γ0) γ1 γ2 · · · � �� γ0 φ2(γ1) γ2 · · · (3)

or, in another representation

φ0 ��γ0 γ1 γ2 · · · � �� γ0
φ1 ��γ1 γ2 · · · � �� γ0 γ1

φ2 ��γ2 · · · (4)
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Note that in (3) and (4), we want to represent the above-mentioned adjustment
process of DIOMT based on context where each step of the process is an appli-

cation of unary partial morphism 1
φi ��IOMT on 1

γi−1 ��Context , for all i
in T .

The tuning process, in (3) and (4), describes the CA concept in DIOMT
including the adjustment steps to change the configurations of the DIOMT.

Definition 1 (Configuration of DIOMT). A configuration of DIOMT at
an adjustment step is defined as an element of the set IOMT × Contexti∈T , in
which Contexti∈T stands for

Contexti∈T = Context × Context × . . . × Context
︸ ︷︷ ︸

i times

(5)

As we know, when we combine sets by multiplication, each set is factor and
the resulting set is product. Therefore, each set Context is a factor of the result
set Contexti∈T , IOMT and Contexti∈T are two factors of the set IOMT ×
Contexti∈T . The multiplication of sets is defined very naturally. Just recall that
a product is not just a set, but a set that comes in two morphisms as in

– When i = 2 then Context2 = {< γ1, γ2 > |γ1, γ2 ∈ Context} is obtained by

γ1 ∈ Context

< γ1, γ2 >∈ Context2

f1

�����������������

f2 �����
����

����
����

�

γ2 ∈ Context

– When i=3 then Context3 = {<< γ1, γ2 >, γ3 > |γ1, γ2, γ3 ∈ Context} is
obtained by

< γ1, γ2 >∈ Context2

<< γ1, γ2 >, γ3 >∈ Context3

g1

���������������������

g2 ������
�����

�����
�����

�

γ3 ∈ Context

In particular, we have

– If i = 0 then Context0 = {}
– If i = 1 then Context1 = Context = {γ1|γ1 ∈ Context}
The CA is based on mapping one configuration to another. Let’s consider the
following situations. A particular CA can be specified by the following morphism:

CA : (IOMT × Context) ��IOMT (6)
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(i.e., CA : (IOMT × Context1) ��(IOMT × Context0) or denoted by CA
(IOMT × Context, IOMT ))

Another specific CA can be specified by

CA : (IOMT × Context) ��(IOMT × Context) (7)

(i.e., CA : (IOMT × Context1) ��(IOMT × Context1) or denoted by CA
(IOMT × Context, IOMT × Context))

Again, we can also specify another specific CA as

CA : (IOMT × Contextn) ��(IOMT × Context) (8)

(i.e., CA : (IOMT × Contextn) ��(IOMT × Context1) or denoted by CA
(IOMT × Contextn, IOMT × Context))

and in exactly the same way, any other specific CA can be specified as in.

Definition 2. In general, an arbitrary context-awareness in DIOMT is specified
by

CA : (IOMT × Contexti∈T ) ��(IOMT × Contextj∈T ) (9)

Now, we can prove the following corollaries.

Corollary 1 (CA in DIOMT). The morphism CA in (9) defines context-
awareness in DIOMT

Proof. This comes from (9) and the actuality that CA is described as context-
awareness in DIOMT. Q.E.D.

CA is often described as self-*. Formally, think of self-* as the set of self- .
Each self- becoming an element in self-* is called self-* aspect. That is,

self-* = {self- | self- is a self-* aspect} (10)

We found that self-CHOP includes four self-* aspects which are self-
configuration, self-healing, self-optimization and self-protection. Therefore, self-
CHOP is a subset of self- *, i.e. self CHOP = { self-configuring, self-healing,
self-optimizing, self-protecting} ⊂ self-* [8].

A set {CAk∈N} of mappings is defined by morphism CA in (9) such that

{CAk∈N} : (IOMT × Contexti∈T ) ��(IOMT × Contextj∈T ) (11)

Hence, we have the corollary as the following.

Corollary 2 (CA aspects in DIOMT). The set {CAk∈N} in (11) defines
context-awareness aspects in DIOMT. Each mapping CAk∈N is called a context-
awareness aspect.

Proof. This originates from the result of the fact that CA is the set of context-
awareness aspects. Q.E.D.
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To investigate more clearly, we can build a category of DIOMT configurations
sets and set up CA-algebras as specified in the following corollaries.

Corollary 3 (Category of the sets of DIOMT configurations). A cate-
gory is determined by The DIOMT configurations sets as in Definition 1.

Proof. Indeed, as in [18], let Cat(DIOMT) be such a category of the DIOMT
configurations sets, whose structure is built as follows:

– Each configurations set IOMT × Contexti∈T specifies an object. That is,
Obj (Cat(DIOMT)) = {IOMT × Contexti∈T }.

– Each CA determines a morphism. That is, Arc(Cat(DIOMT)) = {CA :
(IOMT × Contexti∈T ) �� (IOMT × Contextj∈T )}.

Easily check that the identity and associativity properties on all CAs are satis-
fied. Q.E.D.

Corollary 4 (CA-algebra(DIOMT)). Each morphism CA in the category
Cat(DIOMT) determines an algebra, aka CA-algebra(DIOMT).

Proof. This originates as the result of the truth that definition of T-algebra [18],
where functor T is determined such that T =

⊎{CA}. Note that the notation
⊎

stands for disjoint union or coproduct. Q.E.D.

As a result originates from of Corollary 4, a formal definition of DIOMT is
attained as follows.

Definition 3 (DIOMT). Each DIOMTis determined by a
CA-algebra(DIOMT)

5.2 CA in NIOMT

CA in NIOMT we want model to be multiple partial morphism applications in
intuition, such as

φ0

γ0|x0 �� φ1

γ1|x1 �� φ2

γ2|x2 �� φ3 · · · (12)

in which

– All indexes i in T , φi and γi have the same meaning as those mentioned in (1)
– xi is a real number that can be thought of as multiplcity (or weight) where

the adjustment from φi to φi+1 appears.

Adjustment process of CA in NIOMT in diagram (12) can be split into two
complementary parts as follows:

φ0
γ0 �� φ1

γ1 �� φ2
γ2 �� φ3 . . . (13)

and
φ0

x0 �� φ1
x1 �� φ2

x2 �� φ3 . . . (14)
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On the one hand, diagram (13) stresses 1
γi ��Context, for all i in T , in the

adjustment process. This allows us to conveniently explore the γi series as con-

textual data series. On the other hand, diagram (14) gives rise to 1
xi ��R, for

all i in T , as the weight of the context data series during tuning to support the
evaluation of quantitative behaviors based on the weight of the context data
series.

Some of the first steps of the tuning process in (12) can also be described as

φ0
γ0|x0,1

�����
���

���
��� γ0|x0,n

����
���

���
���

�

φ1,1

γ1|x1,1,1

					
		
		
		 γ1|x1,1,k

����
���

���
���

. . . . . . φ1,n

γ1|x1,n,1�����
���

���
�� γ1|x1,n,m




















φ2,1,1 . . . . . . φ2,1,k φ2,n,1 . . . . . . φ2,n,m

(15)

Diagram (15) is thought of as

– For the first step,
φ1 ∈ {φ1,1, . . . , φ1,n} ⊂ IOMT
and
x0 ∈ {x0,1, . . . , x0,n} ⊂ R

– For the second step,

φ2 ∈ {φ2,1,1, . . . , φ2,1,k} ∪ . . . ∪ {φ2,n,1, . . . , φ2,n,m} ⊂ IOMT
and
x1 ∈ {x1,1,1, . . . , x1,1,k} ∪ . . . ∪ {x1,n,1, . . . , x1,n,m} ⊂ R

and the meaning of (12) is seen as a following morphism.

CA : (IOMT × Context) �� (IOMT ��R) (16)

The adjustment morphism CA in (16) is nondeterministic and this can be
explained as follows: CA specifies for each configuration in IOMT × Context a
morphism IOMT ��R that can be seen as a kind of nondeterministic con-
figuration (aka distribution configuration) and assigns each state φ′inIOMT a
multiplicity (or weight) CA(< φ, γ >)(φ′) in R.

This nondeterminism of CA in NIOMT extends the ability to represent the
categorical models mentioned in Subsect. 5.1. Let’s consider the following situ-
ations.

A specific CA in NIOMT, indicated by the following morphism, is an exten-
sion of (6):

CA : (IOMT × Context) �� (IOMT �� R) (17)

(i.e., CA : (IOMT × Context1) �� ((IOMT × Context0) �� R) or
denoted by CA ((IOMT × Context), (IOMT �� R)))
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The model in (7) is extended to the CA in the NIOMT determined by

CA : (IOMT × Context) �� ((IOMT × Context) �� R) (18)

(i.e., CA : (IOMT × Context1) �� ((IOMT × Context1) �� R) or
denoted by CA ((IOMT × Context), ((IOMT × Context) �� R)))

Again, we determine another specific CA in NIOMT as an extension of (8) in

CA : (IOMT × Contextn) �� ((IOMT × Context) �� R) (19)

(i.e., CA : (IOMT × Contextn) �� ((IOMT × Context1) �� R) or
denoted by CA ((IOMT × Contextn), ((IOMT × Context) �� R)))

and, in the correct way we create an arbitrary CA in NIOMT as follows.

Definition 4. In general, an arbitrary context-awareness in NIOMT is speci-
fied by

CA : (IOMT × Contexti∈T ) �� ((IOMT × Contextj∈T ) �� R) (20)

There is a corollary as described below.

Corollary 5 (CA in NIOMT). The morphism CA in (20) defines context-
awareness in NIOMT

Proof. This originates from (20) as the result of the truth that CA is described
as context-awareness in NIOMT. Q.E.D.

A set {CAk∈N} of mappings is defined by morphism CA in (20) such that

{CAk∈N} : (IOMT × Contexti∈T ) �� ((IOMT × Contextj∈T ) �� R)
(21)

Thus, there are the following corollaries.

Corollary 6 (CA aspects in NIOMT). The set {CAk∈N} in (21) defines
context-awareness aspects in NIOMT. Each mapping CAk∈N is called a context-
awareness aspect.

Proof. This originates from the result of the fact that context-awareness is the
set of context-awareness aspects. Q.E.D.

Corollary 7 (Category of the sets of NIOMT configurations). A cat-
egory Cat(NIOMT) of the sets of NIOMT configurations is determined by
the category Cat( DIOMT) equipped with structure (IOMT × Contexti∈T )

�� ((IOMT × Contextj∈T ) �� R).

Proof. This stems immediately from the result of Corollary 3. Q.E.D.

Corollary 8 (CA-algebra(NIOMT)). The
structure (IOMT × Contexti∈T ) �� ((IOMT × Contextj∈T ) �� R) in
the category Cat(NIOMT) determines an algebra, aka CA-algebra(NIOMT).
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Proof. This stems from definition on T-algebra [18], in which functor T is deter-
mined such that T =

⊎{CA} (similar to Corollary 4) with CA determined
in (20). Q.E.D.

As a result originates from the Corollary 8, a formal definition of NIOMT is
attained as follows.

Definition 5 (NIOMT). Each NIOMT is determined by a
CA-algebra(NIOMT)

Furthermore, we have the following theorem to get a meaningful relationship
between DIOMT and NIOMT.

Theorem 1 (Relationship between DIOMT and NIOMT). DIOMT is
just of a specific NIOMT. In other words, using categorical language, DIOMT

⊂ �� NIOMT

Proof. Indeed, by the adjustment morphism in (20) of NIOMT, let f be the
morphism f : (IOMT × Contextj∈T ) ��R, Config be IOMT × Contextj∈T

and the finite set R(Config) = {1 c ��Config|f(c) �= 0} ⊆ ��Config. So it
follows that when
∃! 1 c �� Config : f(c) = 1 but ∀c′ �= c : f(c′) = 0 (i.e., the set R(Config)
is a singleton set of configuration with weight of 1. Note that the notation ∃! is
understood as “exist only”) then (20) begins to be the adjustment morphism of
DIOMT as in (9). In other words, in the case, NIOMT will begin to be DIOMT.
Q.E.D.

6 Conclusions

In the content of the paper, the concept of CA in IOMT has rigorously been
established from which formal features of the CA become visible. CA in deter-
ministic and nondeterministic IOMT (DIOMT and NIOMT) have been con-
sidered , in which configuration of IOMT at every adjustment step has been
specified as an element in the set IOMT ×Contexti∈T , then CA as a morphism
from a configuration to another for finding the important properties of CA.

Acknowledgement. We acknowledge Ho Chi Minh City University of Technology
(HCMUT), VNU-HCM for supporting this study.
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Abstract. The recommendation systems are applied to many fields of the social
life. In which, the measure of the similarity, and the measure of the distance are
the core problems of the recommender systems, there are many proposals with the
different approaches, it shows the characteristics of each recommendation system,
commonly used measures such as: the measure Cosine, the measure Pearson, the
measure Jaccard, etc. However, there have not been many studies on the energy
dependence to determine the correlation of the objects in the process of building a
recommendation system. In this article, we mainly focus on determining the cor-
relation/compatibility of the energy-based objects in building a recommendation
model. The experimental results are evaluated on two datasets, that are MSWeb
datasets and Learning from Sets of Items 2019 datasets, the results show that the
proposed model has higher accuracy than the traditional model.

Keywords: Energy distance · Energy dependence measures · Collaborative
filtering · Recommendation system · Distance correlation

1 Introduction

With the continuous development of the science and technology, the amount of the
information in each field has increased, so the exploitation and using of the information
has been studied and they are applied by many scientists in the practice. In particular,
the recommendation system [1–4] uses data based on user’s feedback about the items,
based on the similarity of product characteristics and based on knowledge forms. The
different methods to give suggestions for the users according to the level of interest from
high to low.

There are many different proposed methods to solve the recommendation problem,
the choice of method, it depends on the type of the information, the learning model,
predicting new products for the users [5, 6]. Basically, there are main groups/formations
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of the recommendation model that are divided as follows: Content-Based Recommender
Systems [2, 4, 7, [8]; Collaborative Filtering Systems [2, 4, 7, 9]; Knowledge-Based
Recommender Systems [4, 7]; Context-Based Recommender Systems [4, 7]; Hybrid
Recommender System [4, 7, 10]. The most approaches to building recommendation
systems today are based on a measure of similarity such as: cosine, Pearson, Jaccard,
etc. Eachmodel has its own advantages in using themeasures, it is suitable for the type of
information applied in the model, so there are many recommendation models that have
been successfully applied in the various fields, especially in the field of e-commerce [11,
12].

In addition to the traditional similarity measures, the energy distance [13] is a mea-
sure used to determine the distance correlation between the vectors (the vectors have
arbitrary size), which is a powerful tool in multivariate analysis, opens a new direction in
building the recommendation systems. Currently, there are not many studies on applying
this measure in building a recommendation system model. In this article, we present a
collaborative filteringmodel that predicts for the users who aremissing ratings at specific
products and recommends the best products (the most relevant products) based on the
distance correlation measures/energy distances [14].

The structure of the article is divided into 5 parts: Sect. 1 introduces the basic issues
in the recommender system and the proposes energy measures in building a recommen-
dation model, Part 2 presents an overview of the collaborative filtering model, Part 3
proposes a collaborative filtering model with the distance correlation, Part 4 presents the
experimental results and the evaluations, and finally a conclusion presents a summary
of the obtained results.

2 Collaborative Filtering

Collaborative filtering [2, 7] uses the user’s ratings dataset to rate products liked by
users, so it makes the missing rating predictions for the items (the unreviewed prod-
uct) or recommend a specific number of products considered best to a user who needs
recommendations.

Given a list of m users U = {u0, u1,…, um} and a list of n items I = {i0, i1,…,
in}. Where R = rjk is the rating stored in the user rating matrix m x n where each
row represents user uj (with 1 ≤ j ≤ m)) and each column represents a item ik (with
1 ≤ k ≤ n). Rjk represents the rating of the user uj for the item ik, all is shown in Table 1.

Let ua ∈ U be the user who needs to be suggested or the active users, and Ia =
I\{il ∈ I|ral = 1} is the set of the items unknown to user ua.

The task is to predict the ratings for all items Ia or create a list (top N) of the best
recommendations for ua. The missing ranked values are predicted on each row of matrix
ra, where the missing values are estimated from other data in R, on the basis of ratings
for all unknown items Ia, select the N highest predictions in ranking order.

For example, a set of 7 users U = {u0, u1, u2, u3, u4, u5, u6} and 5 items I = {i0, i1,
i2, i3, i4}. Each user gives their rating of the products on a rating scale of {?, 1, 2, 3, 4,
5}. Table 2 represents the user’s rating matrix with items, where the intersection of the
user (column) and item (row) is the user’s rating value corresponding to that item, the
cells represent “?” are products that have not been rated by users.
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Table 1. The general matrix of users and items.

i0 i1 i… in-1 in

u0 r0,0 r0,1 r0,. r0,n-1 r0,n

u1 r1,0 r1,1 r1,. r1,n-1 r1,n

u… r..,0 r…,1 r…,. r..,n-1 r..,n

um-1 rm-1,0 rm-1,1 rm-1,. rm-1,n-1 rm-1,n

um rm,0 rm,1 rm,. rm,n-1 rm,n

Table 2. The rating matrix for users and items.

i0 i1 i2 i3 i4

u0 5 4 ? 2 2

u1 5 ? 4 2 0

u2 2 ? 1 3 4

u3 0 0 ? 4 ?

u4 1 ? ? 4 ?

u5 ? 2 1 ? ?

u6 ? ? 1 4 5

To predict missing ratings, the system recommends using distance correlation to
calculate the values. The way to determine the value is to predict each pair of users
against each other, for example, if we want to predict the rating value for product i2 by
user u0 (u0,2), we will calculate the correlation between the user pair {u0,1; u0,2; u0,3;
u0,4; u0,5; u0,6}, selecting the best compatible value to determine the prediction for user
u0 at item i2 (Table 3).

Table 3. The matrix predicts the ratings.

i0 i1 i2 i3 i4

u0 5 4 3.31 2 2

u1 5 3.04 4 2 0

u2 2 3.05 1 3 4

u3 0 0 0.38 4 0.8

u4 1 1.31 2.36 4 2.64

u5 0.87 2 1 2.35 2.35

u6 4.18 3.75 1 4 5
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However, in practice we don’t need to predict all the rating values for a user, we just
find the most suitable item to suggest to that user or suggest the user to match the item,
that is called nearest neighbor (Table 4).

Table 4. The correlation of user pairs.

ui u0

u1 0.71

u2 0.24

u3 0.94

u4 0.86

u5 0.38

u6 0.12

Assuming u0 is the user to suggest, we will determine the similarity of user u0 with
previous users, choose k = 2 then the nearest neighbor of u0 {u3, u4}.

3 Recommendation with Distance Correlation

3.1 Distance Covariance

Distance covariance measures the dependence between random vectors with an arbitrary
dimension, these dimensions are not necessarily equal [15, 17] and they are adjustable
[16], specifically:

Assume there are the random observation vector samples (Xi, Yi) ∈ R (i = 1, 2,
….n).

Convention:

aij = ∣
∣Xi − Xj

∣
∣(i, j = 1, 2, . . . , n)

ai. =
∑n

k=1
aik a.j =

∑n

k=1
akj ai = ai. = 1

n
ai.

a.. =
∑n

i,j=1
aij a = 1

n2
∑n

i,j=1
aij

bij = ∣
∣Yi − Yj

∣
∣(i, j = 1, 2, . . . , n)

bi. =
∑n

k=1
bik b.j =

∑n

k=1
bkj

b.. =
∑n

i,j=1
bij b = 1

n2
∑n

i,j=1
bij
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Ai,j = aij − ai − aj + a Bi,j = bij − bi − bj + b

A∗
i,j =

{
n

n−1

(

Ai,j − aij
n

)

, i �= j
n

n−1 (ai − a), i = j

B∗
i,j =

{
n

n−1

(

Bi,j − bij
n

)

, i �= j
n

n−1

(

bi − b
)

, i = j

Then, the modified distance covariance statistical formula is [16]:

v∗
n(X,Y) = 1

n(n − 3)

{
∑n

i,j=1
A∗
i,jB

∗
i,j −

n

n − 2

∑n

i=1
A∗
i,iB

∗
i,i

}

(1)

With n ≥ 3.

3.2 Distance Correlation

The statistics on distance correlation dcorT [14] were proposed by G. J. Székely, M. L.
Rizzo, and N.K. Bakirov in 2013.

The statistical operation of distance correlation dcorT is formed base on the trans-
formed parameter t of dCor [14] of G.J. Szekely, M.L. Rizzo, N.K. Bakirov. The
advantage of dcorT checks the independence between vectors (the size of the vector
is arbitrary), this approach is applied to replace the traditional analysis.

The adjusted distance covariance statistical formula [16] is:

R∗
n(X,Y) = v∗

n(X,Y)
√

v∗
n(X,X)v∗

n(Y,Y)
(2)

With:
X, Y are random vectors.
v∗
n(X,Y), v

∗
n(X,X), v

∗
n(Y,Y) are modified distance covariance statistics.

3.3 Recommendation

The calculation to determine the rating matrix similarity using the distance correlation
statistic dcorT [14] is built as follows:
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Algorithm1.1. distance correlation

Iux={i1, i2,…,ik}

In this section, we build a collaborative filtering model with user-based energy dis-
tance correlation. This is a method of analyzing data that evaluates users’ ratings based
on the favorite items of many individuals. If two users have the same interests, they will
like similar items. Therefore, the first works is to fill in the missing predictions of the
users by finding the k users with the most similar preferences (nearest neighbors) and
then perform calculations to rank their ratings for these users go to the best most relevant
recommendations (Fig. 1).

The determination of the k users with the closest preferences is done using the dcorT
statistic [14], which tests the energy distance correlation between the ratings of each
user.

This collaborative filtering model is built with input data of two variables: (1) The
matrix of the user reviews of the previous products; (2) the user needs to be referred to
the item.

3.4 Training and Testing for Model

To evaluate the models, we split the dataset into 2 parts: the training data set called
“Train” and test them on some test data called “Test”.

In this article, we use the k-fold cross-validation method [22] to divide the dataset to
evaluate the recommender model. The k-fold cross-validation method is a method that
divides the data into a number of parts (k parts of the same size), performs k evaluations,
each time it evaluates the system, it takes one part as the test training set, the remaining
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Fig. 1. Collaborative filtering model with distance correlation.

parts (k-1) serve as the training set and we proceed similarly, the result is determined by
the average of the evaluations. With this method, make sure each user thing appears in
the test suite at least once, then we can measure more accurately.

3.5 Evaluating of the Model

The overall performance of the model is evaluated by several evaluation metrics, we can
evaluate the rating based on the confusion matrix and ROC curve (Table 5):

Table 5. Evaluation of the recommendation system.

Practical class

Prediction class True Positive (TP) False Positive (FP)

False Negative (FN) True Negative (TN)

In there:
+True Positive (TP): These are the recommended items that have been purchased.
+False Positive (FP): These are suggested but not purchased items.
+False Negative (FN): These are not recommended items purchased.
+True Negative (TN): These are not recommended items that have not been

purchased.
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Precision: Ameasure/index of themodel accuracy that is the ratio of correctly suggested
items (TP) to total suggested items (TP + FP).

Precision = TP
TP + FP

(3)

Recall: A measure/index of model accuracy, it is the ratio of correctly suggested items
(TP) to the total number of useful suggestions (TP + FN).

Recall = TP
TP + FN

(4)

Receiver Operating Characteristic (ROC):
+True Positive Rate (TPR): This is the percentage of purchased items that were

recommended. It is the number of TP divided by the number of items purchased (TP +
FN).

+False Positive Rate (FPR): This is the percentage of non-purchased items that were
recommended. It is FP divided by zero of purchased items (FP + TN).

Area Under the Curve (AUC) to quantify model accuracy based on calculating the
area under the curve. The area AUC is the area from the horizontal axis that is bounded
by the curve. If the ROC is closer to the left corner, the AUC area will be larger, the
accuracy of the model will be higher.

4 Experiment

4.1 Data

The MSWeb [18] and Learning from Sets of Items 2019 [19] datasets are used to
evaluated for the propose model.

MSWeb is a sampled dataset of anonymous users visiting www.microsoft.com on a
one-week timeframe in February 1998. This dataset is sampled from 32710 anony-
mous users visiting over 285 original web address. User ratings in this dataset are
binaryRatingMatrix.

Learning from Sets of Items 2019 is a user-rated dataset of movies rated on [phim-
moi.org] (https://movielens.org/) from February to April 2016 with 45897 ratings of 854
person for 13012 movies, rated movies from 1 to 5, real data type is realRatingMatrix.

4.2 Tool

To implement the experiment, we have updated and added the recommended packages
arules_1.7-3 [21] and recommenderlab_1.0.0 [22] in R language.

In addition, we used the recommended package energy_1.7-10 [20] to build a user-
based collaborative filteringmodel, writing a function tomeasure the distance correlation
in RStudio, and we named the function is ebms_energy_dcorT (in R language).

http://www.microsoft.com
https://movielens.org/
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4.3 Scenario 1: Recommendation on Learning from Sets of Items 2019

To compare the performance of the built model, we test twomodels with three measures:
Collaborative filtering model on users with the ebms_energy_dcorT measure we built;
Additivefilteringmodel onUBCFuserswithmeasures of cosine andpearson respectively
on the Learning from Sets of Items 2019 dataset.

Fig. 2. The graph of ROC curve on Learning from Sets of Items 2019 with 3 measures.

Experimental results in Fig. 2 shows that the predictive accuracy of the model with
the ebms_energy_dcorT measure is higher than that of the UBCF model with the cosine
and pearson measures, the area under the AUC curve of our proposed model is the
largest. The prediction accuracy of UBCF_cosine is the lowest about 0.062, while the
prediction accuracy of EBMS_ENERGY_dcorT is the highest, about 0.068 (Fig. 3).

Fig. 3. The recall chart on Learning from Sets of Items 2019 with three measures.
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The precision evaluation performance of themodel based on the ebms_energy_dcorT
tool has a higher rate than theUBCF-cosine andUBCF-pearsonmodels shown inTable 6.
With n = 1 precision index of $ The lowest UBCF_pearson (0.08521739) and the
highest $EBMs_ENERGY_dcorT (0.1182609). Similar to n = {3, 5, 10}, the Precision
of ebms_energy_dcorT is higher than $UBCF_cosine and $UBCF_pearson.

Table 6. Recommendation table with independent bias.

Precision Recall TPR FPR n

$EBMs_ENERGY_dcorT 0.1182609 0.005926583 0.005926583 0.001950615 1

$UBCF_cosine 0.09913043 0.006070018 0.006070018 0.001995051 1

$UBCF_pearson 0.08521739 0.004339777 0.004339777 0.002027737 1

$EBMs_ENERGY_dcorT 0.1391304 0.021649753 0.021649753 0.005712064 3

$UBCF_cosine 0.10724638 0.022752706 0.022752706 0.005934277 3

$UBCF_pearson 0.09565217 0.015465308 0.015465308 0.006012859 3

$EBMs_ENERGY_dcorT 0.1356522 0.035455768 0.035455768 0.009555129 5

$UBCF_cosine 0.10886957 0.034982341 0.034982341 0.009866516 5

$UBCF_pearson 0.10608696 0.030807933 0.030807933 0.009899105 5

$EBMs_ENERGY_dcorT 0.1299130 0.067911814 0.067911814 0.019240201 10

$UBCF_cosine 0.11339130 0.063980242 0.063980242 0.019616993 10

$UBCF_pearson 0.11426087 0.066532646 0.066532646 0.019602998 10

4.4 Scenario 2: Recommendation on MSWeb Dataset

Similar to the above, we test two models with three measures: Collaborative filtering
model on users with ebms_energy_dcorT measure built by us; Additive filtering model
on UBCF users with cosine and pearson measures on MSWeb dataset, respectively.

Experimental results in Fig. 4 show that the predictive accuracy of the model with
ebms_energy_dcorT is higher than that of the UBCF model with cosine and pearson
measures, the area under the AUC curve of our proposed model. is the largest. Similar
to scenario 1, in this scenario Table 6, the prediction accuracy of UBCF_cosine is the
lowest about 0.08, while the prediction accuracy of EBMS_ENERGY_dcorT is the
highest, about 0.28 (Fig. 5).

According to Table 7, it has once again confirmed the accuracy of the
EBMs_ENERGY_dcorT model with n = {1, 3, 5, 10} respectively, which has a higher
rate than the UBCF models- cosine and UBCF-pearson. This indicator is shown on the
highest deviation at n= 5, $UBCF_cosine has the lowest Precision (0.08163934), while
$EBMs_ENERGY_dcorT has the highest (0.4550820).
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Fig. 4. The graph of ROC curves on MSWeb dataset with three measures.

Fig. 5. The recall chart on MSWeb dataset with three measures.

Table 7. Recommendation table with independent bias.

Precision Recall TPR FPR n

$EBMs_ENERGY_dcorT 0.1639344 0.01373053 0.01373053 0.00423476 1

$UBCF_cosine 0.08196721 0.00659319 0.00659319 0.004647951 1

$UBCF_pearson 0.08360656 0.006767633 0.006767633 0.004639796 1

$EBMs_ENERGY_dcorT 0.3366120 0.08419550 0.08419550 0.01007666 3

$UBCF_cosine 0.07322404 0.01791563 0.01791563 0.014079057 3

$UBCF_pearson 0.08087432 0.020058621 0.020058621 0.013963848 3

$EBMs_ENERGY_dcorT 0.4550820 0.18833600 0.18833600 0.01378538 5

(continued)
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Table 7. (continued)

Precision Recall TPR FPR n

$UBCF_cosine 0.08163934 0.03314451 0.03314451 0.023250781 5

$UBCF_pearson 0.09213115 0.037918181 0.037918181 0.022987034 5

$EBMs_ENERGY_dcorT 0.3337705 0.27411552 0.27411552 0.03371074 10

$UBCF_cosine 0.10672131 0.08693352 0.08693352 0.045228540 10

$UBCF_pearson 0.11852459 0.096851547 0.096851547 0.044632079 10

5 Discussion

With two scenarios, the experiment results show thatwith two different datasets (MSWeb
(binaryRatingMatrix) and Learning from Sets of Items 2019 (realRatingMatrix), The
precision rating of the proposedmodel is higher than the precision rating of the traditional
model, even the number of evaluations (and) are changed. The proposed model works
well on datasets with different data types.

With the type of dataset is realRatingMatrix, the results show that the precision
of the model is higher than the precision of the model with the type of dataset to be
binaryRatingMatrix in Table 8. Precision of the MSWeb and Learning from Sets of
Items 2019 dataset.

Table 8. Precision of the MSWeb and Learning from Sets of Items 2019 dataset.

Dataset Precision n

$EBMs_ENERGY_dcorT MSWeb 0.1182609 1

0.1391304 3

0.1356522 5

0.1299130 10

Learning from Sets of Items 2019 0.1639344 1

0.3366120 3

0.4550820 5

0.3337705 10

6 Conclusion

In this paper, we proposed a collaborative filtering model based on energy distance cor-
relation. We used the energy distance correlation algorithm between users to recomend
for user, who need of advice. In order to have a new direction in using energy in the
recommender system.



Collaborative Recommendation with Energy Distance Correlation 31

To evaluate the model’s effectiveness, we have experimented on the MSWeb and
Learning fromSets of Items 2019 datasets with threemeasures: themodel with the dcorT
measure (EBMs_ENERGY_dcorT); UBCF user-based collabora-tive filtering model
with the Cosine measures (UBCF_cosine) and Pearson measures (UBCF_pearson).
The experimental results show that the proposed model is more accurate than the
traditional model and the proposed model runs well on both binaryRatingMatrix and
realRatingMatrix.
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Abstract. Today, the problem of counterfeit goods, counterfeit goods, circulating
goods, theyhavenoorigin, products such as seafood containingbanned substances,
toxic substances are negatively affecting consumers’ health, the solution of the
traceability of manufactured products acts as an essential quality management
tool to ensure the safety of providing complete information for products. However,
current solutions data is stored centrally on a group of servers, this information
can be edited and deleted by the administrator and by hackers; leading to low
reliability of the data. In this article, we propose a blockchain model in industrial
pangasius farming, one of the current solutions is to switch to a distributed model,
data will be distributed to different physical servers, they are not data can be
added, removed, edited or deleted without the consent of the parties involved. The
proposed solution focuses on controlling all interactions and transactions between
all involved participants in the production process, all transactions are recorded
and stored in the ledger (immutability) of the blockchain. The experimental results
are the transactions, all transactions are recorded and stored in the ledger of the
blockchain. In addition, the data can be retrieved as needed.

Keywords: Blockchain · Pangasius · Traceability · Smart Contracts · Supply
Chain

1 Introduction

Pangasius in particular is a food that plays an important role in providing nutrition for
the people in the world. However, the food hygiene and safety have caused businesses
to suffer heavy financial and reputational losses. The main cause of the above situation
is that the production stage is not satisfactory, the hatchery cannot trace the origin of the
seed, such as: where did the broodfish come from? what year did the fish spawn?Where
is the place to supply the food? how is it processed? how is it tranported?. Besides, the
demand for safe and quality food is increasingly important. The market mixes the safe
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and unsafe foods, the clean and dirty foods, the real and fake foods. The consumers need
information to check and to use food safely, to improve health, and to reduce disease.

In recent years, the traceability of the products, the fish foods, the seafoods has
received much attention in the scientific research community in the country and on
the world. Aly Farag El Sheikha et al. [1] presented a study on Traceability as a Key to
Fisheries Safety using theDGGEPCR technique. However, this technique cannot clearly
trace the history of fish and other aquatic products. Iñigo Cuiñas et al. [2] presented an
RFID-based Traceability study. Ganjar Alfian et al. [3] presented the studies to improve
the efficiency of RFID-based Traceability System, data is stored centrally in one or a
group of servers. Thus, due to the centralized nature, and it dependents on people, so the
current solutions have very low reliability and transparency.

One of the solutions today is to switch to a distributedmodel. Data will be distributed
to different physical servers, it is not possible to add, edit or delete data without the
consent of the participants. Essentially, a blockchain is an immutable and decentralized
[11], the ledger is shared public to allow the participants, who can track the transactions.
Each block is hashed and they are linked to the next block, which becomes a secure
chain of immutable and tamper-proof records. In this article, we propose a blockchain
model in industrial pangasius farming. The proposed solution focuses on controlling
all interactions and transactions between all involved participants in the production
process. All transactions are recorded and stored in the blockchain’s immutable ledger.
The purpose of this study is that it has contributed to the development of a supply chain
[12] to ensure the safety, quality of the product and the reliability of the users.

The article layout is divided into six parts: Sect. 1 introduces the basics of traceability
and proposes a blockchain model in industrial pangasius farming, Sect. 2 presents the
blockchain concept and analyzes transactions in the block. Section 3 describes how to
connect to Ethereum, Sect. 4 presents the process of raising pangasius on the farm and
a blockchain-based pangasius farming model, Sect. 5 presents experimental results, and
finally the conclusion, it presents a summary of the results obtained.

2 Blockchain and Transactions

2.1 Blockchain

Blockchain is a database system that allows the storage and transmission of blocks of
information. They are linked together by encryption. Basically, each block contains
the following key information: Data (The data in each block depends on the type of
blockchain); Hash (to identify a block and the data in it). The hash is unique, any change
in the block will change the hash; The matching hash (which is the hash of the previous
block) will form the chain. With any change, one block will cause the next blocks to not
fit and some other additional information like Index, Nonce, Timestamp.

Hashing alone is not enough to prevent tampering [4], as hashes can be quickly
computed by computers. The Proof-of-Work (PoW) algorithm controls the difficulty of
generating a new block. For blockchains like BitCoin or Ethereum, blocks are created
(mined) by people called miners. When a new block must be generated, a computational
difficulty is sent to the network. Miners will generate new blocks and be rewarded with
cryptocurrency.
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Fig. 1. Illustrated diagram of a chain of blocks linked together to form a blockchain.

In Fig. 1 illustrated a blockchain consisting of 3 blocks: block n, block n + 1, bolck
n+ 2 linked together to form a chain of blocks. The hash of block n is the previous hash
of block n + 1, the hash of block n + 1 is the previous hash of block n + 2, the hash of
block n + 2 continues to be the hash of the next block.

2.2 Transaction in Block

A transaction [5] represents an interaction between the parties. With cryptocurrencies,
a transaction represents the transfer of coins between Blockchain users. For a business
environment, a transaction can be a way of recording activities that occur on a digital or
physical asset (Fig. 2).

Fig. 2. Illustrated example of cryptocurrency trading.

Each block in the Blockchain may contain no transactions or it may contain multiple
transactions. A user submits information to the Blockchain network. The information
sent may include the person’s address, the sender’s public key, digital signatures, and
transaction inputs and outputs.

The internal transaction [6] is the result of the smart contract [7, 13], the trans-
action is transmitted from the EOA to the smart contract. Smart contracts are one of
the most important aspects of the Ethereum blockchain. They are digital contracts, it
does business automation. In addition, Ethereum smart contracts are programs, they are
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installed on the blockchain to manage Ether balance [14], and transactions. Smart con-
tracts are open to the public on the blockchain. Smart contract transactions are tracked
and sent through externally owned accounts (known as EOA). These transactions appear
as internal transactions in the transaction history ETH and they are not displayed.

3 Connecting to the Ethereum Network

3.1 Local Node

To run a local node, we need to install Geth [8]. With Geth on the computer, it synchro-
nizes with the network. The local node requires a machine with strong configuration,
large storage capacity, takes a lot of time to create a local node. Use the Json RPCmethod
to interact with the Ethereum network. By default, the Ethereum package will connect
to port 8545 on localhost (Fig. 3).

Fig. 3. The JSON RPC method connects to the Ethereum blockchain.

JSON-RPC [9] is a stateless, light-weight remote procedure call (RPC) protocol.
Primarily, this specification defines several data structures and the rules around their
processing. It is transport agnostic in that the concepts can be used within the same
process, over sockets, over http, or in many various message passing environments. It
uses JSON (RFC 4627) as data format.

3.2 Public Node

To interact with the Ethereum network via a public node using the public RPC provided
by Infura [9], it is the best choice.

Infura is a Web3-enabled service delivery project focused on Ethereum [10] Infura
provides tools and infrastructure that allow developers to easily connect their applica-
tions to platform blockchains such as Ethereum. Essentially, Infura provides the nec-
essary tools for any application to start developing anything on Ethereum right away,
without having to run complex infrastructure yourself. Infura provides connectivity for
all developers using the Ethereum blockchain. The highlight of the Infura infrastructure
is the network hosted on Ethereum: Mainnet, Ropsten, Rinkeby, Kovan (See Fig. 4).
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Fig. 4. RPC Infura model. Using the Infura’s PROJECT ID KEYS to point the Ethereum packet
to the Infura RPC interface.

4 The Process of Raising Pangasius

4.1 Processing of the Raising Pangasius at the Farm

Processing of the raising pangasius at a farm is carried out as follows:

- Preparing the pond

Before stocking fish, the pond must be renovated according to the technical process,
such as: with an area of at least 500 m2 or more, the pond edge is compacted firmly to
avoid water leakage. Ponds should be near motorways or near rivers, canals and canals
to transport food, seed, and commercial fish more conveniently. Ponds need to have
separate supply and drainage drains; the size depends on the pond area. The location of
the pond should be near a clean, unpolluted water source, so that it can actively supply
water to the pond during the farming period.

-Water supply

All types of ponds must have a sewer system, and set up drains so that when pumping,
the water falls into the pond to create a lot of foam to provide more oxygen for the
fish. If possible, it is advisable to dig more ponds to store water and treat settling ponds
before pumping into the pond, because it will make the pond to limit pathogens. It is
necessary to build and install a large-diameter discharge culvert, which can discharge
from 1/3 to 1/2 of the water in the pond in two hours to promptly prevent risks from
occurring. The water must be taken from clean water sources that are less polluted, water
is taken through a drain with a mesh filter to prevent harmful fish and predators. When
the pond has been filled with water about 50–70 cm, then pausing for 3–5 days, then
getting enough water.



38 C. N. Duong et al.

- Provide fingerlings

On the market today, there are many types of pangasius of poor quality, so farmers
must follow the technique of raising pangasius for export carefully from selecting and
carefully checking the origin and situation.Disease…to ensure healthy fish, no scratches,
uniform size from 10–12 cm/fish. Depending on the water quality as well as the area
and depth of the pond along with the experience of raising fish, it is possible to stock
different densities from 15–60 fish/m2. When new fingerlings are purchased, fish should
be released into the pond in the early morning or cool afternoon (mild weather), before
releasing the fish should be bathed for 15–20 min with dilute salt water.

- Provide fish food

Homemade food: The downside of this type of food is that if you don’t add minerals
and vitamins, the fish will be slow to grow, so it takes a long time, about 6 months, for
the fingerlings to have a size of 2.5 cm. However, if fed with enough nutrients, it only
takes 4.5 months to harvest. Besides, the production of homemade food also pollutes
the water very quickly, causing for fish to get sick.

- Supply of medicine

This is an indispensable step in the catfish farming process. It is necessary to pay attention
to the weather to have a suitable way to feed the fish, when it is too hot to feed the fish
vitamin C and change the water regularly. If the fish is sick, use antibiotics at a dose of
0.1%. Antibiotics will work if the pond environment is clean. However, if antibiotics are
abused, fish will slow down and reduce weight gain.

- Harvest

Themost reasonable time to harvest is after 9–10months of rearing,when the fish reaches
0.7–1.2 kg/fish. We can base on the market situation to harvest in the most efficient way,
avoiding the case that the fish has not reached the size, reducing the selling price and
waste food. After the harvest, the pond needs to be drained and the pond needs to be
renovated to prepare for the next crop.
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4.2 Blockchain Model in the Farming Process of the Pangasius

In the farming process chain of the pangasius, the participant is the farmer (FARMERS)
including the following tasks: pond preparation, water supply, seed supply, food supply,
medicine supply and harvesting (in Fig. 5). Each subject has its own task function.
Subjects interactingwith the farmer generate a transaction. Transactions are permanently
stored on the blockchain. When needed, information can be retrieved at any time.

Fig. 5. Blockchain model in the process of raising pangasius at the farm.

5 Experiment

5.1 Assign Accounts to Subjects

Identifying the objects involved in the production process, then select the Address code
and assign amanagement label in Table 1. In this experiment, the authors usedMetamask
(an add-on utility on Chrome browser, helping to manage accounts and interact with
Blockchain).

Determining the data to be stored on the Blockchain, the data must be useful, clearly
and accurately. In this article, we choose the Rinkeby Testnet (https://rinkeby.ethers
can.io), where we can search for all recorded transactions for future tracing.

https://rinkeby.etherscan.io
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Table 1. List of accounts used to participate in the pangasius farming process.

Address Name Subjects

0xF8B86C3…c1d5 Account 2 Farmers

0xBe8B4ce…1802 Account 3 Preparing the pond

0xDE8B3c3…6206 Account 4 Water supply

0xDA8a137…CD3e Account 5 Provide fingerlings

0x6eA0e74…7A30 Account 6 Provide fish food

0x5E0FA1E…c7B6 Account 7 Supply of medicine

0xD754425…9Ad3 Account 8 Harvest

5.2 The Scenarios

Case 1: Transaction between Farmer (0xF8B86C3…c1d5) and Preparing the pond
(0xBe8B4ce…1802). Data is permanently stored at block 10933294 (See Fig. 6).

Fig. 6. Recording the results of transactions between farmer and preparing the pond.

Case 2: Transaction between Farmer (0xF8B86C3…c1d5) and Water Supply
(0xDE8B3c3…6206). Data is permanently stored at block 10933297 (See Fig. 7).

Case 3: Transaction between Farmer (0xF8B86C3…c1d5) and Provide fingerlings
(0xDA8a137…CD3e). Data is permanently stored at block 10933299 (See Fig. 8).
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Fig. 7. Recording the results of transactions between farmer and water supply.

Fig. 8. Recording the results of the transaction between farmer and provide fingerlings.

Case 4: Make a transaction between Farmer (0xF8B86C3…c1d5) and Provide fish food
(0x6eA0e74…7A30). Data is permanently stored at block 10933301 (See Fig. 9).
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Fig. 9. Recording transaction performance between farmer and provide fish food.

Case 5: Making transaction between Farmer (0xF8B86C3…c1d5) and Supply of
medicine (0x5E0FA1E…c7B6). Data is permanently stored at block 10933301 (See
Fig. 10).

Fig. 10. Recording the results of transactions between farmer and supply of medicine.
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Case 6: Make a transaction between Farmer (0xF8B86C3…c1d5) and Harvest
(0xD754425…9Ad3). Data is permanently stored at block 10933303 (See Fig. 11).

Fig. 11. Recording the results of transactions between farmer and harvest.

6 Conclusion

The blockchain technology has shown great potential, helping industries, agriculture,
fisheries, all from the tradition of transformation to develop with Industry 4.0 and it
has features such as: decentralization, immutability, decentralization, transparency. It
is thanks to these characteristics that Blockchain-based frameworks are very interested
and applied by the community in many fields such as finance and banking, economy,
politics - society, health, education, etc. smart contract. In this article, we have used the
advantages of Blockchain, specifically the Ethereum platform, to put into the industrial
pangasius farming model.
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Abstract. In recent years, the Fourth Industrial Revolution in Indus-
try 4.0 has exploded, along with the increasing development of web-
sites, social networks, and other Internet services, leading to tremendous
growth in collected data resources. Therefore, it is becoming more and
more challenging to select useful information to make decisions. The rec-
ommendation systems are considered a great solution to assist humans
in finding helpful information effectively and speedily. Such systems can
automatically analyze, classify, select, and provide valuable information
to users. Furthermore, they can explore reviews on products and services
using artificial intelligence techniques to provide valuable recommenda-
tions. Users sometimes give reviews and ratings multiple times on the
same products, but they differ depending on the user’s mood, context,
behavior, etc. Thus, the problem is accurately determining the user’s rat-
ing when exploring such reviews. This work has proposed a solution for
multiple-criteria rating analysis. This study has explored reviews on dif-
ferent criteria and integrated them into one aggregate rating by consider-
ing the similar relationship between the ratings, users, or products based
on criteria in the collaborative filtering-based recommendation approach.
The proposed method has performed better than traditional collabora-
tive filtering-based methods on more than 5000 film reviews from the
DePaulMovie dataset.

Keywords: Multiple-criteria ratings · Recommendation systems ·
Reviews · Context

1 Introduction

The problem of information overload [1] has become popular with the strong
development of Internet services. The amount of information that people have
access to is expanding. We can access many sources of information via email,
articles, posts, advertising on social networks, e-commerce sites, etc. With the
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current expansion of information from the Internet and social networks, it will
be more and more challenging to select useful information for decision-making
by computer and savvy device users. A recommender system is a field of machine
learning that is considered a solution to help users select information effec-
tively and is widely applied in many fields such as science, health, education,
e-commerce, entertainment, etc. The system tries to predict the “products” for
the appropriate “users”. In e-commerce, the recommendation system helps buy-
ers find suitable goods, helps sellers find potential customers and boosts sales.
The system recommends items according to the user’s interests in entertainment
and education. The recommendation system opens up the research potential of
building natural systems, supporting users in decision-making.

The recommendation system is capable of automatically analyzing informa-
tion, classifying, selecting, and providing users with products, goods, and services
of interest through the application of statistical and artificial intelligence tech-
niques in which machine learning algorithms play an essential role [2,3]. People
divide the recommender model into many different types based on calculating
the suggested results from the data. For example, the recommendation app-
roach based on collaborative filtering is widely used in commercial fields [4–6],
recommending products to users based on the similarity between users and com-
munities. The users with the same similarity in a context can be commended for
the same product. In addition, users are also suggested to use the product when
most users have the same preferences on those products.

In contrast, the recommendation approach based on content filtering offers
recommended products to the user when that product is similar to other prod-
ucts that the user in the past, which the user made as revealed in [7,8]. Fur-
thermore, the recommendation model based on the demographic characteristics
gives the recommended products to the user by using the user’s demographic
information such as gender, age, nationality [9,10]. The approaches based on
knowledge can explore specialized knowledge, determining the product’s suit-
ability (based on descriptive attributes) with the needs or preferences of the
user use in order to achieve the goal of a product that is useful to users [11–13].
The proposed integrated recommendation model aims to limit the shortcomings
of the above methods [10,14,15]. Typically, integrated recommender solutions
use two or more different recommendation solutions to overcome the weaknesses
of each solution. Many studies prove that integrated recommender models are
more accurate than single recommendation models [2]. However, these meth-
ods are also more demanding resource costs and computation time. With the
diversity of recommendation models and solutions, recommendation models have
been deployed and applied practically in many fields (management, commerce,
health, education, and entertainment). However, technical problems still need
to be further researched and perfected in the current suggested models. The
recommender model based on content filtering has several disadvantages: over-
specialization, feature extraction problem, and cold-Start problem; The recom-
mendation model based on collaborative filtering suffers from limitations: new
user/new product problem (cold-Start), sparsity problem, scalability problem.
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problem); The demographic model based on demographic characteristics has
several disadvantages: identifying user groups, determining users’ preferences,
and collecting personal information (demographic of users). ); The knowledge-
based recommendation model has several disadvantages: the cost of knowledge
acquisition, the interaction with users, and the property independence problem
depending on users’ preferences. Users can rate multiple times. In addition, users
can give subjective preference ratings across multiple reviews of an item because
it depends on the user’s mood, context, behavior, etc. Thus, the problem is
determining the user’s rating and rating to build the most accurate and appro-
priate recommendation system for information/products through many reviews
and ratings.

2 Related Work

A recommender/recommendation system (RS), as mentioned in [4,15–17], can
automatically analyze, classify, predict, and provide helpful recommendations to
users with information on products or services. In the recommendation system,
the objects that need attention are the user (user), the item (item), and the user’s
feedback on the item (referred to as reviews or ratings). A recommendation sys-
tem can predict how a user would rate an item, predicting the order (ranking) of
items in a list from most attractive to least attractive to a user, or item (or list)
item book) which is suitable for the user. A set of users (users), items (items,
data items), and ratings explicitly or implicitly represent how much a user likes
or dislikes an item that he or she has viewed. The recommendation system pre-
dicts the rating for an item the user has not viewed or provides a list of items
the user might like. Recommendation systems are classified into the following
main groups: Content-Based Recommendation Systems (CBRS), Collaborative
Filtering Systems (CFS), Collaborative Filtering Systems (CFS), and Collab-
orative Filtering Systems (CFS). Knowledge-Based Recommendation Systems
(KBRS), Hybrid Recommender System, and Context-Based Recommendation
Systems (CBRS)

2.1 Content-Based Recommendation Systems

The content-based recommendation system [4,8,15,16] suggests to the user items
that are similar to items he or she has liked in the past. This system focuses on
item-specific attributes (item profile). If people make subjective judgments about
some items in the past, they will also make similar judgments on other similar
items in the future. So, a content-based recommendation system must learn a
user’s interest profile. Then, based on the user’s profile, similar items that the
user has liked or appreciated in the past are suggested to the user. Some tech-
niques commonly used by content-based recommendation systems [4,8,15,17]
are clustering, Bayesian classifiers, decision trees, and decision trees. Tree), rule
induction, nearest neighbor method, and appropriate feedback. In content-based
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methods, cosine and term frequency/inverse document frequency (TF-IDF) mea-
surements are used to measure similarity [4,15]. Some limitations of content-
based recommendation systems [4,10] are: content analysis is limited because
content-based techniques require explicit item descriptions; or the system rec-
ommends items whose scores are higher when compared to user profiles, so users
will be suggested items that are similar to those they have previously rated, or
fail to distinguish two different items represented by the same feature set; The
problem is that new users - who have very few reviews - cannot get accurate
recommendations.

2.2 Collaborative Filtering Systems

A recommendation system based on collaborative filtering [4,5,15,16] recom-
mends a list of items for a user or predicts the rating for a particular item based
on similarity measurement between users/between entries. In collaborative filter-
ing methods, Pearson correlation coefficient, cosine-based similarity, and vector
space similarity are widely used in measuring similarity between users (or items).
[4,10]. Collaborative filtering is an important and popular technology for recom-
mender systems. Collaborative filtering methods [4,15,16,18] can be grouped
into two main classes: memory-based/neighborhood/heuristic (memory-based/
neighborhood-based/ heuristic-based), and model-based. The memory-based col-
laborative filtering approach requires that information of all ratings, items, and
users be stored in the system; and directly used these assessments to make
suggestions. This approach is implemented in two ways: user-based collabora-
tion filtering and item-based collaboration filtering. The basic idea of user-based
collaborative filtering is to find a set of users whose favorites are similar to a
particular user (the “neighbor” of the particular user) and recommend them to
others using Users or items that other users in the same group. The item-based
collaborative filtering method provides a user with a recommendation for an item
based on other highly correlated items (“neighbors” of the item). The techniques
commonly used in memory-based collaborative filtering recommender systems
[4,5,19] are the nearest neighbor, graph-based, and clustering. Meanwhile, the
model-based collaborative filtering approach uses a collection of assessments to
learn a model and then uses this model to make recommendations. The tech-
niques commonly used in model-based collaborative filtering recommendation
systems [4,5,20] include matrix factorization, association rule, neighbor model,
neural network, and probabilistic models. Although without some of the short-
comings of content-based recommendation systems, pure collaborative filtering
recommender systems have limitations [4], such as the new user problem (or
the item problem). New) - the same problem as the content-based recommen-
dation system; Sparsity problem - the number of estimates obtained is minimal
compared to the number of evaluations needed for the prediction.
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2.3 Knowledge-Based Recommendation Systems - KBRS

Knowledge-based recommendation system (KBRS) is helpful in cases where
items are not frequently used. For example, in e-commerce, products are related
to real estate, cars, automobiles, or tourism. In this case, the user rating matrix is
not informative enough to recommend. Instead, the system can combine user rat-
ings, product attributes, and relevant historical knowledge of similarities between
user requirements to make recommendations accordingly.

3 Methods

3.1 Rating Aggregation

Rating Aggregation is calculated from the total number of ratings averaging the
total number of user reviews. The aggregate function (f) represents the relation-
ship between the overall and Multiple-criteria ratings, i.e., r0 = f(r1, ..., rk).

Fig. 1. Average aggregate rating method.

The method consists of three steps. Firstly, we estimate k individual rat-
ings (using any recommendation technique). Then, the k-dimensional Multiple-
criteria ranking problem is decomposed into k single-rank recommendation prob-
lems. In the second step, the aggregate function f is chosen by rank aggregation,
statistical techniques, or machine learning techniques. Finally, the overall rating
of each unevaluated data item is calculated based on the predicted k individual
criterion ratings and the selected average rating aggregate as shown in Fig. 1.
The approach mentioned above has applied multiple criteria ratings instead of
single-criteria ratings.
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3.2 Recommender Model with Multiple-criteria Rating

In rating evaluation, the criteria of the user or the product are the specific criteria
when the user selects the product or the specific condition when the user selects
the product. For example, the system suggests that users who wish for a tour
booking support system advise choosing a deserved vacation. In that case, the
time factor and the person accompanying them will significantly affect the user
when determining the destination for the trip. Alternatively, a movie that many
users choose to watch in a particular space and time. From the above description,
we can see that the information about the user or product criteria depends
on each specific consulting problem. However, to model the recommendation
problem based on the criteria, the information about the user’s or product’s
criteria is defined as follows: We consider the set U = {u1, u2, ..., un} including of
n users while the set of I = {i1, i2, ..., im} being m products; C = {c1, c2, ..., ck}
is the set of k criteria attributes when the user selects the products. When user
ua selects product ij , or when product ij , is selected by user ua, the values of
the criteria attributes are specified as follows (as shown in Eq. 1):

Ca,j = c1a,j , c2a, j, ..., cka, j (1)

From the criteria, we construct a criterion similarity matrix between users or
products that is a symmetric matrix with structure, i.e., rows and columns of the
matrix are users or products. In addition, cells of the matrix (row and column
intersection) are the criterion similarity value between two users or two products
on row and column, respectively. Given the user set U = u1, u2, ..., un and the
product set I = i1, i2, ..., im. Then, the criteria similarity matrix between users
is determined as Eq. 2.

matrixsim(Cu) =

⎛
⎜⎜⎝

1 su1,2 ... su1,n

su2,1 1 ... su2,n

...
sun,1 sun,2 ... 1

⎞
⎟⎟⎠ (2)

where sua,b is the value of similarity criteria between two users ua and ub. The
criteria similarity matrix between products is determined as Eq. 3.

matrixsim(Cu) =

⎛
⎜⎜⎝

1 si1,2 ... si1,m

si2,1 1 ... si2,m

...
sim,1 sim,2 ... 1

⎞
⎟⎟⎠ (3)

where sij,h is the value of similarity criteria between two products ij and ih

3.3 Recommendations Based on Similarity Between Users/Items

The similarity-based recommendation model between users is defined as follows.
Let U = {u1, u2, ..., un} be the set of n users; I = {i1, i2, ..., im} is the set

of m products; C = {c1, c2, ..., ck} denotes the set of k criteria attributes when
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the user selects the products; R = rc,j exhibits user U’s rating matrix for items
I in criterion C, with each row representing one user uc, (1 ≤ c ≤ n), each
column representing for an item ij , (1 ≤ j ≤ m), r(c, j) is the rating value
of user uc for product ij in the criterion Ccj . N is the number of products
with high similarity and ua ∈ U is the user who needs to suggest with criteria:
Ca,j = {c1a,j , c2a,j , ..., cka,j}.

Fig. 2. Recommendation system based on the similarity between users/items.

The recommendation systems are based on the similarity of user criteria
as presented in Fig. 2. In the first stage, the criteria are conducted from a
user-based ranking matrix using the User splitting technique. Then, based on
the criteria attributes, we build the criteria similarity matrix between users;
Finally, the user-criteria similarity-based recommendation model is built based
on the integration matrix between the User-Based Rating Matrix and the
user-criteria similarity matrix. Based on input which includes Rating from
users/items;criteria;users/items for recommendations: uα. To provide N prod-
ucts recommended for uα, the algorithm based on the similarity between criteria
according to the user (in the case of items we present in brackets) is exhibited
as follows:

– Step 1: Build user-based similarity matrix- SUR (items-based similarity
matrix SIR in the case we based on items):

• Handle cutting users (items);
• Build users-based similarity matrix (items-based similarity matrix);

– Step 2: Build a similarity matrix of criteria according to users: SUC (similarity
matrix of criteria according to items: SIC):

• Similarity of criteria between 2 users (2 items);
• Building similarity matrix based on user criteria (item criteria);

– Step 3: Build the integrated similarity matrix: SUI = SUR+SUC (if we use
“item”, it will be SII = SIR+SIC);
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– Step 4: Build User-Based Collaborative Filtering based on the average inte-
grated similarity matrix of the Criteria: UBCFC (in the case with items, i.e.,
Item-Based Collaborative Filtering based on the average integrated similarity
matrix of the Criteria (IBCFC));

– Step 5: Define a list of similar products for user uα;
– Step 6: Present the user uaN with the item with the highest similarity value;

3.4 The Recommendation Approach Integrated with OWA, WOWA

The study evaluates the rating of the criteria of the user or the product, which is
the specific criterion when the user selects the product or the specific condition
when the product is selected by the user integrating Ordered Weighted Average
(OWA) [21,22], and Weighted OWA (WOWA) [23] into the process proposed
to estimate user preferences, predicting into a “multi-dimensional” rating as
exhibited in Fig. 3.

Fig. 3. Recommendation system integrated with OWA.

4 Experiments

4.1 Data Description

We evaluated the proposed method on DePaulMovie dataset. DePaulMovie1 was
updated in 2018 by the Pepoul Center for Data Science, including a survey of
1 https://github.com/JDonini/depaulmovie-recommender-system.

https://github.com/JDonini/depaulmovie-recommender-system
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students ranking movies by different time, place, and companions. The dataset
consists of 5043 ratings from 97 students of 319 movies based on three context
attributes Time, Location, and Companion (each context is a criterion). The
rank attribute has a positive integer value ranging from 1 (very unsatisfied) to
5 (very satisfied), in which the value 1 appears in 829 reviews while the value of
2 is in 625 reviews, etc.

4.2 Contextual Data Processing on DePaulMovie Dataset

From students’ ratings on movies, we construct a real numeric rating data matrix
for the DePaulMovie dataset with a structure of 97 rows (corresponding to 97
users) and 319 columns (corresponding to 319 movies/items) with 5043 rating
values. The criteria attributes are used to cut users according to each specific
criteria when the user chooses to watch movies to build a similarity matrix of
criteria according to users.

There are three considered contexts Time, Location, and Companion (each
context is considered as a criterion). Each criterion contributes to a user matrix
with 97 rows and 319 columns so that the data has three matrices of the user.
In addition, the criteria attribute crop products according to specific criteria
when the user selects the movies to watch to build a product-specific criterion
similarity matrix.

4.3 Evaluation of Multiple-Criteria-Based Approach

The dataset was divided into 5-fold-cross-validation to evaluate the effectiveness
of the recommendation system. The method with a Multiple-criteria ranking was
conducted from the traditional collaborative filtering model. For example, if the
data is divided by 80% for the training set, and the test set occupies 20%, the
results of the training data set can contain 3723 evaluations from 71 users (71
rows × 319 columns). The test set includes 26 users (26 rows × 319 columns) with
1320 reviews. The experiments are done with the support from some libraries in
R, such as Recommenderlab [24,25], agop [26], and the performance is measured
by Mean Square Error (RMSE), Mean Square Error (MSE), Mean Absolute
Error (MAE) on the test set.

Table 1. Comparison between UBCFC and UBCF in various metrics.

Method RMSE MSE MAE

UBCFC 1.409295 1.986112 1.114970

UBCF 1.410167 1.988571 1.114970

Table 1 presents the results and compares UBCFC and the traditional User-
Based Collaborative Filtering (UBCF) method in RMSE, MSE, and MAE on
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the test set. This result shows that the approach that integrated the user-criteria
similarity matrix for providing recommendations, UBCFC, has lower error rates
than UBCF.

Table 2. Comparison between IBCFC and IBCF in various metrics.

Mô h̀ınh RMSE MSE MAE

IBCFC 1.592475 2.535977 1.220261

IBCF 1.598317 2.543797 1.230216

The recommendation model is based on the similarity of user-selected prod-
uct criteria (IBCFC) and the traditional Product-Based Collaborative Filter-
ing Recommendation Model (IBCF). From the experimental results, measure
error parameters: Square root of mean square error (RMSE), mean square error
(MSE), mean absolute error (MAE) in Table 2. This result shows that the model
that integrates the user-selected product criteria similarity matrix (IBCFC) has
lower error parameters than the traditional Product-Based Collaborative Filter
Recommendation Model (IBCF).

Table 3. Comparison between IBCF OWA and IBCF in RMSE, MSE and MAE.

Methods RMSE MSE MAE

IBCF OWA 1.431843 2.050174 1.179211

IBCF 1.598317 2.543797 1.230216

The OWA Integrated Recommendation method (IBCF OWA) and the tradi-
tional Item-Based Collaborative Filtering Recommendation Model (IBCF) with
results in Square root of mean square error (RMSE), mean square error (MSE),
mean absolute error (MAE) are revealed in Table 3. In addition, they show
that the OWA integration model (IBCF OWA) has lower error parameters than
the traditional Product-Based Collaborative Filtering Recommendation Model
(IBCF) running on the same DePaulMovie dataset.

To evaluate the effectiveness of the methods, we compare the proposed
method with the traditional collaborative filtering model UBCF and IBCF in the
ROC metric based on the Precision/Recall ratio on the DePaulMovie dataset.

The recommendation strategy is based on the similarity of user criteria for
products (UBCFC) and the traditional User-Based Collaborative Filtering Rec-
ommendation Model (UBCF). The results of comparing the model’s accuracy
are shown in (Fig. 4) with the number of films introduced to users of the models
increasing gradually from 1 to 10. The results show that the Precision/Recall
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Fig. 4. The comparison results on DePaulMovie dataset between UBCFC and UBCF.

Fig. 5. The comparison results on DePaulMovie dataset between IBCFC and IBCF.

ratio of the models increased gradually from 1 to 10. the UBCFC model is rel-
atively higher than the Precision/Recall ratio of the two UBCF models. There-
fore, the recommendation approach based on the similarity of user criteria for
products (UBCFC) can improve the accuracy of the recommender system.

The proposed method compares user-selected product criteria (IBCFC) and
the traditional Product-Based Collaborative Filtering Recommendation Model
(IBCF). The results are presented in Fig. 5 with the number of films introduced
to users of the models that increase gradually from 1 to 10. The results show
that the Precision/Recall ratio of the models is increased. Furthermore, the
IBCFC model is relatively higher than the Precision/Recall ratio of the two IBCF
models. As observed, the recommendation methods based on the similarity of
selected product criteria (IBCFC) can improve the accuracy of the recommender
system.
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Fig. 6. The comparison results on DePaulMovie dataset between IBCF and
IBCF OWA.

The OWA integrated Item-Based Collaborative Filtering Recommendation
Model (IBCF OWA) and the traditional Item-Based Collaborative Filtering Rec-
ommendation Model (IBCF) are compared in Fig. 6. Comparing the accuracy
of the model reveals that the number of films introduced to users of the models
increased gradually from 1 to 10. The results show that the Precision/Recall
ratio of the models is increased. The OWA model (IBCF OWA) is relatively
higher than the Precision/Recall ratio of the two IBCF models. It shows that
the OWA integrated Item-Based Collaborative Filtering Recommendation Model
can improve the accuracy of the recommender system.

5 Conclusion

Experimental results are evaluated on film reviews of the DePaulMovie dataset
with a recommendation system’s desired results. The study proposes a method
to improve the accuracy of the collaborative filtering recommender model by con-
sidering the similar relationship between users or products based on the criteria
in building the model. Collaborative filtering consulting. The recommendations
are calculated based on the integration of similarity values, i.e., similarity based
on user’s criteria for products and similarity based on product criteria selected
by users. The Selected and matched items/users are based on OWA integration.
Experimentation on the DePaulMovie dataset shows that the proposed model
has higher accuracy than the traditional collaborative filtering recommender
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model. From these experimental results, it can be confirmed that the recom-
mendation model based on Multiple-criteria ratings is applicable in practice.
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Abstract. In this paper, we present a survey of hybrid interconnects
for multicore architecture proposed in the literature. Before making a
survey, we introduce an overview of on-chip hybrid interconnects and
the taxonomies to classify them. We also present different architectures
of standard interconnects that are frequently used for multi/many-core
system in both the academia and industry. Finally, we conduct a sur-
vey of hybrid interconnects where we categorize them into two different
groups. The first one includes hybrid interconnects that create the inter-
connects by using different Network-on-Chip topologies. We named this
group as topology-mixture hybrid interconnect. The second group, named
architecture-mixture hybrid interconnects, combines different architec-
tures, such as bus and NoC, to form hybrid interconnects.

Keywords: Multicore systems · Hybrid interconnect · FPGA · ASIC

1 Introduction

In the past years, it has become clear that the continued scaling in transistor
dimensions can no longer significantly increase processor performance. Factors
like the power wall, memory wall, and instruction-level parallelism (ILP) wall
have shifted the effort to increase performance towards parallel multicore pro-
cessing. On the other hand, with the rapid development of technology, more
and more transistors are integrated into a single chip. Today, it is possible to
integrate more than 30 billion transistors [10] into one system. However, the
more transistors are integrated into a system; the more challenges need to be
addressed, such as power consumption, thermal emission, and memory access
bottleneck. Therefore, homogeneous and heterogeneous multicore systems were
introduced to efficiently utilize such large numbers of transistors. Compared
to homogeneous multicore systems, heterogeneous multicore systems offer more
computation power and efficient energy consumption [24] because of the effi-
ciency of specialized cores for specific tasks.

Interconnect in a multicore system plays an important role because data is
exchanged between all components, typically between processing elements (PEs)
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and memory modules, using the interconnect. However, interconnect design is
one of the two open issues along with programming model in multicore sys-
tem design [32]. During the last decades, many on-chip interconnects, especially
hybrid interconnects, have been proposed, along with the rising number of PEs
in the systems. Figure 1 (adapted from [26]) summarizes the evolution of on-chip
interconnects.

Fig. 1. The evolution of the on-chip interconnects (re-draw from [26])

In this paper, we conduct a survey of hybrid interconnects where we catego-
rize them into two different groups. The first one includes hybrid interconnects
that create the interconnects by using different Network-on-Chip topologies. We
named this group as topology-mixture hybrid interconnect. The second group,
named architecture-mixture hybrid interconnects, combines different architec-
tures, such as bus and NoC, to form hybrid interconnects.

2 On-Chip Interconnect: An Overview

In modern computing systems, especially for big data processing multi/many-
core systems, PEs cannot function independently. Therefore, these systems
require communication networks, so-called the interconnection network, to trans-
fer data from PE to PE or memory. System performance is substantially
improved when deploying a suitable interconnection network because data com-
munication overhead may take up to 50% processing time of entire applications.
Performance, scalability, and cost are fundamental factors in choosing the right
interconnection network [8].

As a sub-category of a more comprehensive - data communication network, an
on-chip interconnect creates a connection and delivers required data for systems
nodes1 in a system-on-chip (SoC). Many approaches can be used to categorize
interconnects into groups. In this paper, we presented five taxonomies for the
classifying purpose.
1 A node is any part that joins the network like a PE or a buffer.
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2.1 Technique-Based Classification

We can classified on-chip interconnects two groups: shared memory and message
passing [30] according the techniques used for transferring data from node to
node.

– Shared memory : in this technique, a buffer/cache is responsible for exchang-
ing data of PEs. When communicating, PE stores shared data into the
buffer/cache in a joint address space so other PEs can load data for fur-
ther processing. Bus-based communication, cache sharing, and crossbar are
famous examples of this technique.

– Message passing : in this technique, explicit messages are responsible for con-
ducting data communication among nodes. The source PE encapsulates data
into packets according to the interconnect protocols before forwarding them
to the destination via a the on-chip interconnect. Network-on-Chips (NoCs)
are delegates of this type.

2.2 Topology-Based Classification

Duato et al. categorize interconnects into four groups including shared medium
networks, direct networks, indirect networks and hybrid networks. The categories
are based on the way PEs connected together [8].

– Shared medium networks: all computing nodes are connected to the same
physical component for transferring data. Any communication between any
pair of nodes will be conducted through the component. This group is similar
to the Shared memory classification above.

– Direct networks: NoCs illustrate this group where a node is connected
to a subset of other nodes in the system through P2P links. Network
routers/adapters are attached to every node to encode data according to
the NoCs protocol.

– Indirect networks: a crossbar is a good instance of this type of network in
which one or more switches attach communicating nodes together.

– Hybrid network : this type of connection merges more than one type of network
to alleviate this type’s drawbacks by exploring others’ benefits.

2.3 Link-Based Classification

Gama et al. classify interconnect into static and dynamic networks according to
the characteristic of links that connect nodes [13].

– Static networks: links attaching nodes are fixed for data transferring. A link
is dedicated to any pair of nodes. NoCs or buffer/cache sharing are delegates
for this type.

– Dynamic networks: in contrast with the static one, a dynamic network
includes switches and links that are reserved for data communication between
two nodes for a while before being updated for the others. Buses and crossbars
are instances of this type.
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2.4 Routing Technique-Based Classification

El-Rewini et al. use the routing techniques for transferring messages from a
source to a destination to classify interconnect into two classes: circuit switching
and packet switching [9].

– Circuit switching networks: this type creates a physical path from a source
node to a destination before transmitting data through the network. The pub-
lished route exists for an entire communication interval. During this period,
no other nodes contend to use the path. Buses, crossbars, and cache/buffer
sharing are examples of this type.

– Packet switching networks : The networks encapsulate transferred data into
fixed-length network packets. These packets are transmitted independently
from a source to a destination through various paths. Some well-known exam-
ples of this switching technique are wormhole or virtual cut-through routing.

2.5 Architecture-Based Classification

On interconnects can be categorized according to the hardware architec-
tures [11,23]. Below, we discuss shared cache/buffer (or shared memory), buses,
crossbars, and network-on-chips because they are primary used in multi/many-
core systems.

– Shared cache/buffer : in this architecture, as the name mentioned, nodes
transfer communication data through a shared cache/buffer as illustrated in
Fig. 2(a). Data movement between PEs is conducted with load/store behav-
iors through memory interfaces.

– Bus: The bus is one of the simplest and widely used in both sing core
and multi/many-core systems. A bus attaches all system nodes as shown in
Fig. 2(b). A bus-protocol [29] with request and granted behaviors is respon-
sible for exchanging data between nodes.

– Crossbar : A generic crossbar includes n inputs and m outputs that can create
an arbitrary connection between any pair of input and output. Figure 2(c)
illustrates a 2×2 crossbar. Crossbars are frequently used to make connection
of n computing and m storage (memory) nodes.

– NoC : network-on-chip is a generic architecture that is mainly used for trans-
ferring in multi/many-core systems. A NoC contains a set of routers connected
by dedicated links. Router connections define different network topologies
according to the connection patterns. Ring, 2D-mesh, torus or tree are pri-
mary network topologies explored in computing systems. Figure 2(d) shows a
3 × 3 2D-mesh NoC.

Table 1 summarizes and shows relations of categories and hardware architec-
ture of interconnects. Figure 3 presents pros and cons of four primary intercon-
nect architectures mainly used in computing systems. Five parameters including
latency, area-efficiency, scalability, system-performance, and power-efficiency are
discussed in this comparison. Due to sequentially transferring data [33], buses
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Fig. 2. (a) Shared cache/buffer; (b) Bus; (c) Crossbar; (d) Network-on-Chip

Table 1. Summary and relation of different interconnects

Classification Shared cache/buffer Bus Crossbar NoC

Technique SM SM SM MP

Topology SMed SMed Indirect Direct

Link Dynamic Dynamic Dynamic Static

Routing CS CS CS PS

- SM: Shared memory
- MP: Message passing
- SMed: Shared medium
- CS: Circuit switching
- PS: Packet switching

cannot offer high performance and suffer from low scalability. However, because
of simplicity, buses are very efficient in terms of power consumption and hard-
ware area. Since the connection is established for a source and a destination, the
latency for data transferring is relatively low. Although shared cache/buffer pro-
vides an area-efficient, low hardware complex, and power-efficient architecture,
it suffers from the worst scalability due to port limitations. However, compared
to buses, shared cache/buffer does not introduce any data communication delay
because there is no communication competition. Hence, systems with shared
cache/buffer can achieve good performance. A crossbar can offer better system
performance with low communication latency than a bus because multiple con-
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Fig. 3. Advantages and disadvantages of different interconnect architectures

nections between inputs and outputs can be established simultaneously [17].
However, when adding more ports, the resource usage for crossbars expands
dramatically. Due to the rapid increase in hardware resource usage, a crossbar
has high hardware complexity and power consumption. Finally, although offer-
ing absolute advantages such as high system performance and scalability, NoCs
consume much power, require a vast amount of resources, and introduce high
latency [16]. Therefore, hybrid interconnects taking all advantages of various
architectures is a promising approach for multi/many-core systems that require
high performance for time-consuming applications.

3 Survey of Hybrid Interconnects

As mentioned above, hybrid interconnect is a promising approach for improving
system performance in multi/many-core platforms. In this section, we survey
hybrid interconnect designs in the literature. We presented five approaches to
categorize standalone on-chip connection networks into groups. Each group pro-
vides various advantages but also suffers from many drawbacks. For instance,
direct networks are more straightforward than indirect ones in implementation
cost. However, the former provides lower system performance and scalability
than the latter. Besides, although circuit switching techniques offer higher band-
width communication channels, packet switching ones will not block any mes-
sages because no routers or links are reserved for any physical paths. However,
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the encoding and decoding processes of the packet switching techniques intro-
duce overhead that may reduce system performance unawareness. Therefore,
hybrid interconnects are getting accepted and proposed more and more in the
last decades for exploiting the successes of various interconnect architectures and
techniques.

From our perspective, hybrid interconnects can be designed with two dif-
ferent mixtures, including multiple NoC topologies and architectures. The first
approach combines NoCs topologies like the 2D-mesh with the ring to create a
hybrid mesh-ring interconnect. We call this approach as Topology-mixture hybrid
interconnect. Meanwhile, the second approach exploits the advantages of various
interconnect architectures. A new hybrid interconnect is designed by combin-
ing different architecture like a bus and an NoC. We call this hybrid type as
Architecture-mixture hybrid interconnect. The following sections summarize the
hybrid interconnects of each type.

3.1 Topology-Mixture

Network-on-chip topology [18] defines a structure that connects routers through
physical links so that data can be transferred from a source to a destination.
Some mainly used standard topologies are 2D-mesh, ring, hypercube, tree, and
star, as illustrated in Fig. 4. Although each standard topology offers particu-
lar advantages, each has drawbacks that the others can improve. For instance,
communication latency scalability and traffic concentration at center nodes are
the two main obstacles of the 2D-mesh [5]. Meanwhile, ring topology cannot
guarantee consistent latency for all nodes [30]. Therefore, mixture-topology
or application-specific topology interconnects can help solve the drawbacks to
improve advantages further. The following sections present mixture-topology
interconnects in the literature.

CMesh (concentrated mesh) proposed by Balfour et al. in [2] connects every
four nodes by a star topology. A 2D-mesh network links these 4-node groups
at the higher level. The most significant advantage of CMesh compared to the
original mesh is less average hop count. Kim et al. [21] extended the CMesh
network and presented the Flattened Butterfly one where dedicated physical
channels link 4-node groups in a row or a column. Hence, the dedicated P2P
channels reduce the average hop counts to two. The simulated results show that
CMesh improved area efficiency by 24% and reduced energy consumption by
48%. Meanwhile, the Flattened Butterfly used fewer hardware resources than
2D-mesh and CMesh 4× and 2.5×, respectively.

Murali et al. [28] introduced a design method to automatically synthesize a
custom-tailored, application-specific NoC. The automated designed NoCs satisfy
the targeted application domain’s design objectives and constraints. The design
framework considers two major minimizations: network power consumption and
hops count. Hence, the framework executes the following step with task graphs
as inputs to achieve the goals: (1) considering multiple topologies with variant
switches number; (2) conducting the topologies floor-planning automatically; (3)
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Fig. 4. Examples of NoC topologies: (a) 2D-mesh; (b) ring; (c) hypercube; (d) tree;
and (e) star.

selecting the most optimized topologies with all the design objectives and con-
straints satisfied. An ARM-based embedded platform was used for evaluating the
framework. The experimental results show that synthesized topologies automat-
ically improved system performance by 1.73× with 2.78× power consumption
reduced on average compared to the standard topologies.

Balkan et al. proposed the Mesh-of-Tree (MoT) [3] interconnection network
that connects PEs and memory through two tree-based networks. In contrast to
other architectures, the communicating nodes link with the root nodes instead
of being connected to the leaf nodes. In this approach, a fan-out tree manages
PEs while another fan-in tree handles memory modules. The fan-in and fan-
out tree leaf nodes attach through 1-to-1 connecting channels. Two primary
characteristics of the MoT network are a unique path between a pair of a source
and a destination and not interfering in transferring packets from sources to
destinations. The proposed architecture network is simulated for validation. The
experimental results show that MoT improved network throughput by 76% and
28% compared to the butterfly and hypercube topologies, respectively.

Extending the MoT network, Balkan et al. presented the hybrid MoT-BF net-
work architecture [4]. The extended version of MoT, MoT-BF, merges the MoT
topology with the area-efficient butterfly network (BF). The ultimate target of
this extension is to achieve low hardware resource usage for the MoT network
implementation. Consequently, 2 × 2 butterfly networks replace the fan-in and
fan-out trees’ leaf nodes and some intermediate nodes. Furthermore, parameter
h, the level of the MoT-h-BF network, was introduced as the number of inter-
mediate nodes was replaced. Based on the simulated results, a 64 node MoT-BF
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save area overhead by 34% with only 0.5% throughput penalty compared to the
original MoT network.

Stensgaard et al. introduced the ReNoC [34] architecture to allow recon-
figuring of NoC topologies with different applications’ task graphs. ReNoC’s
nodes comprise traditional NoC routers in the proposed architecture, but topol-
ogy switches wrap them. These switches can create links between NoC’s routers
and links or links together to bypass unneeded routers. This ability of switches
allows various topologies to be defined according to applications’ task graphs.
The ultimate results could be a combination of 2D-meshes, P2P links, rings, or
stars topologies. The implementation of ReNoC with the 90nm ASIC technology
shows that ReNoC requires only 25% hardware resource compared to a static
2D-mesh with a 56% reduction in energy consumption.

G-Star/L-Hybrid proposed by Kim et al. [22] mixes a star topology global
network and a star-mesh local network. The proposed network aims to degrade
packet-drop rates. After trying different topologies combinations with various
application domains, the authors decided that the star and mesh topologies
combination is the most optimized approach regarding packet-drop rate. Exper-
imental results show that the proposed architecture saves 45.5% packet-drop
rate compared to others. In addition, the architecture also offers better power
and area efficiency.

Modarressi presented the VIP hybrid interconnect architecture [27] that
exploits the NoCs’ scalability and P2P links’ superior communication perfor-
mance. The framework to define VIP’s topology follows the below steps with
applications’ task graphs as a parameter: 1) physically assigning applications’
tasks to a 2D-mesh NoC’s routers; 2) building numerous P2P links for appli-
cations’ tasks; 3) routing data packets through P2P links to save the 2D-mesh
NoC’s energy consumption and latency. The proposed VIP architecture is eval-
uated by simulation that introduces 20% NoC power consumption on average
saved.

Bourduas et al. [5] presented various hierarchical topologies with ring net-
works. These hierarchies’ ultimate goal is to lessen global traffic’s hop counts and
latencies. Therefore, the approach divides generic 2D meshes into several smallest
2×2 meshes, called sub-meshes. A ring connects every four sub-meshes to create
a local mesh. Accordingly, these local meshes are then linked through another
ring. A newly designed ring-mesh bridge element transfers packets between mesh
and ring nodes. Besides, this approach also designed two new ring architectures.
The first one aims for simplicity and low implementation cost. In contrast, the
second one exploits the wormhole and virtual channel techniques to guarantee
flexibility and performance. The simulated results prove the proposal’s goals
when outperforming a 2D-mesh if the number of nodes is less than forty-four.

Wang et al. introduced DMesh [38] consisting of E-subnet and W-subnet net-
works. Each subnet’s router includes diagonal links to neighbor ones. These sub-
net networks transfer data packets separately eastward (E-subnet) and westward
(W-subnet). When a source node starts forwarding data, packets are delivered
through either E-router or W-router according to the destination’s direction. The
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authors also introduce a new routing technique for the proposal. SystemC-based
simulation results show that DMesh is better than other 8 × 8 networks.

An extension of CMesh was proposed by Camacho et al. called PC-Mesh [6].
In PC-Mesh, extra 2D-meshes link batches of four consecutive nodes that the
original CMesh network does not attach. With extra links, PC-Mesh offers higher
fault tolerance and decreases latency in hops count. Furthermore, the authors
propose a new routing algorithm to utilize the extra 2D-mesh networks because
of multiple connections from a node to switches. The simulated results indicate
that PC-Mesh can improve performance 2× and save 50% energy consumption
compared to CMesh.

Yin et al. proposed a hybrid-switch NoC [39] that integrates P2P links with
a standard 2D-mesh network. The architecture uses explicit configuration mes-
sages to define these P2P channels for often disseminating nodes. In other words,
the architecture uses both packet and circuit switching techniques. Packets in the
former technique are buffered, routed, and delivered at routers, while the latter
uses dedicated channels for transferring data without communication overhead.
Experimental results with simulation reveal that the architecture achieves 12%
better system performance and saves 24% energy consumption compared NoCs
without dedicated links.

Swaminathan et al. [35] introduced a hybrid NoC topology that merges 2D-
mesh, torus, and folded. The mesh links attach two neighboring routers. Mean-
while, the folded-like channels connect odd routers or even routers in a row or a
column. Finally, the torus-like links unite two border routers in a row/column.
Because of extra channels, the authors designed a new routing algorithm for
the proposed topology. Under the support of various topologies, the architecture
decreases the average hop count compared to a single topology and enhances
communication throughput. The experimental results with simulation indicate
that the hybrid NoC improves 24% system performance compared to 2D-mesh
networks.

Kang et al. [20] introduced an extension of MoT called 3-D MoT that allows
topology to be reconfigurable. As a result, packets from nodes to nodes can travel
through traditional or user-demand routes with the support of reconfigurable
switches modified from the original ones. Experimental results state that 3-D
MoT saves 13.34% execution time compared to conventional networks. Besides,
the power consumption is also lower than the baseline networks. However, one
of the biggest obstacles to this proposal is the lack of a formal approach for
application designers.

Table 2 concludes all the aforementioned mixture topologies interconnects.
We also summarize the targets of each approach in the last column of the table.
According to the goals, most proposals focus on performance (latency or through-
put) because it is the most important factor in multi/many-core systems.
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Table 2. Topology mixture hybrid interconnects

Research Mixture topology Input dataa Goals

[2,21] Mesh/Star Staticb Area, Power

[28] Variousc User constraints Performance, Power

[3] Mesh/Tree Static Throughput

[4] Mesh/Tree/ Butterfly Static Throughput

[34] Various Task graph Area, Energy

[22] Mesh/Star Static Packet drop, Area, Power

[27] Mesh/P2Pd Task graph Power

[5] Mesh/Ring Static Latency

[38] Mesh/Mesh Static Performance

[6] Several Meshes Static Performance, Energy

[39] Mesh/P2P Communication rate Performance, Energy

[35] Folded/Mesh/ Torus Static Performance

[20] Mesh/Tree N/A Performance

aParameters determine the topology.
bStatic: fixed design without any parameters taken into account.
cVarious multiple topologies used.
dPoint-to-point.

3.2 Architecture-Mixture

Although many computing systems use shared caches/buffers, buses, cross-
bars, and NoCs as the primary communication infrastructure, these intercon-
nect architectures still have some drawbacks, as presented in Sect. 2.5. Hence,
many researchers have proposed hybrid interconnects exploiting multiple inter-
connect architectures to alleviate drawbacks of this type with the advantages of
the others. In this section, we survey architecture-mixture hybrid interconnects
published in recent years.

Richardson introduced dTDMA/NoC [31] hybrid interconnect, including
buses and an NoC. The system uses a bus to link more frequent communication
nodes to create an affinity group. Meanwhile, nodes outside these affinity sec-
tions transfer data through the NoC. The basic ideas upon which dTDMA/NoC
is proposed are two following heuristics: 1) Buses supply higher transferring
performance than NoCs within less than nine node groups; 2) When data rate
increases, the performance of NoCs downgrades is extensively faster than buses.
Hence, buses link nodes into affinity groups according to the frequency of nodes’
communication. Each group of nodes connects with an NoC’s router through a
particular component called a bridge. Meanwhile, nodes outside all groups are
also attached to routers for transferring data. Experimental simulation results
show that the proposed hybrid interconnect improves the systems’ performance
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and energy efficiency. In the worst case, the proposal reduces 15.2% of latency
and 8% of power consumption compared to traditional meshes.

Grot et al. introduced MECS [15] (Multidrop Express Channels) that exploits
a CMesh NoC, presented in the mixture-topology group and bus-like one-to-
many (1-to-m) channels. Although the architecture of the 1-to-m channel is
likely a bus, only a primary node can broadcast data to secondary nodes linked
through the channel. With the support of 1-to-m channels, the interconnect can
handle multicast and broadcast with slightly additional overhead. The authors
conducted simulations with many workloads and compared them with CMesh
and Flatten Butterfly [21]. Experimental results show that MECS with 64 nodes
saves 9% latency compared to the other interconnects.

Manevich et al. presented BENoC (Bus-enhanced NoC) [25] to combine an
NoC with a technological bus. The bus with low and predictable latency transfers
control signals in the system-wide distribution and issues broadcast and multi-
cast. Hence, buses can help avoid the complexity and overhead of these behaviors
for short messages with the NoC. Experimental results with simulations show
that the BENoC obtains speedup by 3× compared to traditional NoCs.

Das et al. [7] used buses and a NoC to define hierarchical hybrid intercon-
nects. A bus links every eight nodes to form a local network. In addition, these
buses connect to 2D-mesh NoC’s routers through adapters to define the entire
network. Data transmission in the hybrid network can be performed entirely
through the bus or become global transfers through NoC’s routers to the des-
tination. Simulation results show that the proposed interconnect is 14% better
than traditional meshes in performance.

Avakian et al. presented a reconfigurable hybrid interconnect called RAMS [1]
consisting of bus-based subsystems linked to mesh NoC’s routers. Based on the
heuristic that buses better support a small number of communication nodes (vary
from 1 to 8), RAMS exploits scalable bus-based multi/many-core subsystems
connected with each NoC’s router. Compared to 2D-mesh NoC, the experimental
results show that RAMS performs better than the original NoC.

Tsai et al. in [37] introduced a combination of buses and NoC for a hybrid
interconnect. Instead of connecting only buses like RAMS, NoC’s routers in this
proposal attach both bus-based subsystems and computing cores. Using data
communication graphs of applications, the framework in this work classifies more
frequent communication cores into affinity groups. Meanwhile, ungrouped cores
function as independent computing nodes. Due to the high communication rate,
a bus links computing nodes in an affinity group to define a subsystem. Finally,
these subsystems attach to routers through network interfaces. Experimental
simulation results show that the proposed architecture saves latency by 17.6.

Zarkesh-Ha et al. proposed a similar mixture of buses and 2D-mesh called
HNoC [40]. Local buses transfer data for nearest-neighbor communication while
the global 2D-mesh NoC is responsible for further communication. In other
words, along with the 2D-mesh NoC, nodes of two adjacent routers are linked
through a local bus to conduct nearest-neighbor communication. Consequently,
global traffic through the NoC is reduced at a higher throughput and lower
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energy consumption. Simulation results indicate that 4.5× throughput improve-
ment and 58% energy consumption reduction were obtained compared to only
2D-mesh.

Giefers et al. [12] presented a hybrid interconnect with three different archi-
tectures, including a reconfigurable mesh transformable to buses, a traditional
NoC, and a barrier network. The mesh contains reconfigurable switches linked to
computing nodes that can configure the switch dynamically to form buses. Along
with switches, nodes also attach to NoC’s routers for further communication.
Finally, the barrier network is responsible for controlling the synchronization of
nodes. Experimental results with an FPGA-based multi/many-cores platform
show that the combination of three architectures offers the highest performance
compared to any single one.

MORPHEUS [14] is a well-known heterogeneous hardware accelerator with
multiple interconnect architectures. Buses transfer control and synchronization
signals while a high-throughput NoC handle data communication among com-
puting nodes and external memory like Flash or DDRAM.

Jin et al. introduced the duo [19] hybrid interconnect with a conventional
2D-mesh NoC linked with a reconfigurable multidrop channels bus (similar to
MECS [15]). Thanks to the reconfiguration, each row or column requires a single
channel rather than 2(n − 1) like MECS. A framework trace communication
patterns of applications to classify them. The framework then defines channels
for application domains according to the traced patterns. The simulation results
indicate that 15% of latency and 27% of energy consumption were obtained
compared to 2D-mesh.

Zhao et al. in [41] presented a bus-NoC hybrid interconnect with buses linked
to an NoC. Each NoC’s router includes an interface for sharing physical channels
between the NoC and buses. The interface is programmable, so NoC’s routers
can be bypassed to form a bus. When buses are defined from links, NoC’s routers
store data packets inside them to wait to finish bus transactions. The evaluation
results prove that 12% of system performance and 37% of energy efficiency were
obtained.

Todorov et al. in [36] designed a deterministic synthesis framework to define
application-specific interconnects with buses and an NoC. The application use-
cases with the bandwidth, latency, and packet size are parameters of the syn-
thesis tool to divide computing nodes into clusters. Low communication clusters
link to shared buses while high communication ones attach to NoC’s router.
The author also proposed a deadlock-free routing algorithm to handle the data
flow of the interconnect. Experimental results demonstrate that the interconnect
achieves similar latency with traditional NoC with 22.6% of hardware resource
reduction compared to a conventional NoC.

Table 3 concludes all the aforementioned architecture-mixture interconnects.
We also summarize the goals of each proposal in the last column of the table.
According to the goals, most approaches target performance like the mixture
topologies interconnects above.



72 C. Pham-Quoc

Table 3. Architecture mixture hybrid interconnect

Research Mixture topology Input dataa Goals

[31] Bus/NoC Communication rate Latency, Power

[15] Bus-like/NoC Static Latency

[25] Bus/NoC Staticb Performance

[7] Bus/NoC Static Performance

[1] Bus/NoC Memory access rate Performance

[37] Bus/NoC Communication bandwidth Latency

[40] Bus/NoC Static Throughput, Energy

[12] Bus/NoC/ Barrier Static Performance

[14] Bus/NoC Static Throughput

[19] Bus-like/NoC Communication rate Latency, Energy

[41] Bus/NoC Static Performance, Energy

[36] Bus/NoC routers Bandwidth and Latency Area

aParameters determine the topology.
bStatic: fixed design without any parameters taken into account.

4 Conclusion

In this paper, we summarizes on-chip hybrid interconnect architectures for
the literature. We classify these hybrid interconnects into two different cat-
egories. The first one includes hybrid interconnects that create the intercon-
nects by using different Network-on-Chip topologies. We named this group as
topology-mixture hybrid interconnect. The second group, named architecture-
mixture hybrid interconnects, combines different architectures, such as bus and
NoC, to form hybrid interconnects. Each of proposals in each class provide dif-
ferent approach with various goals. Researchers can choose the most appropriate
one for their multi/many-core systems.
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In: Beck, A., Lang Lisbôa, C., Carro, L. (eds.) Adaptable Embedded Systems, pp.
243–277. Springer, Heidelberg (2013). https://doi.org/10.1007/978-1-4614-1746-
0 8

33. Sanchez, D., et al.: An analysis of on-chip interconnection networks for large-scale
chip multiprocessors. ACM Trans. Archit. Code Optim. 7(1), 4:1–4:28 (2010)

34. Stensgaard, M., Sparso, J.: ReNoC: a network-on-chip architecture with reconfig-
urable topology. In: Second ACM/IEEE International Symposium on Networks-
on-Chip, 2008, NoCS 2008, pp. 55–64 (2008). https://doi.org/10.1109/NOCS.2008.
4492725

35. Swaminathan, K., Gopi, S., Rajkumar, Lakshminarayanan, G., Ko, S.B.: A novel
hybrid topology for network on chip. In: 2014 IEEE 27th Canadian Conference on
Electrical and Computer Engineering (CCECE), pp. 1–6 (2014). https://doi.org/
10.1109/CCECE.2014.6901083

https://doi.org/10.1093/ietfec/e91-a.11.3297
https://doi.org/10.1093/ietfec/e91-a.11.3297
https://doi.org/10.1007/1-4020-4826-2_3
https://doi.org/10.1109/NOCS.2009.5071465
https://doi.org/10.1109/NOCS.2009.5071465
https://doi.org/10.1007/978-1-4614-1746-0_5
https://doi.org/10.1007/978-1-4614-1746-0_5
https://doi.org/10.1109/TCAD.2010.2048402
https://doi.org/10.1145/1233501.1233573
http://doi.acm.org/10.1145/1233501.1233573
http://doi.acm.org/10.1145/1233501.1233573
https://doi.org/10.1016/B978-0-12-373892-9.00002-5
http://www.sciencedirect.com/science/article/pii/B9780123738929000025
http://www.sciencedirect.com/science/article/pii/B9780123738929000025
https://doi.org/10.1007/978-1-4419-6460-1_9
https://doi.org/10.1007/978-1-4419-6460-1_9
https://doi.org/10.1109/VLSID.2006.10
https://doi.org/10.1109/VLSID.2006.10
https://doi.org/10.1007/978-1-4614-1746-0_8
https://doi.org/10.1007/978-1-4614-1746-0_8
https://doi.org/10.1109/NOCS.2008.4492725
https://doi.org/10.1109/NOCS.2008.4492725
https://doi.org/10.1109/CCECE.2014.6901083
https://doi.org/10.1109/CCECE.2014.6901083


On-Chip Hybird Interconnect 75

36. Todorov, V., Mueller-Gritschneder, D., Reinig, H., Schlichtmann, U., et al.:
Deterministic synthesis of hybrid application-specific network-on-chip topologies.
Comput.-Aided Des. Integr. Circuits Syst. 33(10), 1503–1516 (2014). https://doi.
org/10.1109/TCAD.2014.2331556

37. Tsai, K.L., et al.: Design of low latency on-chip communication based on hybrid
NoC architecture. In: NEWCAS, pp. 257–260 (2010). https://doi.org/10.1109/
NEWCAS.2010.5603934

38. Wang, C., Hu, W.H., Lee, S.E., Bagherzadeh, N.: Area and power-efficient innova-
tive congestion-aware network-on-chip architecture. J. Syst. Archit. 57(1), 24–38
(2011). https://doi.org/10.1016/j.sysarc.2010.10.009. http://www.sciencedirect.
com/science/article/pii/S1383762110001359. Special Issue On-Chip Parallel And
Network-Based Systems

39. Yin, J., Zhou, P., Sapatnekar, S.S., Zhai, A.: Energy-efficient time-division multi-
plexed hybrid-switched NoC for heterogeneous multicore systems. In: Proceedings
of the 2014 IEEE 28th International Parallel and Distributed Processing Sympo-
sium, IPDPS 2014, Washington, DC, USA, pp. 293–303. IEEE Computer Society
(2014). https://doi.org/10.1109/IPDPS.2014.40

40. Zarkesh-Ha, P., et al.: Hybrid network on chip (HNoC): local buses with a global
mesh architecture. In: System Level Interconnect Prediction, pp. 9–14. ACM, New
York (2010)

41. Zhao, H., et al.: A hybrid NoC design for cache coherence optimization for chip
multiprocessors. In: DAC, pp. 834–842. ACM, New York (2012)

https://doi.org/10.1109/TCAD.2014.2331556
https://doi.org/10.1109/TCAD.2014.2331556
https://doi.org/10.1109/NEWCAS.2010.5603934
https://doi.org/10.1109/NEWCAS.2010.5603934
https://doi.org/10.1016/j.sysarc.2010.10.009
http://www.sciencedirect.com/science/article/pii/S1383762110001359
http://www.sciencedirect.com/science/article/pii/S1383762110001359
https://doi.org/10.1109/IPDPS.2014.40


Context-Aware Technologies



A Framework for Brain-Computer Interfaces
Closed-Loop Communication Systems

Mina Cu , Gabrielle Peko , Johnny Chan , and David Sundaram(B)

The University of Auckland, Auckland 1010, New Zealand
{mina.cu,d.sundaram}@auckland.ac.nz

Abstract. This paper is a review of the brain-computer interface technology
and its latest applications on human subjects. The brain-computer interface is an
emerging technology that utilizes neurophysiological signals produced through the
electrode interactions initiated inside the human brain to control external devices.
Research on connecting human brains via brain-computer interfaces has been
progressing with a lack of details on the technology used in closed-loop com-
munication, which often leads to rumours, scepticism, and misunderstanding. We
aim to alleviate these issues and to this end, we first analyze descriptions of brain-
computer interface technology. We then explain the operational mechanisms of
existing brain-computer interfaces and how they can perform direct brain-to-brain
communication between human subjects separated in different locations. Findings
from the literature motivate us to present a closed-loop communication framework
that enables the combination of brain-computer interfaces and telecommunication
channels such as vocal and text messages. Finally, we discuss the implications and
limitations underlying the theoretical findings. The contribution of this paper is to
provide a better understanding of emerging technology to support communication
and innovation.

Keywords: Brain-computer interface · Brain-to-brain interface · Closed-loop
communication · Cryptography

1 Brain-Computer Interfaces

Brain-computer interface (BCI) or brain-machine interface (BMI), is a novel technology
that uses neurophysiological signals produced through the electrode interactions initi-
ated inside the human brain to control external devices [5]. The awareness of reading the
human brain has been mentioned since the early 20th century as a theoretical concept
derived from the combination of Electroencephalography (EEG) andmathematical anal-
ysis methods [33]. The neurofeedback and operant conditions of neuroelectric activity
are the underpinning of the BCI. In most types of BCI, the biofeedback’s EEG signals,
or event-related potentials brain signals will be collected and analyzed due to our brain
giving the distinguished types of brainwaves for each subject received in biofeedback
[18].
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There has been a proliferation of BCI research in the last few decades. Nowadays,
both firms and scholars have put forward applications of BCI in various domains to
challenge innovation boundaries. Mashat et al. [27] point out that BCI has disruptively
changed the way of human interaction to open a new era where empowering human
interaction will be lifted to its peak by the BCI technology. Mashat et al.’s [27] argument
has several implications. Firstly, with the inauguration of BCI, the way people generally
communicate with each other could be significantly disrupted. Secondly, people who
have strokes, paralysis, or obstacles with communication ability now can have opportu-
nities to use their brainwaves to express their thoughts. Furthermore, the brain-to-brain
interface (BTBI) is a significant breakthrough of the BCI technology when an individ-
ual’s brainwaves are not only employed to control external devices but to control another
one’s brain. BCI and its applications thus can open a new era where technology ethics,
humanity, and governance need to be seriously reconsideration [1, 29, 42]. These issues
are also the challenges of BCI in practice. Communication systems using BCI have been
proposed ubiquitously, however, these systemsmostly appear in the form of experiments
or laboratory tests. Overcoming the barrier of the current legislative framework seems
not to be possible for BCI in the near future. Furthermore, as BCI is an advanced tech-
nology that has a great potential for both intelligence and commercialization once it
is approved to be implemented [23], firms/research teams that develop BCI often keep
descriptions of solutions in secret.

Inmost BCI for closed-loop communication studies, descriptions of experiments and
test results are well demonstrated. However, the description of BCI solutions is seldomly
seen. This setting raises doubts regarding the reliability of results produced by such
nascent technology. Due to thesematters, it is often claimed there is not enough scientific
evidence on the adverse impact BCI might have on human health in the long term
[10]. Considering the numerous obstacles, research on BCI is often attracts rumour and
distrust from both industry and academic audiences. Furthermore, studies such as those
by Laiwalla and Nurmikko [23], Aggarwal and Chugh [1], and Taschereau-Dumouchel
and Roy [44], mostly focus on typical aspects of BCI such as ethics, decoding, and its
future. Motivating us to focus our efforts on fulfilling an apparent gap.

With the aim of alleviating the misunderstanding and skepticism of closed-loop
communication using brainwaves, this paper is set out as a review of the BCI technology
with its latest updates and applications on human objects. To achieve this goal, we will
review technical descriptions of a series of relevant studies to illustrate the operational
mechanisms of BCI. Specifically, we investigate descriptions of the BCI technology to
explain the possibility of direct brain-to-brain communication between human subjects
separated in different locations. We then use obtained results to conceptualize a closed-
loop communication system that consists of BCI and telecommunication channels such
as vocal and text messages.

The rest of the paper proceeds as follows. The next section is a brief discussion
of how hypotheses were developed. Next, we will introduce the research methodology
in the third section. Theoretical findings will be represented in the fourth sections. We
then discuss the implications and limitations underlying theoretical findings in the fifth
section before providing the conclusion in the final section.
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2 Hypotheses

The aim of this paper is to alleviate the misunderstanding and skepticism of closed-loop
communication using brainwaves. We assume that audiences have no prior knowledge
of BCI technology. We will focus on the use of brainwaves to conduct closed-loop com-
munication between human subjects. Based on the current achievement of BCI studies
and the rapid development of communication technology, we propose two hypotheses:
(1) It is possible to conduct communication by the transmission of human brainwaves
through a global network between human subjects separated at a great distance; and (2) It
is possible to design and implement a telecommunication system that uses human brain-
waves to carry on closed-loop communication. From this perspective, we will collect,
analyze, evaluate, and represent the review of existing BCI systems used for closed-
loop communication to provide proof of concepts. Details of the review method will be
provided in the following section.

3 Multidisciplinary Literature Review

While seeking an appropriate review method, we realize that there is a lack of pub-
lications regarding BCI system designs due to several restraints such as commercial
intelligence, technological protection, and other restrictions. Furthermore, a dominant
part of published systems remains in the experiment phases. Because of these issues,
it was difficult for us to employ practical approaches such as design science research,
action research, field, or case study in investigating the use of the BCI systems. Brewer
and Hunter [8] suggest that using one or more approaches would enable the investigation
where a single research methodology might not be applicable to analyze the problems.
Thus, in this paper we utilize a multidisciplinary literature review method to profoundly
analyze the meaning and principle of BCI, brain-to-brain interface (BTBI) as the scien-
tific evidence for the feasibility of establishing a brainwaves telecommunication system.
We follow the approach to qualitative research outlined byMayring [28] in the literature
review to develop a search query and analysis framework.

Following the search results, we will carry out in-depth analyses and assessments of
the relevant studies on BCI. The article selection is based on the prestigious ranking of
published journals and the number of citations. The quality of selected articles thus can
be guaranteed. The technical details, operational mechanisms of BCI and closed-loop
communication, andhowsuch systems can carry on connections betweenhuman subjects
via brainwaves will be presented following theoretical findings to provide testing results
of the hypotheses.

4 Framework for Brain-Computer Interfaces Closed-Loop
Communication Systems

In this section, technical descriptions of BCI, their applications that constitute the break-
through in direct brain-to-brain communication andBCI and telecommunication systems
will be represented through the in-depth analysis of selected literature. Along with the
framework for BCI closed-loop communication systems.



82 M. Cu et al.

4.1 Brain-Computer Interfaces

Theoretical findings indicate that since the 1960s, scholars such as Dewan [14] had
identified that, by collecting Electroencephalography (EEG) signals (or simplified as
brain signals) recorded from human eye movements and decoding them to become
Morse codes, it is possible to conduct commands of turning on and off indoor equipment
such as light and television. Following Dewan’s [14] perspective, the concept of using
observable electrical brain signals to work as carriers of information in human-computer
communication has been extended in later research. Vidal [46, 47] implements coloured
and patterned visual stimulation to examine a new model of evoked responses in the
trichromatic absorbing structure by evaluating the sequential events of short duration
in bio-electric potentials and the relation between brain states. This eminent approach
subsequently raised the interest in the definitive term BCI throughout the field. Farewell
and Donchin [19] shifted the use of BCI to translate the EEG signals into interactive
movements in a VRML world. Wolpaw et al. (2000) defined BCI as a communicative
system that does not depend on the brain’s conventional output pathways of peripheral
nerves and muscles. The translational algorithm, which converts the user’s brainwaves
into output, is the key component of Wolpaw et al.’s BCI. In particular, the user encodes
the commands in the electrophysiological input transmitted to the BCI processor that
recognizes and translates these commands into the signals then expresses them in external
devices.Moreover, the study by Birbaumer [4] proves that multiple types of brain signals
have been successfully tested in BCI research. According to Lightbody et al. [25], a
BCI system can be constructed basically with five major elements including user, signal
acquisition, signal processing, user interface, and application. Based on findings outlined
by Lightbody et al. [25], we conceptualize major components of a BCI system in Fig. 1.

Fig. 1. The major components of a BCI system adapted from lightbody et al. [25]

Nonetheless, a BCI system’s components might be varied as it depends on the pur-
poses of the application. Research on BCI used for communication technology has been
carried out in recent years. Dewan [15] successfully uses brainwaves to operate a binary
digit communication system. InDewan’s system, the userwas trained to alter their brain’s
alpha-wave rhythms – changing the eye movement techniques. The predetermined EEG
control signal pattern then corresponded to a Morse code message. In particular, Dewan
[15] used a Grass model 7 Polygraph printer to record EEG signals which were trans-
ported from the left and right electrodes derivations. These signals then were transferred
through a 10c/s bandpass filter to enter the Schmitt stringer which would produce the
pulse when the signal’s voltage exceeded a threshold to ensure the presence of the pulse
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for each wave crests when the alpha wave activated. Dewan [15] then injected outputs
into a LINC computer which was designed to translate the Morse characters into the
alphabet system and displayed the words on the cathode ray tube that was visible to
read. Serby et al. [39] proposed a P300-based BCI, which was built on the BCI pattern
suggested by Farewell and Donchill [19] regarding a BCI communication system with
36 symbols. The P300-based BCI system uses independent component analysis (ICA)
[16] to divide the P300 brainwave source from the ambient sources and filter out the
troublesome signals simultaneously. Serby et al.’s [39] BCI system was outstanding for
the higher performance of BCI comparedwith the others at that time. The BCI evaluation
indicated that the system delivered reasonable communication effects while maintain-
ing an acceptable level of errors. Similar systems to Serby et al.’s [39] BCI have been
applied in subsequent experiments in using brainwaves to conduct virtual commands
and robotic controlling [34].

4.2 Brain to Brain Closed-Loop Communication

Closed-loop communication has been well-known as a communication technique that is
used to avoid misunderstanding [12]. This technique focuses on repetitive interactions
between two objects which establish a loop of communication. Experiments in BCI to
allow bidirectional interactions between users were successfully conducted in studies
on closed-loop communication over the last decade. O’Doherty et.al [34] employed an
invasive method to indicate the competence of the bidirectional communication between
a primate brain and an external actuator. It shows the ability to liberate the human brain
from physical constraints as both afferent and efferent channels could surpass the sub-
ject’s body. The study laid a crucial milestone as it opened the new age of brain-machine-
brain interfaceswhich can conduct reciprocal communication between and among neural
structures and various external devices. Yoo et al. [52] insist that by using a non-invasive
brain-to-brain interface (BTBI), we can establish functional links between two brains.
Pais-Vieira et al. [35] develop a BBI to conduct three experiments on real-time sen-
sorimotor information sharing between the brains of two rats. The findings of such
experiments indicate that cortical sensorimotor signal patterns, which work as the code
of a particular behaviour response, were successfully recorded from the encoder rat and
transmitted directly to the brain of the decoder rat to complete a similar behavioural goal.
The BTBI was manipulated in three different phases including encoding the detected
signals, collecting data of the BCI process, and utilizing the real-time feedback analy-
sis after electrical micro-stimulations. Pais-Vieira et al. [35] implemented the sigmoid
function to convert the Z-score value to the number of pulses that were collected in the
micro-stimulation pattern. Four distinguished neuron signals were amplified at 20000 to
30000 times and digitized at 40kHz. The data were sorted online afterward in Sort client
2002, Plexon Inc, Dallas, and TX. NEX technologies neuroexplorer version 3.266 was
employed to process and analyze data.

One of the pioneer direct BTBI for human objects was presented by Rao et al. [37].
Rao et al. [37] carried out a series of experiments involving connections of two human
brains. In these experiments, two users located at two different locations used the BTBI
to together complete a virtual task of a computer game in a non-muscle interaction
state. Rao et al.’s [37] BTBI system was a combination of an inherent BCI system
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and transcranial microsimulation (TMS) – an effective non-invasive method for sending
commands directly to the user’s brain. Specifically, such a BCI system collects EEG
signals of the sender and transmits the information via the internet to the receiver’s
cortex. By using TMS, it allows the sender to conduct a desired motor response in
the receiver reflected in the behaviour of the receiver, for example, pressing a button.
Rao et al.’s [37] BTBI system was evaluated in three respects including decoding the
sender’s signals, generating a motor response from the receiver upon stimulation, and
achieving a desired goal in the visuomotor task. The findings indicated a possibility of
connecting directly human brains for information transmission purposes by a completely
non-invasive method.

On the contrary, Grau et al. [21] upgraded the non-invasive stimulation and the BCI
to conduct the consciousness transmission between human brains separated at a large
distance. Grau et al. [21] extended the distance between two users to be 5000kms to
conduct the consciousness transmission from one brain to another appearing as specific
flashes of light. The word “hola” and “ciao” were encoded using a 5-bit Bacon cipher
and redundancy 7 times to reach a total of 140bits. The signals were transmitted to the
receiver’s specific occipital cortex site through the transcranial microsimulation (TMS)
pulses. The pulseswere coded as bit value “1” if the TMS-induced electric field produced
phosphenes and bit value “0” if the orthogonal direction did not produce phosphenes.
The receiver server confirmed that it was available to receive the sequences of light.
Although the messages that the sender and the receiver exchanged were encoded in
the phosphenes form [11], the study evidently indicated that there is a possibility of
direct mind-to-mind communication between human subjects separated at a great dis-
tance. It represents the feasibility of the transformation of traditional language-based
communication into a novel type of telepathic communication including emotions and
consciousness transmission by a non-invasive method. An upgrade BCI version was
suggested to support a bi-directional dialogue between more than two brains or a closed
mind-loops, in which the command from one brain is processed and transferred to other
brains to conduct the same command. Nevertheless, the study raises concerns about the
ethical and legislative responsibilities for this new type of human interrelation.

In another approach, the experiment by Mashat et al. [27] indicate that it is possible
to control humanmuscles byBTBI. As the human brain sends the electrical and chemical
messages back and forth, it is believed that the muscle signals can be converted to elec-
tromyography signals and transmitted consecutively to the decoder to make the similar
muscle movement of the encoder [41, 43]. Mashat et al. [27] examined the approach to
the human-to-human closed-loop control by combining the BTBI and muscle-to-muscle
interface. Mashat et al. [27] introduce a system in which the artificial elements are con-
nected functionally to the human nerves to control hand motions. Mashat et al. [27]
tested such system performance in 6 dyads of healthy subjects with response accuracy
results that could indicate the probability of creating a controlled loop by both human
and automatic devices. Findings the from above studies have supported our first hypoth-
esis – it is possible to conduct communication by the transmission of human brainwaves
through a global network between human subjects separated at a great distance.
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4.3 Integration of Brain-Computer Interfaces and Telecommunication Systems

Using the internet to send text messages technology has long been acknowledged as
a common high-tech achievement as presented by Vieri, Tomasso, and Vieri [48] and
Gabriel [20]. The system developed by Gabriel [20] allows users to send the message
to a hardware device through the primary wireless network and subsequently forward
it to a host server. This process will transmit the message to the device in the receiving
wireless network and to the intended recipient afterward. The connection is conducted
via the internet with multidirectional options, for instance, the recipient can send back
the messages to the sender’s cellular telephone or to a hardware device via email or an
HTML-based interface. Vieri, Tomasso, and Vieri [48] propose the design of a commu-
nication system that is capable to send and receive text messages through the internet
and expressing them in speech form on the recipient’s device. A central server combined
with software permits users to convert the primary message into vocal form, reach a tele-
phone number, and conduct other commands such as storage, authorization to control,
select, check, confirm or identify the website’s operational criteria.

Vieri, Tomasso, and Vieri’s [48] system for sending and receiving text messages
converted into speech consists of the following components:

• A data input device comprised of hardware that allows users to write a text or record
a vocal message, access phone numbers, and send to a server.

• An interconnection system consisted of a modem, data transmitting and receiving
cards, and apparatus to connect to the satellite. This system works as a connection
between the data input device and the server.

• A hardware-server installed a software program to convert text message to voice
message, set up for sending out, and link other apps for operation purposes; and
common phone to receive the message and give feedback.

• A transmission line to transfer the vocal message such as a telephone line consisting
of voice modern or other technological peripherals.

Vocal message communication systems have been used in some research of indirect
brain recording regards word pair classification during imagined speech [6, 9, 22, 26,
40]. Pandarinath et al. [36] proposed a high-performance BCI for non-muscle commu-
nication which can control the movement of a computer cursor to express the user’s
thoughts. In addition, Chartier et al. [13] collect articulatory kinetic movements from
the human sensorimotor cortex produced when speaking and encode them to track the
neural mechanisms underlying articulation. The brain signals of the coordinative move-
ments of the voice producing system such as jaw, tongue, lips, and larynx were recorded
while users speak common English sentences. These signals help capture a wide range
of articulatory kinematic movement types that can be manifested in movement trajecto-
ries with harmonic oscillator dynamics. Chartier et al.’s [13] findings contribute to the
understanding of the complex kinematics based on continuous speech production, which
has been employed in later studies on neural decoding of spoken sentences [2, 13].

With the aim of removing obstacles in the communication of people with neuro-
logical impairments symptoms, Anumanchipalli et al. [2] develop a BCI that trans-
lates neural activity into speech (Fig. 2). This upgraded BCI resolves the challenge of
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decoding speech from neural activity due to the requirements of accuracy and rapid
multi-dimensional control of vocal tract articulators when speaking. Such BCI works as
a neural decoder that can synthesize the kinematic and sound representations collected
from neuron firing activities to become audible speech. The BCI system first decodes the
cortical activity into articulatorymovement data and converts them into speech acoustics
afterward. In Anumanchipalli et al.’s [2] experiments, audiences could hear the synthe-
sized speech properly. Furthermore, it was capable to synthesize the speech when a user
mimed the sentence silently proving the possibility of transferring human thoughts into
speech.

Fig. 2. BCI system to convert brainwaves to speech adapted from anumanchipalli et al. [2]

Assessment results from existing studies have supported our second hypothesis - it is
possible that, theoretically, a telecommunication system that uses human brainwaves to
carry on closed-loop communication can be established by the combination of BCI and
telecommunication methods. In the next section, we will conceptualize findings from
the above results to establish a framework for BCI closed-loop communication systems.

4.4 Framework for Brain-Computer Interfaces Closed-loop Communication
Systems

Even though studies on vocal message communication systems and BCI have been car-
ried on, extant research has not been clear on the possibility of establishing a telecom-
munication system. Motivated by such findings from the literature review, we aim to
draw a framework that can extend the use of BCI for communication via the integra-
tion of a telecommunication system. Anumanchipalli et al. ‘s [2] BCI system and Vieri,
Tomasso, and Vieri’s [48] system for sending and converting text messages to speech
enables us to conceptualize a framework for sending SMSmessages by brainwaves. The
system components generally include an EEG headset, EmotivePro Software, internet
protocol, and the cellular telephone telecommunication network (Fig. 3). The headset
firstly collects users’ EEG signals and transfers them to the BCI server via internet.
The server then converts neural activities to become kinematics acoustics which can be
decoded and synthesized to become speech. The user’s speech then will be connected
to the smartphone that can recognize sound commands to define the recipient, input
content, and conduct the sending out the message to a receiver device.

The proposed framework consists of the below components:
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Fig. 3. Framework for sending SMS messages by brainwaves

• The headset that can detect 14 channels (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8,
FC6, F4, F8,AF4) and 2 references (In theCMS/DRLnoise cancellation configuration
P3/P4 locations) of EEG signals to ensure the quality of detection process.

• Mobile and computer devices.
• Conditions: All recordings were made in the laboratory condition. All data were
recorded directly to the computer and carefully synchronized.

• Languages: English.
• Objects: Two users who voluntarily participate in the experiments.
• Connections: Wi-Fi; Headset connection Bluetooth/ 2.4 GHz band Wi-Fi; Cellular
telephone telecommunication network.

• Platform: Voice modem and/or a technological platform make the text completely
voice.

• Software: EmotivPro (for signals resolution).
• Data collection: MATLAB, TDT ephys software.
• Data analysis: Python 3.6, Tensorflow 1.4, sklearn 0.20, img-pipe, freesurfer, spm12,
Festvox.

The proposed framework in its general form could be seen as an integration of
the BCI that is able to translate neural activity into speech while connecting to a
telecommunication system that can receive and perform repetitive simple commands.

5 Discussion

Wolpaw et al. [50] figure out that the major factor which interferes with the signal
transmission is the noise created by the surrounded environment, i.e., power line elec-
trode activities, and biological noises such as the heartbeat, muscle activity, and eyes
movement. Additionally, the progress of BCI performance requires high attention and
appreciation of users to achieve the best performance. Furthermore, a BCI connection
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will fail when the subject is in a paralytic state without eye movements [6, 31]. With the
development of BCI technology, signal collection and transmission are more warranted
nowadays. However, brain-to-brain communication is even much more complex com-
pared to brain-computer communication, which requires the signal collecting processes
to be conducted in strict conditions inside the laboratory [21]. Thus, to bring the brain-
to-brain communication system out of the laboratory remains challenging. In addition,
the non-invasive brain-to-brain communication system requires complex equipment that
only a few organizations can suffice. Overall, BCI research is challenging as it involves
an interdisciplinary approach that requires researchers to have a proficiency in mathe-
matics, neurobiology, medical and computer science, engineering, and psychology [30].
The contribution of this paper thus can be seen in delivering a better understanding of
emerging technologyBCI and the development of a framework forBCI closed-loop com-
munication systems. Notably, the proposed framework is beneficial for both academics
and industry in terms of simplifying the presentation complex systems, conceptualiz-
ing intangible system connections, and representing a framework to implement BCI to
telecommunication systems.

The proliferation of BCI technology has sparked controversies and criticism in recent
years. It has been censured for posing a threat to human beings because it constitutes a
risk of humanmind hacking [49]. Lenca andAndomo [24] believe that the rapid develop-
ment of neurotechnology applications produces unprecedented feasibility in collecting,
accessing, sharing, and processing human brain information. Although several studies
have indicated that BCI might evoke brain performance to enhance communication [32,
38]. It raises concerns about the ethical and legislative responses regarding this emerg-
ing type of human interaction [29]. Swan [42] introduces the idea of the “cloud mind”
or “crowded mind” BCI system which can connect human brains to conduct highly
effective interactions to become a network of minds. In this network, individuals’ minds
(human or machine) could join together in sharing perceptions to achieve a common
goal. The study suggests that blockchain technology could be the resolution to warrant
the security of cloud-mind collaboration. Yang et al. [51] suggest that we can create
an ethical robot based on BCI technology that benefits human beings. Nonetheless, the
existing human right might not be sufficient to respond to these new issues, especially
in the four key rights such as cognitive liberty, mental privacy, mental integrity, and
psychological continuity which would be highly related in the coming decades [24].

In recent years, using the quantum entanglement approach in cryptography for
enhancing data security has been implemented in several systems [49], which might
be an option for securing BCI data privacy. Einstein [17] indicated that the quantum
entanglement process occurs when two particles in different locations can have related
properties. The physical phenomenon occurs when the particle groups interact in ways
in which the quantum state of each particle cannot be depicted independently of others
even between great distances. The quantum state thus must be depicted for the sys-
tem entirely [7]. Such a process implies a suitable state of occurrence for closed-loop
communication via BCI, especially for brain-to-brain communication within a great dis-
tance. Research in quantum communication for satellite-to-ground networks has been
indicated the possibility of completely secure quantum communication. The commu-
nication will be partially entangled in multiple states in which the teleportation was
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performed only through an end-to-end entangled process [3, 45]. By employing quan-
tum cryptography for information sharing, the human brainwaves data can possibly be
secured in a sheer state to avoid the violation of data privacy. The bi-directional signals
exchange within more than two brains or the closed mind-loops thus could be secured
as an end-to-end information sharing process to protect the information and only can be
decoded by recipient systems. This would require further investigations through future
research. Our work at this point has provided a theoretical support to the development
of advanced technology such as BCI for communication innovation.

6 Conclusion

In summary, utilizing extant literature, we have tested the proposed hypotheses and
achieved theoretical findings that indicate the possibility to conduct bidirectional con-
nections between human brains located at a great distance for communication purposes.
The telecommunication system that allows sending SMS messages by human brain-
waves is also theoretically possible to achieve. The above findings support two pro-
posed hypotheses. Furthermore, this paper uses the theoretical findings to develop a
framework BCI closed-loop communication systems that benefits both academics and
industry audiences. The limitations of BCI for closed-loop communication are detected
as: the noise signals created by the surrounded environment; laboratory requirements;
scarcity of equipment and intellectual resources; unknown impacts onmental health; and
challenges in ethics, legislation, data privacy, and data security. The primary difference
between this paper compared to existing BCI research can be seen in the in-depth review
of technical descriptions of BCI and their applications to deliver a better understanding
of the complex BCI technology. The findings from this review can help mitigate the
scepticism, criticism, and misunderstanding of BCI technology. This paper contributes
to common knowledge in terms of supporting communication technology development
and innovation. Theoretical findings outlined in this paper can possibly be a founda-
tion for future research towards the development of brain-to-brain telecommunication
systems.
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Abstract. Cucumber diseases arise and spread quickly, affecting the yield and
quality of cucumbers. The correct diagnosis of diseases on cucumber leaves is an
important factor determining the success of control measures. To support accurate
identification of cucumber leaf diseases, we proposed a machine learning method
to identify powdery mildew diseases, downymildew diseases, blight diseases, and
anthracnose diseases on cucumber leaves. Most of the features of these diseases
are similar. Therefore, the automatic identification of these diseases presentsmany
challenges. The proposed method uses the recurrent residual U-Net deep learning
model and the traditional support vector machine technique to identify diseases on
cucumber leaves with an average accuracy of 96.33%, higher than other methods.

Keywords: Cucumber leaf diseases · Recurrent residual U-Net · SVM · Identify
diseases

1 Introduction

Plant disease identification based on computer vision often requires extraction of the
shape, ridge, color, and other characteristics of disease spots. This method has low
identification efficiency because it depends on farmers’ expertise in the field of disease
identification in crops [1]. With the rapid development of artificial intelligence tech-
nology in recent years, many researchers have conducted related studies based on deep
learning technology to improve the accuracy of plant disease identification. The existing
methods of plant disease analysis are mainly disease classification.

Amara [2] determined the disease of 60 × 60 banana leaves based on LeNet. Deep
learning also plays an important role in detecting disease severity in plants. Wang [3]
created a series of deep convolutional neural networks to diagnose disease severity using
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black rot images of apples in the Plantvillage dataset. The performance of the shallow
learning networks learned from scratch and the deep learning models tuned by transfer
learning were also evaluated. The best model is VGG16 learned by transfer learning and
the overall accuracy in the test set is 90.4%.

Ferentinos [4] used an open database containing 87,848 images to identify 58 dis-
eases of 25 different plants based on in-depth research. And the best efficiency was
99.53% in accuracy rate. Barbedo [5] investigated the identification of plant diseases
from individual lesions and spots using the GoogLeNet architecture, and the obtained
accuracy ranged from 75% to 100% for each crop. This variation in accuracy is due to
differences in the number of images, the number of diseases, disease states, and degree
of difficulty in identification. A CNN neural network usually requires many samples
to learn. However, collecting the learning data required by the models is difficult and
expensive in many applications [6]. Therefore, the study of data expansion is especially
important.

In previous studies, many researchers combined deep learning with transfer learning
under the condition of limited dataset [7] to classify plant diseases based on image
processing and GPU. Srdjan [8] proposed a method for evaluating deep learning models
to identify 14 different classes of plant diseases, including 13 diseases and healthy
leaves. He used mixed data with a dataset size of 30,880 images and average accuracy
of 96.3% for this method combined with transfer learning method. Liu [9] enhances the
training dataset by rotating, mirroring and adding Gaussian noise, adjusting brightness,
and adjusting contrast. This method helps to increase the size of the dataset by 12 times
and reduce excessive repetition.

In addition to expanding data volumes, improvements in deep learning algorithms
are critical to disease recognition outcomes. Through [10] studied the deep network
architecture and used images from the PlantVillage dataset to form the data size of 34,727
training set samples, 8702 validation set samples and 10,876 set samples. Experiments
show that DenseNets requires fewer parameters and reasonable computation time to
achieve the most advanced performance compared to VGG and ResNet. Their accuracy
reaches 99.75%.

Picon [11] proposed an improved algorithm based on deep learning neural networks
to detect different plant diseases under real acquisition conditions, where different adap-
tivemeasures for detection Early disease presentation have been suggested. The obtained
results showed that the AuC index of all analyzed diseases was higher than 0.80. Sel-
varaj [12] relearned three different CNN architectures using transfer learning. By using
pre-trained disease recognition models, deep transfer learning was performed to gener-
ate networks that could make accurate predictions. Zhong [13] proposes three methods
of regression, multi-label classification and focal loss function based on DenseNet-121
CNN to identify diseases on apple leaves. These methods achieved 93.51, 93.31 and
93.71% accuracy on the test dataset.

The disease identification methods in the study cannot automatically locate the dis-
ease area from the image and need to extract the disease area manually for identifica-
tion. Deep learning can also be applied to identify plant diseases. However, at present
research in this area is still at an early stage, especially in practical application, due to
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the continuous improvement of requirements for the identification of plant diseases and
diseases.

This paper proposed a method for abnormal cucumber leaves image identification
based on modified Recurrent residual U-Net and support vector machine techniques.
Main contributions of this study are: (i) the types of abnormal cucumber leaves are
explained; (ii) proposed a method for abnormal cucumber leaves image identification
based on deep learning model combined on support vector machine techniques tradi-
tionally but with high accuracy results. The rest of the paper is organized as follows:
Sect. 2 presents the features of abnormal cucumber leaves, and the proposed method for
abnormal cucumber leaves identification in Sect. 3. Section 4 and 5 are the experimental
results and conclusions, respectively.

2 The Features of Abnormal Cucumber Leaves

Cucumber is growing and increasing in area and production because it is easy to grow
and grow in a short time. However, a fundamental cause affecting the area, yield and
quality of cucumbers is the serious destruction of some major pests and diseases. There
are many types of diseases on cucumber plants. In this section, we only summarize four
common diseases such as powdery mildew, downy mildew, blight, and anthracnose.
These abnormal presents as Fig. 1.

Fig. 1. Common abnormal on cucumber leaves (a) Powdery mildew disease (b) Downy mildew
disease (c) Blight disease (d) Anthracnose disease

Powderymildewdisease appears initially as small, powderywhite spots on the leaves.
Then the leaves turn yellow, dry, and fall easily and gradually spread to other leaves and
parts. The disease is most severe when the powdery mildew spreads down the trunk,
branches, and flowers, causing the flowers to dry and fall off, causing the cucumber
plant to weaken and then die. It greatly affects the yield and quality of cucumbers.
Figure 1a presents a case study for this disease.

Downy mildew disease mainly affects leaves. Spots are small at first, pale green then
turn yellow. The diseased spots have an edge-shaped base. When encountering high
humidity, right on the underside of the leaf, there is a purple-red chalk layer, which is
the spores of the fungus. The lesions coalesce into light brown areas. Severely diseased
trees give poor yield and fruit quality, and the tree may die. Figure 1b presents a case
study for this disease.
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Blight disease appears with small spots of all shapes that may be colorless or green
and then gradually turn yellow or light brown scattered throughout the location on
cucumber leaves. In particular, the underside of leaves where the disease is located will
appear a layer of gray-white mold.When they appear too much, the leaves are deformed,
the leaves are torn. Plants cannot perform photosynthesis for a long time, causing the
plant to die due to lack of nutrients. Figure 1c presents a case study for this disease.

Anthracnose disease appears initially on leaves with brown lesions forming concen-
tric rings. When the fungal damage is more severe, the black fungal spots are in very
prominent circles on the leaves. Figure 1d presents a case study for this disease.

Most of the features of these diseases are similar. Therefore, the automatic
identification of these diseases presents many challenges.

3 Identification of Abnormal Cucumber Leaves Image

As present in the above section, most of the features of the abnormal cucumber leaf
image are small differences. Therefore, we should choose the identification method that
is suitable for this task. The identification method in this case studymust ensure accurate
feature extraction, avoiding loss information in image. This section clearly presents the
proposed method for abnormal identification. To identify cucumber leaves images, the
proposed method presented as Fig. 2, includes the stages as: features extraction by
Recurrent residual U-Net (R2U-Net) combined on a support vector machine (SVM) for
identification.

Cucumber 
leaves image 

input
Features 

extraction by 
Recurrent 

Residual U-Net 

Feature 1

Cucumber 
leaves 

identification 

SVM  
pixel 

classifier 

Feature 2

…….

Feature n

Fig. 2. The proposed method for identification of abnormal cucumber leaves image.

The R2U-Net model is improved from the U-net model. The R2U-Net model is
improved by replacing Convolution layers with Recurrent Convolution layers and apply-
ing extra block residuals in each of its blocks. The R2U-Net model has two main parts:
encoder and decoder. The task of the encoder in the R2U-Net model is to extract features
of the image, and the decoder is to restore the image to its original size. Image recovery
is done by concatenating feature maps from encoder to decoder. Both the encoder and
decoder are built from the Recurrent Residual Convolution block [14].

The Recurrent Residual Convolution block is made up of two identical Recurrent
Convolutional layers and a path to combine the results obtained when performing cal-
culations over the two Recurrent Convolutional layers and the input of the block itself.
Figure 3 illustrates the structure of the Recurrent Residual Convolution block.
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Fig. 3. The structure of the Recurrent Residual Convolution block

In the Recurrent Convolutional layer, it contains the Convolution layer. So, the size
and number of filters of the Recurrent Convolutional layer is the size and number of
filters of the Convolution layer within it. The architecture of the R2U-Net model is built
as follows:

Assume that the cucumber leaf image of size 512× 512× 1 is the input image of the
R2U-Net model. The image passes through the Recurrent Residual Convolution block
of size 3× 3, 32 filters and generates a feature map of size 512× 512× 32. This feature
is passed through the Pooling layer of size 2 × 2 to obtain a new feature map of size
256 × 256 × 32. We continue to use 3 more sets with each set including 1 Recurrent
Residual Convolution block size 3 × 3 and 1 Pooling layer size 2 × 2 with the number
of filters of Recurrent Residual Convolution block is 64, 128, 256, respectively. The
output of one feature map is 32 × 32 × 256. This feature map goes through a Recurrent
Residual Convolution block of size 3 × 3 and the number of filters is 512 to obtain a
new feature map of size 32 × 32 × 512. After that, this feature map will be included in
the image resizing phase.

When executed on the first decoder, the above feature map is passed through a
transpose convolution layer with size 2× 2 and 256 filters. By concatenating this feature
map with the feature map from the symmetric encoder, we get a new feature map of size
64 × 64 × 512. Continuing using a 3 × 3 Recurrent Residual Convolution block with
256 filters, a 64 × 64 × 256 feature map is created that is the same size as the feature
map in the opposite encoder. We continue to do this with three decoders: through the
Transpose Convolution layer, concatenating features in the symmetric encoder and a 3
× 3 Recurrent Residual Convolution block [14, 15].

The Transpose Convolution layer and the Recurrent Residual Convolution block
have the same number of filters as 128, 64, and 32, respectively. At the end of this
process, we get a feature map of size 512× 512× 32. The segmented image is the result
of the feature map just obtained when passing through a 1 × 1 Convolution layer with a
filter number of 1. And this image has a size of 512 × 512 × 1. All Convolution layers
are followed by Batch normalization layer and ReLU activation function. Only the last
Convolution layer uses Sigmoid function as function activated.

Support vector machines (SVM) can be used for disease identification on cucumber
leaves. In the SVM algorithm, the data is as a point in n-dimensional space (where n
is some number of objects there are) with the value of each object being the value of
a particular coordinate. We do the identification by finding the hyperplane that distin-
guishes the two classes very well. In the SVM classifier, the SVM kernel is a function
that takes a low-dimensional input space and transforms it into a higher-dimensional
space. It converts an indivisible problem into a separable problem. It is mainly useful
in non-linear decomposition problems. Specifically, it separates data based on labels or
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outputs that it validates. The features have been identified, extracted from the feature
extraction in the above step, they are put into the SVM classifier to identify anomalies
in the leaf image.

4 Experimental Results

The dataset, which is collected by us, used to perform the experiments. This dataset
contains images taken under different lighting conditions. These images have different
colors and orientations. The dataset has 154 images including: 32 powdery mildew
images, 31 downy mildew images, 24 blight images and 67 anthracnose images. The
size of all images is 512 × 512 pixels resolution with Portable Network Graphics (.png)
file format. Some images are presented in Fig. 4.

Fig. 4. Some images in dataset

The experimentation used 70% dataset for data training and 30% for data testing to
evaluate the results. These images augmented the dataset by scaling, clipping, rotation,
etc. as in the Table 1. So, the size of the training dataset is expanded to 1000 images.

Table 1. Data augmentation parameters.

Transformation type Description

Rotation Randomly rotate image between (−10◦, 10◦)
Clipping Randomly clip images with angle between −15◦ and 15◦

Flipping Horizontal and vertical flip images

Translation Randomly shift between −10% and 10% of pixels

The experimental programs were developed by the python language. The configura-
tion hardware is on a computer of Intel core i7, 3.2 GHz CPU and 16GBDDR3memory.
The diagram for cucumber diseases is presented as Fig. 5.
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Fig. 5. The diagram for cucumber diseases identification.

To evaluate the identification result, the accuracy metrics are used. Sensitivity (Se)
is defined as the ability to detect abnormal images, ranges from 0 to 1 and calculated as
Eq. (1). TP (true positives) is the number of true positives. FN (false negatives) is the
number of false negatives.

Se = TP

TP + FN
(1)

Specificity (Sp) is defined as the ability to distinguish images that have abnormal
or not, ranges from 0 to 1 and is calculated as in the Eq. (2). TN (true negatives) is the
number of true negatives. FP (false positives) is the number of false positives.

Sp = TN

TN + FP
(2)

Accuracy (Acc) is defined as the result accuracy of the proposed method in the test
dataset, ranging from 0 to 1 (equivalent from 0% to 100%). The accuracy values are
calculated as Eq. (3).

Acc = TP + TN

TP + FN + TN + FP
(3)

The experimentations are implemented in all images of above the datasets. Table 2
presented the evaluation of the abnormal leaf images identification between machine
learning models, such as: SVM, VGG-16, VGG-19, U-Net and SVM method with the
proposed method. The combination of the R2U-Net and SVM method is better than
others.

Table 2. The evaluation of the abnormal leaf images identification (%) betweenmachine learning
models.

Disease leaf Accuracy (%)

SVM method VGG-16
method

VGG-19
method

U-Net + SVM
method

Proposed
method

Powdery
mildew

78.124 87.342 91.119 91.981 94.163

(continued)
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Table 2. (continued)

Disease leaf Accuracy (%)

SVM method VGG-16
method

VGG-19
method

U-Net + SVM
method

Proposed
method

Downy mildew 82.568 88.692 91.347 92.953 97.642

Blight 79.656 89.173 93.670 94.679 95.761

Anthracnose 78.359 86.228 89.181 91.267 96.751

Table 3. The results of identification average accuracy between the proposed method with the
recent methods.

Method Year Dataset collection

Sensitivity Specificity Accuracy

Shanwen method [16] 2017 0.8252 0.9521 0.8783

Abdul method [17] 2021 0.8690 0.9696 0.9133

Nazar method [18] 2022 0.9221 0.9856 0.9516

Proposed method 2022 0.9398 0.894 0.9633

Table 3 presents the average accuracy of the proposed method is 96.33% while the
average accuracy of Shanwen method [16], Abdul method [17] and Nazar method [18]
are 87.83%, 91.33% and 95.16%, respectively.

As presented in the above, the R2U-Net architecture is improved by replacing Con-
volution layers with Recurrent Convolution layers and applying extra block residuals in
each of its blocks. So, we get more features to improve the identification task. While
Shanwen [16] proposed a method to recognize the rate of cucumber disease based on
the Global-Local singular value decomposition. They used the watershed algorithm to
segment from each cucumber disease leaf image and used a SVM classifier. Abdul [17]
used LAB color space and region of interest to extract through K-mean clustering and
SVM for identification. Nazar [18] used methods involving the fusion and selection of
the features combined on VGG and Inception V3 deep learning models to be considered
and fine-tuned. These methods have low accuracy.

5 Conclusions and Future Works

The correct diagnosis of diseases on cucumber leaves is an important factor determining
the success of controlmeasures.However,manydiseases have similar symptoms,making
local disease identification difficult, sometimes impossible. The application of machine
learning in identification and classification of diseases on images of cucumber leaves is
an inevitable trend. This paper proposed a method for abnormal cucumber leaves image
identification based on modified Recurrent residual U-Net combined on support vector
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machine techniques. The results of the proposed method compare with other methods
and are better than others. To crease the accuracy of the proposed method, improving
deep learning architecture is necessary and experimenting on other datasets in future
work.
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Abstract. Today, the medical industry is promoting the research and application
of artificial intelligence in disease diagnosis and treatment. The development of
diagnostic methods with the support of electronic devices and information tech-
nology can help doctors save time in diagnosing and treating diseases, especially
medical images. Diagnosis of lung lesions based on lung images is a case study.
This paper proposed a method for lung lesion images classification based on mod-
ified U-Net and VGG-19 combined on adaboost techniques. The modified U-Net
architecture with 5 pooling and 5 unpooling. It has the unpooling layer with ker-
nels of size 2 × 2, stride 2 × 2 to get output consistent with the adaboost. The
result of the proposed method is about 97.61% and better results than others in
the Covid-19 radiography dataset.

Keywords: Classification · U-Net · Lung lesion images · VGG-19 · Adaboost

1 Introduction

The applicationof science and technology to thefield of health science has beenpromoted
in recent years, especially the application of intelligent processing technology, artifi-
cial intelligence to disease diagnosis and treatment. Specifically, the application stages
include prediction, screening, analysis and decoding medical image data containing
abnormalities.

Covid-19 has been spreading rapidly since the end of 2019. Early detection of people
infected with Sars-Cov-2 for treatment is urgent work today. Because infecting subjects
that are not detected in time will spread the virus to others [1, 2]. Testing by RT-PCR
method is considered as the key to detect Sars-Cov-2 virus [3]. However, this method is
time consuming and sometimes test results are misleading.
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Imaging techniques, such as chest X-ray and chest CT, have been widely used to
evaluate lung lesions. Although theX-Ray scanner showed a higher accessibility,most of
the Sars-Cov-2 infected subjects showed a bilaterally blurred parenchymal background
and the lung shape fused into a circular morphology [6], making it difficult to distinguish
Sars-Cov-2 infection when viewing radiographs. In contrast, 3D chest CT is effective in
soft tissue differentiation and morphological imaging of lung parenchyma. This image
has been widely used for the diagnosis of Covid-19 and is considered an important
adjunct to RT-PCR tests [3–5]. Medical image processing using deep learning plays
an important role due to its high accuracy and efficiency [7]. The deep learning-based
approach has proven highly accurate in detecting Covid-19.

Li [8] used 2DU-Net to segment the lungROI onCT slices, and then developedCOV-
Net incorporatingResNet-50 as the backbone to performCovid-19 detection.Objects are
extracted locally from each slice, and an aggregate layer is used to detect global features
from a set of local features. The [9] proposed method to improve the CNNs for lung
diseases image classification to detect pneumonia images. Javaheri [10] proposes the
CovidCTNet method, which uses BCDU-Net for lung segmentation and a convolutional
neural network (CNN) to distinguish Covid-19 from other pneumonia. BCDU-Net was
pre-trained using data from a Kaggle lung segmentation contest [11].

Prasad [12] used U-Net with ResNet-50 pre-learned weights to detect Covid-19
infection. Hien [13] proposed amethod using fuzzy Cmeans for edge detection. Hemdan
[14] proposed a method to diagnose Covid-19 by the COVIDX-Net model consisting
of seven convolutional neural networks (CNNs). Chest X-ray images and breast cancer
diagnosis on mammograms. Although those studies have yielded many good results.
However, at present, the research results have the disadvantage that the proposedmethod
is complicated, and the accuracy is not high. To overcome the above drawback, we
propose a method of applying deep learning networks to classify images containing lung
lesions of patients infected with Sars-Cov-2 virus with high accuracy and comparable
with other methods of recently available legislation.

This paper proposed amethod for lung lesion images classification based onmodified
U-net and VGG-19 combined on adaboost techniques. Main contributions of this study
are: (i) the types of lung lesions are explained; (ii) proposed a method for lung lesion
images classification based on deep learning model combined on adaboost techniques
traditionally but with high accuracy results. The rest of the paper is organized as fol-
lows: Sect. 2 presents the U-net architectures, VGG-19 architectures, and the proposed
method for classification. Section 3 and 4 are the experimental results and conclusions,
respectively.

2 Lung Lesion Images Classification Based on Modify U-Net
and VGG-19 Combined on Adaboost Techniques

2.1 U-Net and VGG-19 Architectures

The U-Net network consists of two main parts similar to the auto encoder model such
as: encoder and decoder. However, they have an additional skip connection (similar to
ResNet’s) between layers and have the same size in the encoder – decoder. Since in
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image translation, there is a lot of low-level information that needs to be shared between
input and output, passing the information across these networks is necessary. It provides
sufficient information to limit the loss of information during feature extraction [15].

U-Net architecture also reduces the phenomenon of vanishing derivativeswhen train-
ing. This phenomenon occurs when the derivative of the error function is too small and
approaches 0. Therefore, it is almost impossible for the model to update the parameters
based on the derivative of the error function, leading to the model not being able to
converge. This phenomenon appears quite commonly in CNN models. Thanks to skip-
connection, U-Net has overcome the above phenomenon during training, making it more
efficient to update the derivative parameter of the error function. Because it is possible to
update the derivative parameter of the error function more efficiently and avoid data loss
at the feature extraction stage, U-Net can still ensure high accuracy without too much
data training.

Non-invertible layer

Invertible layers

Split channels layers

Learnable invertible
downsampling

Learnable invertible
upsampling

Concatenate channels

128 x32 x32

64 x 64 x64

32 x 128 x128

16 x 256 x256

8 x 256 x256

3 x 512
x 512

3 x 256
x 256

64 x 256
x 256

128 x128
x 128

256 x64
x 64

256 x32
x 32

512 x32
x 32

512 x32
x 32

32 x 256
x 256

64 x 256
x 256

128 x128
x 128

256 x64
x 64

256 x32
x 32

16 x 512
x 512

Copy

Fig. 1. The MoU-Net architecture [15]

The structure of the U-Net network: the first half of the U-Net network is a CNN
consisting of convolutional, ReLU, and pooling network layers. The size of each layer
gradually changes after each pooling. The first half of U-Net extracted features in the
image. The second half of U-Net has the same structure as the first half of the network.
However, the pooling layers are replaced by inverse convolution layers which increase
the size of the layers to restore the features of the previously extracted image.

With the advantage of preserving information, avoiding the phenomenon of disap-
pearing derivatives when training, the system uses U-Net as the generating network in
the anomaly detection mode. The size of lung lesions is very small. So, we need to mod-
ify the U-Net architecture. We use the encoding path to extract low-level features and
the decoding path to extract high-level features [15]. The Fig. 1 presented the modifying
U-Net architecture (MoU-Net).
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VGG is a convolutional neural network (CNN) architecture which helps to increase
the depth of such networks. The only other component being pooling layers and a fully
connected layer. The network uses small 3 x 3 filters. VGG-19 used 3 × 3 convolutional
layers stacked and alternated with max pooling. It has two 4096 fully-connected layers
and a softmax classifier. The VGG-19 architecture is present as Fig. 2.

224x224x64
Depth=64 
3x3 Conv 
Conv1_1 
Conv1_2 

Maxpool

112x112x128
Depth=128 
3x3 Conv 
Conv2_1 
Conv2_2 

Maxpool 

56x56x256
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3x3 Conv 
Conv3_1 
Conv3_2 
Conv3_3 
Conv3_4 

Maxpool Maxpool 
Maxpool

28x28x512
Depth=512 
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Conv5_4 

Fully 
Connected 
(4096) 
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Connected 
(4096) 

Fully 
Connected 
(1000) 

SoftMax 

Fig. 2. The VGG-19 architecture

2.2 Lung Lesion Images Classification

This section clearly presents the proposed method for abnormal classifying. Chest X-
ray images are valuable in detecting and diagnosing disease. Based on them, we can
assess severity, respiratory complications, monitor treatment response and differential
diagnosis. However, if only based on X-ray images, it is difficult to differentiate between
viral pneumonia and someother etiologies. So, itmust be combinedwith epidemiological
characteristics and clinical manifestations to make a diagnosis. Suitable diagnosis. The
types of lung lesions caused by Covid-19 that can be seen on X-ray images are: nodules,
opacities, multifocal circular opacities, multifocal peripheral pulmonary parenchymal
solidification.

Ground glass opacity is an incompletely solidified lesion with a higher density than
the surrounding lung parenchyma, the border of blood vessels or bronchi inside the
lesion can still be seen. Nodular opacities image are the opacities less than 3cm in
diameter, round shape, may be scattered in the lung parenchyma. Pulmonary nodules
are often well-demarcated, surrounded by lung parenchyma, and discontinuous with
hilar or mediastinum. Bronchial wall thickening are lesions that show thickening of the
bronchial wall, due to the accumulation of fluid or mucus around the bronchial wall, in
the interstitial tissue. Thickened interlobular septum image associated with interlobular
sulcus, cellular infiltration or fibrosis. In viral pneumonia, thickening of the septum is
seen in diffuse lesions in acute respiratory distress syndrome.

In the early stages of the disease, X-ray images may be normal. Lesions are often
both in the lung parenchyma and in the interstitium. Lesions are usually diffuse, bilateral
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lower lobes, in the periphery and with little destruction. When the disease is cured, the
lungs may become fibrous.

To classify lung lesion images, the proposed method presented as Fig. 3, includes
the stages as: features extraction by U-net modify and VGG-19 combined on adaboost
classification.

Lung image
input 

Features 
extraction 
by U-net 

modify and 
VGG-19 

Adaboost
classification

Lung 
classification

(normal, 
abnormal) 

Fig. 3. The proposed method for lung classification

The parameters of MoU-Net presented as Fig. 1. The MoU-Net architecture with 5
pooling and 5 unpooling [15]. MoU-Net has the unpooling layer with kernels of size 2
× 2, stride 2 × 2 to get output consistent with the adaboost. So, the features filtering
from the input image will be better than U-Net [15].

VGG-19 is a trained CNN. The number 19 is the number of layers with trainable
weights including 16 convolutional layers and 3 fully connected layers. The parameters
of VGG-19 presented as Fig. 2 and Table 1.

AdaBoost (Adaptive Boost) is a powerful learning algorithm that accelerates the
generation of a strong classifier. It selects good features in a family of weak classifiers
and recombines them linearly using weights. Therefore, it gradually improves accuracy
by effectively applying a series of weak classifiers.

The adaboost algorithm maintains a normal distribution of weights on each training
sample. In the first iteration, the algorithm training a weak classifier using a Haar-like
feature performed best to detect the training samples. In the second iteration, the samples
used for training, but misclassified by the first weak classifier, are given higher weights
such that the Haar-like feature selected this time which must focus the computational
ability for these misclassified test pieces. The process iterates and the end results are a
cascade of linear combinations of weak classifiers, creating a strong classifier. Therefore,
it helps to improve classification accuracy. The algorithm of adaboost as following [16]:

+ Given a set of n samples marked (x1, y1), (x2, y2),…., (xn, yn), where xk ∈ (xk1,
xk2,…, xkm) is the feature vector and yk ∈ (−1,1) is the label of the pattern (1 for object,
−1 for background).

+ Initialize the initial weights for all samples, where m is the number of true samples
(for object and y = 1) and l is the number of false samples (for background and y = −1)

W1,k = 1

2m
,
1

2l
(1)

+ Constructing T weak classifiers. Looping t = 1,…, T. For each feature in the
feature vector, construct a weak classifier hj with threshold θj and error εj:

εj =
∑n

k
W1,k

∣∣hj(xk) − yk
∣∣ (2)
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Table 1. The parameters of VGG-19 combined on adaboost for classification

VGG-19 architecture VGG-19 combined on Adaboost for classification

Conv3 × 3 (64)
Conv3 × 3 (64)

Conv3 × 3 (64)
Conv3 × 3 (64)

MaxPool MaxPool

Conv3 × 3 (128)
Conv3 × 3 (128)

Conv3 × 3 (128)
Conv3 × 3 (128)

MaxPool MaxPool

Conv3 × 3 (256)
Conv3 × 3 (256)
Conv3 × 3 (256)
Conv3 × 3 (256)

Conv3 × 3 (256)
Conv3 × 3 (256)
Conv3 × 3 (256)
Conv3 × 3 (256)

MaxPool MaxPool

Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)

Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)

MaxPool MaxPool

Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)

Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)
Conv3 × 3 (512)

MaxPool MaxPool

Fully connected (4096)
Fully connected (4096)
Fully connected (1000)

Classification by adaboost

SoftMax

Lable of image Lable of image

+ Choosing hj with the smallest εj, we get ht:
ht: X → {1, −1}, Update weights:

Wt+1,k = wt,k

zt
x

{
e−αt , ht(xk) = yk
eαt , ht(xk) �= yk

(3)

where,

αt = 1

2
ln(

1 − εj

εj
) (4)

Zt is the coefficient that used to move Wt+1 to the range [0, 1]. Strong classifier is
built:

H (x) = sign(
∑T

t=1
∝tht(x)) (5)
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3 Experimental Results

Our experimental programs were developed by the python language on a computer of
Intel core i7, 3.2 GHz CPU and 16 GB DDR3 memory. The lung images in the Covid-
19 Radiography dataset [17] are used in our experiments. In this dataset, there are four
categories such as: Covid, lung opacity, viral pneumonia, and normal chestX-ray images.

The total of images in this dataset are 21165 images, where 3616 Covid images,
6012 lung opacity images, 1345 viral pneumonia images and 10192 normal images.
From the numbers of these images, we see that the numbers of images are not balanced
in all above classes. Now, we select the number of images (sub-dataset) in this dataset to
create a balanced dataset. In our experiments, we only use two sub-datasets with 1500
covid images and 1500 normal images.

The size of each image is 299 × 299 pixels resolution with Portable Network
Graphics (.png) file format. We divided randomly the sub-dataset for 70% training and
30% testing. Some images in this sub-dataset are presented as Fig. 4.

Fig. 4. Some images in sub-dataset

The accuracy is used to evaluate the metrics of the results classification. Sensitivity
(Se) defines the ability to detect abnormal images and ranges from 0 to 1. The value of
sensitivity range is calculated as Eq. (6).

Se = TP

TP + FN
(6)

where, TP is the number of true positives and FN is the number of false negatives. P
and N are the total number of non-responsive and responsive samples in the dataset,
respectively.

Specificity (Sp) defines the ability to distinguish images that have abnormal or not
and ranges from 0 to 1. The value of specificity ranges is calculated as in the Eq. (7).

Sp = TN

TN + FP
(7)

where, TN is the number of true negatives, FP is the number of false positives.
Accuracy (Acc) represents the result accuracy of the proposed method in the test

dataset, and ranges from 0 to 1 (equivalent in the range from 0% to 100%). The accuracy
values are calculated as Eq. (8).

Acc = TP + TN

TP + FN + TN + FP
(8)
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The experimentations are implemented with all the images in the above datasets.
Table 2 presented the evaluation values of adaboost method and some deep learning
models: U-Net, MoU-Net, VGG-16, VGG-19 and MoU-Net combined on VGG-19 for
lung lesion images classification.

Table 2. The evaluation of the lung lesion images classification (%) between the adaboost and
deep learning models.

Method U-Net +
adaboost
method

MoU-Net +
adaboost
method

VGG-16 +
adaboost
method

VGG-19 +
adaboost
method

MoU-Net +
VGG-19 +
adaboost
method

Accuracy (%) 93.721 95.582 92.167 93.123 97.598

In Table 2, we apply adaboost for classification. The result of combination of the
MoU-Net and VGG-19, and adaboost method is better than others.

Table 3. The classification average evaluation between the proposed method with the recent
methods.

Method Year The Covid-19 Radiography dataset

Sensitivity Specificity Accuracy

Vasilis method [18] 2021 0.9302 0.9512 0.9404

Cengil method [19] 2021 0.9574 0.9635 0.9604

Muhammad method [20] 2022 0.9631 0.9711 0.9671

Proposed method 2022 0.9710 0.9807 0.9761

Table 3 presents the results of the proposed method with the recent methods for
classification. The average accuracy of the proposedmethod is 97.61%while the average
accuracy of Vasilis method [18], Cengil method [19] and Muhammad method [20] are
94.04%, 96.04% and 96.71%, respectively.

As presented in Sect. 2.2, the MoU-Net architecture with more depth includes 5
pooling and 5 unpooling. The U-Net tradition architecture is only 4 pooling and 4
unpooling. Moreover, we also use VGG-19 and adaboost algorithms to improve the
classification task. While Vasilis method [18] used a CNN and added a dense layer on
top of a pre-trained baseline CNN (Efficient Net-B0), Cengil method [19] used the CNN
architectures such as Alexnet, Xception, NASNETLarge, and Efficient Net-B0 are used
as backbones to classify Covid-19 images. And Muhammad method [20] used a hybrid
algorithm (Whale-Elephant Herding) for classification. It explains why the proposed
method gives the better results versus the other methods.
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4 Conclusions and Future Works

The main function of the lungs is to exchange gasses to maintain life, because the
capillaries in the alveoli form a dense network. The lungs carry oxygen from the air into
the pulmonary veins, and carbon dioxide from the pulmonary arteries out. The lungs
are also involved in the metabolism and synthesis of many important substances, filter
some toxins in the blood, and are also a place to store blood. Therefore, the factors
affecting the lungs that will most damage the lungs are Covid-19. This paper proposed a
method to improve U-Net and VGG-19 architectures combined on adaboost techniques
for lung lesion images classification. The MoU-Net architecture with 5 pooling and 5
unpooling. MoU-Net has the unpooling layer with kernels of size 2 × 2, stride 2 × 2 to
get output consistent with the adaboost. So, the features filtering from the input image
will be better than U-Net. To evaluate the obtained results, we compare the results of the
proposed method with other methods. Our experiment results are better than others in
the Covid-19 Radiography dataset. To crease the accuracy of the proposed method, the
improving VGG-19 architecture and the time running are necessary and experiment on
other datasets in future work.
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Abstract. The recommender systems have been widely applied in
numerous applications that support online retailers, video sharing web-
sites, medical systems, etc. Similar measures are essential in providing
valuable recommendations to users in such systems. This work presents
a novel approach, namely Ball-Sim, with a new similarity metric using
a balltree structure for recommender systems. Furthermore, we want to
leverage the tree structure to determine the closest k nearby users to
improve the recommender systems’ efficiency. The work’s experimental
scenarios outlined the steps of building a balltree and identifying nearby
users based on the tree structure. Besides, the work also evaluates the
implemented recommender system by comparing the recommender sys-
tem’s results based on the balltree-based spatial partitioning with the
recommender system using the default parameters. The data used in the
experiments is the Movielens dataset, a web-based film recommender
system, and an important data source for evaluating the studies, with
100,000 samples, including ratings from 943 users for 1,664 movies. The
results show that the recommender system with a balltree-based simi-
larity metric can improve the accuracy compared to a commonly-used
measure such as the cosine metric.

Keywords: Balltree · Similarity measure · Movielens · Recommender
systems · Spatial partitioning

1 Introduction

Recommender systems research is a field of machine learning with broad appli-
cations in e-commerce, entertainment, and education. The system seeks to pre-
dict the “products” for the appropriate “user”. In e-commerce, the advisory sys-
tem helps buyers find suitable goods, helps sellers find potential customers, and
boosts sales. The system recommends items according to the user’s preferences
in entertainment and education. Consulting system opens up research potential
to build practical systems to assist users in making decisions. A balltree [19]
is a binary tree structure that supports a multidimensional spatial partitioning
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algorithm, distributing data points to find an efficient separating superspace.
In addition, the balltree applies a close neighbor search algorithm to find the
required data. Selecting a recommender system model is a problem in building
an effective advisory system. The algorithm for finding the nearest user to pre-
dict a ranking value for current users’ items is also quite complicated. Questions
to be addressed: Which recommender system model is used? How do we find
the users closest to the user needing advice? How do we evaluate whether the
model is being used effectively or not? The work uses a collaborative user-based
filtering system with a balltree spatial partitioning algorithm to find the nearest
neighbors effectively from the questions raised. The work proposes a new app-
roach: using a balltree structure to store users’ lists and then searching for the
closest user with the k-neighbor algorithm. Then, after the most recent users are
available, use the rating system to calculate the average rating for the current
user, suggest items, and finally rate the model.

This study proposes an approach, namely Ball-Sim, leveraging the balltree
structure and building the balltree-based k nearest neighbors search method to
provide a recommender system with a novel similarity measure. We also present
detailed examples of using balltree for the recommender system. Our approach
performs better than the recommender method with cosine measures on Movie-
lens data, including about 100,000 samples.

2 Related Work

Recommender systems are software and engineering tools that provide prod-
uct recommendations for users to use [1,2]. In the recommender system, three
objects need to be considered: users (users), items (items - collectively called
news items, or e-commerce sites such as Amazon, items are recommended prod-
ucts for users). Moreover, user responses to the item (called reviews or ratings).
The recommender system is based on many different methods and algorithms
but can be divided into three types of approaches [1,3–5]: Content-based Rec-
ommender system, Collaborative Filtering Systems, and Knowledge-based rec-
ommender systems.

2.1 Content-Based Recommender Systems (CBF)

The systems need to learn to suggest similar items that the user has liked in the
past. The emphasis technique analyzes the content (attributes) for prediction.
For example, if users often read articles related to Linux operating systems or
comment on software engineering-related content, the system will make recom-
mendations based on history and recommend similar content. A content-based
advisory system matches one or more characteristics compared to user profiles to
determine the relevance of that item to a particular user. Therefore, the advisory
process determines which products are most suitable for the user’s preferences.
A list of product features can be given, such as product name, price, color,
etc., and other product-related information that the user can find attractive.
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Although the recommender model based on content filtering has been success-
fully applied in many areas [6–8], there are some disadvantages to this method
[6]. The first one may be expertise Focus, where Content-filtering recommender
models tend to recommend products similar to what users previously rated. For
example, mothers who breastfeed or buy diaper products for their babies regu-
larly review and search for mothers’ sites also suggest products about diapers
and milk. However, shopping needs may also be related to household gadgets,
kitchen utensils, or fashion related by age, but these products are not consulted.
The second may be a characteristic citation problem where Content analysis is
limited by techniques on the content that require items to be described clearly.
This problem will be more difficult when selecting complex content features for
multimedia data such as graphics, sound, images, and video. New User Problem
[6]: Content filtering recommender models are helpful when users rate or buy a
relatively large number of products. However, new users have very few ratings,
so the system will not recommend suitable products for users.

2.2 Collaborative Filtering Systems (CF)

Collaborative filtering-based recommender systems recommend products to users
based on similar product measurements evaluated by other users. These systems
work by building a huge database of information about the user’s behavior and
preferences (user-item matrix) and predicting what the user will like based on
the similarities and comparisons. Collaborative filtering is considered the most
common technique in the suggestion system. Collaborative filtering techniques
work well when there is enough assessment information. Therefore, the recom-
mender model based on collaborative filtering depends entirely on user rating
data for products. For example, in the collaborative filtering recommender model
to introduce movies to viewers, the model finds groups of viewers with similar
interests as viewers who need previous advice. Then the model introduces movies
that this group of viewers appreciates to those who need advice. The collabora-
tive filtering methods [6,7,9] are divided into two main branches: memory-based
and model-based. The authors usually use Memory-based approaches to utilize
all assessments, products, and users stored in the system, to base these evalua-
tions to render private lists.

2.3 Knowledge-Based Recommender Systems

Knowledge-based recommender systems are helpful in case items are not fre-
quently used, for example, in e-commerce, real estate-related products, and car
tourism-related products. However, the user’s rating matrix is not informative
enough to suggest since most users only buy the product once with different
detailed requirements. Therefore, it is not easy for the model to collect enough
evaluation information about a product. On the other hand, the user’s pref-
erences about the product may change over time. Therefore, the system may
combine user ratings, product attributes, and historical knowledge of the simi-
larity between user requirements to suggest matches [10–12].



Balltree Similarity: A Novel Space Partition Approach 115

3 The Proposed Recommendation Method Based
on Balltree Structure

3.1 Preliminary on Balltree Algorithm

One data structure to speed the finding of neighbors is the balltree structure.
Balltree structure is beneficial in cases where the amount of data is consider-
able. It can be built for data modeling, supporting adding and deleting data,
and processing with multidimensional space. This algorithm is also applied in
many fields, such as robots, computer vision, speech processing, and graphics. A
balltree is a binary tree with a hierarchical structure. Start with 2 clusters (each
is a ball) to be created. Since it is a multidimensional space, each ball is called
a matching super-sphere. Some points in a multidimensional space will belong
to one cluster, not all. The points will belong to the cluster with the shortest
distance. Each ball will include two sub-clusters, and each sub-cluster becomes a
ball. This sub-cluster is further divided into the next sub-clusters until a certain
depth. Each ball in the balltree contains a node-set of points in Euclidean space.
Each balltree node can be either the root node (containing all the original data),
the intermediate node (containing the set of points), or the leaf node (one data
point). Each node consists of 2 components: center and radius. A node can define
parent, left, and right child nodes. If it is a root node, there is no parent. If it is
a leaf node, there is no child. Each node in the tree identifies the smallest ball
containing all the data points in its subtree.

Fig. 1. The steps of building a Balltree.

This study builds the balltree to store user vectors as the recommender sys-
tem’s original data according to a top-down algorithm.

Figure 1 exhibits the steps of building a Balltree where (A) is a set of data,
(B) is a root node of the tree, (C) is from the root node divided into two children
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nodes, (D) is each child node is divided into the underlying child nodes, and (E)
is a balltree with the nodes of D, E, F, G considered as the leaf nodes.

The whole top-down algorithm’s complexity when building balltree is O(n ∗
log2n). The top-down method of balltree construction is a recursive pro-
cess that starts at the root node, then the intermediate nodes, and finally,
the leaf nodes. For example, calling pi the initial node, dividing pi into
two subnodes consists of four main steps [13] (as shown in Algorithm 1).

Algorithm 1: Create a balltreee structure: create-balltree(D)
Result: A balltree
if If D only has a point then

create a leaf node B as a point in D ;
return B;

else
Call L,R are two child leaves which will be created from the
considering node;

Create B with 2 children with steps as follows:;
Calculate the radius r of the circle (the distance from farthest point f
to center c) ;

Center = c (Determine center c);
B.radius = r (Determine the farthest point f in the data set from
center c);

B.leftchild = create-balltree (L) ;
B.rightchild =create-balltree (R);
return B;

end

– Step one: choose the point farthest from the center of pi, the point piL (left).
– Step two: choose the point farthest from piL, the point PIR (right).
– Step three: assign the data points closest to piL or piR.
– Step four: divide the node pi into 2 subnodes viL or viL, and calculate the

center and radius for these two subnodes. The algorithm ends when viL and
viL are a point in the original data

Figure 2 shows the process of clustering data with Balltree. The blue line
is the super-flat line that divides the initial node into two children. The above
process is recursive until each leaf node contains an original data point. After
constructing the tree structure or the construction of the balltree, perform an
efficient search of the constructed structure using k-nearest neighbors (kNN)
based on the magnitude and distance between the original data.

3.2 Determining the Closest Neighbors in the Balltree

Defining the query object is complicated and time-consuming from a large
amount of data. However, among the algorithms built to query data, k-Nearest
neighbor (k-NN - nearest neighbor) is quite efficient and straightforward. The



Balltree Similarity: A Novel Space Partition Approach 117

Fig. 2. An illustration of clustering data with Balltree [13].

data structures are applied to k-NN, such as balltree, k-d tree, Principal Axis
Tree (PAT), Orthogonal Structure Tree (OST), Nearest Feature Line (NFL),
and Center Line (CL). The balltree structure is chosen because it is efficient in
multidimensional space. In the multidimensional space, we denote V as a set
of data points (user set is the rows considered in the matrix), Q contains the
neighbor points of query q in V, and K is the latest number of users to search for
a new user. Q contains the k users closest to query q if and only if the maximum
distance from the query point q to the points in Q.

The maximum possible distance from the query point q to the points in B is
calculated by the formula 1.

D =

{
∞ if |Q| < k

maxx∈Q|x − q| if |Q| ≤ k
(1)

Likewise, the maximum possible distance from the query point q to the points
in B is calculated by the following formula 2:

DT =

{
max(|q − T.centroid| − T.radius,DB.parent) T �= root

max(|q − T.centroid| − T.radius, 0) T = root
(2)

The algorithm starts the search from the root node. During the search pro-
cess, the algorithm recalculates Q. At each node B, the algorithm performs one
of three cases and returns Q containing k positions with the same closest query
condition of query q (detailed in Algorithm 2). Case one: if the distance from
the query point q to the considered node T is more significant than D, ignore B
and return Q. Case two: if T is a leaf node, go through all the points and update
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Q. Case three: if T is an inner node (ball, not a leaf node), call recursive search
algorithm for B’s two children: left and right.

Algorithm 2: The algorithm to search a subtree in a balltree: searchBall-
Subtree (k, q, Q, node)
Result: A balltree
if DB < D then

return Q ;
else

if B is a leaf then
while x in B.Points() do

if |x − q| < D then
add x to Q;
if |Q| = k + 1 then

remove the furthest neighbor from Q;
Update D;

end
end

end
else

let child1 be the child node closest to q ;
let child2 be the child node furthest from q ;
searchBallSubtree (k, q, Q, child1) ;
searchBallSubtree(k, q, Q, child2) ;

end
end

We consider an example, including the proposed steps to illustrate the Ball-
tree structure’s use to determine k-neighbors and similar users. To illustrate
the balltree structure, we assume that we have 8 points in the set M: M =
{Xj}, j = 1..8, with each point having coordinates (x, y). We have a matrix M
with eight rows and two columns, as shown in Fig. 3.

Fig. 3. An example including 8 points, their coordinates, and their visualization.
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Building the Balltree from the Given Points. We need to identify the
center and radius of nodes from the center in this stage.

Step 1: Determine the center and radius of the parent node of 8 given points:
The center = ( 1+2+3+13+11+5+5+5

8 , 1+3+2+20+16+6+8+11
8 ) ≈ (6,8). X4 is the

farthest point in set A relative to the center (using the formula for calculating
the distance between 2 points in the coordinate system). From X4 to the center,
we have the radius computed by

√
(13 − 6)2 + (20 − 8)2 ≈ 13.5.

Step 2: The algorithm expands the root node A to two child nodes, B and C.
In set A, X4 is the farthest point from the center of root node A, while X1 is the
farthest from X4. We consider X1 and X4 as two points of two sub-circles, B and
C, where B=Node(A).child1 = X1, X2, X3, X6, X7, X8 and C = Node(A).child2
= X4, X5. At this time, the center and radius of the circle B are computed by
the Center of B is A.child1 = ( 216 , 31

6 )≈(3.5,5), X8 as the farthest point in set B.
Center of C = A.child2 = (24/2, 36/2) = (12, 18), determine X4 as the farthest
point in set C with the radius C = A.child2=2.23.
Step 3: We continue to divide node B and C into their child leaves of D, E, F,
G with C.child1 = F = X4, C.child2 = G = X5, B.child1 = D = X1, X2, X3,
and B.child2 = E = X6, X7, X8
Step 4: We continue to divide nodes D and E into their child leaves of H, I, K,
and L, respectively. At the node D: the Center of D = ((1 + 2 + 3)/3, (1 + 3
+ 2)/3) = (2, 2). Determine the point X2 or X3 is the farthest point in D. The
radius of a circle D = 1. At the node E: The center of E = ((5 + 5 + 5)/3, (6
+ 8 + 11)/3) ≈ (5, 8.3). Determine the point X8, which is farthest from the
center in D, and the Radius of the circle D = 2.7. We have D.child1 = H = X1,
D.child2 = I = X2, X3, E.child1 = K = X8 and E.child2 = L = X6, X7

At this step, I and L can be divided into child nodes, but we only consider k=2
nearest neighbors in this example. It should be considered that the algorithm
ends. After splitting the nodes, the model shows the binary tree as Fig. 4.

Fig. 4. The Balltree structure illustration to represent the 8 given points.

Determining Neighbours on the Balltree. Suppose that we have a new
point, q(7,4). Based on the tree structure constructed in the above steps, we
search for the k=2 nearest points to q. The process includes steps as follows.



120 H. X. Huynh et al.

Step 1: Initialize the values: K = 2, determine the 2 nearest neighbours for
q with V = X1, X2, X3, X4, X5, X6, X7, X8 and Q = ∅ (the set of nearest
neighbors of q is initially empty), DT=0, since at the beginning, T is initially as
the root node.
Step 2: T is the root node, so DT = 0,Q = ∅. Continue to consider 2 child
nodes, B and C.
Step 3: Calculate the distance from q(7, 4) to the center of B (3.5, 5) and C
(12, 18), we obtain DqB = qB = DqC =

√
13.25, so B is the closest one to q

while C is the farthest from q. B is the intermediate node. The recursion can be
applied to the left and right child nodes D and E, and update Q = X1, X2, X3,
X6, X7, X8.
Step 4: Consider 2 child nodes of B: D = X1, X2, X3 and E = X6, X7, X8.
We calculate the distance from q to center D and E: DqD = qD =

√
29 and

DqE = qE =
√
22.4, so E is closest to q, and D is farthest from q. E is the

intermediate node, the recursion is applied to E, and update Q = X6, X7, X8.
Step 5: Consider 2 child nodes of E: K = X8 and L = X6, X7 and calculate
the distance from q to center K and L. The Center of K: X8 = (5,11). The
center of L: ((5 + 5)/2, (6 + 8)/2) = (5,7), and distances between q and K, L
is computed by DqK = qK =

√
53 and DqL = qL =

√
13. From the obtained

results, we determine that L is the nearest point to q while K is the farthest from
q. L is the intermediate node. We perform the recursion on L’s left and right
children and update Q = X6, X7. With k = 2 nearest neighbors, the algorithm
stops with the return values, including X6 and X7 (Fig. 5).

Fig. 5. The red curve covers the branch which is included to exhibit how to determine
k = 2 nearest neighbors (X6, X7) of q. (Color figure online)



Balltree Similarity: A Novel Space Partition Approach 121

3.3 Modeling the Problem of Measuring the Similarity of Users
in a Recommender System Based on Balltree Structure

Collaborative filtering techniques can be divided into memory-based and model-
based approaches. Memory-based techniques include user-based and item-based
techniques based on the user’s historical or past items’ data. This technique con-
sists of three main steps: representing the ranking matrix, Calculating similarity
between users or between items, predicting ratings, and making suggestions. We
use data mining and machine learning techniques for Model-based techniques
to build predictive models based on data collected in the past. These tech-
niques analyze user-item matrices to identify the relationships between items;
These relationships are used to compare the list of top-N suggestions. This tech-
nique also includes three main steps: Form the ranking matrix, Build models
by machine learning method (training phase), and Predict actual data based
on the learned model (predictive period). Based on the model, the proposed
recommendation method based on balltree spatial partitions is classified into a
collaborative filtering group. This study leverages the balltree spatial partition
to store the user vectors, calculate their similarity, and predict the result.

Balltree is a complete binary tree data structure built for data modeling,
instrumental in multidimensional spatial processing. Balltree is applied in numer-
ous different fields. In this study, the balltree is considered a method to determine
the similarity of the user list. Based on a built-in balltree structure, the recom-
mender system determine the closest neighbor to a particular user and ultimately
finds advisory values for a new user. Based on the theory of balltree structure,
we propose a novel approach in the recommender system with balltree spatial
partitions as follows: input data is a matrix, and here is a rating matrix of the
user set U = u1, u2, u3, ..., un for the set of products - items I = i1, i2, i3, ..., im.
Users are considered a dataset in m-dimensional space, proceeding to build a
balltree structure based on that data set. During building a balltree, the two
parameters of a node are stored as the node’s center and radius (exhibited in
Fig. 6). After the balltree has been built, we determine the closest user with the
closest k-neighbor algorithm for a given user. At this point, the node’s center
and radius parameters are used to identify a list of nodes close to the new node
using the distance formula.

Fig. 6. An illustration of solving the problem with the clusters generated by the balltree
approach.
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Information Matrix. In a recommender system (RS), the function r is written
as follows (Formula 3):

r : U × I → R (3)
The goal of RS is to find a function r∗ : U ×I → R∗ such that α(r, r∗) satisfies a
certain condition. For example, α is a function that estimates the Mean Absolute
Error (MAE) (Formula 4). It must be minimal.

MAE =
1

|T |
∑

|ri,j − r ∗i,j | (4)

where |T | is the total rating of the original data set, ri,j is the rating of user ui

for item ij while r∗i,j is the rating predictions of user ui for item ij . Creating
recommendations using user-based collaborative filtering can be done as shown
in Fig. 7.

Fig. 7. Suggesting recommendations from the informational function matrix with the
k = 3 nearest neighbors.

Providing Recommendations. When a list of users is similar to a user need-
ing to predict, we combine their ratings to generate predictive value. Usually,
the predicted results are the average of the values of similar users.

For users who need ua advice, we determine the results in places that have
not yet been validated (question marks are positions that need to be valid).
Recommendation results using the predictive function calculate the average value
from users similar to ua.

4 Experimental Results

4.1 Movielens Dataset and Settings for the Experiments

Our method is evaluated on the movielens dataset proposed by grouplens1. The
dataset includes about 100,000 samples with movies rated by 943 users for 1,664
1 https://grouplens.org.

https://grouplens.org
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movies (with 99,392 samples, including ratings of values ranging from 1 to 5). It
is organized in a matrix format of 943 rows, 1,664 columns, and 1,569,152 cells
containing users’ ratings for movies. However, as we know, not all users watch all
movies. In the rating matrix, there are only 99,392 user ratings for the category of
movies, including 19 genres of movies (action, adventure, animation, children’s,
comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery,
romance, scifi, thriller, war, western).

We assume that each node stores one user vector (one row of data in the initial
evaluation matrix). After the tree has been built, the leaf nodes’ similarity to a
new node is calculated as the data to be predicted. The next step is to find k
neighbors to find n users closest to the new user. Finally, calculate the advisory
results for this new user.

The performances in Mean Absolute Error (MAE), Root Mean Square Error
(RMSE), and Mean Square Error (MSE) are measured by the average results on
5-fold-cross validation.

To build a recommender system based on Balltree, we use recommendarlab2

tool package and install additional functions to build a recommender system
based on balltree structure: build balltree in recommendarlab package and com-
pute user similarity according to balltree structure combining some functions of
sklearn [18] (sklearn. neighbors.BallTree) in python.

Taking examples for scenarios in the following sections, we randomly extract
a small 10 × 10 dataset in the Movielens set after the normalization process
(exhibited in Table 1). Then, we divide it into a training set and a test set. For
samples used in the examples, we assume that at the i-th repetition of a 5-cross
evaluation, there are u5 and u6 in the training set, and the remaining is in the
test set.

4.2 Scenarios

Three scenarios are presented to show how the proposed method works. In the
first one, the system receives input data and defines nodes in the balltree struc-
ture. Then, we calculate the similarity of the user vectors by finding neighbors
through the balltree tree to determine a list of users similar to new users. The
last one identifies the value of reviews and advises new users.

Scenario 1. The system receives the data and defines nodes in the balltree. The
considered nodes include root, intermediate, and leaf nodes. Next, we transform
the dataset into user vectors where each user is one vector from the original
dataset. Finally, the NA values are replaced by the value 0.

2 https://cran.r-project.org/web/packages/recommenderlab/index.html.

https://cran.r-project.org/web/packages/recommenderlab/index.html
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Table 1. Experimental samples for scenarios presented in a matrix of 10 × 10 where
each column represents movies in (n = 1..10) and each row represents ratings of the
user um (m = 1..10) corresponding to the movie.

i1 i2 i3 i4 i5 i6 i7 i8 i9 i10

u1 5 3 3 4 1 5 2 5 5 5
u2 4 NA NA NA NA NA NA NA 4 4
u3 NA NA NA NA NA NA NA NA NA NA
u4 4 3 NA NA NA NA NA NA NA NA
u5 4 NA NA 2 4 4 NA 4 2 5
u6 NA NA 5 5 5 5 3 5 NA NA
u7 NA NA NA 3 NA NA 3 NA NA NA
u8 4 NA 4 4 NA 4 4 5 3 NA
u9 NA NA NA NA 4 5 2 2 NA NA
u10 NA NA 5 NA NA NA NA NA NA NA

The training set is illustrated as:

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−→u1−→u2−→u3−→u4−→u7−→u8−→u9−→u10

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

5 3 3 4 1 5 2 5 5 5
4 0 0 0 0 0 0 0 4 4
0 0 0 0 0 0 0 0 0 0
4 3 0 0 0 0 0 0 0 0
0 0 0 3 0 0 3 0 0 0
4 0 4 4 0 4 4 5 3 0
0 0 0 0 4 5 2 2 0 0
0 0 5 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The test set is illustrated as:
(−→u5−→u6

)
=

(
4 0 0 2 4 4 0 4 2 5
0 0 5 5 5 5 3 5 0 0

)
Step 1: Determine the center and radius of the parent node. From the training
set with A = u1, u2, u3, u4, u7, u8, u9, u10, we determine the center by:(

2.125 0.75 1.5 1.375 0.625 1.75 1.375 1.5 1.5 1.125
)

Determine the farthest point in set A to the center from the result obtained
above, and using the formula to calculate the distance between n points in the
n-dimensional coordinate system, we obtain u1.
Step 2: We have root node A as the first step. We divide the root node A into
two child nodes of B and C. In set A, u1 is the farthest node from the center
of root node A. We obtain u3, which is the farthest one from u1. We consider
u3 and u1 as the center of two sub-circles, B and C where B = Node(A).child1
= u2,u3,u4,u7,u9,u10 and C = Node(A).child2 = u1,u8. At this time, the center
of child node B is identified as follows. The center of B = A.child1 is computed
with the result:(

1.34 0.5 0.83 0.5 0.67 0.83 0.83 0.34 0.67 0.67
)

u9 is found as the farthest point in set B. The same way is applied to B as C.
However, since C only has two children and suppose to determine two neighbors,
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there is no need to decompose C. In the balltree structure, we draw the root node
A and its two child nodes of B and C.
Step 3: We continue to divide the node B into the child nodes where B.child1 =
D = u2, u3, u4 (u2 is the farthest point from the center of D) and B.child2 =
E = u7, u9, u10 (u9 is the point farthest from the center of E).
Step 4: We continue to divide node D and E into the child nodes where
D.child1 = F = u2, D.child2 = G = u3, u4, E.child1 = H = u9, E.child2 =
I = u7, u10. The balltree is structured after 4 steps, as exhibited in Fig. 8.

Fig. 8. The structured balltree as an example.

Scenario 2. In this scenario, we calculate the similarity of the user vectors and
display a list of the most similar users for the given user.

Taking u5 as an example, with u5 =
(
4 0 0 2 4 4 0 4 25

)
, the list of users who

has the similarity to u5 as determined as follows.

Step 1: Initialize the values: K = 2, determine 2 neighbors which is the closest
to u5 with initialized values of V = A = u1, u2, u3, u4, u7, u8, u9, u10, Q = ∅, the
set of neighbors closest to u5, and DT = 0, since T is initially the root node.
Step 2: Consider T is the root node, so we have DT = 0, Q = ∅. Continue with
the two child nodes of B and C.
Step 3: To calculate the distance from u5 to the center of B =
u2, u3, u4, u7, u9, u10 and C = u1, u8, we compute the distance from u5 to cen-
ter of 2 child nodes B (u3) and C(u1) where Du(5)B = (u(5)B) = 9.85 and
Du(5)C = (u(5)C) = 6.8. From the obtained results, we see that C = u1, u8 is
closest to u5, B = u2, u3, u4, u7, u9, u10 is the farthest node from u5. Since C
has only 2 children u1, u8 and we set the neighbors K = 2, the algorithm stops.
The needed list includes u1 and u8.

Scenario 3. In this scenario, we calculate the usage of the recommendation and
provide suggestions to the new users. We suggest items for the new users from
the pre-stored list of user vectors.

Provide ratings for items for the u5 based on its 2 closest neighbors, u1 and
u8. The results obtained from scenario 2 for this Scenario include u1 and u8. u1 =(
5 3 3 4 1 5 2 5 55

)
, u8 =

(
4 0 4 4 0 4 4 5 30

)
. u5 is determined by calculating the

mean of u1 and u3, the values of 0 are not included in the evaluation formula
u5 =

(
4.5 3 3.5 4 1 4.5 3 5 4 5

)
.
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4.3 The Experimental Results on 100,000 Samples of Movielens
Dataset

The work processed the Movielens matrix before being put into the recom-
mender model. First, data are filtering advancement: each user watches at least
50 movies, and each movie has at least 100 users viewing and rating. After
filtering data, the matrix result consists of 560 rows and 332 columns. Data rep-
resentation using a Heat chart in R shows the user’s rating in the Movielens set
after filtering the data. Proceed to divide into the training data set and test data
set. If dividing the data by 80% division is training set, and 20% is test set, the
training data set results include 463 users (463 × 332 = 45248 reviews) and a
test set of 97 people used (97 × 332 = 10050 ratings).

The balltree-based recommender results of the model are exhibited in a
matrix format with a structure of 10 × 111 (each column is one user, and each
cell is a movie selected to present to the user in the corresponding column). For
example, Fig. 9 shows consultation results for the first four users, with each user
choosing the ten highest-ranked movies.

Fig. 9. An illustration of suggesting 10 movies for the first 4 users.

We compare the accuracy of the proposed model with the balltree to the
cosine measure (the similarity between 2 users of u and v is computed by Formula
5), a widely-used method in recommender systems [15–17]. The results in Table 2
show that applying a tree structure to a collaborative human-based filter model
can improve the model’s accuracy.

sim(u, v) = cos(−→v ,−→u ) =
−→v ∗ −→u

||−→v || ∗ ||−→u || (5)
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Table 2. Performance comparison in average RMSE, MSE and MAE on 5-fold-cross
validation between two approaches

RMSE MSE MAE

UBCF_Balltree 0.9625551 0.9774664 0.7708005
UBCF_Cosine 0.9693691 0.9863076 0.7727980

The figure below shows results comparing the two models’ accuracy. The
results show that RMSE, MSE, and MAE of User-based collaborative filtering
with the Balltree (UBCF_BALLTREE) model are better than these indica-
tors on the User-based collaborative filtering method using Cosine Similarity
(UBCF_Cosine).

5 Conclusion

The work focuses on proposing a novel measure that can improve the recom-
mender system’s efficiency by combining the recommender system under the
user collaborative filtering model based on the balltree binary tree structure.
Experiments with Ball-Sim on Movielens dataset have achieved a promising
performance compared to a commonly-used similarity measurement as cosine.
The work also introduced numerous scenarios with detailed steps.

Besides the achieved results, the study’s next development direction is to
build a recommender system based on numerous different datasets to compare
results. Also, there are many algorithms for building balltree trees; the article is
expected to begin further studies on balltree-based recommender systems with
more diverse algorithms.
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Abstract. At present, the large-scale railway maintenance equipment
adopts a diesel engine as the main power plant. Therefore the diesel
engine in the event of failure, will seriously affect the large-scale railway
maintenance equipment of the normal work. Exploring advanced diesel
engine condition monitoring and fault diagnosis technology and looking
for practical and effective diesel engine fault diagnosis method, which has
already become a research subject widely concerned by many experts
at home and abroad. In this paper, genetic algorithm (GA) is used to
optimize the parameters of radial basis function (RBF) neural network
for diesel engine fault diagnosis, experimental results show the validity
of this prediction method, and the accuracy of the proposed algorithm
was verified by comparative.

Keywords: Large-scale railway maintenance equipment · Fault
diagnosis · RBF neural network optimized by genetic

1 Introduction

Diesel engine’s structure is complex, and there are many parts. The relationship
between each subsystem is complex, so the fault diagnosis is complex. Typically,
a source of the problem may lead to a failure, it may lead to multiple failures.
Of course, a fault may be caused by a fault source or multiple fault sources.
Therefore, we need to find fault diagnosis method which can scientifically and
accurately collect the fault information.

With the continuous development of fault diagnosis, A novel fault detection
and diagnostic method of diesel engine by combining rule-based algorithm and
Bayesian networks (BNs) or Back Propagation neural networks (BPNNs) is pro-
posed [1]. Wang presents a Bayesian network-based approach for fault isolation
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in the presence of the uncertainties [2]. Wang presents an adaptive fuzzy PID
control method for the diesel engine speed control system that is accompanied
by the uncertainty and time variability. [3] dedicated to the optimization of the
runner dimensions determined by the numerical calculation [4]. Wang puts for-
ward a bat algorithm based on improved optimization engine fuel system fault
diagnosis model of extreme learning machine [5]. However, the neural network
still has some disadvantages, such as slow convergence speed, local minimum
value, lack of explicit expression between levels, and difficult to determine the
network structure, which limits the application and development of neural net-
work in diesel engine fault diagnosis. Based on RBF network, this paper uses
genetic algorithm to optimize its network parameters, which makes RBF neural
network algorithm have strong global search ability.

Finally, with Germany DEUTZ F12L413F type V-cylinder diesel engine sim-
ulation, the fault diagnosis experiments show that the effectiveness of the pre-
diction method, and the accuracy of the algorithm is verified by comparison.

2 Diesel Typical Failure Modes and Failure
Characteristics

When the diesel engine is working, it is possible to produce a wide variety of
failures, the data was provided by the UK diesel Engineers and user down-
time reports Press Association analysis of the results [6]. Injection equipment
and fuel supply system fault(27.00%), Water leakage(17.30%), Valve and valve
seat failure(11.90%), Bearing fault(7.00%), Piston component failure(6.60%),
Leakage and lubrication system failure(5.20%), Turbo system failure(4.40%),
Gears and drives fault(3.90%), Governor gear fault(3.90%), Fuel leak(3.50%),
Other rupture(2.50%), Other faults(2.50%), Pedestal failure(0.90%), Crankshaft
fault(0.20%), Air leakage(3.20%).

Through the analysis of above, it can be seen due to the interaction between
diesel engine subsystems, complex relationships, and therefore presents a com-
plex diversity of diesel engine fault, the fault of the main characteristics of the
diesel engine: the failure of complexity; fault correlation and relativity; the coex-
istence of multiple faults.

3 RBF Neural Network

3.1 RBF Network and RBF Element Model

RBF element model having R-dimensional inputs shown in Fig. 1. In Fig. 1,
||dist|| module represents obtaining input vector and weight vector distance.
This model uses a Gaussian function as shown in Fig. 2 radbas as a radial basis
function neural transfer function [7], which n is a distance between the input
vector p and the weight vector w and then multiplied by the threshold b. Gaussian
function as shown in Fig. 2 is a typical radial basis function, the expression is:

f(x) = e−x2
(1)
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Fig. 1. Radial base function artificial neural.

Fig. 2. Gaussian curve.

Center and width are two important parameters radial basis function neu-
rons. Right neurons value vector w radial basis function determines the center,
when the input vector p and w coincide, the output of radial basis function neu-
rons reaches a maximum when the input vector p farther distance w, neuron
output smaller. Neurons threshold F determines the width of the radial basis
function, b is larger, the input vector p while away from the w, the amplitude
attenuation function will be.

3.2 RBF Neural Network Model

A typical radial basis function network comprises two layers [8], hidden layer and
output layer. Figure 3 shows a radial basis function network diagram, network
input dimension for R, number of neurons in the hidden layer is s1, the output
number is s2, the hidden layer neurons using Gaussian function as a transfer
function, output the transfer function layer is a linear function, a1

i represents the
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hidden layer output vectors of the i -th element of a1
i , W 1

i is the weight vector i
-th hidden layer neurons, which j -th row of hidden layer neurons weights matrix
W 1.

Fig. 3. Radial basis function network structure.

3.3 RBF Network Learning

In Gaussian network as an example, the network to learn three parameters,
namely the weight of each RBF center and variance and an output unit. The
choice of the first two parameters in two ways [9].

(1) According to the experience of the election center, M centers should be
representative. Density of sample points where the center also more appro-
priate, if the data itself is uniformly distributed, uniform distribution of the
centers, the distance between the centers of each set is d, optional variance
σ = d

/√
2M .

(2) By clustering the sample clustered into M Class, the center is at the center of
RBF, the most commonly used is K-means clustering, selforganizing method
can also be used in the future to discuss.

If the RBF network classifier seen Parzen window or bit density function
method recovery, Fukunagen noted that the usual clustering method given cen-
ter and a variance is not representative, he proposed the reduction of Parzen
algorithm that from N samples, choose r as a standard center should make
Kullback distance between two distributions pr(X) and pN (X) minimum,

K =
∫

ln

[
pr(X)
pN (X)

]

pr(X) dX = E × ln

[
pr(X)
pN (X)

]

(2)

wherein, pr(X) and pN (X), respectively, by r points or N points of the estimated
density function.

After the center and variance RBF function is selected, the output unit
weights are available directly calculated from the least squares method. The
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most common situation is that the above three parameters are used to super-
vised learning approach to training, such as the use of error correction based on
the gradient descent algorithm, an objective function is defined as:

E =
1
2

N∑

j=1

e2j (3)

where: N is the number of samples; M is a selected number of hidden units.
ej = d − F ∗ (xj) = dj − ∑m

i=1 ωiG (‖xj − tj‖ ci) has three parameters to be
learning, ωi, tj ,

∑−1
i �, and (with the transformation matrix Cj related).

Given directly below its learning rule (N is the number of iterations).

(1) The weight of the output unit:

∂E(n)
∂ωi(n)

=
N∑

j=1

ej(n)G (‖xj − tj‖ ci)

ωi(n + 1) = ωi(n) − η1
∂E(n)
∂ωi(n)

, i = 1, 2, . . . ,m.

(4)

(2) The center of the hidden unit ti:

∂E(n)
∂∂i(n)

= 2ωi(n)

N∑

j=1

ej(n)G

(

‖xj − ti(n)‖ ci

−1∑
(n) [xi − ti(n)]

)

ti(n + 1) = ti(n) − η2
∂E(n)
∂ti(n)

, i = 1, 2, . . . ,m.

(5)

(3) Function Width:

∂E(n)
∂

∑−1
i n

= −ωi(n)G′ (‖xj − tj(n)‖ ci) Qji(n)

Qji(n) = [xj − tj(n)]T

−1∑

i

(n + 1) =
−1∑

i

(n) − η3
∂E(n)

∂
∑−1

i n

(6)

In the formula: ej(n) is the error of the j-th sample time n;G′(·) is derivative of
Gaussian function G(·).
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4 Fault Diagnosis Method Based on Genetic Algorithm
Optimization of RBFNN

4.1 RBFNN Optimized by Genetic Algorithm

Using RBF Neural networks to solve practical problems and generally including
three stages [10]:

(1) First creates a RBF Neural network on research issues, and the number
of nodes, each layer of the network structure, processing units and hidden
connections between base design function;

(2) Combined with the research questions, selecting an appropriate method to
determine the topology of the network structure and connection weights
between the nodes;

(3) Target performance that can be measured to evaluate the training network.
In order to achieve the desired results, you can repeat the process.

Currently, there is a learning algorithm of RBF neural network some short-
comings: clustering methods exist must be pre-specified number of categories,
and select number of categories would affect the performance of clustering; super-
vised learning algorithm is affected by the initial value of the set, and it is difficult
to achieve global optimization; some methods and regression-related although to
some extent can better solve the problem of the hidden layer number and the
value of the centers, but the regression coefficients of selected parameters and
width, you need to try or cross-validation, therefore, some limitations exist in
the actual application process.

4.2 Fault Diagnosis of Diesel Engines Based on Genetic Algorithm
Optimization of RBFNN

Combined with the above, the establishment of an experimental model of vibra-
tion signal acquisition and pressure signal analysis system based on the detection
system shown in Fig. 4 Working principle of the piezoelectric vibration sensor
signal acquisition, while the point sensor signal collection point dead stop after
processing the charge amplifier into DASP data acquisition system, and then
through the computer signal analysis system data processing, fault diagnosis of
diesel engines [11].

In order to improve the reliability of diagnosis, should reflect as much as
possible to extract fault feature info extracted dynamic index signal timedomain
waveform as the characteristic parameter.

We mainly on the following 5 kinds of diesel engine fault diagnosis: more oil
f1, fuel supply advance angle nights f2, supply advance angle early f3, the oil
valve wear f4, injector needle stuck f5.

The 5 kinds of common faults of diesel engine fault, there is a certain degree
of representativeness. Vibration Fault sample collected data and pressure fault
sample data shown in Table 1 and Table 2. We use the formula: x′

i = xi−xmin
xmax−xmin

,
the above data is normalized, but the results are omitted.
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Fig. 4. The working principle diagram of the diesel engine signal detection system.

4.3 RBF Network Training Results

RBF network with the substance of troubleshooting is to conduct sample learn-
ing and pattern recognition. RBF network in the creation process, can automati-
cally increase the number of neurons in the hidden layer unit until MSE meeting
the objectives set up, so the process of creating a network that is network training
process.

Setting training network error precision goal = 0.00001, after several tests,
will be extended to the constant spread = 0.9, will each increase the number
of hidden layer neurons is set to 1, the maximum is set to 40 the number of

Table 1. Pressure fault sample data

Fault types Sample data

xp μ|x| ψx xr K I G L

f1 1 6.9323 10.0512 1.5023 0.3128 44.2460 105.8000 7.8742 10.4347

2 6.9234 10.0635 1.5078 0.3089 44.3450 105.6000 7.8734 10.4456

3 6.9345 10.0546 1.5067 0.3123 44.2340 105.9000 7.8656 10.4235

f2 1 3.7209 12.6345 2.1245 0.3482 63.1502 100.0000 4.5352 7.9300

2 3.7322 12.6234 1.1380 0.3545 61.1345 101.1000 4.5245 7.9289

3 3.7255 12.6123 1.1325 0.3493 63.5678 100.8000 4.5453 7.9168

f3 1 3.9520 14.3550 1.5330 0.3265 61.1076 94.1000 4.5010 6.5479

2 3.9450 14.3443 1.5439 0.3267 63.9999 94.0000 4.4956 6.5372

3 3.9534 14.3654 1.5346 0.3124 64.1234 94.2000 4.5012 6.5234

f4 1 2.9580 8.0384 1.5854 0.3937 30.9800 43.1000 3.5345 5.3542

2 2.9577 8.0478 1.5860 0.3910 30.9756 43.4000 3.5678 5.3467

3 2.9430 8.0345 1.5862 0.4000 30.9876 43.5000 3.5467 15.3098

f5 1 4.4000 22.9567 2.9856 0.2090 248.3011 276.0000 5.3567 12.0712

2 4.3450 21.9870 3.1089 0.2089 249.0000 278.0000 5.3876 12.0876

3 4.4900 23.0000 2.9767 0.2100 248.9000 279.0000 5.3767 12.1123
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Fig. 5. The training results of RBFNN.

Table 2. Vibration fault sample data

Fault types Sample data

xp μ|x| ψx xr K I G L

f1 1 6.9323 10.0512 1.5023 0.3128 44.2460 105.8000 7.8742 10.4347

2 6.9234 10.0635 1.5078 0.3089 44.3450 105.6000 7.8734 10.4456

3 6.9345 10.0546 1.5067 0.3123 44.2340 105.9000 7.8656 10.4235

f2 1 3.7209 12.6345 2.1245 0.3482 63.1502 100.0000 4.5352 7.9300

2 3.7322 12.6234 1.1380 0.3545 61.1345 101.1000 4.5245 7.9289

3 3.7255 12.6123 1.1325 0.3493 63.5678 100.8000 4.5453 7.9168

f3 1 3.9520 14.3550 1.5330 0.3265 61.1076 94.1000 4.5010 6.5479

2 3.9450 14.3443 1.5439 0.3267 63.9999 94.0000 4.4956 6.5372

3 3.9534 14.3654 1.5346 0.3124 64.1234 94.2000 4.5012 6.5234

f4 1 2.9580 8.0384 1.5854 0.3937 30.9800 43.1000 3.5345 5.3542

2 2.9577 8.0478 1.5860 0.3910 30.9756 43.4000 3.5678 5.3467

3 2.9430 8.0345 1.5862 0.4000 30.9876 43.5000 3.5467 15.3098

f5 1 4.4000 22.9567 2.9856 0.2090 248.3011 276.0000 5.3567 12.0712

2 4.3450 21.9870 3.1089 0.2089 249.0000 278.0000 5.3876 12.0876

3 4.4900 23.0000 2.9767 0.2100 248.9000 279.0000 5.3767 12.1123
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neurons. As can be seen from Fig. 5, when training to 13 steps, error precision to
meet the requirements. The corresponding input samples, RBF neural network
output mode, the failed node close to 1, the non-faulty nodes close to 0.

Table 3. Vibration testing data

Fault types Sample data

xp μ|x| ψx xr K I G L

f1 0.1042 0.0188 0.0063 0.0000 0.0410 1.0000 0.1472 0.1906

f2 0.0985 0.0181 0.0057 0.0000 0.0410 1.0000 0.1196 0.1613

f3 0.0791 0.0160 0.0049 0.0000 0.0379 1.0000 0.0975 0.1371

f4 0.1539 0.0184 0.0056 0.0397 0.0000 1.0000 0.1817 0.2313

f5 0.1384 0.0218 0.0041 0.0000 0.0611 1.0000 0.1551 0.1859

4.4 Network Training Results of Genetic Algorithm Optimization

Control lead using binary code, parameter uses a decimal encoding genes. Accu-
racy of approximation error objective function indicated by

MSE =
1
2

N∑

k

(yout(k) − ymout(k))2 (7)

where N is the number of samples, yout expected output values, ymout of actual
output values for RBF Neural network. Choosing roulette method is used to
choose. Cross way uses the word cross. In mutation, with some probability negate
the control gene; the uniform variation method for parameter real-value variation
of the gene. Identify hidden nodes of RBF nerve number, hidden layer node
centers, base width and linear output power value, taking the maximum number
of optimization as 150 generations, hidden layer node number is 5. Training
results are shown in Fig. 6.
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Fig. 6. The training results of genetic RBFNN.

4.5 System Test

To test network troubleshooting capabilities and accuracy of network simulation
follows. The vibration test data and the pressure test data (Table 3, Table 4)
into which the neural network has been trained, the training results as shown in
Table 5.

Table 4. The results of fault diagnosis by different neural network

Types of neural network Fault types Actual output

RBF neural network f1 1.0097 −0.0043 −0.0012 −0.0036 −0.0006

f2 −0.0325 1.0147 0.0025 0.0060 0.0094

f3 −0.0204 0.0394 0.9732 0.0093 −0.0015

f4 0.0097 −0.0010 −0.0040 0.9972 −0.0020

f5 0.1488 −0.0529 −0.0486 −0.0390 0.9917

GA-RBF neural network f1 0.9984 −0.0001 0.0002 0.0012 0.0003

f2 −0.0170 1.0060 0.0034 −0.0020 0.0097

f3 −0.0187 0.0190 0.9734 −0.0067 −0.0044

f4 −0.0022 0.0052 −0.0041 1.0026 −0.0015

f5 0.0442 0.0026 −0.0510 0.0112 0.9931
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Table 5. Pressure testing data

Fault types Sample data

xp μ|x| ψx xr K I G L

f1 0.0602 0.0930 0.0114 0.0000 0.4196 1.0000 0.0715 0.0960

f2 0.0323 0.1230 0.0179 0.0000 0.6312 1.0000 0.0420 0.0760

f3 0.0364 0.1499 0.0129 0.0000 0.6908 1.0000 0.0445 0.0664

f4 0.0622 0.1694 0.0280 0.0000 0.7278 1.0000 0.0735 0.1163

f5 0.0152 0.0821 0.0100 0.0000 0.8863 1.0000 0.0186 0.0429

5 Conclusions

The genetic algorithm is a global parallel and capable of random search method
for optimizing the function to be substantially unrestricted, do not meet the
conditions of continuous or differentiable, just solution to meet the requirements
under the Solution Function self- restraint, with global convergence and robust-
ness can be. Thus, genetic algorithms to optimize the RBF neural network,
RBFneural algorithm can make a powerful global search capability.
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Abstract. Time-series forecasting, especially in a chaotic system, is a critical
problem because its application is ubiquitous in several real-world fields, namely
finance, environment, traffic, meteorology, industry, etc. In literature, there are
many proposed methods for chaotic time series forecasting, but it is still challeng-
ing to yield a high predictive accuracy due to the chaotic characteristic which is
very sensitive on the initial condition. In this work, we propose a fusion app-
roach that takes advantage of chaos theory to represent time series data into
phase space and combines autoencoder (AE) with Long Short-Terms Memory
(LSTM) networks. First of all, the task of phase-space reconstruction starts with
determining appropriate time lag and embedding dimension for the input time
series. Next, autoencoder, which is constructed by LSTM cells, takes responsibil-
ity for latent-feature extraction through an unsupervised learning task and feeds
the extracted data into LSTM-based forecaster. The experimental results on seven
datasets including both synthetic and real-world chaotic time series reveal that
our proposed method outperforms other forecasting methods using only stacked
autoencoder, LSTM with or without chaos theory.

Keywords: Chaos · Phase space reconstruction · LSTM · Autoencoder · Chaotic
time series forecasting

1 Introduction

Chaotic time series prediction is involved in various practical areas such as finance, traf-
fic, environment, meteorology, geology, industry, etc. Chaos is one of the characteristics
of time series, indicating the sensitivity of a chaotic system when has a small change
of initial condition, as known as the Butterfly Effect. Several studies indicate that chaos
theory can be utilized to yield better predictive results in chaotic time series forecasting.

However, it is still challenging to make accurate results in chaotic time series fore-
casting. The conventional methods using statistical and mathemetical techniques (for
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instance, moving average, exponential smoothing, ARIMA model), k-nearest- neigh-
bors algorithm, Multi-Layer-Perceptron (MLP) neural networks, Radial-Basis-Function
(RBF) Networks and Support Vector Machines (SVMs), do not yield reliable prediction
accuracy in case of time series with chaotic characteristics.

Taking advantage of the advances of deep learning in the past decade, several
researchers have applied deep neural networks, such as Deep Belief Networks (DBN),
Stacked Autoencoder (SAE), Long Short-Term Memory (LSTM) in forecasting chaotic
time series. Through experiments in these works it is found out that Deep Neural Net-
works (DNN) can bring out better predictive performance. Some remarkable studies
which apply DNN in chaotic time series forecasting can be listed as follows.

Kuremoto et al., in 2014, introduced a DBN model which stacks several restricted
BoltzmannMachines (RBM) and one multi-layer perceptron (MLP) network to forecast
chaotic time series [1]. For a specific kind of chaotic time series, namely short-term
passenger flow in the China railway system, Zhang et al. [2] proposed a method which
incorporates LSTM network and chaos theory in 2018. In 2019, Xu et al. [3] applied
Continuous Deep Belief Neural Network combined with chaos theory for daily urban
water demand prediction. Yang and Shen, in 2020 [4] proposed a method for chaotic
time series forecasting by means of Differencing Long Short Term Memory (D-LSTM)
and chaos theory. After that, more generally, the study of Phien et al. [5] in 2021 revealed
that LSTM is more effective for chaotic time series prediction than DBN even though
both use phase-space reconstruction in chaos theory. Sangiorgio et al. [6] in 2020 also
combined chaos theory and LSTM formulti-step ahead forecasting in chaotic time series
which brought out good prediction accuracy. Xu et al. in 2022 [7] combined SAE and
particle swarm optimization for multivariate chaotic time series forecasting.

Recently, there have been some research works which integrate autoencoder, a kind
of deep neural network to LSTM in order to enhance the predictive accuracy of LSTM
in time series forecasting. Li et al. in 2018 [8] proposed a fusion approach which
utilizes sparse autoencoder to extract features and LSTM-based forecaster to predict
water quality. Heryadi in 2018 [9] studied a hybrid method which combines autoen-
coder and LSTM for short-term weather forecasting. Hoa et al. in 2021 [10] used a
hybrid method which combines LSTM-based autoencoder and LSTM-based forecaster
to predict foreign exchange rate which provided reliable prediction results.

Inspired by the main ideas from the two forecasting methods ([8–10]), in this work,
we aim to apply these ideas in the context of chaotic time series. That means we attempt
to combine LSTM-based autoencoder, LSTM and chaos theory to improve one- step-
ahead prediction in chaotic time series. The main idea is that the proposed approach
first transforms the univariate time series data to phase space and extracts latent features
by the encoder from the unsupervised-trained autoencoder. After that, an LSTM-based
forecaster is trained to get a one-step-ahead predicted value. To be more general and
diverse, our study evaluates the proposed approach on two kinds of chaotic time series
datasets including synthetic datasets (Lorenz, Mackey-Glass, and Rossler system) and
real-world datasets (daily foreign exchange rate of AUD/USD, EUR/USD, monthly
mean total sunspot number, IBM daily stock closed price). We compare the proposed
method to three other deep neural network methods, such as LSTM with or without
chaos theory, autoencoder with phase space reconstruction. To examine the prediction
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results, we use Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and
Mean Absolute Percentage Error (MAPE) as performance measures. The experimental
results reveal that our proposed approach brings out a better predictive accuracy than the
three other methods in terms of the three above mentioned metrics on the seven tested
datasets.

The structure of the paper is as follows. In Sect. 2, we provide some basic back-
grounds about chaotic theory, LSTM, and autoencoder (AE). In Sect. 3, the approach
of combining chaos theory, autoencoder and LSTM forecaster for chaotic time series
forecasting is introduced. Section 4 describes the experimental results which compare
the proposed method to LSTM without and with chaos theory, and SAE with chaos
theory. Finally, the paper in concluded in Sect. 5.

2 Background

2.1 LSTM and Bidirectional LSTM

Long Short-Term Memory (LSTM) was proposed by Hochreiter and Schmidhuber in
1997 [11]. LSTM is an improved variant of Recurrent Neural Network (RNN) designed
specifically for sequence data to overcome long-term dependencies and exponential (or
vanishing) gradient problem in RNN. Themain idea of LSTM is cell state that has ability
to keep or forget information from previous steps. The cell state is constructed by three
gates named input gate, output gate, and forget gate. Forget gate takes responsibility
of remembering the most useful information and forgetting the rest. Both input and
output gate control when input signal and output signal should be processed. With this
structure, LSTM unit was possible to handle long-term dependencies. Figure 1 depicts
the architecture of each LSTM block (cell).

Fig. 1. Long short term memory cell

The activation of each gate is depicted by equations follow:

ft = σ(Wf [Ct−1, ht−1, xt] + bf) (1)

it = σ(Wi[Ct−1, ht−1, xt] + bi) (2)
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Ĉt = tanh(Wc[ht−1, xt] + bc) (3)

Ct = ft ∗ Ct−1 + if ∗ Ĉt (4)

ot = σ(Wo[Ct, ht−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

where xt is input vector, ht is output vector of hidden layer, ft is forget gate vector, Ct is
cell state vector, it is input gate vector, ot is output gate vector, σ is the sigmoid function,
W, b respectively denote the weight and bias vector of each gate.

Bidirectional LSTM (Bi-LSTM) [12] is an extension of LSTM model in which two
LSTMs are applied to the input data in two diferent directions, forward and backward.
Applying the LSTM twice helps to improve learning long-term dependencies and thus
consequently will improve the accuracy of the model ([12–14]). Figure 2 presents the
structure of Bi-LSTM networks compared to LSTM.

Fig. 2. LSTM and bidirectional LSTM

2.2 Autoencoder and Stacked Autoencoder

Autoencoder
An autoencoder (AE) is a special case of neural networks in which the input is the same
as the output. It performs an unsupervised learning task. There are three components in
AE including the encoder, the code and the decoder. In AE, the encoder and the decoder
may have more than one layer. Firstly, AE compresses an input to a vector represen-
tation named code by the encoder. The code is regenerated to the input afterwards. In
other words, the output is reconstructed from the code using the decoder. Because of
its characteristics, AE is often used to extract latent features, reduce dimensions and
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denoise the input data in an unsupervised manner. Figure 3 depicts the architecture of
an autoencoder in which both encoder and decoder consist of two layers. The input and
output are almost the same, indicating that the code can be represented for input and
reconstructed by the decoder. Therefore, after finishing the training step, the encoder is
put out separately and used as a feature extractor.

Fig. 3. The structure of an autoencoder model

Stacked Autoencoder
When more than one autoencoder are stacked, a stacked autoencoder (SAE) model is
created. In SAE, except input of the first AE, the input of the next AE is taking the
output of the previous one. More clearly, considering SAEs with n layers, the first layer
is trained as an autoencoder with inputs from training set. After obtaining the first hidden
layer, the output of the mth hidden layer is used as the input of the (m + 1)th hidden
layer. In this way, multiple autoencoders can be stacked hierarchically. More clearly,
considering SAEs with l layers, the first layer is trained as an autoencoder,

Sometimes, SAE architecture can also be applied to forecasting task. In this situation,
we need to add a standard predicted layer (for example: fully connected layer) on the
top most layer. This is illustrated in Fig. 4.

2.3 Chaos Theory

A chaotic time series is an irregular motion in deterministic system. A common practice
in predicting the chaotic time series is to reconstruct the phase space of the system using
delay space embedding method described as follows.

Given a single-dimensional time series xt , where t = 1, 2,.., N, the method of time
delays can be applied to contruct the phase space [16]. In this method, a corresponding
phase space can be formed by assigning an element of the time series xt and its successive
delays as coordinates of a multi-dimensional point.

Xt = {
xt, xt+τ , xt+2τ , ..., xt+(m−1)τ

}
(7)

where eachXt is a data point in phase space, τ is referred to the time lagwhilem is termed
embedding dimension. The dimension of newphase spacem is consisdered as the optimal



146 N. D. Huy and D. T. Anh

Fig. 4. The structure of SAE for forecasting ([15])

dimension for recovering the object without distorting any of its topological properties,
thus it may be different from the true dimension of the spacewhere the object lies. Takens
proposed the idea of embedding dimension lower bound, that is m ≥ 2D + 1 , D is the
strange attractor dimension ([16]). For each time series, both the τ and m parameters
must be estimated.

To select a suitable time delay τ , we can use themutual informationmethod proposed
by Fraser and Swinney [17]. To determine theminimum sufficient embedding dimension
m we can use the false nearest neighbor method proposed by Kennel et al. [18].

Moreover, to check whether a time series has chaotic characteristics or not, we need
to compute the largest Lyapunov index. A time series which has a finite positivemaximal
Lyapunov index is a chaotic time series. There exists amethod proposed Rosenstein et al.
[19] to calculate the maximal Lyapunov index from a given time series.

3 The Proposed Forecasting Method

Now, we present our proposed approach named AELSTM_C (Auto-Encoder combined
with LSTMnetwork andChaos theory) for chaotic time series forecasting. This approach
takes advantage of phase space reconstruction from chaos theory and combines two types
of deep neural networks: autoencoder (AE), and LSTM. Specifically, the autoencoder
network is constructed simply with an LSTM-based encoder and followed by an LSTM-
based decoder. In our proposed model, each encoder layer or decoder layer consists of
several LSTM cells.

With the combination of AE and LSTM, the capacity of LSTM to memorize long-
term sequence data can be utilized to capture the temporal characteristics and cumulative
effects of data. At the same time, autoencoder is used to extract the hidden features in the
data and these features are better to overcome the shortcomings of LSTM which is easy
to forget recent data, so as to further improve the predictive accuracy of LSTM model.

In training process, the proposed forecasting method performs the following steps.

Step 1: For each input chaotic time series, we determine delay time τ and embedding
dimensionm by computing Average Mutual Information (AMI) and using False Nearest



Prediction of Chaotic Time Series 147

Neighbors (FNN) algorithm respectively. Given a one-dimensional time series xt , where
t = 1, 2,…N. The vector ofm-dimensional phase space is represented as follows, where
X is the input data of next step, while the target values are in Y:

X =

⎡

⎢⎢⎢
⎣

x1 x1+τ · · · x1+(m−1)τ

x2 x2+τ · · · x2+(m−1)τ
...

...
...

xN−1 · · · xN−1+(m−1)τ

⎤

⎥⎥⎥
⎦

,Y =

⎡

⎢⎢⎢
⎣

x2+(m−1)τ

x3+(m−1)τ
...

xN

⎤

⎥⎥⎥
⎦

(8)

Depending on each dataset, an appropriate data preprocessingmethodwill be chosen
afterward. In order to check the chaotic characteristic of a time series, the maximal
Lyapunov index would be calculated in this step.
Step 2: The reconstructed data is split into a training part and a testing part with the
percentage of 80 and 20, respectively. The unsupervised stage uses an LSTM-based
autoencoder to encode and rebuild the input. Each sample in X is both input and target in
the autoencoder training process. Then, the encoder is separated and acts like a feature
extractor that produces an encoded vector for each input sample from X.

To enhance prediction performance and capture meaningful information, we con-
catenate the extracted features with the current value and other hand-engineered features
like difference, percentage of change.
Step 3: In the supervised stage, the output of the previous step becomes the input which
is fed into the forecaster constructed by an LSTM network. The losses are calculated by
respectively comparing with the target from Y.

Figure 5. Illustrates the workflow of our proposed method for chaotic time series
forecasting.

In testing process,we use the encoder from training process and do not need to retrain.
The extracted vector that is generated from each sample by the encoder, concatenates
with other features and feed to forecaster afterward to get a prediction result.

We also propose another model for chaotic time series forecasting in which LSTM
network is replaced with Bi-Directional LSTM both in autoencoder and forecaster. This
model is called AEBiLSTM_C (Auto-Encoder combined with Bi-LSTM network and
Chaos theory).

4 Evaluation Experiments

In this evaluation experiment, we compare our two proposed methods (AELSTM_C and
AEBiLSTM_C) for chaotic time series forecasting with three other deep neural network
methods. As for the test datasets, we use seven univariate chaotic time series datasets
including not only synthetic but also real-life datasets.
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The Mean Absolute Error (MAE), the Root Mean Square Error (RMSE), the Mean
Absolute Percentage Error (MAPE) are used as performance measures in this study. The
formulas of the three evaluating measures are given as follows:

Fig. 5. A block diagram demonstrating the proposed forecasting method

MAE = 1

n

n∑

t=1

∣∣ŷt − yt
∣∣ (9)

RMSE =
√
1

n

∑n

t=1
(ŷt − yt)2 (10)
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MAPE = 1

n

n∑

t=1

∣∣ŷt − yt
∣∣

yt
(11)

in which n is the length of time series, ŷt is the predicted value at time point t and yt
denotes the actual value in time point t.

The use of these metrics represents various aspects to assess the forecasting models.
The first two are absolute evaluation metrics while the last one (MAPE) is a relative
metric. The MAPE is a scale-invariant statistic that expresses error as a percentage. The
model has higher predictive accuracy when MAE, MSE or MAPE is much closer to 0.

4.1 Datasets and Parameter Estimation

As mentioned before, there are three synthetic and four real life chaotic time series
datasets that are used in this experiment. All these datasets have been used in literature
as benchmark datasets due to their chaotic characteristics. The detailed description of
the datasets is as follows.

1. This dataset is computed from the Lorenz system which is represented by three
differential equations as in (12).

⎧
⎨

⎩

dx
dt = a(y − x)
dx
dt = xy − cz)

dx
dt = x(b − z) − y

(12)

where a = 10, b = 28, c = 8/3. In this study, we only use x-axis data containing
1000 points.

2. This dataset is computed from theMackey-Glass system which is represented by the
following differential equation:

dx(t)

dt
= ax(t − τ)

1 + xc(t − τ)
− bx(t) (13)

where a = 0.2, b = 0.1, c = 10, r = 17 and x0 = 1.2. This time series dataset
consists of 1001 data points.

3. This dataset is computed from the Rossler system, which is represented by the
following differential equations:

⎧
⎨

⎩

dt
dt = −z − y
dy
dt = x + ay)

dz
dt = b + z(x − c)

(14)

where a = 0.15, b = 0.2 and c = 10. This time series dataset consists of 8192
data points.

4. This dataset consists of the daily closed price of the exchange rate between AUD
(Australian Dollar) and USD (US Dollar) from 2nd January 1990 to 31st

December 2019. This dataset is denoted as AUDUSD, which contains 7820 data
points.
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5. This dataset consists of the daily closed price of the exchange rate between EUR
(Euro) and USD (US Dollar) from 2nd January 1990 to 31st December 2019. This
dataset is denoted as EURUSD, which contains 7820 data points.

6. This dataset consists of monthly smoothed total sunspot numbers from January
1824 to December 2018. It is a widely used benchmark dataset in chaotic time series
forecasting. It has 2340 data points.

7. This dataset consists of the daily closed price of IBM stock from 2nd January 2002
to 31st December 2020, which contains 4784 values.

The seven datasets are divided into training-validation and testing parts with the
corresponding proportions of 80%, and 20%, respectively. Figure 6 illustrates the plots
of seven datasets which the first part (in blue) indicates training-validation part, and the
rest is testing part.

In this study, we utilize nonlinearTseries [20] and tseriesChaos [21] package in R
software to determine time lag and embedding dimension for each dataset. Besides,
we use Scikit-learn for data preprocessing, and Keras [22] (based on Tensorflow) for
training the deep learning models.

Table 1 reports the appropriate parameters that we choose in this work including
time lag τ , embedding dimensions m for each dataset, and data preprocessing technique
by experiment.

In this work, before feeding to autoencoder (AE), a data preprocessing tech-
nique is used depending on each dataset including min-max normalization, zero-mean
normalization or just using original data.

Our proposed forecasting methods (AELSTM_C and AEBiLSTM_C) consist of
two components, one for each stage: feature extraction and forecasting. Encoder and
decoder in AE consist of two layers. LSTM-based forecaster also consists of two layers.
The architecture parameters of the two proposed forecasting methods are described in
Table 2.

The autoencoder is trained using Backpropagation algorithm with some supporting
techniques, such as learning rate scheduler and early stopping. The forecaster is trained
using Backpropagation algorithm with some supporting techniques, such as learning
rate scheduler, early stopping and dropout.

Table 1. Parameters in phase-space reconstruction for seven datasets.

Lorenz Mackey-Glass Rossler AUDUSD EURUSD Sunspots IBM

τ 4 4 4 107 59 38 102

m 4 5 4 7 6 6 6



Prediction of Chaotic Time Series 151

Fig. 6. The plots of seven time series (a) Lorenz, (b) Mackey-Glass, (c) Rossler, (d) Sunspots,(e)
AUDUSD, (f) EURUSD and (g) IBM

Table 2. Architecture parameters for two proposed methods

Method LSTM-based Autoencoder Forecaster

AELSTM_C Encoder: 128 LSTM units, 64-
LSTM units
Decoder: 64 LSTM units, 64 LSTM
units

128 LSTM units, 64 LSTM units,
50- units fully connected, 1-unit
output

AEBiLSTM_C Encoder: 128 LSTM units, 64 Bi-
LSTM units
Decoder: 64 Bi-LSTM units, 64
LSTM units

128 Bi-LSTM units, 64 Bi-LSTM
units, 50-units fully connected, 1-
unit output

To evaluate the predictive accuracy of our two proposed forecasting methods, we
compare these twomethods to three other deep neural networkmethods including LSTM
without chaos theory, LSTM with chaos theory, and SAE with chaos theory (denoted
as LSTM, LSTM_C, SAE_C, respectively). Notice that SAE_C can be understood as a
forecaster contains stacked autoencoder architecture and uses phase space data as input.
The architecture parameters of the three comparative methods are shown in Table 3.
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Table 3. Architecture parameters for three other comparative methods

Method Architecture

LSTM 128-unit LSTM, 64-unit LSTM, 50-unit fully connected, 1-unit output

LSTM_C 128-unit LSTM, 64-unit LSTM, 50-unit fully connected, 1-unit output

SAE_C Encoder: 128-LSTM units, 64- LSTM units, Decoder: 64-LSTM units, 64-LSTM
units Followed by: 50-unit fully connected, 1-unit output

4.2 Experimental Results

The experiments in this work focus on one-step-ahead forecasting. The prediction errors
on seven chaotic time series datasets in terms of MAE, RMSE and MAPE are reported
in Table 4, Table 5, and Table 6, respectively.

In Table 4, Table 5, and Table 6, the best result value on each dataset is highlighted
in bold. In terms of MAE, AELSTM_C yields the best results on 5 out of 7 datasets
and AEBiLSTM_C yields the best results on 2 out of 7 datasets. In terms of RMSE,
AELSTM_C yields the best results on 4 out of 7 datasets and AEBiLSTM_C yields the
best results on 3 out of 7 datasets. In terms of MAPE, AELSTM_C gives the best results
on 4 out of 7 datasets and AEBiLSTM_C provides the best results on 3 out of 7 datasets.

Table 4. MAE Prediction errors of the five methods on 7 datasets

AEBiLSTM_C AELSTM_C SAE_C LSTM_C LSTM

Lorenz 0.002707229 0.002457134 0.03475358 0.041782404 1.123163643

Mackey- Glass 0.000746647 0.000844273 0.005041643 0.005561022 0.028847694

Rossler 0.003117215 0.002675147 0.013910623 0.022279623 0.87368712

AUDUSD 0.003394172 0.003367457 0.003457074 0.003466233 0.005352983

EURUSD 0.004242299 0.004248584 0.004275216 0.004353091 0.006650565

Sunspots 1.326593694 1.291807013 1.365681218 1.844001427 2.648827568

IBM 1.532437417 1.527935701 1.547949677 1.547214839 2.318986811

From Table 6, the reduction in the magnitude ofMAPE values between AELSTM_C
and LSTM_C and between LSTM_C and LSTM can be derived and reported in Table

7. In comparing the AELSTM_C with LSTM_C, the percentage of reduction in
MAPE varies from 87.99% to 1.37%. In comparing the LSTM_C with LSTM, the
percentage of reduction in MAPE ranges from 96.95% to 32.29%.

Based on the experimental results in Table 4, Table 5, Table 6 and Table 7, we can
derive the following findings:

– In all seven tested datasets, the two proposed forecastingmethods (AEBiLSTM_Cand
AELSTM) always bring out the lowest prediction errors and the performance improve-
ment in comparison to the three other deepneural networkmethods (LSTM_C,SAE_C
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Table 5. RMSE prediction errors of the five methods on 7 datasets

AEBiLSTM_C AELSTM_C SAE_C LSTM_C LSTM

Lorenz 0.003779549 0.003233493 0.051545547 0.064413727 1.365926947

Mackey- Glass 0.000967249 0.0010554 0.006046002 0.00676352 0.034668973

Rossler 0.004590836 0.00569002 0.026299925 0.04621249 1.045916098

AUDUSD 0.00444350 0.004426192 0.004511058 0.004545271 0.006839612

EURUSD 0.00574289 0.005749826 0.005796582 0.005851447 0.008764376

Sunspots 1.877174774 1.830231368 1.912499436 2.563664491 3.577799998

IBM 2.312525518 2.30859582 2.338475677 2.335779534 3.362016134

Table 6. MAPE Prediction errors of the five methods on 7 datasets

AEBiLSTM_C AELSTM_C SAE_C LSTM_C LSTM

Lorenz 0.119799658 0.107294015 0.67290555 0.824846866 27.04564231

Mackey- Glass 0.079898069 0.09816394 0.561337052 0.600053668 3.342857122

Rossler 0.104063821 0.126757365 0.646663646 0.948263934 53.52557816

AUDUSD 0.44939974 0.445757483 0.458010878 0.457661599 0.700437479

EURUSD 0.370720357 0.371291928 0.373560396 0.379574627 0.578685863

Sunspots 2.597493668 2.559844591 2.649975593 3.560925701 5.41588127

IBM 1.16278277 1.159223622 1.176135408 1.175343294 1.735965376

Table 7. % Reduction of MAPE values between AELSTM_C and LSTM_C and between
LSTM_C and LSTM

% Reduction of AELSTM_C over
LSTM_C

% Reduction of LSTM_C over LSTM

Lorenz 87.9923 96.9502

Mackey-Glass 83.6408 82.0497

Rossler 86.6328 98.2384

AUDUSD 02.6013 34.6605

EURUSD 02.1822 34.4073

Sunspots 28.111 34.2500

IBM 01.371 32.2950

and LSTM) are remarkable. This demonstrates that the proposed methods are the best
among the five comparative methods over all seven datasets.
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– AutoEncoder as a feature extraction unit, phase-space reconstruction for handling
chaotic time series and LSTM as a time series forecaster mainly contribute to the
improvement of prediction accuracy. It is clear that LSTM_C is much better than
LSTM (i.e. LSTM without chaos theory) and SAE_C is better than LSTM_C.

– Compared to AELSTM_C, in some cases, the applying of Bi-LSTM can yield a slight
improvement in prediction accuracy.

5 Conclusion and future work

Chaotic time series forecasting is still a challenge because of the extremely complicated
characteristics of chaotic time series. Therefore, improving the performance of chaotic
time series forecasting is especially important. In this work, we propose a hybrid deep
neural network method for the one-step-ahead prediction in chaotic time series which
combines chaos theory, latent-feature extraction ability of autoencoder andmemorization
characteristics of LSTM.Experimental results over three synthetic datasets and four real-
life datasets of chaotic time series show that our two proposed approaches (AELSTM_C
andAEBiLSTM_C) outperform the three other methods (LSTM_C, SAE_C and LSTM)
in terms of forecasting accuracy. Moreover, the experiment results also confirm that
chaos theory, AutoEncoder can be combinedwith LSTMnetwork to improve forecasting
performance in chaotic time series.

Deep Neural Network hybrid approach, such as AELSTM_C or AEBiLSTM_C, is
a suitable alternative for chaotic time series forecasting. As for future work, we would
like to improve our model in some following directions:

– We intend to apply other variants of stacked autoencoder to enhance feature extraction.
– We plan to extend our proposed forecasting methods for multi-step ahead prediction
in chaotic time series ([6]).

– We will explore attention mechanism in LSTM ([23]) which can concentrate on
influential data points in chaotic time series forecasting.

References

1. Kuremoto, T., Obayashiand, M., Kobayashi, K., Hirata, T. and Mabu, S.: Forecasting chaotic
time series data by DBNs. In: 7th International Congress on Image and Signal Processing
(2014)

2. Zhang, Y., Zhu, J., Zhang, J.: Short-term passenger flow forecasting based on phase space
reconstruction and LSTM. In: Jia, L., Qin, Y., Suo, J., Feng, J., Diao, L., An, M. (eds.) EITRT
2017. LNEE, vol. 482, pp. 679–688. Springer, Singapore (2018). https://doi.org/10.1007/978-
981-10-7986-3_69

3. Xu, Y., Zhang, J., Long, Z., Lv, M.: Daily urban water demand forecasting based on chaotic
theory and continuous deep belief neural network. Neural Process. Lett. 50(2), 1173–1189
(2018). https://doi.org/10.1007/s11063-018-9914-5

4. Yang, C.H., Shen, H.Y.: Analysis and prediction of chaotic time series based on deep learning
neural networks. In: International Conference on System Science and Engineering (ICSSE),
Kagawa, Japan, pp. 1–9 (2020)

https://doi.org/10.1007/978-981-10-7986-3_69
https://doi.org/10.1007/s11063-018-9914-5


Prediction of Chaotic Time Series 155

5. Phien, N.N., Anh, D.T., Platos, J.: A comparison between deep belief network and LSTM
in chaotic time series forecasting. In: Proceedings of International Conference on Machine
Learning and Machine Intelligence (MLMI), HangZhou, China, pp. 157–163 (2021)

6. Sangiorgio, M., Dercole, F.: Robustness of LSTM neural networks for multi-step forecasting
of chaotic time series. Chaos, Solitons Fractals, vol. 139, p. 110045 (2020)

7. Xu, X., Ren, W.: A hybrid model of stacked autoencoder and modified particle swarm opti-
mization for multivariate chaotic time series forecasting. Appl. Soft Comput. 116, 108321
(2022)

8. Li, Z., Peng, F., Niu, B., Li, G., Wu, J., Miao, Z.: Water quality prediction model combining
sparse auto-encoder and LSTM network. IFAC Pap. Online 51(17), 831–836 (2018)

9. Heryadi, Y.: Learning hierarchical weather data representtion for short-termweather forecast-
ing using autoencoder and Long Short Term Memory models. In: Proceedings of ACIIDS,
pp. 373–384 (2019)

10. Hoa, T.V., Anh, D.T., Hieu, D.N.: Foreign exchange rate forecasting using autoencoder and
LSTM networks. In: Proceedings of International Conference on Intelligent Information
Technology (ICIIT), pp. 22–28. ACM, Ho Chi Minh City (2021)

11. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735–1780
(1997)

12. Schuster, M., Paliwal, K.K.: Bidirectional recurrent neural networks. IEEE Trans. Signal
Process 45, 2673–2681 (1997)

13. Siami-Namini, S., Tavakoli, N., Namin, A.S.: A comparative analysis of forecasting financial
time series using ARIMA, LSTM, and BiLSTM. In: Proceedings of IEEE BigData, Los
Angeles, CA, USA (2019)

14. Abduljabbar, R.L., Dia, H, Tsai, P.W.: Unidirectional and bidirectional LSTM models for
short term traffic prediction. J. Adv. Transp. 589075, 16 (2021)

15. Lv, Y., Duan, Y., Kang, W., Li, Z., Wang, F.Y.: Traffic flow prediction with big data: a deep
learning approach. IEEE Trans. Intell. Transp. Syst. 16(2), 865–873 (2015)

16. Takens, F.: Detecting strange attractors in turbulence. In: Rand, D., Young, L.-S. (eds.)
Dynamical Systems and Turbulence, Warwick 1980. LNM, vol. 898, pp. 366–381. Springer,
Heidelberg (1981). https://doi.org/10.1007/BFb0091924

17. Fraser, A.M., Swinney, H.L.: Independent coordinates for strange attractors from mutual
information. Phys. Rev. A 33(2), 1134–1140 (1986)

18. Kennel, M.B., Brown, R., Abarbanel, H.D.I.: Determining embedding dimension for phase-
space reconstruction using a geometrical construction. Phys. Rev. A 45(6), 3403–3411 (1992)

19. Rosenstein, M.T., Collins, J.J., Luca, C.J.D.: Reconstruction expansion as a geometry- based
framework for choosing proper delay times. PHYSICA D 73, 82–98 (1994)

20. NonlinearTseries in R. https://cran.r-project.org/web/packages/nonlinearTseries. Accessed
2021

21. tseriesChaos in R. https://cran.r-project.org/web/packages/tseriesChaos/tseries. Accessed
2021

22. Cholett, F.: Keras. http://keras.io. Accessed 2021
23. Du, S., Li, T., Yang, Y., Horng, S.J.: Multivariate time series forecasting via attention- based

encoder-decoder framework. Neuro Comput. 388, 269–279 (2020)

https://doi.org/10.1007/BFb0091924
https://cran.r-project.org/web/packages/nonlinearTseries
https://cran.r-project.org/web/packages/tseriesChaos/tseries
http://keras.io


An Approach to Selecting Students Taking
Provincial and National Excellent Student

Exams

Cam Ngoc Thi Huynh2,3, Hiep Van Nguyen1(B), Phuoc Vinh Tran1,2(B),
Diu Ngoc Thi Ngo1, Trung Vinh Tran4(B), and Hong Thi Nguyen1

1 Thudaumot University (TDMU), Thu Dau Mot, Binhduong, Vietnam
{hiepnv,phuoctv,diuntn,hongnt.ktcn}@tdmu.edu.vn,

Phuoc.gis@gmail.com
2 Institute of Applied Mechanics and Informatics, Ho Chi Minh City, Vietnam

3 Graduate University of Science and Technology, Ha Noi, Vietnam
4 Fayetteville State University, Fayetteville, NC, USA

ttran1@uncfsu.edu

Abstract. The provincial and national excellent student exams reserved for Viet-
nam high schools are organized every year. These exams are the opportunities
of high schools to acquire achievements. The problem to be solved by schools is
how to select students for excellent student team in each discipline. This research
considers that the students of the performance similar to winners in recent years
are more likely to win prize. Mathematically, each student or winner is repre-
sented as a vector of performance of which features are influenced by the learning
and non-learning factors. The vectors representing winners of earlier exams form
winner-domain which is determined by its centroid, limiting distance, and limiting
tendency. The students from classes are selected for the team of a discipline when
their performance vectors are within the winner-domain of the discipline.

Keywords: Excellent student exam · Student selection · Student performance ·
Performance features · High school education

1 Introduction

In Vietnam, excellent student exams are organized to award prizes at provincial and
national levels every year. Several provincial or gifted high schools foundedgifted classes
to deeply train selected students in each discipline. Every year, each school selects excel-
lent students to form discipline teams for provincial and national exams. The selection
is being created based on students’ learning outcomes and teachers’ perceptibility. The
problem to reveal is how to objectively select students for teams.

The idea is that the students of performance features similar to prize-winners in a
discipline are most likely to win prize of the discipline. This research approaches the
theory of machine learning to selecting students of competency and academic tendency
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convenient for excellent student exams. Each student or winner is mathematically rep-
resented as a vector of performance. For a discipline of a high school, the students of
performance similar to winners’ performance are selected for excellent student team.

The paper is structured as follows. The next section refers to the context of the
research and the related works. The third section divides the features influencing student
performance into learning and non-learning factors and mathematically represent the
performance as a vector of features. The fourth section applies the method of supervised
machine learning to form winner-domain and select students for teams taking excellent
student exams. Finally, the fifth section summarizes the contents of the research as well
as the difficulty in fact.

2 Context and Related Works

2.1 Context

The excellent student exams are outstanding events of Vietnamese Education sector,
every year. The national and provincial exams are not only interested by gifted high
schools, but also by other high schools. The schools’ leaders expect to congratulate
prize-winners from the teams of their schools because these wins significantly contribute
to the achievements of the school. This view results in the strong investment of schools
in selecting and training students for teams. The students of good performance in the
discipline are more likely to win prizes at the exams.

Just at the beginning of each academic year, high schools select excellent students
from 10th, 11th, and 12th grades of the disciplines as Information Technology, English
language, Geography, etc. to form teams in each discipline. The teachers of each disci-
pline select students for their teams by feeling based on learning outcomes, skills and
attitude in learning of the students. The students of teams are taught with specific curric-
ula to take the exams at the end of academic year. Consequently, the selection of students
for teams plays an important role in the win at exams.

2.2 Related Works

In recent year, the educational data exploitation is a topic attracting several authors
to research for various purposes, specially for improving teaching quality, organizing
classroom, intervening student performance early [1–4]. The works focus on the factors
influencing theperformanceof students. Several authors have tried to identify andfindout
the factors impacting on student performance [2, 3]. They analyze the factors influencing
student performance in classroom learning before and after course commencement [2].

Some authors consider that the features of knowledge, individual skills and attitude in
learning are the factors influencing student performance [5, 6]. The student’s knowledge
concerns the teaching of previous school, neighborhood, and age [2]. The student’s skills
and attitude as self-motivation [7], self-confidence [8], self-reliance [8], self-finding [9],
self-investigation [9], self-analysis [10], critical thinking [11], creative thinking [12],
interaction [12] also influence student performance. In addition, the socio-economic
and demographic background, the family, and behavior of students also impact on their
performance [2, 13].
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The data mining and machine learning techniques have been significantly contribut-
ing to the discovery of values hide in educational data. Some authors have applied
the approaches of classification, clustering, regression, decision trees, neural networks,
nearest neighboring to analyze learning, performance, and the correlation between per-
formance and impacting factors [14]. Others have applied the algorithms of super-
vised, unsupervised, semi-supervised, reinforcement leaning to discover studentmodels,
predict student performance [15–17].

3 Modelling Performance

The features influencing the performance are composed of the learning factors and non-
learning factors. The learning factors can be estimated by learning history, while the
non-learning factors composed of personality, family background, and socio-economic
environment can be surveyed by questionnaires and/or the other information sources
from family and society. Mathematically, the performance is represented as the vector
of features, where the vector representing the performance of a student is called student-
vector, symbolled as follows.

xn = [s1.n, .., si.n, .., sI .n]T = [s1.n; ..; s2.i; ..; sI .n]
where:

xn|n = 1, 2, . . .: the student-vector of the student n.
si.n|i = 1, 2, . . . , I : the feature i of the student n.

The winners of national or provincial excellent student exams in the same discipline are
similar in performance [2]. This idea infers that the students of performance similar to
winners are more likely to win prize. In this research, the students of the performance
similar to the performance of winners in a discipline are selected to be continuously
trained for taking the next exams in the discipline. Mathematically, all winner-vectors
representing the performance of the winners in the same discipline form the performance
domain of the winners in the discipline, called winner-domain; the students who have
their performance vectors within winner-domain are selected for team.

4 Selecting Students for Taking Excellent Student Exams

4.1 The Mathematical Features of Winner-Domain

The winner-domain of a discipline is determined by three mathematical features, includ-
ing the domain centroid, the limiting distance, and the limiting tendency. The domain
centroid is the centroid vector of the winner-domain, the limiting distance is themaximal
distance from the domain centroid to all vectors of the domain, the limiting tendency is
the maximal angle formed by the domain centroid with all vectors of the domain. The
following process determines the mathematical features of a winner-domain.

Input: thewinner-domain of a discipline is represented as the setW of thewinner-vectors
of the discipline.
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Output: the centroid vector wc, the limiting distance dlim, and the limiting tendency θlim
of the winner-domain W.

• Step 1: Define W = {w1, ..,wn, ..,wN } is the winner-domain, where each winner-
vector is represented as wn = [s1.n, .., si.n, .., sI .n]T = [s1.n; ..; si.n; ..; sI .n] which
is the vector of the variables of features si.n|i = 1, .., I; n = 1, ..,N

• Step 2: Determine the centroid wc of the vector set W.
The centroid wc = [s1.c; ..; si.c; ..; sI .c] of the vector set W is determined by:

si.c =

N∑

n=1
si.n

N
|i = 1, 2, .., I

• Step 3: Determine the limiting distance dlim = (dn)max = (d(wc,wn))max of the
vector set W.

The distance dn = d(wc,wn) from the centroid wc to the vector wn|n =
1, 2, ..,N is defined by Euclidean distance as follows.

dn = d(wc,wn) =
√

(s1.c − s1.n)2 + .. + (si.c − si.n)2 + .. + (sI .c − sI .n)2

• Step 4: Determine the limiting tendency-angle cos θlim = (cos θn)min =
(cos(wc,wn))min of the vectors in the vector set W.

The tendency-angle θn of a vector wn, which is the angle formed by the centroid
wc and the vector wn|n = 1, 2, ..,N , is determined by:

cos θn = cos(wc,wn) = wc.wn

|wc||wn| = s1.cs1.n + .. + si.csi.n + .. + sI .csI .n
√

(s1.c)2 + .. + (sI .c)2
√

(s1.n)2 + .. + (sI .n)2

4.2 The Selection of Students for Excellent Student Team

All students in a discipline of school may be the candidates for the excellent student
team in the discipline. Each candidate is represented as a performance vector of features.
The following algorithm indicates the candidates of the performance similar to winners
to be selected for the gifted class or the team taking national and provincial excellent
student exams.

Input:

– The winner-domain features wc, dlim, and θlim;
– The vector set X = {x1, .., xj, .., xJ } represents candidates of whom the perfor-

mance features are collected early.

Output: The vector set Y = {y1, .., yk , .., yK } represents the excellent candidates
selected from the set X.

• Step 5: Calculate the distances dj from xj to the centroid wc of the winner-domain
for j = 1, .., J .

dj = d(wc, xj) =
√

(s1.c − s1.j)2 + .. + (si.c − si.j)2 + .. + (sI .c − sI .j)2
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• Step 6: Calculate the tendency-angle θj between the vector xj and the centroid wc

of the winner-domain for j = 1, .., J .

cos θj = cos(wc, xj) = s1.cs1.j + .. + si.csi.j + .. + sI .csI .j
√

(s1.c)2 + .. + (sI .c)2
√

(s1.j)2 + .. + (sI .j)2

• Step 7: Compare dj with dlim and θj with θlim.

– If (dj − δdlim ≤ 0) ∧ (cos θlim − δ cos θj ≤ 0), then xj �→ yk ∈ Y|j =
1, 2, .., J ; k = 1, 2, ..,K

– If (dj − δdlim > 0) ∨ (cos θlim − δ cos θj > 0), then reject this candidate.

where δ is an arbitrary number estimated by the number of students of the gifted
class or the team.

5 Conclusion

This research approached supervised machine learning techniques to selecting excel-
lent students of a high school for teams taking excellent student exams. The approach
represented each student as a performance vector of features. The performance vectors
of winners in a discipline are structured as the performance domain of winners defined
by the domain-centroid, the limiting distance, and the limiting tendency. The student
selected for the team has the performance vector within winner-domain, i.e. the distance
from the student-vector to the domain-centroid is less than the limiting distance and the
tendency of the student-vector is less than the limiting tendency.

The article presents the process selecting excellent students for the teams taking
provincial and national excellent student exams in each discipline. The approach is
being experimentally applied at a Gifted High School in Kiengiang province - Vietnam
to form the team in the discipline of information technology for the next provincial and
national excellent student exams. In fact, the data collection of non-learning factors of
winners and students is difficult to completely carry out in the first instance. Themethods
for collecting the data of non-learning factors will be continuously discussed.
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Abstract. In recent years, service robot or assistant robot becomesmore andmore
popular since it appears in most of fields in our lives. Together with the significant
development of technology, robot does not only serve the daily requirements but
also begin to be a closed partner which could carry the bulky goods for employer,
inventory for worker or the heavy luggage for tourists. In this paper, a method
to avoid obstacles in the presence of human is introduced. Initially, the idea to
autonomously navigate in the crowded environment is based on visual approach.
Then, a model of human to reach closely is innovated for autonomous robot. The
interactive parameters and the concept of social communication are integrated
so that robot could improve its awareness about human. To verify our approach,
several experiments are launched in the indoor environment. Three test cases are
depicted to imitate the real-world situation. From these results, it could be seen
clearly that the proposed scheme is effective, feasible and proper for autonomous
robot to avoid obstacles.

Keywords: Safe interaction · Autonomous robot · Motion control · Robotics

1 Introduction

Autonomous robot is a type of mobile robot that is capable of operating on its own, per-
forming taskswithout human intervention.With sensors, they have the ability to perceive
their surroundings. Autonomous robots are increasingly meaningful in industries, com-
merce, medicine, scientific applications and serving human life. With the development
of robotics, these robots are more and more capable of operating in different environ-
ments, depending on the field of applications, they have many different types such as
painting robots [1], welding robots [2], lawn mowing robots [3], etc. ocean exploration
robot [4], space work robot [5]. Along with the development of requirements in practice,
autonomous robots continue to present new challenges for researchers.

The problem of autonomous robots is how they can operate separately, recognize
the environment and perform the tasks set out. The first problem is to move, how the
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autonomous robot should move, and which moving mechanism is the best choice. Nav-
igation [6] is a fundamental issue in research and construction of autonomous robots.
In the research association of autonomous robots, there are two different research direc-
tions. In the first direction, research on autonomous robots focuses on navigating at high
speed due to information obtained from sensors [7]. This is a type of robots which is
capable of operating in both indoor and outdoor environments. It requires the greatly
computing power, and is equipped with a high-sensitivity sensor and a large measuring
range to be able to control the robot tomove at high speed, in environments with complex
terrain. For the second direction, it is to solve the problems of autonomous robots that
are only used to operate in the room environment [8]. They have a simpler structure than
the above type, as well as these robots perform simple tasks.

Navigation challenges for autonomous robots are divided into two categories such
global problems and local problems. In the global challenges [9], the working envi-
ronment of the robot is completely determined, the path and obstacles are completely
known in advance. In the local challenges [10], the operating environment of the robot
is unknown or only partially known. Sensors and positioning devices allow the robot to
identify obstacles, its position in the environment, and help it reach the target.

However, navigating problems for autonomous robots are often not the same as for
other types of robots [11, 12]. To be able to steer the autonomous robots, decisions in real-
time must be based on continuous information about the environment through sensors,
either in indoor or outdoor environments, which is the greatest difference compared to
with offline scheduling techniques. Autonomous robots must be able to decide on their
own about navigationmethods andmotion orientations to be able to reach the destination
to perform certain tasks.

Navigating an autonomous robot is a job [13] that requires a number of different
abilities, including: basic mobility, such as going to a given location; the ability to react
to events in real time, such as the sudden appearance of an obstruction; the ability to
create, use and maintain an operational environment map; the ability to determine the
position of the robot in that map; the ability to make plans to reach a destination or avoid
undesirable situations and the ability to adapt to changes in the operating environment.

2 Vision-Based Library and Digital Camera

PCL [14] is a support library for n-D Point Cloud and for image processing in 3D
space. The library is built with many algorithms such as filtering, surface reconstruction,
segmentation, feature estimation,… PCL can be used on many platforms such as Linux,
MacOS, Windows and Android. To simplify the development, PCL is broken down
into several smaller libraries that can be compiled individually. PCL is completely free
for the research or development of commercial products. It could be said that PCL
is a combination of many small modules. These modules are essentially libraries that
perform individual functions before being packaged by the PCL. These basic libraries
are:

• Eigen: an open library that supports linear operations, used in most of PCL’s
mathematical calculations.
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• FLANN: (Fast Library for Approximate Nearest Neighbors) supports fast search of
neighboring points in 3D space.

• Boost: helps to share pointers across all modules and algorithms in PCL to avoid
duplicating data that has been retrieved in the system.

• VTK: (Visualization Toolkit) supports many platforms in obtaining 3D data, support-
ing the display and estimation of object volumes.

• CMinPack: an open library for solving linear and non-linear maths.

Kinect as Fig. 1 is a Microsoft product based on camera technology developed by
PrimeSense, thefirst products sold inNorthAmerica onNovember 4, 2010.Kinect is con-
sidered as a peripheral for Xbox 360, allowing to communicate with people through ges-
tures, bringing exciting feelings to Xbox gamers. Kinect’s ability to understand human
gestures is based on two main features: depth map information, the ability to detect and
track human body characteristics (body skeleton tracking).

Fig. 1. Inside structure of Kinect camera.

Kinect includes: RGB camera, depth sensor (3D Depth Sensors), microphone array
(Multi-array Mic) and motorized tilt angle control (Motorized Tilt).

– RGB Camera: like a normal camera, has a resolution of 640 × 480 at 30 fps.
– Depth sensor: depth is obtainedby the combinationof two sensors: infrared illuminator
(IR Projector) and infrared camera (IR camera).

– Multi-microphone array: includes four microphones arranged along the Kinect as
shown in the picture, used for voice control applications.

– Lift angle control motor: is a fairly small DC motor, allowing us to adjust the camera
up and down to ensure the camera has the best viewing angle.

Differentiating from the stereo camera techniquewhich uses the same pair of cameras
to build a depthmap, or the Time-Of-Flight (TOF) technique, that defines the distance by
estimating the travel time of the light ray going back and forth, Light Coding technique
uses a continuously projected infrared light source combined with an infrared camera to
calculate the distance. This computation is done inside the Kinect using PrimeSense’s
PS1080 SoC chip. This new technology is said to be more accurate and cheaper for
usage in indoor environments.
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3 Proposed Algorithm

In practice, the working environment of robot is defined by a matrix Mm×n. Each com-
ponent in location (x,y) from origin is performed by 0 or 1. It is assumed that there
are N persons who locate around robot, matrix P = {p1, p2, p3, . . . , pN } with pi in
corresponding to the ith person.

The framework of safety and comfort for human in the social context is launched by 6
functional blocks as Fig. 2 such human states extraction, extended personal space, social
interaction detection, social interaction space, dynamic social zone, and approaching
humans).

Fig. 2. Block diagram of overall system

A. Comfortable and Safe Zone for Human
Human states play an important role in the framework of human safety and comfort
since they provide both spatial and temporal characteristics of the person. Relationship
between robot and human illustrates the interactive patterns of the human state including
position, gaze direction, velocity, human hand posture, and vision.

The field of view (FoV) from one person is also important to response what human
see, where and whom stays in this environment. In this article, it is defined by a vector
for field of view Hi for a person pi which vector Hi has the direction as θ

pv
i . FoV for

person pi is 2α which is computed by both left side and right side.
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The pose of human is considered as an important source to identify the human’s
activities. It is essential for robot to improve its awareness. Though, to simplify the
input data, the information of human’s hand is utilized. The locations of left hand and
right hand of human pi in the xy plane are symbolized by (xlpi , ylpi ) and (xrpi , yrpi ). The

magnitude (dlp
i , drp

i ) and direction (θ lvi , θ rvi ) of vector of hand starting from center point
of person pi to left hand and right hand are illustrated as

dlh
i =

√(
xpi − xlhi

)2 + (
ypi − ylhi

)2
(1)

drh
i =

√(
xpi − xrhi

)2 + (
ypi − yrhi

)2
(2)

θ lhi = tan−1

(
ylhi − ypi
xlhi − xpi

)
(3)

θ rhi = tan−1

(
yrhi − ypi
xrhi − xpi

)
(4)

B. Basic Personal Zone
The Gaussian function in 2d is deployed to depict the personal zone. In Fig. 3, this

area of person pi is determined by function f pi (x, y) with the largest value at center point(
xpi , y

p
i

)
and gradually decreased around person pi.

f pi (x, y) = Ape
−

(
dcos(θ−θ

p
i )√

2σ
px
0

)2

+
(

dsin(θ−θ
p
i )√

2σ
px
0

)2

(5)

with d, θ , θpi , it could be estimated as

d =
√(

x − xpi
)2 + (

y − ypi
)2

(6)

θ = tan−1((y − ypi
)
,
(
x − xpi

))
(7)

θ
p
i = { θ

pv
i nê′u vpi > 0

θ
ph
i nê′u vpi = 0

(8)

(x,y) is the location of current point in the matrix M(nxm),
(
xpi , y

p
i

)
and θ

p
i , θ

pv
i , θ

ph
i are

the position, direction, moving direction, FoV of person pi. Ap is the selected amplitude.
σ
px
0 , σ vx

0 is the standard deviation of theGaussian function.A set of threemain parameters[
Ap, σ

px
0 , σ vx

0

]
is utilized in function f pi (x, y).
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Fig. 3. Model of human and some interactions.

C. Extended Personal Zone
The size and profile of the basic personal zone depends on these parametersAp, σ

px
i , σ vx

i .
The environment surrounding a person could be classified into two parts, for example (1)
front view including FoV of human and (2) rear view. In the front view, some parameters
are well-defined as fv, ffront and ffov consisting of σ

py
i .

In order to embed the information from human’s hand, the distance is modeled as
Eq. (5). f lhi (x, y) represents the space of left hand, centered at

(
xpi , y

p
i

)
, direction θ lhi are

evaluated as Eq. (3). Then, the parameters are set for a model of left hand
[
Ap, σ hx

0 , σ
lhy
0

]

which σ hx
0 is determined in advance and σ

lhy
0 is recognized as

σ
lhy
0 =

(
1 + fhd

lh
i

)
σ
hy
0 (9)

where dlh
i is a distance from location of human to left hand, fh is the coefficient of

normalization and σ
hy
0 is known.

Similarly, function f rhi (x, y) characterizes the space of right hand, centered at(
xpi , y

p
i

)
, direction θ rhi . Later, the setting parameters for a model of right hand
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[
Ap, σ hx

0 , σ
rhy
0

]
which σ hx

0 is known and σ
rhy
0 is

σ
lhy
0 =

(
1 + fhd

lh
i

)
σ
hy
0 (10)

where drh
i is a distance from location of human to right hand, fh is the coefficient of

normalization and σ
hy
0 is known.

The extended personal space is estimated as

f epsi (x, y) = max
(
w1f

p
i (x, y),w2f

lh
i (x, y),w2f

rh
i (x, y)

)
(11)

(x,y) is the coordinate in matrix, w1 is the weight of personal zone and w2 is the
weight of both left hand and right hand. Function Feps(x, y) that denotes for the extended
personal zone of every person surrounding robot, is evaluated

Feps(x, y) = max
(
f eps1 (x, y), . . . , f epsN (x, y)

)
(12)

D. Social Personal Zone
In the social environment, human behavior is influenced by other individuals or objects
around, especially the objects withwhich people are interacting. To ensure human safety,
mobile robots need to be aware of the context of social interactions. The space around
the robot, social interaction should be classified according to the types of conditions of
human-object interaction or interaction between a group of people.

In a real-world environment, it is paid attention to special objects such as televi-
sions, refrigerators and phones in homes, screens in airports or paintings in museums.
Depending on the context of human-object social interaction, the robot has to estimate
the human-object interaction because that is the key to define the space of human-object
interaction.

Fig. 4. Modeling of working environment by using PCL library and Kinect.
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E. Modeling of Working Environment
To be able to model the operating environment, it must be known the position of objects
in the space in front of the robot. As Fig. 4, it should use the depth camera such Kinect
which is a pair of infrared transceivers to be able to recognize the position from the robot
to the object in space.

Fig. 5. Example of depth map obtained from Kinect, (a) practical image, (b) depth map.

Therefore, the usage of Point Cloud Library (PCL) is recommended since it carries
out the resultswith high accuracy, the position of objects on the 3-dimensional coordinate
axis is intuitive, making it easy to locate objects. Because of the limited capacity of host
computer, it must have to calculate the environment based on Kinect’s depth camera as
Fig. 5. Kinect’s depth map returns a 480× 640 matrix with the value of each pixel being
the depth value of that point in mm.

The data from depth map (D) is gained and stored into the environmental matrix (M)
480 × 640. In the x axis, measured values are the depth in cm unit

xM = xD
10

(13)

In the sameway, these values in the y axis are in cm unit. The unit of size is converted
from pixel to cm via the extended angle of depth map

yM = yD − 320

320
∗ tan

(
29 ∗ pi

180

)
∗ xM (14)

In Fig. 6, white color indicates the obstacles which values are 1 while the others are
0. After inserting the estimated values, the environmental matrix M has been shown.

F. Segmentation
Data clustering (or just clustering), also known as cluster analysis, is the segmentation
analysis, categorical analysis or unsupervised classification. It is a method of creating
groups of objects or clusters. The 2D point cloud in the previous section will require an
efficient data clustering method.
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Fig. 6. Result of the image processing data from depth map.

In this stage as Fig. 7, it might use the association of pixel points on the environmental
matrix to define separate objects in space in order to create a moving environment for
the robot. This process is to filter pixels that have no association with 4 pixels around
them to remove noise and get only the object where each pixel is associated with at least
4 pixels around it.

G. Identification of the Bounded Objects
Firstly, it is considered to define some rough contours of objects in space. This contour
is derived from the convex vertices of each object and they are joined to form the contour
for each object. The contour is a set-in real vector space V such that for two points x, y,
hence the line segment [x, y] is also contained in the set. But this contour also includes
the concave parts of the object and it occupies quite a large space. So, it must have to
find a way to concave this space line to be able to reduce the occupied area thereby
increasing the active area. For a given discrete data point, the convex contour can be
uniquely determined: find the polygon whose vertices are a subset of the data points
and maximize the area while minimizing the circumference. In contrast, the concave
shell definition will not define a single polygon: find a polygon whose vertices are a
subset of the data points and minimize area and perimeter simultaneously. It is clear that
minimizing both area and circumference at the same time is a conflicting goal, and it is
therefore possible to define many different concave shells for a given data point.

For the ambient matrix, the algorithm is applied to find the convex contour of the
object. To do this, the standard set ofMatlab functionswas used to return the set of convex
polygon vertices in CCW or CW order. Figure 8(left) shows the result of applying
the aggregation function to each data cluster presented in Fig. 8(right) to obtain the
corresponding convex bodies.
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Fig. 7. Segmentation of objects in environment.

Fig. 8. Differences between convex-hull and concave-hull with 2D points.

The algorithm for calculating the concave shell of a dataset is based on the idea
presented by Peter Wasmeier [15], who implemented a function in Matlab called hull-
fit. First, it runs the complex function to obtain the vertices of the corresponding convex
body and arranges them clockwise. It then performs a distance calculation between all
neighboring vertices to find any distance greater than the maximum allowed distance. If
it finds any matching distance then it uses the following two conditions to find another
suitable point in the data set as the next vertex:
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1. Since we know that the contour definition is clockwise, the next selected vertex is
the point with the smallest positive angle with which the contour intersects.

2. The distance to a vertex must be less than the length of the line.

4 Results in Experiments

Tovalidate the proposed approach, several experiments have carried out in our laboratory.
The type of robot is WDD (Wheeled Differential Drive) which provide the flexible
motion and stable movement. It has two side wheels for driving while both front and
rear wheel are to balance. Robot turns left or right owing to the differences between left
wheel and right wheel correspondingly. The driving actuators are two DC servo motors
100 W which is directly connected to the shaft of wheel.

Fig. 9. Experiment in following a human, (a) turn right, (b) turn left and (c) go back and forth.

In this section, there are three test scenarios so that the effectiveness of our method,
the feasible application in practice and the popular situation for the assisted mission are
proved. Firstly, robot should follow human to support or supervise as Fig. 9. This task
might be necessary in the common places such as super market, warehouse, office or
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lobby of hotel. The wheeled robot could carry the bulky goods for employer, inventory
for worker or the heavy luggage for tourists. In order to complete this mission, robot
must recognize human via digital camera located on the top. After identifying the target,
it could track as soon as possible. However, it always keeps a safe distance from human’s
position for emergent case.

Fig. 10. Experiment in navigating between human and object with the proposed approach.
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Fig. 10. (continued)
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In the second test, the proposed method for autonomous navigation is deployed.
There are commonly several obstacles, i.e. table, chair or fan in the indoor environment
since robot works in the office orwarehouse. In Fig. 10, the experimental context consists
of some plastic chairs, tables, fan and fire extinguisher. Especially, human stays on the
way go to destination. It means that autonomous robot must pass those obstacles and
human to reach the target. In this case, it recognizes human and some things through
vision technique. It is aware of human presence and adjust the system parameters related
to model. Robot must respect the personal zone and does not violate the interactive rules.
Also, for ensuring the safety and comfort, it would generate the trajectory to cover both

Fig. 11. Experiment in navigating between human and object without the proposed approach.
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Fig. 11. (continued)

human and obstacles. The series of images from Fig. 10a to Fig. 10f to demonstrate the
entire operation.

To compare with the traditional method, Fig. 11 illustrates the conventional naviga-
tion in the front of human. Usually, robot treats human as a regular obstacle. There is
no human-aware information in this case. Therefore, this robot moves to destination by
coming across human although the comfort or safety could be interrupted.

5 Conclusions

In this paper, a method to autonomously navigate in the presence of human was men-
tioned. The target control is the robot type of WDD and the target technique is based on
vision. The knowledge of human model is embedded into robot so that it could behave
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socially and safely. The experimental validation on the real hardware has been described
in three cases. According to these results, the feasibility, effectiveness and properness
of our approach are verified.

Acknowledgements. We acknowledge the support of time and facilities from Ho Chi Minh City
University of Technology (HCMUT), VNU-HCM for this study.
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Abstract. Applying image processing to electromechanical systems is a problem
of interest to scientists, in order to serve humans in many fields. To do that, there
needs to be a connection between image processing and mechanical construction
to create complete mobile cameras. One of the research directions is about mobile
cameras, specifically a system consisting of dual cameras that detect and track
moving objects, and at the same time calculate the distance from the dual camera
system to the target, this system can be application in object tracking robot. In
this paper, the research object includes the camera system designed according to
the pan-tilt structure, the algorithm used for object detection is YOLO-based on
CNN, estimating the distance from the camera system to the object. By means of
stereo vision, control the pan-tilt system to automatically track objects.

Keywords: Image processing · Powerline robot · Machine learning

1 Introduction

In the context of the world economy rapidly expanding to promote global competi-
tion in all industrial sectors. It leads to optimization of production operations, efficient
process management or the integration of multiple functions into a single unit [1–5].
There are various ways to enhance the competition in the market where efficiency in
material handling tasks has been given considerable attention. As it increases industrial
productivity and reduces labor costs associated with logistics and distribution jobs, most
businesses focus on improving various raw material supply technologies. They often
use automated guided vehicles (AGVs) for industrial warehouses to overcome the men-
tioned problems. In [6–8], the authors developed a PID-based algorithm for a wheelless
AGV to follow a reference trajectory to prevent oscillations during travel. Some camera
apps help the robot track [9–12] - instead of using an infrared sensor - to determine if
it should keep moving forward or turn left and right. Compared with simplified models
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and other classical control techniques [13–15], the results show stability at lower speeds.
The researchers [16–20] have designed an AGV control system based on the fuzzy PID
diagram that helps the AGV trolley to have robustness and stable operation for a long
time. Main controller chip like STM32F207 is a powerful microprocessor with high
speed, large memory and low cost [21, 22].

The content of this paper proposes an image processingmethod that is widely applied
in all fields today. The technique used is mainly an artificial intelligence algorithm
consisting of many layers of neurons. The training sample set is selected in accordance
with the actual conditions. After the training process, the algorithm is able to recognize
the object within the effective range of the camera. The second part is followed by
the presentation of the mechanical design for the camera frame structure. The distance
calculation method is described in Sect. 3. Some explanations about neural networks
in Sect. 4 are applied in the algorithm. Next, the content of part 5 revolves around
object recognition based on some characteristics of the object. Experimental results are
presented in Sect. 6. Finally, some conclusions are made after applying the algorithm in
practice.

2 Computational Method for Distance

Usually, themethod used to extract 3D information is to usemultiple images, also known
as multiple images method, of which a simple method is stereo vision. This method uses
two cameras to reconstruct a 3D scene. To determine distance information, the features
of the object in one image (or more) are first matched in another image (simultaneous
images of the object from separate cameras). Then, the difference in the features of the
object in the two images will be used to calculate the distance.

The stereo vision method requires the two optical axes of the two cameras to be
parallel. This method is geometrically illustrated as shown below:

• p and p′ is the intersection of two rays CP and CP′ with the image plane I′I. C,C′ is
the center of the lens, P is the object

• f is the focal length of a lens
• b is called the baseline, which is the distance between the 2 lens centers.With the same
Z distance, increasing baseline will lead to increased accuracy when determining Z
distance because of limited camera resolution

• Disparity D is the horizontal displacement of the same object on 2 images taken from
2 cameras (Fig. 1).

Using similar triangles obtained,

b

Z
= b − (d + d ′)

Z − f
= d + d ′

f
(1)

We have,

Z = f · b
D

(2)
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Fig. 1. Geometric description of stereo vision

The parameters D, f, b are calculated through the process of calibrating the camera
system, rectification and un-distortion.

In reality, the camera can never be set up perfectly to achieve the frontal parallel
as shown in the figure. Instead, we often have to compute, find projections, and correct
distortions (rectify). Left and right images so that they align (row-aligned) (Fig. 2).

Fig. 2. Block diagram of the image processing method

Stereo calibrate is used to calculate the internal and external parameters of the camera
system. These parameters can be measured manually or using the cv::stereoCalibrate
function of the OpenCV library. This function returns the internal and external parameter
matrices of the camera in which the focal length f and the baseline b are used for the
distance calculation step, in addition, the function also returns the matrices used for the
rectification, un-distortion process.

Rectification is the step of projecting 2 image planes onto a plane parallel to the
line joining the 2 lens centers, each pixel or object in one image can be found on the
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same row in another image. This process also makes the 2 optical axes of the 2 cameras
parallel. Un-distortion is the step that removes radial and tangential distortion.

The functions in OpenCV used for the 2 steps Rectification and Un-Distortion will
return the matrices used for the remap process. The remap process uses these matrices
on the original pixel matrix to create a rectify and undistorted pixel matrix. The object
detection step uses the object detection algorithm to determine the pixel coordinates of
the object’s position on the 2 images, these coordinates are used to calculate the distance
D. Later, the value of f, D and b which are gained, would be substituted into Z = f ·b

D to
calculate the distance.

3 Convolutional Neural Network - CNN

The CNN network processes the image through a number of layers. Here’s an overview
of the layers and their purposes:

• Convolutional layer – Used to detect features.
• Non-linearity layer – Use non-linearity in the system.
• Pooling (Down sampling) layer – Reduce the amount of weights and control
overfitting.

• Flattening layer – Prepares the data for the Fully-Connected layer.
• Fully-Connected layer – Used for classification.

Basically, in the end, CNN is a neural network used to solve classification problems,
but it uses other layers to prepare data and detect certain features beforehand.

Fig. 3. Filter with size 3 × 3

Convolutional layer is the main layer of the CNN network, responsible for detecting
features such as straight edges, curves, and simple colors. This is done by using a filter
on the image to extract some low- and high-level features on the image. The filter is
usually a multidimensional array containing the pixel values. Example: Consider a 5 ×
5 image channel where each pixel has a value of 1 or 0. And use the following simple 3
× 3 filter as Fig. 3.

After each convolutional layer there is usually a nonlinear layer. This class uses one
of the activation functions. The commonly used function is the rectifier function, so
this layer is also called the ReLU (Rectify Linear Units) layer as Fig. 4. This rectifier
function f(x) = max(0,x) will return the values in the image less than 0 to 0. The figure
below illustrates the use of this function.
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Fig. 4. Application of ReLU technique on image

Pooling layer (composite layer) is the layer inserted between consecutive convolu-
tional layers in the CNN network. The function of this layer is to reduce the spatial
size of the array, the number of parameters and computation in the network. There are
different types of pooling like L2 pooling, mean pooling, max pooling. Use the filter
again. The image below uses a 2 × 2 max pooling filter onto a 4 × 4 image. This filter
selects the largest number in the part of the image that it covers. In this way, a smaller
image is obtained but still contains enough information for the neural network to make
an accurate decision. However, many models replace the pooling layer with additional
convolutional layers with a larger stride. Also, newer generation models, such as VAEs
or GANs, eliminate the Pooling layer altogether.

Fig. 5. Example of matrix conversion

The flattening layer is the layer used to prepare the input data of the fully-connected
layer. Since neural networks receive data in one dimension as an array of values, this
layer uses the data passed from the pooling layer or convolutional layer and compresses
the matrices into 1-dimensional arrays as Fig. 5. Below is a visual image of the matrix
pressing process.

The fully-connected layer as Fig. 6 is the last layer and the layer that actually per-
forms the classification. This layer basically takes an input, whether it is the output of a
convolutional, ReLu, or pool layer, and outputs an N-dimensional vector, where N is the
number of classes that the program has to classify. For example, if you want a program
that classifies digits from 0 to 9, N would be 10. Each number in this N-dimensional
vector represents the probability of a given class. For example, if the resulting vector of
a numerical classifier program is [0 .1 .1 .75 0 0 0 0 .05] then 10% chance of image is
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Fig. 6. Example of fully-connected layer

1.10% chance of image is 2.75% the image likelihood is 3 and the image probability is
9. The way the fully-connected layer works is that it looks at the output of the previous
layer (this output is the feature map of the high-level features) and determine which
feature best corresponds to a particular class. The fully-connected layer can be imagined
as a matrix of weights multiplied by the input feature map, resulting in the probabilities
of the different classes.

4 An Algorithm for Recognition

The input of the YOLO network is pre-labeled images, the output corresponding to each
image is a feature map in the form of a grid of size N × N cells. Corresponding to
each cell, the network predicts class probabilities. The input of the YOLO network is
pre-labeled images, the output corresponding to each image is a feature map in the form
of a grid of size N × N cells. Corresponding to each cell, the network predicts the class
probabilities, bounding boxes and confidence scores of each bounding box.

Each cell has B * 5 + C elements. In there:

B is the number of bounding boxes of each cell.
C is the number of class probabilities.
5 is the number of elements of each bounding box (including x,y: coordinates of the
center point of the bounding box corresponding to the cell in which the point lies, w
- the width of the bounding box corresponding to the original image, h -height of the
bounding box relative to the original image, confidence score: the probability that the
object is present in the bounding box.

The confidence score is calculated as follows,

Pr(Object) ∗ IOUtruth
pred (3)

The IOU is used to evaluate the detection, the IOU is calculated by dividing the
intersection area by the union of the predicted bounding box and the true box (Fig. 7).

The center coordinates, width, and height of the bounding box are converted to
segment [0, 1]. The figure below illustrates how these coordinates are calculated (Fig. 8):
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Fig. 7. Example of computational method for IOU

Fig. 8. Example of computational method for coordinates in box

C are class probabilities, Pr(Classi|Object). These probabilities are considered only
if the cell contains an object. The network predicts only a unique set of class probabilities
for each cell, regardless of the number of bounding boxes B.

At the time of using the images used for the network detection test (time-mem test).
Multiply confidence score and class probability,

Pr(Classi|Object) ∗ Pr(Object) ∗ IOUtruth
pred = Pr(Classi) ∗ IOUtruth

pred (4)

Pr(Classi) includes the probability of a class appearing in the bounding box and the
confidence score.

5 Results of Research

In the practical application, the proposed scheme is embedded into our powerline robot.
From the needs of the power corporation of Vietnam, the power transmission lines are
required to be cleaned after a period of time.Otherwise, someunexpected problems could
be occurred such decreasing the quality of power line due to the chemical corrosion,
short-circuit or discharge phenomenon when the weather condition is bad, and bird
nesting avoidance. Since the natural factors would impact on powerline, worker must
do the cleaning job once every two or three months. In previous time, those jobs were
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entirely handled by manual which requires various skills and faces the potential danger.
In addition, the power must be cut on the line when the cleaning job is processing.
This will cause great economic losses, inconvenience to people’s daily lives, and disrupt
communications.

The automated solution is introduced as powerline robot that controlled by host
computer. Instead of human, robot would reach to power line alone and manipulate the
cleaning task. This method has many advantages such as not violating the electrical
safety, improving the precision and ensuring the quality of cleaning service. In many

Fig. 9. Computer-based design of the proposed system, (a) front view and (b) 3D view
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countries, the powerline robot becomes an indispensable partner when the air condition
is unfavorable. As a result, in this paper, the autonomous platform of powerline robot
based on the image processing technique is investigated as Fig. 9. List of components in
this system is depicted as Table 1. The function of each component and its specification
are also explained.

Table 1. List of components for powerline robot.

No. Specification Description

1 Body of mobile platform Its shape might be rectangle or square made by metal material

2 Castor wheel It moves freely and must be driven by the other wheels

3 Proximity sensor In the closed distance, this sensing device is to detect any
obstacle

4 Driving wheel It is directly connected with DC motor which manipulate the
driving mission by the differences in velocities of left wheel
and right wheel

5 Lifting part The function of this part is to elevate vertically according to
the desired height. It is energized by an electric cylinder

6 Body of water gun Its material is hard enough to suffer the high pressure of water

7 Basement of water gun It is possibly rotated around z axis in order to provide the
wide angle for gun

8 Digital camera It is used to implement the image processing technique to
recognize and measure distance

9 Muzzle of water gun It could be adjusted by the pressure of water

10 Intermediate coupling The connection between lower part and upper part

11 Knob of driving hand In the case of manual control, it is useful for an operator to
drive. Additionally, it plays a role as counterweight to balance

12 Navigation lock Its usage is to fix an angle under the unexpected effect of
highly water pressure

With those developments, the application of our approach is clearly stated. Later,
the vision-based techniques are implemented. The training for optional object detection
will use the YOLOv3-tiny pre-designed network, which has about half the mAP of the
YOLOv3 version but has a higher FPS, suitable for training with laptops. no GPU. To
increase themAP to themaximum possible extent of the network, wewill use a large and
diverse dataset. Detection requires good image information so the input image resolution
should be large, be it 416 × 416 or 608 × 608. Lowering the resolution will increase
the FPS. Training will use Darknet - an open-source neural network framework written
in C and CUDA that supports both CPU and GPU computation. Training with GPU
will have faster training speed than CPU. Because the thesis uses a computer without
a GPU, this training is done using Google Colab. This is a free GPU from Google and
we can train YOLO on it. During training, after each iteration, the training program will
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show the average loss. If this number reaches 0.xxxxx and does not decrease further
after many iterations then we will stop the training. After finishing training, we get the
weight file.weights which will be used for object detection code.

Fig. 10. Experimental result of the proposed method in powerline.

The practical result by using vision approach is shown as Fig. 10. The training process
has been trialed in many times so that the weights were as high as possible. There were
approximately one thousand of pictures which captured in the outdoor environment.
Then, all of them have been labeled and marked in order to feed the machine learning
scheme. Along with these results, it also exists some limitations that could affect on the
quality of output. One of them is the weather condition or the time of day. Additionally,
both terrain and location of powerline are the important factors for the high quality of
recognition.

6 Conclusions

In this paper, a novel approach by using vision technique was investigated in the power-
line robot. This application is actually essential in the field of electricity transmission due
to its advantages such as safe maintenance, high productivity and uniform quality. Ini-
tially, a method to estimate distance from robot to powerline was mentioned. It is one of
the basis computation to maintain the suitable pressure of water. Later, some definitions
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of convolutional network were described to provide the knowledge and information.
Then, a model of YOLO scheme was recommended to train according to the dataset.
The results of both simulation and experiment were clearly shown. It could be seen that
our approach is effective, feasible and applicable in this field.
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