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Preface

This is the proceedings of the eighth edition of the European Alliance for Innovation
(EAI) InternationalConference onSmartObjects andTechnologies for SocialGood (EAI
GOODTECHS 2022), held on September 14–16, 2022. Researchers, developers, and
practitioners from all over the world attended this conference to share their experiences
in designing, implementing, deploying, operating, and evaluating smart objects and
technologies for social benefit. Social goods are commodities and services that may be
offered by nonprofit organizations, the government, or private businesses. Many people
with unique needs, including seniors, athletes, and children, will benefit from the results
of the conference. Health care, safety, sports, the environment, democracy, computer
science, and human rights are all examples of social goods. The primary institution of
the General Chair that provided and actively assisted in the organizing of this conference
was the Instituto de Telecomunicaçes, which organized the conference.

The EAI GOODTECHS 2022 technical program featured 7 full papers in oral pre-
sentation sessions across all tracks. Themain track, workshop tracks, and special session
tracks were all included in the conference tracks. As a result, there were two conference
tracks: “Main Track” and “Last-minute Track.” In addition to the presentations of excel-
lent technical papers, the technical program included five keynote speeches. Francesco
Renna from INESC TEC in Porto, Pasquale Daponte from University of Sannio in
Benevento, and Tiago Guerreiro from LASIGE Research Unit, Faculdade de Ciências,
Universidade de Lisboa in Lisbon, Portugal, and Tech& People Lab in Lisbon, Portugal,
delivered the three keynote sessions.

Coordination with the steering chair, Imrich Chlamtac was essential for the success
of the conference.We sincerely appreciate his constant support and guidance. It was also
a great pleasure to work with such an excellent organizing committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by our TPC Co-Chairs, María Vanessa Villasana, Petre Lameski, and
Susanna Spinsante who completed the peer-review process of technical papers andmade
a high-quality technical program.We are also grateful to ConferenceManagers, Kristina
Havlickova for her support and all the authors who submitted their papers to the EAI
GOODTECHS 2022 conference and workshops.

We are adamant that the GOODTECHS conference offers a suitable place for all
researchers, developers, and practitioners to debate all science and technological issues
pertinent to smart grids. In addition, based on the papers included in this collection,
we anticipate that the subsequent GOODTECHS conference will be as fruitful and
interesting.

Ivan Miguel Pires
Eftim Zdravevski
Nuno Cruz Garcia
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Multi-UAV Network Logistics Task
Allocation Algorithm Based
on Mean-Field-Type Game

Yao Hu1(B), Zhou Su2, and Qichao Xu1

1 School of Mechatronic Engineering and Automation, Shanghai University,
Shanghai, China

quanhy422@163.com
2 School of Cyber Science and Engineering, Xi’an Jiaotong University, Xi’an, China

Abstract. Unmanned aerial vehicles (UAVs) has become the vital driv-
ing force of logistics distribution development as an important carrier of
advanced productivity. However, it is challenging to efficiently allocate
logistics tasks on a large scale with the lowest energy consumption, con-
sidering the selfishness of UAVs. To tackle the above problem, we propose
a mean field type game (MFTG) based logistics task allocation scheme
in the multi-UAV networks. Specifically, we first develop a MFTG frame-
work to fully model the interactions between the UAVs, the influence of
aerodynamics and the features of tasks. Then, we propose the consensus-
based bundle algorithm (CBBA) to provide a feasible and conflict-free
solution to the multi-UAV network task allocation problem under multi-
ple interactions in the dynamic environment. Extensive simulations are
finally conducted, and results demonstrate that the proposed scheme can
efficiently reduce the energy consumption of the multi-UAV network and
provide users with high-quality task transportation service.

Keywords: Unmanned aerial vehicles (UAVs) · Mean-field-type game
(MFTG) · Consensus-based bundle algorithm (CBBA) · Logistics task
allocation

1 Introduction

With the development of e-commerce, one of the essential ways of logistics dis-
tribution in the future relays on unmanned aerial vehicles (UAVs) [1]. UAVs are
suitable for remote areas and emergency delivery, which can effectively improve
the efficiency of distribution, and achieve the reduction of labor and the trans-
port costs. Therefore, the UAV-based supply delivery is becoming a potential
development direction [2]. Realizing the full potential of UAVs may require a
complete overhaul of logistics systems so that supply chains can have a chance
to evolve from previous, old-fashioned standards to continuous, new fluid supply
chains.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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However, how to allocate logistics tasks such as the goods people buy online
reasonably in a dynamic environment still faces many challenges. Specifically,
UAVs have limited payloads and battery life. The number of UAVs in the multi-
UAV network is limited, and the selfishness of UAVs have severe effects on the
task allocation. Besides, due to the various user needs, UAVs need to tackle
a variety of tasks. Therefore, an appropriate task allocation scheme should be
devised to tackle the above issues and minimize the energy consumption.

In this paper, we propose a novel mean-field-type game (MFTG) framework
with consensus-based bundle algorithm (CBBA) in the multi-UAV network to
allocate the tasks and minimize the energy consumption. Specifically, the frame-
work is first proposed to model the interactions between the UAVs in the static
environment, which can motivate the participation of the UAVs and determine
the optimal task allocation strategy to minimize the energy consumption. Fur-
thermore, for lack of the knowledge on interactions between UAVs in dynamic
network scenarios, the CBBA is used to decide the optimal task allocation strat-
egy through trial and error under multiple interactions. The main contributions
of this paper are as follows:

(1) We build an air-to-ground task allocation model in the multi-UAVs network
for logistics distribution, considering aerodynamic factors, load and data
transmission consumption and the time-to-live (TTL) of the tasks.

(2) We model the problem of task allocation as a MFTG framework to fully
consider the impact of UAVs’ selfishness on task allocation with the state
equation.

(3) Without knowing the utility parameters between UAVs, the CBBA is uti-
lized into the MFTG framework to minimize the energy consumption of task
allocation while ensuring timely service in the dynamic environment.

The rest of this paper is organized as follows. Section 2 reviews the related
work. The system model is introduced in Sect. 3. Section 4 presents the problem
formulation and Sect. 5 analyzes the optimal strategy for static mean-field-type
game. The consensus-based bundle algorithm based optimal strategy decision is
expounded in Sect. 6. Performance evaluation is shown in Sect. 7 and the con-
clusion is summarized in Sect. 8.

2 Related Work

2.1 Mean-Field-Type Game in UAVs

In recent years, the mean-field-type game theory in UAVs has attracted wide
attention from academic research to life application. Chen et al. [3] investigated
the resource management problem for large-scale UAV communication networks
and discussed the potential applications. Li et al. [4] formulated the power con-
trol problem of the UAVs as a discrete mean-field game and transformed it into a
Markov decision process by simulating the interactions among a large number of
UAVs to obtain an equilibrium solution. It can be seen that there are few studies
in the existing literature on solving the task allocation problem in multi-UAVs
networks by using the mean-field-type game theory with the CBBA algorithm.
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2.2 Incentives with Consensus-Based Bundle Algorithm

With the development of distributed algorithms, the CBBA has been studied
extensively. Zitouni et al. [5] devised a distributed approach to multi-robot task
assignment by combining CBBA with ant colony algorithm. To solve the poten-
tial problems of information transmission quality and energy consumption in
wireless sensor network, Chen et al. [6] adopted the consensus-based bundle
algorithm to generate corresponding task assignment schedules. However, the
considerations of the UAVs’ interactions and the network state update in the
multi-UAVs networks are still insufficient.

Different from existing works, the proposed scheme studies the task alloca-
tion in the multi-UAVs network. The internal (e.g., selfishness and the battery
life of UAVs) and external(e.g., aerodynamics and the TTL of tasks) factors of
the network are jointly considered in the dynamic environment to improve the
efficiency of delivery. In addition, the CBBA is employed to acquire the optimal
tasks allocation strategy of UAVs in the dynamic MFTG.

3 System Model

In this section, we introduce the system model including network model, task
model, motion model and communication model.

Fig. 1. System model.
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3.1 Network Model

In this paper, we consider an intelligent logistics model, as shown in Fig. 1, which
includes a ground dispatching center, multiple UAVs, and some users.

Ground Dispatching Center. The ground dispatching center collects infor-
mation such as geographical location, the demand and TTL of distribution tasks,
and publishes them to the multi-UAV network.

UAVs. UAVs submit the latest location information to the ground dispatching
center, and obtain the released task information through the dispatching center.
The set of UAVs is denoted as U = {1, 2, ..., u, ..., U}. UAVs are equipped with
various types of sensors to collect sensing data from users on the ground. Let
L = {L1, L2, ..., LU} denote the maximum load constraint of different UAVs.
Define the state of UAV u at time t as xu = {qu(t), Eu,remain(t)}, where qu(t)
and Eu,remain(t) are the position coordinates and the remaining energy of UAV
u at time t, respectively.

Users. Users submit their geographical location and task information to the
ground dispatching center. The set of users is denoted as I = {1, 2, ..., i, ..., I}.
Let R = {R1, R2, ..., RI} denote the load requirement of different users, which
represent the weight of each task.

3.2 Task Model

Defined the task allocation strategy of the ground dispatching center to UAV u
at time t is su, i.e., the allocation strategy selects k tasks in the task set M are
selected and are assigned them to UAV u.

Assuming that the ground dispatching center randomly releases M tasks at
time t0, where the set of tasks is denoted as M = {1, 2, ...,m, ...,M}. The time-
to-live (TTL) of task m is denoted by tm, indicating that the task should be
executed before its deadline [7]. When the TTL of task m is smaller, it indicates
that the urgency of the task is higher. It should be assigned to the UAV as soon
as possible and the UAV should execute the task at a faster speed. Otherwise,
the UAV will fly at a constant initial speed v0. Set the UAV to complete the
task at time t, so the speed of the UAV when it executes task m with TTL of
tm is

vm =
tm − t0
t − t0

v0 (1)

Define the quadruple of task m as {qi(t), Rm, i, tm}, where qi(t) indicates the
target position coordinates of task m. Rm is the weight of task m. i is the user
corresponding to task m. tm is the TTL of task m.
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3.3 Motion Model

We consider that UAVs fly at a constant altitude, and the position coordinates
of UAV u is qu(t) = [xu(t), yu(t),H], where xu(t) and yu(t) are the horizontal
and vertical coordinates of UAV u, and H is the altitude of UAV u. The position
coordinates of user i is qi(t) = [xi(t), yi(t), 0]. Therefore, the distance between
UAV u and user i is

du,i =
√

[xu(t) − xi(t)2] + [yu(t) − yi(t)2] + H2 (2)

Assuming that UAVs fly at a constant speed, the flight time of the UAV u
for executing task m is

tum =

√
[xu(t) − xi(t)2] + [yu(t) − yi(t)2] + H2

vm
(3)

and the position change trend of UAV u at time t is expressed by state dynamic
equation x′(t) [14].

x′
u(t) = θxu(t) +

U∑

u=1

λusu(t) (4)

where θ and λu indicate the impact of the environment in the current state and
the speed of UAV u relative to other UAVs, respectively.

3.4 Communication Model

The LoS channel model provides a practical approximation for the air-to-ground
(A2G) channel transmission [8]. Therefore, the channel gain between UAV u and
user i is

gui(t) =
g0

[(xu(t) − xi(t)]2 + [yu(t) − yi(t)]2 + H2
(5)

where g0 represents the channel gain per unit distance.
In the process of logistics delivery, information such as distribution status,

geographical location and expected arrival time is continuously communicated
with users, so the signal-to-noise ratio between UAV u and user i [8] is

ϕui =
gui(t)pu∑

u′∈U\u gu′i(t)pu′ + σ2
(6)

where pu is the downlink transmission power of UAV u.
∑

u′∈U\u gu′i(t)pu′ is
the interference power from all UAVs except UAV u. σ2 denotes the Gaussian
noise.

The data transmission rate is characterized as

rui = ω log2 (1 + ϕui) (7)

where ω is the bandwidth allocated to UAV u.
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4 Problem Formulation

4.1 Utility Function

The energy consumption of UAVs is determined by three parts, including the
fight energy consumption, the data transmission consumption and the load con-
sumption. We use the cost function of energy consumption to represent the
utility function, and achieve the lowest energy consumption by minimizing the
utility function.

Flight Energy Consumption. [9]

c1,u =
∫ tum

0

[a1(1 + a2v
2
m) + a3(

√

1 +
v4
m

4a2
4

− v2
m

2a4
)

1
2 ]dt (8)

where a1 and a2 are the parameters based on the UAV weight and air density.
a3 is the UAV rotor parameters and a4 is the coefficient of air resistance.

Data Transmission Consumption. In the process of executing tasks, each
UAV must ensure the communication quality. Meanwhile, data transmission also
consumes a significant amount of energy. As such, the data transmission con-
sumption of UAV u is given by

c2,u = pu
D

rui
(9)

where D is the size of the transmitted data.

Load Cost. The UAV performing the task needs to meet the weight required
of the task. And the load cost of UAV u performing task m is

c3,u = Pmtum (10)

where Pm is the load power of UAV for task m.
Combining (8), (9) and (10), the cost function of UAV u is expressed as

cu =
M∑

m=1

Zu,m(ω1c1,u + ω2c2,u + ω3c3,u) (11)

where Zu,m is a binary variable. When Zu,m = 1, it indicates that task m is
allocated to UAV u; otherwise, Zu,m = 0. ω1, ω2, ω3 are the weighting parameter.
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Therefore, the utility function of UAV u is

Uu(xu, su) = cu =
M∑

m=1

Zu,m(ω1c1,u + ω2c2,u + ω3c3,u)

=
M∑

m=1

Zu,m(ω1

∫ tum

0

[a1(1 + a2v
2
m)

+ a3(

√

1 +
v4
m

4a2
4

− v2
m

2a4
)

1
2 ]dt + ω2pu

D

rui
+ ω3Pmtum)

=
M∑

m=1

Zu,m(ω1

∫
√

[xu(t)−xi(t)
2]+[yu(t)−yi(t)

2]+H2

vm

0

[a1(1 + a2v
2
m)

+ a3(

√

1 +
v4
m

4a2
4

− v2
m

2a4
)

1
2 ]dt + ω2pu

D

rui

+ ω3Pm

√
[xu(t) − xi(t)2] + [yu(t) − yi(t)2] + H2

vm
)

(12)

4.2 Optimization Problem

With the above description, a task allocation strategy to achieve the lowest
energy consumption is obtained by minimizing the utility function. As such, the
optimization problem is introduced.

Problem 1 : The optimization problem for minimizing the energy consumption
of the UAV can be formulated as

min Uu(xu, su),
s.t. t0 ≤ t < tm. ∀m ∈ M
cu ≤ Eu,remain(t). ∀u ∈ U

U∑

u=1

Zu,m ≤ 1. ∀u ∈ U

M∑

m=1

Zu,m ≤ Lu. ∀u ∈ U ,∀m ∈ M

(13)

The proposed optimization problem is a NP-hard problem, which uses the
MFTG to decompose the problem into the minimization problem of each UAV
to realize the overall minimization. Considering the interactions between UAV’s
in the game, a new utility function is constructed by means of the mean-field
value.

5 Static Mean-Field-Type Game Analysis

In this section, we construct the MFTG framework and obtain the equilibrium
solution. The framework allows UAVs, as the multi-agents, to perform hetero-
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geneous behaviors. The selfish behavior of any UAV in the network will affect
the cost of other agents in the game. We analyze the optimal strategy of UAVs
with the static MTFG, where the parameters of the game are public knowledge
to all UAVs. The mean-field value of state and the mean-field value of strategy
are shown in (14), (15), respectively.

x̄(t) =
∑U

u=1 xu(t)
U

(14)

s̄(t) =
∑U

u=1 su(t)
U

(15)

At the final time t = tum, considering the state of the UAV u, the terminal
cost function can be expressed as

Φu(x(tum), tum) = ω4E
2
u,remain(tum) (16)

The terminal function can be rewritten as

Φu(xu, x̄, tum) = ω4[x2
u(tum) + x̄2(tum)] (17)

According to the mean-field values, the utility function can be rewritten as

Ũu(s) = Uu(xu, x̄, su, s̄, t) + Φu(x(tum), tum)

=
M∑

m=1

Zu,m{ω1[(c1,u(xu, su, t) + c1,u(xu, x̄, su, s̄, t)]

+ ω2[c2,u(xu, su, t) + (c2,u(xu, x̄, su, s̄, t)]
+ ω3[c3,u(xu, su, t) + (c3,u(xu, x̄, su, s̄, t)] + Φu(x(tum), tum)}

(18)

Meanwhile, according to the MFTG model, the state dynamics equation can
be rewritten as

dx(t) = θx(t) +
U∑

u=1

λusu(t) + θ̄x̄(t) +
U∑

u=1

λ̄us̄u(t))dt + μdB(t) (19)

where B(t) represents a random Brownian process. μ is a parameter to measure
Brownian process. θ̄ and λ̄u respectively represent the mean of environmental
impact factors and the mean of relative speed.

Hence, the MFTG problem is formulated in Problem 2.

Problem 2 (MFTG Problem): Consider the following problem:

{
infsu∈Su

E[Ũu(s)] = infsu∈Su
E[

∫ tmu
0

Uu(xu, x̄, su, s̄, t)dt + Φu(xu, x̄, tum)]
dx(t) = θx(t) +

∑U
u=1 λusu(t) + θ̄x̄(t) +

∑U
u=1 λ̄us̄(t))dt + μdB(t)

(20)
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Definition 1. (MFTG Best Response): Any feasible strategy s∗
u ∈ Su satisfying

the infimum in (20) is the best response strategy of decision maker u ∈ U against
the others decision makers strategies s−u ∈ ∏

u′∈U\{u} Su. The set of strategies
is given by BRu : u−u

∏
u′∈U\{u} Su → 2Su , where 2Su is the power set of all

the possible subsets of Su.

Definition 2. (MFTG Nash Equilibrium): The profile of any feasible strategy
[s∗

u, ..., s∗
U ] ∈ ∏

u′∈U Su that optimizes s∗
u ∈ BRu(s∗

−u) for every E[x∗(t)] is a
mean-field-type Nash equilibrium of the MFTG, as Eq. (21) shows

Ũu(s∗
u, s∗

−u) ≤ Ũu(su,u∗
−u) (21)

The mean-field-type game problem of interest in this section is achieve that
u is the best response to problem 3.2 for every UAV by finding and representing
processes such as [x∗, s∗,E[x∗],E[s∗]]. It suggests that the Nash equilibrium is a
fixed point for the best response [BR = (BR1, BR2, ..., BRU )], where each BRU

is the best response corresponding to UAV u.

Proposition 1. The optimal strategy is given by:

s∗
u = −βu

(bu + b̄u)
(ru + r̄u)

E[x] − αu
bu
ru

(x − E[x]) (22)

Proof: This proof is presented in [10].

6 Consensus-Based Bundle Algorithm Based Optimal
Strategy Decision for Dynamic MFTG

In this section, we analyze the dynamic MFTG in the multi-UAVs, where the
interactions between UAVs are repeatedly conducted over time. In the dynamic
MFTG game, the utility parameters between UAVs are private in reality and
cannot be fully understood by all UAVs. The UAVs interact with each other
several times, to find the optimal strategy through trial and error. CBBA can
model the UAVs under multiple interactions.

6.1 Score Function

The interactions between UAVs of the task allocation problem is simplified into
mean-field value interaction by the MFTG theory. Therefore, the utility function
is updated to score function to measure the effect of task allocation strategy in
dynamic MTFG. The score function should be modified as

Ûu(xu, su,pu) = Uu(xu, x̄, su, x̄, t) + F0 + e−µu(tu−t0)(F − F0)Xtw (23)

where F0 is the fixed reward to ensure the total score is non-negative and (F −F0)
is the discount reward of the task. μu is the discount factor. Xtw is the binary
variable that indicates if the task plan satisfies the TTL constrain.
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6.2 Task Allocation Model

The objective of CBBA is to obtain feasible and conflict-free task allocation
solution when maximizes the score function [11]. The problem is expressed as
follows:

max Ûu(xu, su,pu)Zu,m,

s.t. t0 ≤ t < t0 + tm. ∀m ∈ M
cu ≤ Eu,remain(t). ∀u ∈ U

U∑

u=1

Zu,m ≤ 1. ∀u ∈ U

M∑

m=1

Zu,m ≤ Lu. ∀u ∈ U ,∀m ∈ M

U∑

u=1

M∑

m=1

Zu,m = min{U ,M, Rm}.

(24)

where pu is the order in which the UAV u executes the assigned tasks.

6.3 Consensus-Based Bundle Algorithm

The process of consensus-based bundle algorithm (CBBA) solving the multi-
tasks allocation problem is divided into two phases: bundle construction and
conflict resolution phases [12].

Bundle Construction. In the process of task allocation, the UAV u needs to
store and update the following information structure:

– Bundle list bu ∈ (M ∪ {∅})Lu : indicates that tasks are sorted in the order in
which they are added to packages.

– Path list pu ∈ (M ∪ {∅})Lu : refers to the optimal task execution sequence.
– Winner list zu ∈ (U ∪{∅})M: means the highest bid for task m of correspond-

ing UAV in local information.
– Winning bid list yu ∈ (R+)M: represents the highest bid the UAV u consid-

ering task m.
– Time stamp tu ∈ (R)U : is the update time of information received by the

UAV u from the other members of the network.

We adopt a diminishing marginal gain function to make the CBBA converge
[13]. S

pi

⊕
n m

u represents the reward value of the UAV u executing the task m
which is inserted into the nth position.

cum = maxS
pu

⊕
n m

u − Spu
u , u /∈ pu (25)
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cum(bu) ≥ cum(bu

⊕
endb) (26)

The bundle construction of UAV u is implemented by Algorithm 1. Spu
u rep-

resents the total reward value of the UAV u executing the task along its path
pu, where its initial value is 0.

Algorithm 1. CBBA phase 1 for UAV u at iteration t
Input: bu(t − 1),pu(t − 1), zu(t − 1),yu(t − 1)
Output: bu(t),pu(t), zu(t),yu(t)

1: bu(t) = bu(t − 1),pu(t) = pu(t − 1)
2: zu(t) = zu(t − 1),yu(t) = yu(t − 1)
3: while |bu(t)| < Rm do

4: cum = maxu≤|pu|S
pu

⊕
n m

u − Spu
u , m /∈ pu

5: hum = �(cum > yum)
6: Mu = argmaxu(cum(bu) × hum)

7: nu,Mu = argmaxuS
pu

⊕
n Mu

u

8: bu = bu

⊕
end{Mu}

9: bu = bu

⊕
nu,Mu

{Mu}
10: yu,Mu (t) = cu,Mu , zu,Mu = u
11: end while

The process of bundle construction continues among the tasks until the con-
struction of the task bundle list is completed, that is, the number of tasks in
the bundle list reaches the upper limit of the number of tasks that UAVs can
handle, or reaches the number of all tasks that need to be handled.

Conflict Resolution. After the task bundle construction process is completed,
the UAV shares the bundle list and other information with the adjacent UAVs,
and the corresponding task information is updated according to certain action
rules to obtain the conflict-free task allocation. UAV u can take the following
three actions on task m after receiving the message assigned by neighboring
UAV j:

– Update: yum = yjm, zum = zjm;
– Reset: yum = 0, zum = ∅;
– Leave: yum = yum, zum = zum.

The conflict resolution of UAV u is implemented by Algorithm 2. After the
multiple rounds of communications and negotiations through the conflict reso-
lution, the winner list and the winning bid list will achieve a consensus [12].
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7 Performance Evaluation

7.1 Simulation Setup

In the simulation scenario, there is a 600 × 600 m2 terrain with one ground
dispatching center. The flight height of all UAVs is set to 500 m. The positions
of the tasks and the UAVs are randomly distributed. The number of UAVs is
U = 5, and the number of tasks are M = 10, 15, 20, 25. The constant initial
speed of UAVs is set to 80 m/s. The weighting parameters in the utility function
are ω1 = ω2 = ω3 = 1/3. The parameters in the score function are μu = 0.1,
F0 = 10 and F = 100 [13].

Algorithm 2. CBBA phase 2 for UAV u at iteration t
Input: bu,pu, zu,yu, tu
Output: Bu,Pu,Zu,Yu, tu

1: Bu = bu,Pu = pu

2: Yu = yu

⊕
0,Zu = zu

⊕ ∅
3: Mu,reset = ∅
4: if CM(u,m∗) = 1 then
5: for m ∈ Bu do
6: if tu ∗ m overlaps with [t0, tm∗ ] then
7: Mu,reset = Mu,reset

⋃{u}
8: Du,reset(u) = S(pu) + S

pu
⊕

n m∗
u

9: end if
10: end for
11: if Mu,reset �= ∅ then
12: mu,reset = argminuDu,reset

13: Bu = Bu 	 {uu,reset},Pu = Pu 	 {mu,reset}
14: Yu,reset = 0,Zu,reset = ∅, tu,reset = 0
15: end if
16: end if
17: Phase 2: conflict resolution
18: Phase 1: bundle construction (Bu,Pu,Zu,Yu, tu)
19: Phase 2: conflict resolution

7.2 Numerical Results

Figure 2 shows the energy consumption of UAVs with different number of tasks.
As can be seen from Fig. 2, the proposed scheme has lower energy consumption.
In the proposed scheme, each UAV selects the optimal strategy based on the
MFTG, which can effectively reduce the energy consumption. In the random
option algorithm, UAVs choose the strategy randomly, leading to a higher energy
consumption. As for the greedy algorithm, UAVs only focus on the shortest path
while ignore the characteristics of different tasks.
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Fig. 2. The energy consumption with different numbers of tasks.

Figure 3 shows the scores of UAVs in a number of different tasks. As shown in
Fig. 3, the proposed scheme can obtain a higher score. This is because the scheme
takes into account not only the selfishness of UAVs, but also the interactions
between them.

Figure 4 shows the equality capability index of UAVs in terms of different
amounts of tasks. According to the equalization ability index in the engineering
system, the balanced and reasonable task allocation of the three algorithms is
measured. Define CPi as the equality capability index, which is
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Fig. 3. The scores with different numbers of tasks.

CPi =
k − m̄

3σm
, (27)

where k is the number of tasks allocated to UAV u. m̄ is the average number
of tasks allocated to each UAV. σm is The standard deviation. When 0.67 <
CPi < 1, the allocation is relatively balanced. From Fig. 3, we can observe that
the proposed scheme can obtain a more balanced allocation. This is because the
proposed scheme achieve a consensus on the tasks through the conflict resolution.
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Fig. 4. The equality capability index with different numbers of tasks.

8 Conclusion

In this paper, we have presented a novel logistics task allocation scheme in the
multi-UAV network. First, to model interactions between UAVs, a static MTFG
framework is proposed to consider the selfishness and external aerodynamic fac-
tors, where all the UAVs can obtain the minimum energy consumption. Then,
we have employed the CBBA to obtain the optimal strategy for each UAV in
the dynamic environment. At last, the simulation results show that the proposed
scheme can efficiently reduce the energy consumption of UAVs and allocation
the tasks. For the future work, the variety of task model and deep reinforcement
learning method for path planning will be investigated.
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Abstract. Accurate taxi demand prediction has the potential to
increase customer satisfaction and hence the usage of ride-sharing by
predicting the number of taxis needed at a certain place and time. When
reviewing the related work on demand prediction, we observed that in
taxi demand prediction different grid topologies – e.g. rectangular sub-
divisions of an area – and sizes are applied. However, it is not clear how
and why the grid cells are configured the way they are and a systematic
comparison of different topologies and sizes as regards their influence on
urban demand prediction is lacking.

In this paper, we compare the influence of different grid cell sizes –
250 m, 500m, and 1000 m – on the prediction accuracy of different types
of deep learning-based taxi demand prediction approaches, such as con-
volutional neural networks, recurrent neural networks, and graph neural
networks. Therefore, we select five deep learning-based approaches from
related work and evaluate their performance on the New York City TLC
taxi trip dataset and three different evaluation metrics. Our results show
that approaches with a grid cell of size 1000m and 500m achieve a higher
prediction accuracy. Furthermore, we propose to consider the grid cell
size as a tunable parameter in demand prediction models.

Keywords: Taxi demand prediction · Grid cell size · Deep learning

1 Introduction

About 99% of the world’s population breathes air that does not meet the World
Health Organizations’ air quality guidelines [23]. A major cause is urbaniza-
tion, which includes the concentration of pollution sources in a relatively small
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(urban) area. In this context, a substantial part of air pollution is caused by the
transportation sector [22].

One option to contribute to a reduction of air pollution in cities is to strengthen
mobility-on-demand services [29] like ride-sharing in which multiple passengers
share a vehicle or taxi. To decrease customers’ waiting time and thereby increase
the service’s popularity, the number of requests at certain locations or the demand
for taxis can be predicted; this prediction can be used to proactively reposition idle
taxis to locations in which the demand exceeds the supply.

Predicting the demand for taxis is challenging as the temporal and spatial
imbalance between demand and supply increases e.g. with a loss of experienced
drivers due to demographic change [5,7]. Additionally, taxi drivers generally
have a less efficient passenger search strategy in less known neighborhoods [5,7].
As the popularity of mobility-on-demand services like taxi ride-sharing increases
[2,21,33], predicting the demand for taxis becomes even more relevant.

Usually, the demand is predicted for a short term like the next 30 min based on
the previous demand, for instance in the last two hours. Many approaches train
neural networks based on historic datasets with millions of taxi trips. Typically,
the area of a city is spatially separated into multiple non-overlapping areas – like a
1000 m square grid cell – and the number of trips in each of these areas is predicted
for the next time step. The grid cell size is understood as the edge length of the
cell, e.g. a 1000 m sized square grid cell corresponds to an area of 1 km2.

In Sect. 2, we present related work about taxi demand prediction to show that
while using square/rectangular grids to spatially structure the demand is com-
mon, the chosen grid cell sizes vary from 150 m to 4900 m. In Sect. 3, we present
the methodology for studying the influence of the chosen grid cell size on the
prediction accuracy of multiple demand prediction approaches. The experimen-
tal results are presented in Sect. 4 and discussed in Sect. 5. Finally, a conclusion
is given in Sect. 6.

2 Related Work

In recent years, researchers have made numerous advances in the field of taxi
demand prediction [34]. Various approaches have been developed, which use, e.g.,
statistical time series analysis or making forecasts about the future by analyzing
traffic data and using neural networks. As shown by [24] and in Table 1, while
the commonly used evaluation metrics – Root Mean Square Error (RMSE),
Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), or
Mean Relative Error (MRE) – are obvious, there is a wider variation of the cho-
sen network types. The most common network types are Convolutional Neural
Network (CNN), Long Short-Term Memory Network (LSTM), and Graph Con-
volutional Neural Network (GCN). In the following, we describe related work on
short-term taxi demand prediction for each of these three network types.

2.1 Convolutional Neural Networks

CNN models are mainly used in image and speech recognition. As taxi demand
data organized by a square grid has a structure similar to an image [36], CNNs
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Table 1. Overview of grid configurations of existing demand prediction approaches.

Reference Grid topology Cell size in meter Evaluation metric Basic method Code

Chu, Lam, and Li [4] Rectangualr 220 × 170 RMSE, SMAPE LSTM & CNN ✗

Davis, Raina, and Jagannathan [5] Rectangular 1200× 600, 4900× 4900 RMSE, SMAPE, MASE LSTM ✗

Jin et al. [8] Rectangular 560× 475† RMSE, MAE GCN ✗

Ke et al. [9] Polygons N/A RMSE, MAPE, MAE GCN ✗

Ke et al. [10] Polygons N/A RMSE, MAPE, MAE GCN ✗

Ke et al. [11] Square 4770 × 4810 RMSE, MAE, R-squared LSTM & CNN ✗

Lee et al. [13] Square 700× 700 RMSE, MAPE GCN ✗

Li and Axhausen [14] Square 500× 500 RMSE, SMAPE GCN ✗

Oda and Joe-Wong [16] Square 150× 150 RMSE CNN ✗

Pian and Wu [17] Square 1000× 1000 RMSE, MAPE, MAE GCN ✓

Wang et al. [26] Rectangular 2650× 2600 RMSE, SMAPE CNN ✓

Wu, Zhu, and Chen [27] Square 700× 700 RMSE, MAPE GCN ✗

Xu and Li [30] Square 300× 300 RMSE, MAE, R-squared GCN ✗

Xu et al. [28] Square 153× 153 RMSE, SMAPE LSTM ✗

Yao et al. [31] Square 700× 700 RMSE, MAPE LSTM & CNN ✓

Ye et al. [32] Rectangular 720 × 420 RMSE, PCC LSTM & CNN ✗

Zhang et al. [34] Rectangular 890 × 910† RMSE, MAPE, MAE RNN ✓

Zhang et al. [35] Rectangular 250 × 334† RMSE, MAE LSTM ✓

Zhang, Liu, and Zheng [37] Square 1600 × 1600 RMSE, MAPE, MAE CNN ✗

(S)MAPE: (Symmetric) Mean Absolute Percentage Error, MA(S)E: Mean Absolute
(Scaled) Error, PCC: Pearson Correlation Coefficient, RMSE: Root Mean Square Error,
N/A: Not Available
†Estimated based on coordinates

are also commonly used for taxi demand prediction due to their ability to identify
spatial correlations [32].

Many authors use CNNs as demand prediction models or as building blocks
for their network, such as [16,25,31,32,37]. As shown in Table 1, all CNN-based
approaches use a square or rectangular grid topology, but the chosen grid cell
size varies from 700 m in [31] to 1600 m in [25]. Interestingly, for most approaches
CNN layers are the main building block – [16,25,37] – but some combine it with
LSTM layers – [31,32]; the latter shows promising results for the prediction
accuracy.

2.2 Recurrent Neural or Long Short-Term Memory Networks

While the usage of CNNs is often motivated by their ability to capture the spatial
relation, Recurrent Neural Network (RNN)-based models are used to identify
temporal relations in the training data [11,28,34]. While both CNNs and RNNs
are able to process a sequence of input maps that represent the demand per
grid cell and time step, RNNs process the input sequentially. In particular, they
are able to save extracted information from previous inputs in their memory.
As the classical RNN architecture suffers from the vanishing gradient problem
[12], the architecture was enhanced to the Long Short-Term Memory Network
architecture by Hochreiter and Schmidhuber [6]. As taxi demand prediction can
be formalized as a sequence prediction problem, both RNNs and LSTM are
suitable for this task [34].
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Besides [31,32] that combine CNN and LSTM building blocks and were
described above, [5,11,28,35] create an LSTM or an RNN – [34]. While all
approaches use a square or rectangular grid, the chosen grid cell sizes vary from
153 m in [28] to 4900 m in [5]; three approaches – [31,32,34] – chose a grid cell
size between 700 m and 900 m.

2.3 Graph Neural Networks

According to Li and Axhausen [14], CNN models have the limitation of using
regular grids that compress the information, rather than irregularly shaped grids
that may more closely approximate reality, e.g. the boroughs of a city; in contrast
to CNNs, GCNs are able to handle such data. As taxi demand data are sometimes
structured in irregularly shaped grids - like in the more recent records of the
commonly used NYC Yellow Taxi Trip dataset [15] - and as shown in Table 1,
GCNs are used to predict taxi demand. In graph neural networks the value
predicted per node is computed over the values of its neighbour. GCNs represent
spatial connections by non-euclidean graph structures and apply convolutional
operations. The basic form of a GCN layer consists of graph convolution, a linear
layer, and a nonlinear activation function [38]. While [9,10] make use of the graph
networks’ advantage by structuring the data with irregular polygons, [14] select
a 500 m square grid. Surprisingly, all GCN-based approaches – [8,13,17,27,30]
– do similar; the chosen grid cell sizes vary from 200 m to 1000 m.

2.4 Research Gap, Question, and Hypothesis

While many researchers use deep learning-based methods to predict the demand,
the used grid cell sizes vary from 150 m in [16] to 4900 m in [5]; these variations
also differ among the different neural network types commonly used. Surprisingly,
only two approaches – [3,30] – consider the grid cell size as an optimizable
parameter and optimize it: Chiang, Hoang, and Lim [3] compared grid cell sizes
from 250 m to 4000 m and selected 250 m as it achieved the highest prediction
accuracy measured via the metric perplexity. Xu and Li [30] compare grid cell
sizes from 100 m to 400 m and select 300 m because the RMSE is the lowest.

Comparing the prediction accuracy measured on different grid cell sizes does
not work per default; in Sect. 3.2 and Fig. 2 we illustrate this problem and pro-
pose an aggregation step to enable comparability. Neither [3] nor [30] describe
such a step. Consequently, we assume that their methodology for choosing a grid
cell size was not complete.

A change in the grid cell size affects (1) the average number of trips per cell,
(2) the number of cells in which no trip occurs at a certain time step, as well as
(3) the ability of a demand prediction model to capture spatial demand patterns
in a city. Because of this, the high variability of grid cell sizes used by others, and
the lack of a methodologically complete comparison as regards their influence,
we consider the influence of grid cell sizes on the accuracy of demand prediction
models as an open research gap.
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This gap leads us to the following research question: How does the grid
cell size affects the accuracy of various neural network types for taxi
demand prediction measured via MAE, MRE, and RMSE?

In the context of this study, we restrict ourselves to the grid cell sizes of
250, 500 and 1000 m, as these are representative of the grid cell sizes used in the
literature.

Smaller grid cell sizes might enable a demand prediction model to better
capture the spatial patterns of a city; while a larger grid cell size might be suffi-
cient to separate the demand patterns between city districts, a finer grid cell size
could allow the separation of demand patterns in neighborhoods. Consequently,
we select the hypothesis H1: Smaller grid cell sizes achieve a higher pre-
diction accuracy to address the aforementioned research question.

3 Methodology

Here, we describe the dataset used in our experiment, as well as the evalua-
tion metrics and aggregation step that enables a fair comparison of the results
achieved on different grid cell sizes. Furthermore, we select five demand predic-
tion approaches from the related work of the previous section and three baseline
models. For each of the five selected models, we select the optimal grid cell
size via measuring the prediction accuracy on the validation data. The final
results are measured on the previously unseen test data. The parameters of
each model were chosen with respect to the configurations of the authors of the
respective model. Therefore, no optimization of the hyperparameters was per-
formed. In general, the batch size is set to 256 and the demand is predicted for
the next 30 min. Additionally, all external factors, such as weather information,
were excluded from the prediction to allow for a consistent comparability of the
grid cell configurations.

3.1 Dataset

We use the NYC Yellow Taxi Trip Data [15], which was created by the New
York City Taxi & Limousine Commission. It is one of the most widely used
datasets in the field of taxi demand prediction. We consider 18 months, starting
from January 2015 and until June 2016. Almost 70% – about 12 months – of the
data will be used for training the networks, about 20% – about 4 months – for
validation, and the remaining 10% – about 2 months – for testing. To prepare
the data and exclude outliers, we apply the same strategy as S. Schleibaum, J. P.
Müller, and M. Sester [19]; that results in about 3.5% as outliers. In particular,
we enhance the trip records by the indices of the grids with a cell size of 250,
500, and 1000 m. We select a square with the bottom left (40.5879, −74.0898)
and the top right (40.9014, −73.6857) as the area in which the trips have to
start. Figure 1 shows the absolute taxi demand in the area via a grid cell size of
250 m, which is equal to an area of 0.0625 m2.
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Fig. 1. Absolute number of taxi trips in New York City between January 2015 to June
2016 shown on a grid with cells size of 250m and on a logarithmic scale

3.2 Evaluation

Metrics. To evaluate the performance, we use the three evaluation metrics
commonly used: the MAE, MRE, and RMSE. In this approach y is used as
the actual value, ŷ as the predicted value, and N is the total number of val-
ues in the range of n = 0, . . . , N − 1. The evaluation metrics are defined as
follows: MAE as 1

N

∑N
n=1 |yn − ŷn|, MRE as 1

N

∑N
n=1

|yn−ŷn|
ŷn

, and RMSE as
√

1
N

∑N
n=1(yn − ŷn)2.

Illustration of the Comparability Problem. As shown in Fig. 2 the grid on the
left and the grid in the middle are considered as two separate predictions. For
example, comparing the prediction accuracy of the two cells with the MAE –
MAENoAgg.

1000m of 50 and MAENoAgg.
500m of 12.5 – we see that the prediction accuracy

is higher for a grid cell size of 500 m. However, that is incorrect because both,
the true demand of one cell and the total predicted demand of all cells, are the
same in both predictions. Consequently, predictions made on different grid cell
sizes are not comparable by default.

Aggregation Step. To make the results on the two grid cell sizes comparable, we
aggregate the four 500 m grid cells to the right grid cell in Fig. 2 by computing
the two sums

∑3
n=0 yn and

∑3
n=0 ŷn. Now, comparing MAE – MAENoAgg.

1000m of
50 and MAEAgg.

1000m of 50 – we see that the prediction accuracy is the same for
the 1000 m sized grid cell and for the aggregated 1000 m sized grid cell.
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Fig. 2. Illustration of problem when comparing results from different grid cell sizes and
our aggregation step to tackle this problem

Consequently, we aggregate the grid cells that occupy the same space as
the largest grid cell size based on the geographical location of the grid cells.
Technically, we apply two-dimensional average pooling and multiply the results
by the number of cells aggregated, allowing the predicted value of a grid cell to
be compared with the reference grid cell of size 1000 m.

3.3 Selection of Demand Prediction Approaches

The criteria for selecting demand prediction approaches from the related work
are (C1) that we have at least one model per common network type – CNN,
RNN, and GCN (C2) the availability of the source code so that we are able
to reproduce the approach, and (C3) the prediction accuracy reported by the
authors.

In Table 1, we list only one RNN-based model - corresponds to (C1) - pro-
posed by Zhang et al. [34] and henceforth called M1-MLRNN. As the source code
is available (C2) and the model outperformed simple LSTM models as well as
ConvLSTM [20] and St-ResNet [36] (C3), we select this model. The authors first
build a Spearman Correlation Coefficient matrix from historical taxi demand
data, and thereby derive several clusters of taxi zones using a deterministic
annealing algorithm. Afterwards, several modules composed of RNN and Fully
Connected (FC) layers are built – a global one and one per cluster. Per grid cell,
the global and cluster-based predictions are averaged. Thereby the M1-MLRNN
combines global predictions with the cluster ones to predict the overall demand
for pickups in a city.

As shown in Table 1, we list three purely and four partialy LSTM-based
models (C1). Still, there is only one purely LSTM-based model proposed by
Zhang et al. [35] – referred to as M2-pmlLSTM – of which the source code is
available (C2). The authors were able to outperform a model that combines CNN
and LSTM layers (C3). In contrast to [34], temporal classification is used instead
of spatial clustering. The corresponding classifier time-feature encoder consists
of FC layers that map demand data to a time class. Additionally, the demand
is enhanced by denoising and passed through an LSTM layer. Both outputs are
fused via another LSTM and FC layer and combined to the final prediction.
Interestingly, the pick-up and drop-off demand are predicted and used as input.
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The third selected model proposed by Pian and Wu [17] – named M3-
STDGAT – represents the network type GCN (C1). We select this model as
it is the only GCN-based network of which the code is available (C2) and it also
outperforms a relatively simple GCN model and the DMVST model of Yao et
al. [31], which consists of both LSTM and CNN layers (C3). The M3-STDGAT
is based on a dynamic graph structure to identify dynamic time-specific spa-
tial relations throughout the timeline. Therby, the authors use a Graph Atten-
tion Network (GAT) to identify adaptive importance allocation for neighboring
regions based on pair-wise calculated correlations. The M3-STDGAT is com-
posed of a spatial and a temporal module as well as a prediction layer, which
combines the output of the former two. The spatial module aims to capture
spatial patterns and is composed of several GAT blocks. The temporal module
is based on an LSTM to determine temporal patterns in the demand.

Table 1 shows that the fourth selected model – presented by Wang, Hou, and
Barth [25] and henceforth called M4-CNNFC – is the only CNN-based model
(C1) of which the source code is available (C2). With this relatively simple CNN-
based model, the authors were able to outperform an LSTM-based model (C3).
After each layer of the M4-CNNFC, a pooling layer is applied to compress the
information. After the two CNN layers, a FC is used to incorporate additional
weather information and generate the demand prediction.

Although we have already introduced a CNN-based model, we select a second
CNN-based model, which is presented by Oda and Joe-Wong [16]. It consists
solely of three CNN layers and in contrast to [25], no pooling layers are used
(C1). Therefore, we could successfully reproduce the model (C2). Despite the
simple design, very good results were achieved (C3). This model does not use
any additional features.

3.4 Baseline Models

The decision tree-based approach XGBoost of Chen and Guestrin [1] – referred
to as M6-XGB – is selected as the first baseline model. Here, different machine
learning concepts are applied, such as ensemble learning and gradient boosting.
Further, XGBoost was also used by [9,17,34] as a baseline model. Addition-
ally, we use relatively simple regression models as baseline: M7-Ridge and M8-
Lasso. Both were previously used as baselines for demand prediction models, for
instance by [9,17,31].

4 Experimental Results

The results of the experiments of the five selected models are described below
in ascending order of model numbering: M1-MLRNN, M2-pmlLSTM, M3-
STDGAT, M4-CNNFC, and M5-CNN. An overview of the results described in
this section is given in Table 2.
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Table 2. Comparison of the results of the experiments with validation data.

Model Grid size MAE [#trips] MRE RMSE

M1-MLRNN-C4 1000 m 1.4054 0.2911 3.172

M1-MLRNN-C3 500 m 1.2114 0.2529 2.6177

M1-MLRNN-C3 250 m 1.2544 0.2616 2.6248

M1-MLRNN-C1 1000 m 1.1827 0.2424 2.55

500 m 1.1905 0.2425 2.5726

250 m 1.2428 0.2581 2.7089

M2-pmlLSTM 1000 m 1.1891 0.2443 2.5978

500 m 1.1971 0.2446 2.5967

250 m 1.2570 0.2566 2.7619

M3-STDGAT 1000 m 1.1907 0.2483 2.5492

500 m N/A† N/A† N/A†

250 m N/A† N/A† N/A†

M4-CNNFC 1000 m 1.3064 0.2705 2.8142

500 m 1.2942 0.2655 2.7404

250 m 1.3393 0.2761 2.8516

M5-CNN 1000 m 1.2082 0.2484 2.678

500 m 1.2224 0.2552 2.7274

250 m 1.3146 0.2705 2.9446
† Execution not possible

4.1 M1-MLRNN: Multi-level Recurrent Neural Network

To rebuild M1-MLRNN, we had to adapt the model to our dataset, which differs
in size and cell configuration from the experiments conducted in [34]. As argued
in the previous section, we exclude weather and time information initially used
in the approach. As the number of clusters depends on the dataset, we reproduce
the deterministic annealing approach used. The results per grid cell size and for
up to 12 clusters are shown in Fig. 3.

Suprisingly, for all grid cell sizes the use of a single cluster or no clustering
achieved the highest prediction accuracy. Overall, we notice a strong fluctuation
of the achieved MRE values. In Fig. 4 the pick-up demand aggregated over all
cells of cluster are shown for six clusters and grid cells of size 1000 m. While some
clusters are clearly separable – e.g. 2 from 6 – others – e.g. 3 from 6 – are not.
The non-uniform behaviour of a cluster over time may cause the model to learn
a distorted assumption about the behaviour of all cells. A prediction specific to
this cluster based on the supposed uniform behavior will lead to a less accurate
prediction.

Clustering is an essential part of the approach of Zhang et al. [34], but we
were not able to reproduce its effectiveness. Consequently, we consider both M1-
MLRNN with and without clustering to determine the influence of the grid cell
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Fig. 3. M1-MLRNN : Selection of cluster size per grid cell size via MRE

Fig. 4. Pick-up demand aggregated over a week for potential cluster sizes of the M1-
MLRNNwith a grid cell size of 1000 m

size on the M1-MLRNN. To distinguish between both configurations, we add the
suffix -Cx, in which x represents the number of clusters used.

First, we study the results with the second-best number of clusters and sec-
ondly without clustering, which is equivalent to using exactly one cluster. Based
on the results shown in Fig. 3, we choose the model configuration for the exper-
iments with applied clustering to M1-MLRNN-C4 in combination with 1000 m,
and M1-MLRNN-C3 with 500 m and 250 m. As shown in Table 2, for the applied
clustering 500 m has the lowest MRE with a value of 0.2529 and the highest accu-
racy. In M1-MLRNN-C1, however, a different result is indicated. Here, the lowest
MRE of 0.2529 is achieved with a grid cell size of 1000 m.

4.2 M2-pmlLSTM: Parallel Multi-task Learning Model

Also for the M2-pmlLSTM we had to do some adaptations before being able to
run it on our dataset. This applies in particular to the time feature encoder. Addi-
tionally, as the model predicts both pick-up and drop-off demand, we adjusted
the model to evaluate only the prediction accuracy of the pick-up demand. The
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experiments conducted with M2-pmlLSTM provide results similar to those of
M1-MLRNN-C1. While the difference between the 250 m configuration and the
500 m/1000 m is relatively clear in all three evaluation metrics, the difference
between the 500 m and 1000 m configuration is not. Even though the differences
are small, we select the 1000 m grid cell size as the difference in the MAE is
relatively large. With this configuration, the M2-pmlLSTM achieves an MAE of
1.1891, an MRE of 0.2443, and an RMSE of 2.5978 on the validation data.

4.3 M3-STDGAT: Spatial-Temporal Dynamic Graph Attention
Network

The M3-STDGAT receives the previous demand of the last 2.5 h as a matrix and
the corresponding adjacency matrix, which represents the connection between
the grid cells. While the number of trainable parameters in GAT-based networks
is independent of the input size, the incorporated RNN layer that increases
this number significantly – from 6.6 M to 104.9 M parameters. For this reason,
among others, we were unfortunately not able to conduct the experiments for
M3-STDGAT completely. When using a 500 m grid instead of a 1000 m one, the
total number of trainable parameters increases by 1393% leading to a required
memory size of more than 64 GB. Additionally, the approximated time to calcu-
late one training epoch is about 11 hours, if we use the grid cell size configuration
of 500 m in a scaled-down version of the model. Therefore, a complete experi-
ment would take more than 92 days. Consequently, we exclude the configuration
of 500 m, and 250 m from the experiments. As shown in Table 2 the remaining
results are an MAE of 1.2245, an MRE of 0.2492, and an RMSE of 2.7158.

4.4 M4-CNNFC: Convolutional Neural Network with Fully
Connected Layer

To conduct the experiments with M4-CNNFC [26] we adjusted the network
and, similar to the rebuilding of the other models, removed additional features.
The results show that larger grid cells do not necessarily increase the prediction
accuracy. As shown in Table 2, all evaluation metrics for the grid cell size of 500 m
are smaller than for 1000 m, and 250 m – MAE500m of 1.2942, MAE1000m of
1.3064, and MAE250m of 1.3393.

4.5 M5-CNN: Convolutional Neural Network

In contrast to the results of the experiments of the M4-CNNFC, the M5-CNN
achieves the highest prediction accuracy with a 1000 m grid cell size. As shown
in Table 2, all error metrics are smaller for the cell size of 1000 m than for 500 m
and 250 m – MRE1000m of 0.2484 vs. MRE500m of 0.2552 vs. MRE250m 0.2705.
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5 Discussion

We will first discuss the RNN/LSTM-based models, followed by the CNN-based
ones. Then the results of the RNN/LSTM and CNN-based models are discussed
among each other. Finally, limitations are pointed out and interesting options
for future work are proposed. However, due to the lack of experimental results
for the grid cell sizes of 250 m and 500 m of M3-STDGAT, no discussion can be
made for this model.

5.1 RNN-Based Models

As regards the M1-MLRNN derivatives from Zhang et al. [34], we achieve the
highest prediction accuracy when no clustering is applied and a 1000 m grid cell
size is used. If clustering is applied a grid cell size of 500 m achieves the highest
prediction accuracy. It is worth noting that we were not able to reproduce the
positive effect of clustering. As mentioned in Sect. 4.1, this is probably caused
by the use of deterministic annealing as a clustering method, which seems to fail
to perform sufficiently. It needs to be noted that deterministic annealing cannot
guarantee to be able to find a minimum if more than one local minimum exists
at a given temperature [18]. For this reason, deterministic annealing may not
find the optimal clustering solution in our case.

In comparison, the experiments of M2-pmlLSTM show that the grid cell
size of 1000 m leads to the highest prediction accuracy. This confirms that for
RNN-based models, rather larger grid cell sizes are preferred over smaller ones.

In the side-by-side analysis of M1-MLRNN and M2-pmlLSTM, it can be
found that the difference between the cell size of 1000 m, and 500 m is relatively
small. Therefore, based on the results described neither for M1-MLRNNnor for
M2-pmlLSTM is it possible to unambiguously answer the question of whether
a large or a medium cell size provides the best result for RNN/LSTM-based
models.

The results show that for both models hypothesis H1 – smaller grid cells
allow for higher prediction accuracy – has to be rejected, as either the largest or
a medium grid cell size is preferred.

5.2 CNN-Based Models

The results of the experiments of M4-CNNFC [26] show that the grid cell size
configuration of 500 m is significantly better than for other grid cell sizes. In
contrast, the largest size of the grid cell for M5-CNN [16] is considerably better.
The two models, and thus the results, differ mostly in that M4-CNNFC [26]
uses an FC prediction layer in addition to CNN layers; whereas, M5-CNN [16]
consists of only three CNN layers. Therefore, when using only CNN layers, larger
grid cell sizes should be selected.

Similar to the RNN-based models, the results for CNN-based models show
that for both models, hypothesis H1 – smaller grid cells allow for higher predic-
tion accuracy – has to be rejected, as the largest – M5-CNN – and medium –
M4-CNNFC – grid cell size is preferred.
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5.3 Comparison Among Models and to Baselines

The results from the experiments with testing data shown in Table 3 reveal that
the results for M1-MLRNN-C1, M2-pmlLSTM, and M3-STDGAT are almost the
same, as they all have the highest prediction accuracy by using the largest grid
cell size. Furthermore, the results show that these three more complex models
perform the best followed by M1-MLRNN-C3, M5-CNN, and M4-CNNFC. M1-
MLRNN-C3 and M4-CNNFC performed best when using the medium-sized grid
cell size and M5-CNN when using the largest grid cell size.

When comparing these five models with the three baseline models, the advan-
tage of deep learning-based models is apparent. The best result of the baseline
models was obtained with M7-Ridge – MAEM7 of 1.2997 – followed by M8-
Lasso and M6-XGB as shown in Table 3. If we compare the strongest baseline
model M7-Ridge to the four models examined, we can see that M7-Ridge per-
forms better than M4-CNNFC in only two of three metrics – MAE and MRE
–, but also undercuts the MRE of M1-MLRNN-C1 by 0.0029. Compared to
M1-MLRNN-C1, however, the MAE is higher by 0.0399.

Although the considered models work differently depending on the grid cell
configuration, our hypothesis H1 – smaller grid cells enable a higher prediction
accuracy – needs to be rejected. Instead, the grid cell size should be considered
individually for each model configuration. Especially since the results are partly
close to each other, we assume that the influences of the individual components
can strengthen or weaken each other. This is particularly important when differ-
ent models are used as base models. Assumably, in the majority of papers, the
grid cell size was chosen independently of the models. The results of this paper
contradict this approach and indicate that a fair comparison between models is
not possible if one grid cell size is chosen for all models, which could suppress
good results for some models.

In addition, the grid cell size is often predefined based on the application.
Therefore, it is recommended, according to our results, to choose a model that
performs best for the specific grid cell size.

Another important aspect in comparing the models is the usage of pick-
up and drop-off demand by M1-MLRNN, M2-pmlLSTM, and M3-STDGAT.
Whereas M4-CNNFC and M5-CNN are based exclusively on the pick-up
demand. Thus, the pick-up demand prediction is extended by the drop-off
demand feature. In this work a consideration of the drop-off data as external
features was not carried out, as the dropoff data is an essential part of the model
structure. Nevertheless, we expect the drop-off data to influence the accuracy.

5.4 Limitations and Future Work

In this paper, we limited the comparison to three different grid cell configurations
in terms of size – 1000 m, 500 m, and 250 m. However, the results of the exper-
iments show that medium-sized and large-sized cells have a positive influence
on the prediction accuracy of different models. Therefore, intermediate grid cell
sizes between 500 m and 1000 m – such as 700 m following Wu, Zhu, and Chen
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Table 3. Comparison of the models on the best grid cell size among each other and
to the baseline models on the test data.

Model Grid size MAE [#trips] MRE RMSE

M1-MLRNN-C3 500 m 1.2598 0.2588 2.7588

M1-MLRNN-C1 1000 m 1.2341 0.2437 2.6990

M2-pmlLSTM 1000 m 1.2339 0.2433 2.6911

M3-STDGAT 1000 m 1.2338 0.2410 2.6796

M4-CNNFC 500 m 1.3416 0.2638 2.8367

M5-CNN 1000 m 1.2630 0.2486 2.8081

M6-XGB 1000 m† 1.5887 0.3128 3.1796

M7-Ridge 1000 m† 1.2997 0.2559 2.8400

M8-Lasso 1000 m† 1.4733 0.2901 3.1122
† Other configurations were not tested

[27], Lee et al. [13], and Yao et al. [31] – and grid cell sizes larger than 1000 m –
for example 1500 m or 2500 m – similar to Zhang, Liu, and Zheng [37] and Wang
et al. [26] – could be chosen.

Linked to the grid cell configuration, a limitation of our approach is that we
do not consider the influence of the angle at which the grid cells are placed on the
city map. Possibly, there is an influence on the prediction accuracy depending
on the orientation of the grid cells relative to the orientation of the main roads
of a city.

Furthermore, models with different combinations of layer types could be
investigated. Thus, a pure FC network could be considered, as well as, com-
binations of CNN layers with LSTM layers, or different kinds of GCNs with
LSTM layers.

Furthermore, as already described in Sect. 5.3, M1-MLRNN, M2-pmlLSTM
and M3-STDGAT include both pick-up and drop-off demand in the calcula-
tion, whereas M4-CNNFC and M5-CNN – as well as M6-XGB, M7-Ridge, and
M8-Lasso – only use the pick-up demand. The usage of drop-off demand can
be considered as using an additional feature, like weather, population density,
and points of interest. Therefore, the influence of these external factors on the
accuracy of the prediction in combination with the size of the grid cell could also
be investigated.

Another aspect is the usage of different datasets. Here, only the TLC dataset
from New York City is used in the experiments, which limits the general explana-
tory value. Using a dataset from, for example, China – like [17,31,37] – could
potentially affect the results, as there is a different traffic behavior and a differ-
ent topology of the city. Here, it was difficult for us to get access a large taxi
trip dataset from China.
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6 Conclusion

When combining different network types in a model – e.g. CNN or LSTM layers
in combination with FC layers – we could obtain different conclusions. According
to our results, the grid cell size should be considered individually for each model
configuration. This is especially important to consider when different models
are used to evaluate the performance of new models. Therefore, we propose to
consider the grid cell size as a tunable parameter in demand prediction models.
Still, following our results a large grid cell size should be considered for a CNN
model and a large or medium grid cell size should be selected for RNN or LSTM
models.

However, depending on the use case of demand prediction, a smaller or
medium-sized grid cell size might even be better – despite a slight decrease in
accuracy – as, for example, the repositioning of taxis in ride-sharing can be done
more precisely. In future approaches, a finer subdivision of the grid cell size, the
influence of drop-off demand, as well as the influence of the angle of the dataset,
could be investigated more closely to further improve prediction accuracy.
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Abstract. There is an increasing interest in implementing innovative actions tai-
lored to Social and Emotional Learning (SEL) in children. Higher SEL is linked
to successful participation in school life, better health, positive youth develop-
ment. Moreover, research show that to pursue these goals, it is mandatory that
adults acquire and apply knowledge, skills, and attitudes enhancing Social and
Emotional Competences. ICTs applications should align with this perspectives’
taking and involve significant adults in the educational settings. The paper fully
describes the Mobile application PSsmile developed as intellectual output of the
Erasmus+ PSsmile project, the recent steps undertaken to support effective use
of this app. It is aimed at raising parents and teachers’ awareness, promoting and
strengthening their personal Social-Emotional competences making them more
effective agents of the positive growth for children and for their communities.
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1 Introduction

Social and Emotional Learning is an integral part of human education and develop-
ment and is the process through which everyone, children, and adults develop the skills,
attitudes, and values necessary to acquire social and emotional competence. Social-
emotional competence refers to “the ability to use social and emotional skills and knowl-
edge to be resourceful, adapt to, respect, and work well with others, and take personal
and collective responsibility” [1].

Within themost well-knownmodel of SEL, these skills are organized as five interact-
ing components: self-awareness (the ability to understand one’s own emotions, personal
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goals, and values); self-management (the ability to regulate affects and calm oneself
down); social awareness (the ability to understand others and take the perspective of
those with different backgrounds and cultures, and to act with empathy and compas-
sion); relationship skills (the ability to communicate clearly, to negotiate and to seek
help, when needed) and the ability to take responsible decisions [2, 3].

Social and Emotional Education (SEE) refers to the educational process by which
an individual develops social and emotional competence for personal, social, and aca-
demic growth and development through curricular, embedded, relational and contextual
approaches [4]. Supporting SEL development increases, in fact, the chance of academic
and workplace success reduces emotional distress and risks of behavioral problems,
improvement of participation in the school context [5].

1.1 Supporting the Development of Key Social and Emotional Competence

The development of core competences depends on the quality of relationships that a child
has the possibility to experience in different settings, including their families, schools,
and communities [6]. Emerging evidence suggests that the recent pandemic may have
exacerbated existing inequalities and created new inequalities. Students who are disad-
vantaged—including children from poor families, girls, children with disabilities, and
those living in rural and disadvantaged regions—may have faced the biggest challenges
both in terms of continuing their learning and of maintaining social and emotional con-
tact [7]. As teachers underline, to this still active challenge new challenges are added for
children as well as for adults, that is threats to peaceful life in diverse world contexts.

Social-emotional competence programs conducted in schools have been shown to
be effective in promoting positive, behavioral, and academic results that are important
for healthy development; predicting important results related to the future; support the
behavior change process [8].

School-based programs are effective in preventing school violence, including bul-
lying [9, 10]. Schools can be seen then as an ideal place to provide learning activities
designed to help future adults achieve their best leadership chances, happy, healthy, and
independent lives, and reach their unique career potential.

2 Opening Social-Emotional Learning to the Educational
Community

Fostering SEL requires implementing practices and policies that help not only students
but also adults acquire and apply knowledge, skills, and attitudes that enhance personal
development, social relationships, and effective, productive work thus impacting the
quality of life, satisfaction, and participation in diverse contexts of adults’ life [11–13].

SEL development for teachers to support high-quality instruction is considered fun-
damental for the school of the future: higher SEL competences benefit classmanagement
and students’ school and personal development [14]. As concern parents, evidence exists
that positive parenting roles and SEL practices support children’s efforts in school and
lead to academic achievement and social skills improvement [15, 16]. Moreover, an
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effective school-family partnership is effective in supporting and four improving chil-
dren’s learning. Additionally, benefits for children, teachers and families are achieved
through positive changes in social skills and adaptive children’s behaviors [17].

Parents represent the first socialization agency that shapes their children’s social
and emotional development and the benefit of growing up in a family environment
permeated bySEL is translated into a positive parent-child relationship [18, 19]. Children
that experience a socially and emotionally supportive environment are more likely to
develop positive relationships both with teachers and peers [20] as well as better school
motivation, engagement, and better grades [21].

Moreover, with their parenting and as role models the parents’ social and emotional
skills can help children to negotiate the numerous challenges and inequalities they expe-
rience in school and social contexts such as socioeconomic status, gender stereotypes,
and ethnic prejudices thus significantly contributing to mental health and well-being
[22].

Finally, involving parents and establishing a positive school-family partnership has
been recognized as one of the drivers that can make a difference in achieving successful
children’s development.

2.1 Building Social and Emotional Competencies in the Educational Community

The premise for the proposal presented in this work is The European project PSsmile
(Social-Emotional Capacity Building in Primary Education, http://smile.emundus.lt/).
Beginning in 2019, it involves teams from Bulgaria, Greece, Italy, Lithuania, and Por-
tugal. This project has its pillars in Social Emotional Education as a capacity-building
process that involves all children, especially those from low-income, underrepresented
backgrounds, and high-risk populations.

Based on the Positive Youth Development approach [23] the project develops along
key goals. The first aim is in developing a training program for primary school teachers;
the second one is to develop a training program for children to promote their SE skills
to make them more ready to think about their future and facilitate school transitions. A
third aim, specifically relevant to this work, is to provide teachers and parents with a
tool aimed at fostering their SE skills, which is a specific app.

Following recent theoretical studies and challenges to everyone’s well-being, pro-
moting social-emotional competence in our view requires methodological choices and
actions:

– Consider both emotional and social dimensions. It is mandatory to encourage and
reinforce social skills such as greeting others, taking turns, cooperation and resolving
conflicts, devoting a specific space to emotions and behaviors, knowledge and action
level, awareness, and management skills.

– Adopt a ‘double lenses approach.’ Looking at the present and future objectives and
undertaking a positive approach supports the decision-making process in all proposed
activities.

– Actively, and personally involve significant adults. Creating an environment where
adults take care of their Social and Emotional Well-being and children feel safe to

http://smile.emundus.lt/
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express their emotions with the contribution of teachers and family is essential for
healthy social-emotional outcomes [24].

– Adopt innovative and at the same time easy-to-access technologies. Information and
Communication Technologies can support Social-Emotional Competencies (SECs)
development by providing innovative tools (see, videogames and mobile apps)
designed to teach self-management exercises [25] and delivering fast and easily
accessible courses and materials [26, 27].

These choices guide both the curricula developed for children and the educational
activities proposed to the meaningful adults in their life.

3 The PSsmile App: An Integrative Tool for a Community-Based
Education

PSsmileMobile App is an intellectual output of the Erasmus+ project “Social-emotional
Capacity Building in Primary Education” (PSsmile). PSsmile aims to foster the devel-
opment of socio-emotional capacity in primary education institutions by engaging in its
activities with the whole community.

The PSsmile mobile app falls within this wider project goal, as it aims to develop a
greater awareness of socio-emotional intelligence and deeper control of its related skills.
The app can be seen as an opportunity to apply the most relevant outcomes within SEL
studies, portraying a viable solution for those problems that have been often indicated
in SEL curricula.

By raising adults’ awareness of SEL’s importance and developing their social-
emotional competences, the app contributes to building emotionally stable, inclusive,
and healthy communities where they take care of their own social-emotional functioning
and support its development in children.

3.1 Drivers of the App

The app includes many daily exercises, a thorough and accurate explanation of the
background knowledge on which SEL is based, infographics showing the progress made
by the users, and aquestionnaire for feedback, providing relevant data for research and the
opportunity to improve the app, making it more suitable for the users. This organization
escorts the learners through the entire course, building participants’ social-emotional
skills in an incremental way, one that adapts itself to the needs of the trainee.

Parents and teachers have their own dedicated sections and activities since they play
different and specific roles in children’s social-emotional development. Additionally,
the PSsmile app is unique because it can also be used by parents and teachers simultane-
ously, making them active agents of change supporting positive development in future
adults [28].
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3.2 The Five-Week Program and Its Content

The PSsmile Mobile App, as shown in a recent paper [29] includes activities developing
on a five-week-long programme (Fig. 1).

Fig. 1. PSsmile programme structure

The first four weeks are dedicated to getting acquainted with all the SEL domains,
namely (i) Self-awareness, (ii) Self-management, (iii) Social-awareness, and (iv) Social-
management, respectively. The fifth week is dedicated to learning to take responsible
decisions and thinking about the future.

3.3 The Structure

The first thing a new user sees after logging in is a page containing the rules of the
five-week PSsmile Mobile App and here user can get acquainted with the SEL domains
by reading more about them (Fig. 2).

Fig. 2. Individual components of the programme
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Fig. 3. Sign in page and menu

After agreeing to the programme rules, the users
are presentedwith theMain activity.MainActiv-
ity has a bottom navigation bar connecting it to
the Theory and Reflection Questions sections,
as well as a Profile page button at the top right
corner (Fig. 3).

If they did not download the app at the begin-
ning of the week (on Monday), a notification on
this screen will invite the users to come back
on Monday or start learning about SEL in the
Theory section. The best practice for the users is
always to read more about the week’s domain in
the Theory section on Monday, before doing the
first task of the week.

Each day of the week, from Monday to Fri-
day, this page displays a unique SEL activity, related to the week’s domain. The daily
activity section is divided into three tabs – the first one contains the name, instructions,
and goals of the daily task, usually pairedwith a visual; the second one contains a detailed
description of the task that the adult must do alone, and the third one contains a detailed
description of the task the adult must complete with a child or children.

To score points, the user must click the completion-confirming buttons in the second
and third tabs and answer all three reflection questions.

For the users’ convenience, the Main Activity also contains a navigation drawer in
the top left corner. Here the user finds the rules of the five-week program, a glossary with
more complex definitions presented in the content, a section to review already completed
tasks, a section to read more about the PSsmile project, as well as a form to report a
technical problem.

The application is implemented using Android Studio. When users open the applica-
tion, they are always greeted with a Splash screen – a colorful loading screen containing
the project logo. If it is their first time using PSsmile application, they are directed to a
Welcome page, which invites them to use this innovative social-emotional learning tool.

The first thing the users must do is to register or log in if they already have an account
from earlier (Fig. 4). For this aim, they must provide basic information, such as their
name or nickname if they are a teacher or a parent, email, and chosen password.

After registration, the users receive an email confirmation letter. The users must open
it and validate their email before logging in. After this process is completed, the users
can log in using their email and password. Although, it is important to note, that the
registration using email and password feature will only be active during the research
data collecting period.

3.4 Using the Program

The user is suggested to start using the PSsmile Mobile App at the beginning of the week.
Every Monday morning the user should read the theory to learn more about the week’s
domain. In addition, each working day the user should read the first part of the daily
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task in the morning. After that, during the day, at any convenient time the adult should
mindfully do the personal task, and only after that experience the task with a child or
children. It is evident that adult should first learn more about SEL skills and evaluate
them on themselves before practice with children.

Weekends aremeant for resting or if onewishes – readingmore about SEL, repeating
activities.

3.5 A Closer Look to the App: Starting the Activities

Fig. 4. Screenshots from day one

When the users start to use the PSsmile
Mobile App, they will first encounter a
description of the first domain – Self-
Awareness – and then thefirst activity titled
the Tree of emotions (Fig. 4). With this
task, the users start their social and emo-
tional learning journey by improving how
to better express emotions verbally.

3.6 Data Collection and Participant Profile

Basic information (name or nickname, gender, and age group) is collected from each
participant: Status (parent or teacher), Activities completed, Domain and Final score,
Answers toReflection Questions the participant answers after each activity, andAnswers
to the App Evaluation Questionnaire.

The reflective questions represent an important section for users to self-monitoring
their learning across the five domains. They could increase their awareness of domains
where they experienced more difficulties or reached higher goals, where they gained
more benefits in everyday life. This section also provides useful information on the
activities that have an impact on the users, and which ones were disregarded. For the
same reason, the tool includes the App Evaluation Questionnaire with the following
questions:
The program I participated in was unique and positively different from other experiences
I have had.
Information was presented in a straightforward way.
Interacting with the app was simple.
The navigation structure was easy to use.
The application interface was visually appealing.
Do you have any suggestions for the creators?
Respondents are required to provide an answer using a Likert scale ranging from 1
(Strongly disagree) to 5 (Strongly agree).

4 PSsmile App’s Modules

Themodules developedwithin PSsmilemobile app are based on the five domains defined
within the Methodological Guide developed through the cooperative effort of all project
partners. The modules are:
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Self-awareness: This refers to the users’ ability to describe their own emotions; to
understand why they feel the way they do (Yoder, 2014). This module also aims to
develop an accurate understanding of themselves, focusing both on individual strengths
and deficiencies, to identify areas that need improvement.

Self-management. This domain often includes meta-cognitive skills, which go from
being able to cope with stress and manage emotions to developing positive motivation
and a sense of hope and optimism. Self-management skills play a significant role in
dramatically reducing the risks of emotional problems, attention deficit, internalizing and
externalizing disorders, as well as decreasing the uptake of unhealthy habits (Shanker
2014).

Social Awareness. Within this domain, users will improve their ability to take others’
perspectives into account and they will also increase their empathy, learning how to
recognize the emotions of others and manage their own according to the social con-
texts. Particularly important in this regard is also the ability to recognize and appreciate
diversity.

Social Management. Also called “Relationship Skills” in the CASEL Framework
(CASEL, 2020), it includes the skills useful for establishing andmaintaining healthy and
supportive relationships. People with important levels of social management can nav-
igate settings with diverse individuals and groups by communicating clearly, listening
actively, cooperating, and working in group to solve problems.

Decision Making and Future Goals Setting. Decision making refers to the ability to
develop appropriate strategies to solve problems, whether academic, personal, or social.
This competence includes strong personal and prosocial dimensions, as people acquiring
it need to become more self-reflective and learn how to make decisions based on moral,
personal, and ethical standards, recognizing the importance of making responsible deci-
sions that affect themselves and others. As Fig. 5 shows, they represent the overarching
component within the “PSmile Framework”, as both participate in the development of
awareness and management.

Fig. 5. Visual representation of the domains and the overarching components in PSsmile project
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Activities are not immediately available to users, but they are unlocked after 24 h.
This is expected to promote incremental skills development and to provide learners with
enough time to reflect on what they have learned.

Each day is further divided in two sections:

Theory and Tasks. The first provides an overview of the domain’s theme, illustrating
to the user the theoretical background of the activities and the skills they will learn. The
second, instead, provides the activities of the day. This section is further divided in four
other segments (see Fig. 6):

Goal: the objective of the day’s theme and activities.
Personal: an individual task assigned to the user.
Group: an activity to conduct in groups, with both adults and pupils.
Reflection: self-assessment questions, analyzing the successfulness of the activities and
helping the users reflect on them.

Fig. 6. PSsmile App modules’ general structure

As an example, consider the activities in the PSsmile first module Self-Awareness.
It is divided into the following five daily activities: Tree of Emotions; My strengths, My
Uniqueness; Strengths Chain; Let it Out; Snap Future Me!

Starting from Day 1 of Module 1: “Tree of Emotions”, the users begin their journey
towards stronger socio-emotional skills by learning new vocabulary on how to better
express and understand their own emotions. The self-directed exercise asks them to look
at an image of people climbing a tree and describe their feelings. Supported by Plutchik’s
“Wheel of Emotions” (see Fig. 7), app userswill become able to define nuanced emotions
and feelings.
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Fig. 7. Day 1 “Tree of Emotions”: Goal and Self-Directed exercise

Fig. 8. Day 1 “Tree of
Emotions”: Reflection
section

After completing the Group task, users are invited to com-
plete the Day activities bymoving to the Reflection section and
answering some questions. The questions are designed with a
double purpose. From one side, they assist users in evaluating
the results of the activities, inviting them to reflect on what they
have learned. On the other hand, they provide useful feedback
to the content designer and app developers, who may monitor
the effectiveness of the activities and update the app and its
contents where needed. For instance, as shown in Fig. 8, the
Reflection section fromModule 1, Day 1 (“Tree of Emotions”)
proposes the following questions:
How do you feel after completing this activity?
Do you feel you understand your and others’ emotions and
feelings better?
Do you find it easier to name and understand emotions?

If the users answer positively to these questions (by stating,
for instance, that they find it easier to name and understand
emotions), the activities have been successful, the users have
improved their socioemotional skills, and the app delivered its
purpose.

After answering the questions, users save their progress by clicking on the Save
button. The next day, a new day will be available as well as new tasks.

5 PSsmile App in Practice: What to Learn and How to Use It

The app is designed to increase the socio-emotional skills of teachers and parents and, at
the same time, help them pass those same skills to their respective pupils and children.+

The strict steps of the app, which requires users to wait one day before proceeding
to the subsequent activities, have been implemented with the intention of increasing the
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skills of the target groups in a gradual but constant way, giving ample space to reflect on
the issues addressed in each day. Whether the user is a parent or a teacher, it is highly
recommended to stick to the programme, as the activities have been designed to be
conducted one after the other, in a consequential manner.

The app is very flexible, as it could be implemented in different contexts, being that at
school, at home or even in other educational centers, where children perform additional
educational activities and interact with their peers by playing. The group activities for
children should always be performed with the supervision of one or more adults, who
can steer the dialogue among children and guide them towards a higher understanding
of their and other emotions.

Moving from modules to modules, both adult learners and pupils will acquire the
following competences:

Self-awareness. Within thismodule, all learnerswill increase their“ability to recognize
their own emotions, thoughts, and values and how they influence behavior.” At the end
of this module, users will be able to:

• Identify personal, cultural, and linguistic assets.
• Identify personal emotions.
• Link feelings, values, and thoughts.
• Examine prejudices and biases.

Self-management. Through this module, users will learn how to regulate their own
emotions, thoughts, and behaviors in different situations. This includes also better stress
management, control of impulses, and increased motivation. Specific skills of people
with prominent levels of self-awareness include also:

• Positive management of emotions.
• The ability to delay gratification.
• Identification and adoption of stress management strategies.
• Acceptance of difficulties as positive challenges.

Social Awareness. In the third module of the app, learners will increase their ability
to understand others’ emotions, and improve their empathy, particularly towards those
with diverse backgrounds and cultures. Related sub-competencies are:

• Good listening and attention to emotional cues.
• Recognition of others’ strengths.
• Reading of key positive relationships and social networks.
• Accurate reading of social situations and external realities.

Social Management. The fourth module focuses on the improvement of relationship
skills, improving learners’ ability ability to manage relations with others and the capa-
bility of establishing and maintaining healthy and supportive relationships with different
individuals and groups. Prominent levels of relationship skills are often associated to:
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• The ability to analyze situations and cooperatively find solutions.
• Pro-social behaviors.
• Active citizenship.
• High sociability.

Decision Making and Future Goals Setting. This last module addresses the overar-
ching components of the PSsmile framework, which includes elements of awareness
and management. For this reason, they are addressed in all the previous modules, thus
helping the learners practice the skills learned in everyday situations. Users are expected
to:

• Increase the ability to take responsible decisions for self and others.
• Establish a positive mindset about themselves and their future.
• Set goals and define strategies to achieve them.

6 PSsmile App – Alpha Testing and Pilot Use

At the current stage, the alpha version is already available on the Google Play Store
(https://play.google.com/store/apps/details?id=lt.vrlab.ps_smile), where all project part-
ners and adults in the pilot study had the opportunity to download it and use it. The alpha
test involved 2 to 3 staff members from each of the six project partner organizations,
which provided qualitative feedback on: The app’s structure; The content; The User
Experience (UX) design. Key points characterizing the app emerged.

Concerning theapp’s structure, all the twelve persons involved in the testing provided
positive feedback, claiming that it is coherent with the general project’s goals and the
specific goals of the app. The incremental design of the activitieswas particularly praised,
asmanyparticipants claimed that itwill help users acquire the expected skills quite easily.

Similar opinions were shared regarding the app’s content, i.e., the theoretical infor-
mation and the tasks provided. Members from the project partners’ team particularly
appreciated the variety of single and group activities offered in each domain, which
were claimed to be very “creative, clear in their intentions and effective in developing
the expected skills.” Moreover, the use of multiple sources for the tasks, such as sto-
ries, videos, and images, was found to increase users’ engagement and was considered
“especially useful for imparting SEL to children.”

The self-assessment questions available in the “Reflection” segment were found to be
helpful in expanding the effectiveness of the tasks offered. “By inviting users to reflect on
the exercises carried out, these questions offer them not only the opportunity to evaluate
whether the tasks achieved the expected results or not, but they also make them reflect
on the goal of the exercises themselves, motivating users to understand SEL process in
greater depth.”

Additionally, specific choices were crucial for the User Experience (UX) design:

– Auditory and visual elements indicating the completion of the activities. The com-
pletion of an activity can be reported by clicking the “Done” button collocated at
the bottom of each task’s page. Sounds and images appear after pressing the button
providing immediate feedback on task completion.

https://play.google.com/store/apps/details?id=lt.vrlab.ps_smile
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– Feedback on the task completed. To motivate users, a screen congratulating them for
completing the task was effective.

– Module-related colors. Every “Domains” menu has a specific color for each domain
and the completion of the tasks within each domain is reported with the same color
or tick.

7 Conclusions

The significant role that schools, and contexts may play in supporting a whole children’s
development, will be ensured with all members of the community receiving the support
that they require, first from the closer significant adults in their life, which is from
teachers and parents.

Recent actions implemented to improve and evaluate the PSsmile app, although
involving project partners who may have some favourable bias and specific knowledge,
nonetheless provide evidence of its usefulness and show that thanks to the methodology
and the principles adopted, the innovative tool developed is ready to be effectively and
simultaneously used by parents and teacherswhile their primary school’ pupils are taking
part in the related school curriculum.

A systemic approach involving all members of the educational community can go
further to not only support children currently and during future school disruptions, but
also all individuals as educators, parents, and responsible adults that take care of their
personal and community members’ wellbeing.
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Abstract. This paper describes a study, which is currently underway, whose aim
is to investigate how the haptic channel can be effectively exploited by visually
impaired users in amobile app for the preliminary exploration of an indoor environ-
ment, namely a shopping mall. Our goal was to use haptics to convey knowledge
of how the points of interest (POIs) are distributed within the physical space, and
at the same time provide information about the function of each POI, so that users
can get a perception of how functional areas are distributed in the environment “at
a glance”. Shopping malls are typical indoor environments in which orientation
aids are highly appreciated by customers, and many different functional areas per-
sist. We identified seven typical categories of POIs which can be encountered in a
mall, and then associated a different vibration pattern each. In order to validate our
approach, we designed and developed a prototype for preliminary testing, based
on the Android platform. The prototype was periodically debugged with the aid of
two visually impaired experienced users, who gave us precious advice throughout
the development process. We will describe how this app was conceived, the issues
emerged during its development and the positive outcomes produced by a very
early testing stage. Finally, we will show that the proposed approach is promising
and is worthy of further investigation.

Keywords: Haptic feedback · User interfaces · Accessibility · Mobile
applications · Orientation and mobility · Indoor exploration · Cognitive maps

1 Introduction

Mobile applications for navigation have been growing more and more popular over the
latest years and are now considered essential utilities on every smartphone. Positioning
services such as those provided by Google Maps [1] or OpenStreetMap [2] are widely
adopted by developers in order to build applications dealing with the Internet of Things
(IoT) and Smart Cities environments. Navigation apps have proven to be effective assis-
tive solutions for persons with visual impairments, helping them achieve better social
inclusion and autonomy [3]. While visiting an indoor or outdoor environment, visually
impaired users can rely upon a navigation app to get real-time information about their
actual position, route planning, and accessibility warnings, so that they can get to a spe-
cific place in the safest and more effective way. An overview of indoor navigation aids
for persons with visual impairments is provided in [13].
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In this paper, we are investigating digital maps meant to provide visually impaired
users with a “mental overview” of the environment before physically accessing it. A
typical use case might be planning a visit to a mall to make a series of purchases. A
shopping mall is a very complex building in which it is important to distinguish specific
functional areas, such as ATMs, information centers, bars and obviously the different
types of shops. Any mall nowadays provides visitors with digital maps, through its
website or a dedicated mobile app, however, as far as we know, these aids are not
accessible for visually impaired users.

A cognitive, or mental, map is a mental representation of the spatial environment
that the human brain builds as a memory aid, in order to support future actions. A
cognitive map is leveraged by the human brain during spatial navigation. A neurological
insight of this process is provided by Epstein et al. in [4], in which authors highlight that
cognitivemapping accounts for three basic elements, spatial coding, landmark anchoring
and route planning. An effective cognitive map allows a subject to localize and orient
themselves in the space in relation to the landmarks and elaborate a route to reach a given
point in the environment. Building a cognitive map, thus, implies developing skills to
understand the structure and function of an environment, and to describe its organization
and relations with other physical spaces [3]; it is a process of gaining awareness of a
physical environment, so it is useful in a training phase before accessing an unfamiliar
place. An app that helps to form a mental map, therefore, should not be understood as
a tool that guides the user step-by-step in real time, but rather as a tool to be used in
advance to facilitate a visit and plan an itinerary through a complex environment.

Hardcopy tactile maps are commonly used to support the development of cognitive
maps for visually impaired users [5, 6]. The haptic channel, anyway, has been proven
to be as effective as the tactile feedback [7], especially when adopted together with the
audio channel [5].

Traditionally, haptics has been used to provide information about dangerous spots,
obstacles, crossroads and other physical barriers [3]. Studies on wearable systems exist,
which involve the use of the haptic channel to convey instructions onmovement. Bharad-
waj et al. [8] investigated the usage of a hip-worn vibrating belt to convey turn signals
while walking through an unknown route, and their findings suggest the effectiveness
of haptics as a notification channel in noisy environments when using a navigation aid.

Papadopoulos et al. [5], investigated how different modalities of exploring a map
affect the spatial knowledge acquired by the users. In particular, three modalities of
exploration were considered; a verbal description of the physical environment, an audio-
tactile map rendered via a touchpad, and an audio-haptic map where the haptic feedback
was provided through a commercial, portable haptic device. During the exploration,
different feedbacks were associated to streets, POIs and dangerous locations, in order to
help distinguish among them. Moreover, a soundscape was associated to intersections.
Results of the study highlight how tactile and haptic feedbacks, associated with the audio
channel, can improve the mental representation of physical space, compared to systems
in which only audio feedbacks are adopted.
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As tablets and smartphones have become increasingly powerful and versatile, sev-
eral studies have explored the possibility of using digital counterparts of tactile maps,
obtained by exploiting mobile devices’ haptic, audio and text-to-speech capabilities and
taking advantage of the assistive technologies provided by the mobile devices’ operating
systems.

Palani et al. [9] developed an experimental digitalmap for the formation of a cognitive
spatial representation based on the haptic and audio channels. Authors performed a series
of tests with sighted and visually impaired users, aimed at assessing the validity of the
digitalmapwith respect to traditionalmappingmethods (visual and hardcopy-vibration).
Their study shows that a digital vibro-audio map provides equivalent performances
than traditional mapping methods for both categories of users. Analogous results were
achieved in [10], where authors investigate the learning and wayfinding performances
obtained by visually impaired users equipped with digital maps for the preliminary
exploration of unknown indoor environments. In both studies, vibrations are used to
help users acquire knowledge of the physical space, but scarce or no attention is paid to
provide information about POIs.

The use of vibration patterns to convey information through the haptic channel was
explored in [11] to delimit logical partitions of the screen with different functions, while
in [12] Gonzalez-Canete et al. Showed that different vibration patterns associated to
haptic icons improve the process of learning the icons’ locations on a touchscreen and
the icon recognition rate for both sighted and visually impaired users.

Our study aims at investigating the potentialities of vibration patterns to convey
information about the position and function of a POI, thus enhancing the learning rate
of a cognitive map. The novelty of our approach is to adopt the haptic channel in order
to provide not only spatial cognition, but also an overview of the functional areas of
the environment. This paper describes the preliminary phase of our study, in which a
mobile Android application for testing purposes was designed and developed with the
aid of two visually impaired users. Our reference use case was “planning a visit to an
unknown mall”, however our approach can be generalized to any indoor environments
or even outdoors.

2 The Test Application

Our test application provides users with a simple audio-vibration map of a shopping
mall. Seven functional categories of POIs were identified, which are typical of the target
environment, and each category was associated with a different vibration pattern.

The map was developed by overlapping two layers, i.e. two PNG images, one of
which is invisible (hidden) to the end user. The invisible layer is responsible for the
haptic and audio rendering, while the other one is used for visualization purposes; in
fact, it is a black and white representation of the environment containing the POIs and
their descriptive labels (i.e. short descriptions). The hidden layer is formed by a set of
colored areas, each corresponding to a POI, as shown in Fig. 1.
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Fig. 1. The map used for our tests and the corresponding representation, internal to the app, in
which functional areas are characterized by different colors.

We adopted RGB color encoding to identify POIs and provide information about
their categories. A color scheme for our application was in fact defined in such a way
that each POI category corresponded to a fixed couple of Red and Green levels. The Blue
component, on the other hand, was used to precisely identify each single POI and was
associated with a descriptive label, e.g. the name of a shop. According to this strategy,
hence, each category can account for up to 256 different POIs.

Figure 2 depicts a code snippet of the application, in which POI categories and the
related vibration patterns are declared. Vibration patterns are encoded, as required by
Android, as arrays of long integers, that are taken as arguments by the functions of
the operating system’s vibration service. Vibration patterns associated to the different
categories are described in an intuitive form in Table 1, in which the dash identifies a
100 ms pause, and the terms “short”, “long” and “longer” identify 100, 200, and 300 ms
vibrations respectively.

Table 1. Vibration patterns associated to POI categories and the correspondent descriptions sent
to the TTS service.

Category Pattern Verbal description

ATM short vib.-longer vib “ATM”

TOILET longer vib. –long vib “Toilet facilities”

INFODESK longer vib. –long vib. –longer vib “Information desk”

SHOP short vib “Shop”

STAIRS_ELEVATOR short vib.-short vib.-short vib “Stairs or elevator”

PHARMACY long vib. –short vib. –short vib “Pharmacy”

BAR_RESTAURANT longer vib “Bar or restaurant”
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As a user swipes their finger across the smartphone screen, the app checks the color of
the underlying coordinates. Whenever a couple of red and green components is detected
which correspond to a POI category, the matching vibration pattern is triggered, and if
the user lifts their finger, the Blue component of the color will be considered to get the
matching descriptive label, which in turn will be sent to the TTS engine to be announced.

We strove to design vibration patterns in such a way as to make the POI categories as
distinguishable as possible while keeping a low level of intrusiveness. Preliminary user
tests highlighted that, after an initial training phase, POIs were successfully recognized
through the associated vibrations, anyway a concern arose that the cognitive load may
become too heavy in certain conditions (e.g. in narrow areas containing many different
kinds of POIs) or for certain categories of users, such as the elderly. We, therefore,
introduced a filtering function to enable users to choose which POI categories they want
to be notified of. Figure 3 shows a screenshot of the filtering function.

Fig. 2. Code snippets that show how colors correspondences and vibration patterns are defined
programmatically.

Users were asked to evaluate three alternative modalities of feedback; audio only,
vibration only, audio and vibration. Table 2 compares the different behavior of the app
when a POI is hovered in the three different modalities of interaction. In any case, lifting
the finger in correspondence of a POI triggers the announcement of the POI’s short
description.
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Fig. 3. The function to filter through the POI categories.

Table 2. The three interaction modes of the app and the corresponding haptic behavior when a
POI area is hovered.

Mode Behavior

VIBRATION A vibration pattern hint is issued

AUDIO A vocal hint is issued announcing the category type

AUDIO AND VIBRATION A vocal hint is issued together with a vibration pattern

Figure 4 shows a screenshot of the app with the three buttons to switch between
the different modalities on the upper right corner, and the button to filter through POI
categories on the bottom. In order to enable visually impaired users to easily switch
between the modalities of interaction without the aid of a screen reader, we associated
a “toggle mode” function to the double-tap gesture. For this preliminary version of the
app, we did not consider the use of Android’s default screen reader (TalkBack), since it
posed development issues, due to known bugs, that went beyond the scope of our study.

Due to the COVID-19 pandemic situation, we were not able to carry out extensive
structured tests at the time of writing. Sessions for preliminary evaluation and debugging
were held remotely via Skype instead of in person, as we had planned. Two experienced
visually impaired users (i.e. users accustomed to using the smartphone as a daily aid to
their independence) installed the app on their devices; unfortunately, remote testing did
not make it possible to involve users that were less skilled in using the smartphone. Users
were asked to explore the same map of the ground floor of a shopping mall, unknown
to both of them, by interacting with the app in each of the three modalities.
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Fig. 4. A screenshot of the app used for testing.

2.1 Preliminary Evaluation

The app was developed on a HUAWEI T5Mediapad tablet with a 10.1′′ display, running
Android 8.0. Accessibility and usability debugging sessions were held remotely on a
TCL 20S, and a Google Pixel 3, both running Android 11, with a 6.67′′ and a 6,3′′
display, respectively.

Overall, we found that, by exploring the map through the application, users were
able to get an idea of the arrangement of the POIs and had no difficulty in recalling the
location of specific POIs, as well as the total number of shops, entrances and stairs. The
task of finding a given shop on themapwas also successfully accomplished. Themapwas
correctly rendered on their devices and the vibration patterns were correctly perceived,
while problems were occasionally noticed with the TTS hints. Our users pointed out
that the audio hints were often missing and they had to repeat the exploration of the area
surrounding the POI, two or three times before having an audio response. This behavior
was probably due to differences in the TTS engines, but we could not reproduce it, so it
needs further investigations.

The “audio and vibration” mode was considered “overwhelming”. Users declared
they would rather not use it as a “standard” modality of interaction, but only in a pre-
liminary phase, when correspondences between vibration patterns and POI categories
must be learnt. Speaking of audio feedback, users declared that it may be worth trying
to have less intrusive, non-verbal “audio icons” associated to POI categories. Users also
suggested that the stereo audio channels could be exploited to reproduce this kind of
icons, in such a way to indicate the direction of the related POIs. The feature of filtering
among POI categories was also highly appreciated, anyway it was highlighted that POIs
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related to obstacles or potentially dangerous structural elements (such as stairs) should
always be shown on the map, and users should not be enabled to filter them out.

Finally, a “zoom and pagination” feature was required for a later version of the app,
since vibration hints related to close POIs in narrow areas occasionally generated con-
fusion and required repeated explorations. For the map under test, this phenomenon had
a fairly limited impact, but for more complex maps, e.g. relating to urban environments,
a zooming function that could also divide the space into separately navigable areas was
suggested as very helpful.

3 Open Issues and Future Work

Besides the bugs signaled by our users, which are strictly platform-dependent, the major
open issues we will face before releasing the app for testing to a wide audience are those
related to the “zooming and pagination feature”. Integration with TalkBack, albeit not
fundamental for evaluating the validity of our approach, will also be implemented, in
order to allow an easier execution of the tests to a greater number of users.

Regarding the use of the haptic channel, further ad hoc trials will be carried out,
focusing on specific aspects such as the maximum number of patterns that can be used
at the same time and the most effective pause and vibration configurations. In particular,
we will analyze correlations between the users’ demographic data and their preferred
patterns. The need to hold the tests remotely prevented us from involving users whowere
less experienced in the use of digital technologies. In the upcoming tests, we will involve
also this crucial category of users. Finally, the extension of the presented approach to
outdoor maps provided by services such as OpenStreetMap is already the subject of an
ongoing study.

4 Conclusions

We have presented a novel approach to exploit the haptic channel in order to help users
with visual impairments build mental representations of a physical space. In particular,
we focused our attention on mobile applications as a means of building cognitive maps.
A mobile application to explore a shopping mall was developed for testing purposes
and evaluated by two visually impaired users. Vibration patterns were used to indicate
positions and functions of distinct areas in the shopping mall, together with more tradi-
tional audio cues; comparisons between different modalities of interaction were carried
out. Overall, our approach has proven sound and promising for the future. Of course,
more extensive testing needs to be done, involving many more users and more effective
functionalities. To this end, we have highlighted the problems that are still open and
how we intend to solve them. Finally, we have described possible ways to exploit the
potentialities of our study in the near future.
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Abstract. COVID-19 showed the need for community support networks
to help vulnerable individuals that were forced to stay in their homes dur-
ing extended periods. While the pandemic is slowly passing, there is still
a need for this type of help, especially for elderly who nowadays want
to live longer in their own home. Several social engagement platforms
are already offering support for this type of services. However, some
became rather inactive, while others are successful but not always in the
context of offering help to vulnerable elderly. In this paper we present
16 design recommendations to consider when designing (or to improve)
social engagement platforms focused on volunteerism for helping older
people. These recommendations are based on the evaluation of 10 digi-
tal social engagement platforms that allow asking for assistance and/or
volunteering to provide help.

Keywords: Social engagement · Volunteerism digital platforms ·
Design recommendations

1 Introduction

The COVID-19 pandemic that is now active for over two years (since emerging
in early 2020) has revealed and worsened several societal issues. The quaran-
tines and measures implemented by governments in order to combat the disease
have been discussed in media and literature ever since, focusing in particular on
adverse effects of isolation [2,12,13,15]. These measures and “lockdowns” placed
a number of vulnerable people—especially the elderly population—in a precar-
ious situation. Being particularly vulnerable, the elderly were largely forced
to stay at home and ordinary shopping trips turned into an ordeal. However,
this situation did not go unnoticed and several existing digital social engage-
ment (SE) platforms and local outreach programs attempted to provide assis-
tance to this problem. SE platforms are intended to digitally support social
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engagement. Social engagement itself can be seen as a broad definition for mem-
bers of a community interacting with each other. Our definition for social engage-
ment (SE) is “social engagement is the commitment of a member to stay in the
group and interact with other members” and is based on a definition provided by
Zhang et al. [17]. On an SE platform, the interaction between people is enabled
digitally. SE platforms are in the right position to offer support for people willing
to help each other.

Several SE platforms existed already for a while, including Nappi Naapuri
(Finland), Nextdoor (USA), Nebenan (Germany), and Hoplr (Belgium). Addi-
tionally, Facebook recently launched their own Help Hub, and similar services,
such as Commu (Finland) and Nachbarschaft (Germany), were established dur-
ing the COVID-19 pandemic.

While most SE platforms are initially successful, after a while they disappear
or become far less active. In addition, for the ones that have a good number of
users, the type of help provided seems to be more focused on giving advise rather
than on physically helping each other. The aim of our work was to investigate
why this is the case and how we could improve the engagement and retention
of users, especially in the context of helping each other with daily tasks. For
this purpose, we investigated several SE platforms. Based on the findings, we
formulate a number of design recommendations to improve user engagement
and retention of SE platforms targeting volunteerism to help elderly people. The
focus of the paper is on these recommendations.

The remainder of the paper is structured as follows. We start in Sect. 2 by
presenting the methodology for deriving the recommendations, which is based
on the evaluation of existing SE platforms. In Sect. 3 we present the different
SE platforms selected for evaluation and provide some information about the
evaluations. In Sect. 4 we introduce the design recommendations derived from
our findings, and end by providing conclusions.

2 Methodology

We first describe how the existing SE platforms to be evaluated were identified
and then present the different methods used to analyse them.

2.1 Finding and Selecting Social Engagement Platforms

Our focus in searching for SE platforms was on active platforms, meaning that
platforms that were no longer active were ignored. The main method of dis-
covering platforms was by a query on Google using the keywords: “neighbor-
hood”, “community”, “social engagement”, “neighbor” and “local”. These were
amended with additional help words, such as “app”, “application”, “technology”
or “platform”. The discovered SE platforms were checked for their suitability
using the following two criteria: whether (1) a user is able to ask for help and/or
to respond to such a help request using the platform, and (2) whether this service
is available for free.
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2.2 Evaluations Methods

The SE platforms were evaluated by means of a hands-on evaluation, interviews,
and user surveys. The purpose of the hands-on evaluation was to inspect which
features a platform offers and how. For this, we used an existing design guideline
list [10]. Interviews were conducted with platform representatives. The role of
the interviews was to get an overview of the aims and goals of the platforms,
potential design hurdles, and their opinions on the users and the field of digital
volunteering. The interviews were carried out in a semi-structured manner where
we started with a number of fixed questions but conversations were allowed
to diverge from the original questions. User surveys were conducted on three
SE platforms with the aim of seeing how actively users actually helped one
another and getting other relevant user trends and opinions about the platforms’
features.

After the initial check for suitability, requests for interviews were sent out to
the platforms deemed suitable. We performed interviews with representatives of
five SE platforms: Commu, Hoplr, ¿Tienes Sal?, Nappi Naapuri, and Solidare-it!.
User surveys were conducted on three of these SE platforms, including Commu,
Nappi Naapuri, and Hoplr. Note that the surveys were not identical, but adapted
to the context of the platforms. However, all surveys were roughly of the same
length and took around 20 min to fill in. The tool used for handling the surveys
was Qualtrics1. The complete survey and interview transcripts (questions and
results) can be found online2.

Some platforms also offer a mobile app for their service, and in the case of
Commu, this is the only version they offer. In terms of our evaluation, findings
about the applications are considered as a whole, unless specified otherwise.
Note that we have anonymized the platforms when discussing individual findings
derived either by means of an interview or by a user survey. This was done on
the request of some of the platform representatives. When discussing a platform
in this manner we use the following acronyms P1, P2, P3, P4, and P53. However,
findings that can be concluded from inspecting the platform are not anonymized.

Note that in this paper we do not discuss the different evaluations in great
detail as the focus is on the recommendations. The findings which have con-
tributed to the formulation of a recommendation are provided in a motivation
preceding each recommendation. Details about the evaluations themselves can
be found in [9]. Further, some figures about the participants in the user surveys
are given in the next section.

3 Evaluated Social Engagement Platforms

A total of 10 SE platforms were discovered as illustrated in Table 1. A short
description of each platform is given below. Note that we could not perform

1 https://www.qualtrics.com.
2 https://doi.org/10.6084/m9.figshare.19165283.
3 There is no correspondence with the platform sequence earlier in the text.

https://www.qualtrics.com
https://doi.org/10.6084/m9.figshare.19165283
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a full evaluation of all discovered platforms, as some were country locked and
require a local address or phone number. Table 1 also mentions the types of
investigation conducted for the individual platforms: Hands-on evaluation (H),
interviewing a representative from the platform (I), and performing a survey
with platform users (S).

Table 1. SE platforms discovered for our evaluation

Name Type of platform (H)ands-on (I)nterview (S)urvey

Allo Voisin Web, mobile H (partial evaluation)

Commu Mobile H, I, S

Facebook Community Help Web, mobile H

Help Your Neighbor Web H

Nappi Naapuri Web H, I, S

Nachbarschaft Web H

Nextdoor Web, mobile H (partial evaluation)

¿Tienes Sal? Web, mobile H, I

Hoplr Web, mobile H, I, S

Solidare-it! Web H, I

Allo Voisin4 is a French platform for provision of services and rental of
equipment between neighbors. To register, users need to have a French phone
number and address. Therefore, we were unable to create an account on the
platform, but the platform allows viewing the main forum. It is unclear how
large the number of Allo Voisin users is that use the platform for simply helping
each other, as it is more driven towards small businesses and earning money
on the side. However, as it can also be used for helping each other, we have
included it in our list. In terms of functionality, the platform offers relatively
simple messaging functionality of posting requests for specific tasks.

Commu5 is a Finnish startup, launched in May 2021. They are currently
focusing on two cities in Finland—Tampere and Helsinki— but are aiming to
expand. Unlike the other considered platforms, Commu only provides a mobile
application. Commu does not have “closed neighborhood forums”, but allows
making help and requests and offers on the go. Commu allowed users to ask
for a small compensation for helping, intended for covering any costs, such as
transportation costs. However, this feature has been removed.

Facebook6 with nearly two billion active users in 2021 needs little intro-
duction. It is a web platform that has shaped how a group of people see and
interact with each other, both in good and bad ways. A less well-known feature

4 https://www.allovoisins.com.
5 https://commuapp.fi.
6 https://www.facebook.com.

https://www.allovoisins.com
https://commuapp.fi
https://www.facebook.com
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is Facebook’s “community help” that was quietly launched during the pandemic
outbreak in 2020. It is unclear how Facebook intends to extend this service, but
currently it provides simple help and offers request functionalities as a slightly
modified version of the regular posting functionality.

Help Your Neighbor7 is an US-based website focusing on neighborhood-
level community building and help finding services. It divides its communication
platform into four tiers: individuals, groups, neighborhood, and city. The plat-
form appears to have either very limited activity or has already become inactive.
The level of activity remained unclear as Help Your Neighbor is up and running
but we did not manage to find very active communities. The platform does
require a US zip code as part of the registration process, but this is not checked
in any way, as we easily managed to create an account on the platform.

Nachbarshaft8 is a German website launched during the COVID-19 out-
break as a service to offer help to people affected by the quarantine procedures. It
is unclear how active the platform is, but it appears to have some level of activity
and being under constant development. The service is limited to Germany.

Nappi Naapuri9 is a Finnish web platform that, like Commu, provides
open access to users. The user must only provide an address, which dictates the
general point of focus when logging in. Users may also give multiple addresses.
The platform is still up and running, but currently not under active development
apart from basic maintenance.

Nextdoor10 is a US-based service that has also entered the European mar-
ket11. The platform is currently active in 11 countries and is by far the most
successful neighborhood application we have looked at.

¿Tienes Sal?12 is a branch of a German-based company called Nebenan
that is located in Spain. Nebenan has another branch in France under the name
Mesvoisins. The service appears to be quite similar to that of Nextdoor with a
relatively rigorous registration process where the location of a user is verified by
letter, image of a document, or GPS location.

Hoplr13 is a Belgian-based platform that is rather similar to Nextdoor and
Nebenan, also in how they verify their users’ domiciles upon registration. They
currently advertise 500 000 registered users and are active in Belgium and the
Netherlands.

Solidare-it!14 is a Belgian platform, currently mainly utilized by a volunteer
organization located in Brussels as an internal database to keep track of their
volunteers and people needing help. The platform was originally devised and is
still partly marketed as a platform for looking for and offering help. Note that

7 http://www.helpyourneighbor.com.
8 https://nachbarschaft.care.
9 https://www.nappinaapuri.fi.

10 https://nextdoor.nl.
11 https://techcrunch.com/2017/02/05/streetlife-knocks-nextdoor/.
12 https://tienes-sal.es.
13 https://www.hoplr.com.
14 https://solidare-it.org.

http://www.helpyourneighbor.com
https://nachbarschaft.care
https://www.nappinaapuri.fi
https://nextdoor.nl
https://techcrunch.com/2017/02/05/streetlife-knocks-nextdoor/
https://tienes-sal.es
https://www.hoplr.com
https://solidare-it.org
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the person interviewed was actually from the volunteer group being the main
utilizer of the platform at this time.

Fig. 1. Age distribution of user survey participants

The age distribution of the responses to our user surveys is shown in Fig. 1.
However, it should be mentioned that the number of participants that completed
the whole survey was substantially lower: P1 = 149, P3 = 56, P4 = 319.

Table 2. Results for platforms P1, P3 and P4 on whether users asked for or offered
help, as well as some feature-specific questions for P4. Neighborhood care is a service
where users can openly indicate their willingness to help other users with specific tasks

Platform n Question Neither Asked help Offered help Both

P1 247 Have you requested/offered
help on X?

62% 10% 21% 7%

P3 59 63% 7% 12% 12%

No Yes

P4 395 Have you filled in the
“How can you help your
neighbors?” part in your
profile?

70% 30% Yes, I have
used it

P4 371 Were you aware of the
“Neighborhood care”
feature?

47% 47% 6%

No Yes I have asked
assistance, but not by
using “help requests”

P4 370 Have you posted a “Help
request” message on P4?

78% 12% 10%
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Another relevant survey result we want to highlight is the number of partic-
ipants that declared to have used their platform’s “Asking or Providing Help”
functionality. The results are shown in Table 2 and indicate the relatively low
level of actual usage of the provided help functionality.

4 Recommendations

In the following, we introduce and motivate our design recommendations.

R1: Points With Purpose

Gamification features, such as points, are known to have the potential for achiev-
ing a higher level of engagement. Points were utilized in a number of evalu-
ated platforms, but based on our interviews, it often appears as a bit of an
afterthought. Most commonly, points are given for posting requests or messages.

In terms of giving value to points (i.e., allow to do something with the points),
P4 and P5 do attempt this, as P4 specifically states: “The score indicates a user’s
‘neighborliness’ and willingness to help”, but at least, currently, there is no scale
attached to their scores, e.g., is “70” a high score?, nor a way of knowing how
valuable individual actions are, in terms of points. P5 simply allows users to see
a user’s previous activity.

However, on these types of platforms, where collective good is a key aspect,
gamification might sometimes result in negative reactions. For example, leader-
boards can in principle be effective but should be utilized with care. Some users
in the surveys for instance mentioned that this would go against the altruistic
spirit of the platform. Though gamification might not be intended directly for
elderly users, there is some evidence that it can in fact also elicit positive out-
comes in them [11], such as improved well-being, positive engagement, social
interaction or improved condition. However, care is also needed in not making
the gamification too difficult to learn for these people.

Recommendation: Our recommendation is to attach (more) clearly defined
value to points. Combining points with clear rewards, rather than obscure levels
of activity, can be efficient and is a rather common approach on commercial
platforms and therefore well known by many users. Some users might not care
about collecting points, but even if only a quarter of the users see this as added
value, it can become a powerful new avenue for more engaged users.

R2: Show Activity

An active community can stimulate users to be active as well. In the context
of helping each other, it could be useful to show how active the platform is in
this respect. Currently, none of the platforms communicate about the status of
help requests to users, nor utilize any clear methods of internal tracking of the
status of help requests, i.e., whether they have been completed or are still active.
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Users of P4 have a general level of understanding on how many of their local
neighbors are on the platform, but this does not indicate how active they are.
Most platforms show activities on an individual message level, but currently it is
not easy for users to grasp the overall activity of their neighborhood. In the case
of platforms where a geographical map is an integral part of the user interface,
this is slightly different as the notifications are clearly visible on the map. But
even this comes with its own challenges. An area with few users but a relatively
high level of activity might appear quieter than in reality, and in areas with
more notifications it might be difficult to ascertain how active the user base is in
weekly or monthly terms. Also, such a map can easily clutter the user interface
and be less usable on small screens.

Recommendation: Our recommendation is to provide an easy to understand
overview of the activity in a user’s neighborhood. Depending on how this is done,
it can also be utilized in a more meaningful manner. Simple statistics showing
past actions by users can be enough, but if this is done graphically and in a
playful way, such as by means of a simplified animated graphical representation of
the nearby area that changes over time based on user activity, such an animation
could be a reason for users to check in regularly, even when they might not
have any direct request at that moment. This in turn would help the user to
stay connected with the platform. Hoplr seems to be an interesting case in this
respect, by showing its users the overall percentage of users who joined from the
neighborhood and by providing numerous suggestions on how the user can try
to get more people involved.

R3: Guiding Users

Appropriate guiding of users in how to perform tasks is essential for their inde-
pendence, especially for elderly. The evaluated platforms attempt to instruct
their users in how to succeed in tasks in different manners. For simple and more
streamlined tasks, this is rather easy as they can simply label the required fields
the user needs to fill in, or select the correct radio button. For less straightforward
features, this might however not be sufficient. Hence, Hoplr does offer explana-
tions for the different message types, and ¿Tienes Sal? explains the meaning
of a “public post”. However, these instructive snippets were somewhat inter-
mittent when comparing the platforms approaches. Hoplr, for instance provides
suggestions for message content, whereas ¿Tienes Sal? does not. Both offer more
detailed instructions on their respective help pages. It is likely safe to assume that
the amount of information provided by both platforms is enough for most users.
However, cases can be made for needing more detailed guidance. For instance,
in the case of ¿Tienes Sal? when making a help request, it is not instantaneously
clear which message type the user needs to select, as the help request type is
under the “seek” message type, after which the “help & service” needs to be
selected.

Recommendation: An unobtrusive guidance that clearly indicates fields that
need to be filled in is already mostly used by all the platforms. Our recommen-
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dation is to cover all aspects of a task, such as also uploading an image or file,
and to provide a direct access to more information. Currently, this information
can be found on the help page but such a help page usually needs to be accessed
explicitly. Instead, providing a snippet of the help page where it is relevant,
might be much more effective and less likely to cause the user to get lost.

R4: Onboarding

Onboarding is a well-known term within the human resources sector where
it essentially means “bringing new staff up to speed”. Within the domain of
UI design for digital technology, onboarding can be seen as a combination of
guiding and other design elements, brought together in order to teach the user
quickly how to use the application [5]. There are some indications on the impor-
tance of well-done onboarding to ensure that users stick with a platform [4] and
on improving engagement [14]. The generational gap is also to be considered
as more technically savvy users might be divided on the necessity for onboard-
ing [8], but it can be effective in alleviating concerns that elderly users might
have [16].

Out of the evaluated platforms, only Commu and Help Your Neighbor appear
to provide a more hands-on onboarding session. Commu allows the user to create
a dummy help request at the end of the account creation process in order to make
the user familiar with this task. Help Your Neighbor highlights and explains all
the buttons and most of the icons of each view when first accessing it, but we
did not find a way to launch this again at a later stage. A grain of salt is to be
added at this point as access to Nextdoor were done via third parties. However,
no clear way of activating any onboard-like feature was discovered.

Recommendation: Our recommendation is to offer users a step-by-step
onboarding approach. Such an approach has the potential of being a much more
effective form of teaching and supporting a novice or elderly user over a large
help page. As such an approach may irritate advanced users, the ability to turn
it on/off with relative ease is highly recommended. Lastly, there should be an
easy way to start the onboarding at will, as sometimes, web services run the
onboarding segment only once when first accessing a site, but then hide it.

R5: Usability Guidelines

The importance of following usability guidelines when developing a user interface
is well known. No major usability guideline violations were detected when eval-
uating the platforms, but some minor points of improvement were occasionally
detected, such as a lack of confirmation or a summary before posting messages.
When interviewing the representatives, for most parts no guidelines were used to
ensure usability for elderly users, but despite this, no major issues were detected.

Recommendation: Applying existing usability guidelines when designing an
SE platform can provide an important additional mean for ensuring that all
usability aspects are covered.
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R6: Handling User Feedback

Based on the interviews, feedback handling does appear to be generally func-
tioning well on most of the evaluated platforms. For most parts, this appears to
be done via direct emails and by phone. Some level of communication in terms
of enhancing the service or informing about well-known bugs is done by emailing
users. However, to our knowledge, none of the platforms has a built-in news page
that covers bug fixes, or informs on what is currently being worked on. However,
maintaining a page on upcoming updates and ensuring the content is clearly
written requires quite some resources. Additionally, providing users individual
feedback can become difficult when the user base grows. For instance, Commu’s
insider group can become difficult to control and monitor once the platform
grows substantially. Further, it is important to ensure that feedback is not only
received from a handful of more engaged members.

Recommendation: It is evident that users want to contact the platform for
some of their issues. This is definitely a positive thing, since it may improve the
platform. Our recommendation is to (1) provide easy means of giving feedback,
(2) keeping track of it, and (3) showing this to users. One such example can
be seen from the very successful Star Citizens project that has an open access
roadmap15. This can also easily become resource heavy from the perspective of
the platform, but in the beginning, step (3) can simply be acknowledging the
receipt of the feedback. Showcasing that the platform is open for feedback and
is actively working on it can not only help to improve usability, but also increase
users’ trust in the platform.

R7: Audio and Video Messages

Typing a message can become difficult for elderly. Typing text, in particular
on smartphone devices, is tedious and error prone even for younger users. For
elderly users, larger devices, such as tablets, laptops and desktop computers
might mitigate this issue, but elderly can also develop writing problems. An
alternative could be to allow them to record a message (audio or video). None
of the evaluated platforms offers this functionality. The same applies to reading
aloud messages, which could be useful for visually impaired users.

Recommendation: Our recommendation is to provide users additional forms
of content creation, namely audio and video messages. Audio and video messages
could be a potential way to make the request creation process easier for some of
the elderly users. Furthermore, adding text-to-speech functionality can be very
useful for reading out typed messages.

R8: Customization

Customization, where the power of choosing how elements might look or behave
is given to the user, is an important tool in many digital applications. This
15 https://robertsspaceindustries.com/roadmap/progress-tracker/teams/.

https://robertsspaceindustries.com/roadmap/progress-tracker/teams/
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recommendation is mostly useful for the more feature rich platforms, like ¿Tienes
Sal?, Hoplr, and Nextdoor that offer a myriad of options to their users. It is
unclear how popular some of the added features on these platforms are, but in
the case of P4 it appears from our user survey that at least older users might not
use all of them. Nonetheless, access to these features does clutter the homepage
and makes it more difficult for a user to find what he is looking for.

Recommendation: Our recommendation is to allow users to customize their
main entry page. The customization does not need to be very complex and
simply allowing a user to hide certain buttons might be enough. Ideally, the
customization option could be coupled with the onboarding (R4), where users
are shown all or most of the features and asked which ones they would like to
keep or hide. Of course, by hiding features there is the risk that some features
are used less. If many users are hiding a specific feature, it can be seen as an
indicator that there is a need to improve the feature or consider removing it.

R9: Transparency (Trust and Security)

In our interview with P5, it became clear that some elderly users are starting
to become more aware of data privacy and want to know how their data is
protected and how it is used. All of the evaluated platforms are located within
the EU and thus declare to follow the European GDPR (General Data Protection
Regulation)16. GDPR lists a set of requirements aimed to protect users’ rights
in terms of data privacy. Because of this, the platforms do provide a generic
data protection statement and Hoplr also mentions collaboration with ethical
hackers, as well as providing some slightly more in-depth information on how
data is used on their help page.

The raising awareness of users’ need for data privacy could in part be due to
a number of scandals reported about online social networking platforms, such
as the Cambridge Analytica papers [3]. The COVID-19 situation also led to
data privacy concerns with the release of contact tracing applications and the
handling of a user’s data [6].

Recommendation: A simple GDPR statement might not be enough to allevi-
ate all concerns; instead open and honest communication on who is able to access
or see the user’s data is needed. Our recommendation is that platforms inform
users clearly on how any information provided by the user is used by the platform.
This could be coupled with recommendation (R3) Guiding or (R4) Onboarding,
by integrating this information in the guidance or/and onboarding process.

R10: Support and Encourage Communication

The majority of the platforms leave it to the users on how to handle the inter-
personal communication once somebody responded to a request. Usually, this
follow-up is done by means of public or private chat messages. It is likely safe

16 https://gdpr.eu/what-is-gdpr/.

https://gdpr.eu/what-is-gdpr/
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to assume that for the majority of users this is fine as chat was rarely brought
up as a grievance in our surveys. However, adding explicit support for other
common forms of communication, such as phone, email, and popular external
communication services, could be useful especially for elderly users.

We also noted a rather low level of internal chat use on all three surveyed
platforms (P1, P3 and P4). In the case of P1 and P3 both surveys had a nearly
identical level of inactive users (who had not used the main feature of the plat-
form) and therefore did not need the chat. In P4’s case, the results did vary
somewhat depending on whether the participant had offered or asked for help,
but on most occasions around half of the participants responded negatively on
using private messages. Similarly, more older users had used the feature distinctly
less. Additionally, having a possibility of keeping a family member updated on
the activities of an elderly user could be a beneficial feature in the context of
social support and safety. Of course, this brings additional privacy concerns to
the table, but this is a feature that could be activated separately as needed, it
would not be needed by a large group of users.

Recommendation: We have several recommendations for communication that
we have split into two distinct sub-facets: supporting communication and encour-
aging communication.

Our recommendations for supporting communication are to provide more
familiar means of communication (email, phone) and to couple them with the
recommendations (R3) Guiding and (R4) Onboarding, as it is equally important
to make users aware of these possibilities. Coupling support for email and phone,
in terms of technical challenge, would be rather small for the platforms.

Our recommendations for encouraging communication: (1) Sending an auto-
matic message via the chat to introduce the users to this feature. (2) Akin to
P3’s onboarding upon account activation, suggest sending a greeting message to
other users. (3) Allow certain people to keep track of activities of their family
members; making family members aware of a user’s activity in the platform (e.g.,
via email, or another messaging tool) could be meaningful and increase feeling
of social support and safety in the elderly.

R11: Help Manuals

The platform should provide technical support to their users and overall all of
the platforms do accomplish this. At least, in so much that they do provide
instructions for users by means of separate information and help pages. What
we can conclude from the interviews, is that for most parts, elderly users seem
to rely on direct in person connections when they get stuck. How easy an online
help service is for the elderly is unclear.

Recommendation: Our recommendation is providing a leaflet that contains
clear instructions of all the core features and how to use them, as well as a brief
explanation about the platform itself.
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R12: User Roles

Recruiting users and giving them different roles, has been used by online forums
and social networks to lessen the need for expensive personnel. In the case of
larger social networks this is likely the only feasible way for them to work.
Outside this, providing users a distinct role within the platform can in itself be
a source to be more engaged with the platform and its community.

Currently, out of the evaluated platforms, Nextdoor, ¿Tienes Sal?, and Hoplr
do utilize user roles: Moderators (Nextdoor), Super users (¿Tienes Sal?), Vol-
unteers & City Representative (Hoplr). To our knowledge, Commu and Nappi
Naapuri currently do not utilize any user roles.

Recommendation: Adding user roles can be useful to 1) have a better control
over created content once the platform reaches a certain size, 2) keep certain
users more engaged with the platform, and 3) activate otherwise potentially
dormant users. Our recommendation is to investigate from what types of user
roles a platform can take advantage of. For instance, Nappi Naapuri and Commu
might benefit from local representatives that broadcast area-relevant information
or requests. More closed neighborhood platforms might not benefit from nigh all
powerful admins, but rather from users that check the content of notifications
and can highlight them if necessary. For instance, ¿Tienes Sal? and Hoplr could
benefit from roles like event organizer or users who indicate points of interest in
the area, or adding a more dynamic discussion angle between a neighborhood
and the local municipality.

R13: Safety Features

In terms of current safety features to protect users against misuse of trust when
helping people, the platforms largely rely on providing guidelines, such as meet
outside in a public area. No inbuilt features otherwise are provided. Reporting
users directly to the service provider was the most common safety feature.

It appears that for most parts, the encounters that took place based on
requests formulated in the evaluated platforms, have been without any major
incidents so far. This could partly be due to the small size of the platform user
base, lack of actively meeting other users, or simply not being reported. Security
when meeting unknown people is an important factor for most users but even
more for elderly who might feel vulnerable, especially if the helper is expected
to visit their home.

Recommendation: In terms of safety features, the features that we recommend
are simple and relatively easy to implement, however they would require more
volunteers. One such feature could be to announce an upcoming meeting to
a third party. This could even be coupled with (R10) Support & Encourage
Communication where a selected family member or even simply the platform is
informed about the upcoming meeting. If both users are aware of this, it could
work in making participants feel safer. Another option could be to invite a third
party to join the meeting, but this would require available volunteers willing to
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join meetings and might require some calendar options to ensure that everyone
is available.

Another safety feature would be to review encounters by attaching some form
of feedback system for encounters. Also, some steps could be added to the help
request flow, such as allowing both volunteer and requesting person to view more
information on each other before sending a message.

Although being able to review encounters is a rather obvious recommenda-
tion, it however raises additional questions, for instance: Who may see those
reviews?; How to avoid false bad reviews?; Should the review be anonymously?.
Nonetheless, it could be a valuable avenue to help users assess for themselves
whether meeting another user for the first time is a good idea, or not.

R14: Area of Visibility

This recommendation focuses on the platforms with closed neighborhoods (e.g.,
¿Tienes Sal?, Hoplr, and Nextdoor). Tying the platform to a certain neighbor-
hood can improve safety and security and should definitely be kept as such but
it has the disadvantage that people outside the neighborhood cannot help, while
a person from further away might be perfectly willing to help with a task, for
instance because it is on his way to work. ¿Tienes Sal? already allows publishing
notifications outside a users’ own district to be seen in the neighboring ones.

Recommendation: Our recommendation is to allow some notifications, such
as help requests, to be seen outside the user’s neighborhood. Note that such a
feature would require additional user instructions, i.e., to mark the message as
visible outside the neighborhood, for instance by means of a color code.

R15: Provide Platform Activities

Especially P1 and P3 appeared to have a rather large number of dormant users.
Reasons for these might vary. Generally, users can be grouped into four dis-
tinct categories 1) visitors, 2) passive members, 3) socializers, and 4) content
generators [1]. In our interview, P3 stated that they had seen some success in re-
activating users at least briefly with emails, but whether long-term engagement
could be achieved was less certain.

Recommendation: Our recommendation is to provide simple, easy to do tasks
or activities within the platform. Ideally, the user should be rewarded for per-
forming the task or activity in some manner. Example tasks could be clearing
old requests or reviewing new requests. Of course, giving users any rights over
moderating messages is something to be considered carefully (as the interviews
showed). This could be achieved by providing User Roles (R12) that might be
useful for the platform’s functioning and interesting enough for the user. Note
that some of the user roles might not necessarily require social interaction, which
could be attractive for some users. This type of engagement could turn dormant
users into active ones, or keep some users who might otherwise not use the
platform, suitably engaged.
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R16: Registration

In the evaluated platform, creating an account (registration) varies in difficulty
from simply typing some basic information to a multi-step verification process.
This was clearly indicated as a stumbling stone for elderly users in our interviews
with P2 and P4. The reason for having a registration feature is clear, as it aims
to increase trust in the members within the community, as the user needs to give
its details.

Recommendation: We have three intertwined recommendations for this pur-
pose: Firstly, the registration process should be as easy as possible with very
clear fields and ideally minimal input required.

Secondly, a two-step registration process could ease the likelihood for elderly
and other users to join the platform by allowing access to basic functionalities
without a location verification. To alleviate registered users’ security concerns,
content created by non-registered or verified users could be color coded or cate-
gorized separately. This opens up an avenue to possible problems, such as spam-
ming or bots. It means that some features might need to be restricted for not
fully registered users, but this is a matter of discovering the optimal balance.

Thirdly, circumventing the use of classic passwords could also be a strong
booster for elderly users, either by using third party login services, such as
Google’s, by email, SMS authentication codes, or authentication services such as
itsMe17 or bankingID18. It is important to consider the trade-off between safety
and easiness, and there is plenty of evidence that traditional passwords might
not be very safe, mainly because of the users themselves [7].

5 Conclusions

In this paper we have proposed 16 design recommendations for social engagement
platforms. These recommendations are based on the results of evaluating several
social engagement platforms. The platforms were evaluated thoroughly by means
of a hands-on evaluation, interviewing representatives of some of the platforms,
as well as user surveys. The goal of these recommendations is to make social
engagement platforms more accessible to elderly users and to improve retention.
Our recommendations are useful for existing social engagement platforms to
improve their solutions as well as when developing new platforms. A limitation
is that the recommendations have only been evaluated in a limited way, i.e.,
by asking the opinion of representatives of platforms and users. To evaluate our
recommendations in detail, a long-term user study with a platform implementing
the recommendations might form part of our future work.

Acknowledgements. We would like to thank the representatives of Commu, Nappi
Naapuri, Hoplr, ¿Tienes Sal?, and Solidare-it! for their valuable cooperation during the
realisation this research project.

17 https://www.itsme.be.
18 https://www.nordea.fi/en/personal/our-services/online-mobile-services/code-app.
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Abstract. To promote the aging in place of elderly people with cog-
nitive impairment, it is desirable to make their homes more intelligent.
With Ambient Assisted Living (AAL) systems, it is possible to define
intelligent environments that can take into account the needs of these
people. This article presents the results of the experimentation of a
Nighttime Assistance System (NAS) for elderly people with Alzheimer’s
disease. The NAS uses AAL technologies to non-intrusively monitor the
Activities of Daily Living (ADL) of an elderly person living alone, to
contextualize and adapt the help that will be offered to them. For this
experiment, we collected data for five weeks on a person’s activities. This
work describes how this experimentation was carried out with an empha-
sis on user needs. It also shows the different patterns of activity observed,
with particular emphasis on nocturnal ambulation. Finally, it describes
the contextual model set up to support the person in the event of an
episode of nocturnal wandering.

Keywords: Ambient assisted living · Nighttime wandering · Context
awareness · Ubiquitous computing · Alzheimer’s disease

1 Introduction

Context refers to any information that can be used to characterize the situation
of an entity, knowing that an entity can be a person, a place, or a physical object
[3]. To facilitate aging at home and allow seniors to regain some autonomy in
achieving some Activities of Daily Living (ADL), it is important to consider the
context in which these people live. Taking into account the context of the assis-
tance to the elderly makes it possible to better adapt the solutions of pervasive
computing and ambient assistance. Above all, it offers the ability to these solu-
tions to anticipate people’s needs and to act accordingly. It is therefore impor-
tant, to get contextual information on sub-tasks, places, sensors, actuators, and
objects involved in an activity.
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Several assistance solutions based on Ambient Assisted Living (AAL) and
context awareness have been yet developed [5–8,10,29]. They are aimed to foster
autonomy at home for seniors by providing environmental cues either to recall
an activity to do or the way to perform it.

At night, people with Alzheimer are often experienced nighttime wandering
that could provoke anxiety, temporal disorientation, and risks to fall. The con-
textual assistive system is therefore useful to create a calm environment that
encourages people to go back to sleep. This article extends the NAS (Night-
time Assistance System) from [9,11], a non-intrusive AAL system that allows
validating the elderly’s profile by detecting needs and building appropriate envi-
ronmental cues to overcome the episodes of nighttime wandering. The paper also
presents the results of a five-week experiment that took place in the home of a
senior with Alzheimer’s disease. An embedded sensor network has collected data
on actions, behaviors, and activities performed. To understand all its require-
ments, a context manager ensures that local and contextual exchanges are prop-
agated throughout the NAS. Open-source middleware, rules-based system, and
pervasive computing technologies are used to provide personalized, calm, and
automated prompting for the elderly.

The rest of the paper is organized as follows: Sect. 2 discusses the related
work; Sect. 3 describes the Nighttime Wandering System; Sect. 4 describes the
sensor network and presents the results of the experimentation. Section 5 opens
a discussion on the results obtained. Section 6 concludes the article.

2 Related Work

2.1 Smart Homes

More and more, we are witnessing a growing increase in the number of people
aged 65 and over [1]. This has the direct implication that the percentage of
older people who prefer to stay in their homes and communities is increasing
rapidly. In general, this phenomenon is called “Aging in Place” [2]. It is possible
to make this possible by using connected objects. Thanks to the Internet of
Things (IoT), it becomes possible to transform all homes into smart homes. In
this context, smart home technologies could significantly help people to have a
better quality of life, to live independently, and to stay in touch with their family
and caregivers.

Thanks to their software and IoT components, smart homes make it possible
to collect data and thus monitor the state of health, behavior, and quality of life
of elderly users, avoiding risky situations and putting users in contact with their
family, caregivers, and medical staff [26,28,29].

In this type of intelligent environment, it is possible to find several hetero-
geneous IoT devices which, combined, offer the possibility of recognizing Activ-
ities of Daily Living (ADL) [4]. In [6,9,11,16], the authors proposed a platform
based on the recognition of activities of daily living to enable seniors to age in
place. Rashidi and Cook developed CASAS at Washington State University [29].
CASAS is an adaptive smart home that uses machine learning techniques to dis-
cover user behavior patterns and automatically mimic those patterns. User can
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modify automation policies, provide feedback on proposed automation activities
and introduce new requests.

2.2 Ambient Assisted Living System

Deployed AAL systems deal with much contextual information, based on sen-
sor/actuators information, user actions, user profiles, and ambient information
such as humidity, temperature, and so on. The different technologies that accom-
pany aging in place present several challenges:

– Facilitate communication between the elderly and caregivers.
– Monitor the health parameters of the elderly person.
– Monitor the environment and activities of the elderly person’s daily life using

sensors to ensure greater comfort and safety.
– Facilitate the mobility of people out of their homes.

To address those challenges, several mechanics are used [10,23,24,29]. Among
those solutions, AAL middleware is mainly preferred to facilitate the homoge-
nization of different technologies, while semantic approaches based on ontologies
help represent different knowledge.

3 Nighttime Wandering System

The Nighttime Assistance System (NAS) [9,11] aims to detect the onset of
episodes of wandering to assist during the night. It meets the needs associated
with awakening and encourages people to go back to bed. It is designed using
a ubiquitous and ambient approach to create an adaptive environment that is
sensitive to the presence of a person. It requires a design approach centered on
users, thus putting the technology in the background, giving way to assist in
transforming their homes into smart homes. Several opportunities are offered
by this approach to support older people to perform certain activities of daily
living. Based on their life habits, it is possible to adapt the environment in which
they live to their illness or age. To regulate the circadian rhythm proceeds, NAS
works in two phases. The first phase, called the monitoring phase, involves the
installation of a set of sensors in the home to gather the activities and habits of
the person. The second phase, which is the assistance phase, offers personalized
support based on the information collected. The NAS provides objective data
on the behavior of the resident’s home, which will be supported by physiological
and subjective data collected from elderly people with Alzheimer’s disease and
their caregivers.

4 Experimental Assessment

This section presents a five weeks deployment of the augmented context-sensitive
NAS. for several weeks in an experiment with a lady of 86 years old, living alone
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and suffering from Alzheimer’s disease. Particular emphasis is placed on the
creation of the contextual environment, the construction of functional modules,
and their deployment at home. To better meet the needs of the person, four
constraints had been set:

1. The solution must be pervasive and contextual for better monitoring of needs.
2. NAS could provide oral messages, but just when necessary.
3. At all times, the system monitors its status and can give information on the

possible breaking.
4. Avoid any inconvenience to the person by making all deployed technologies

non-intrusive and calm.

The home is a flat house composed of one open room divided between the living
room and kitchen, and one bedroom. This experimentation has required 101
sensors distributed in 30 electronic devices and 4 actuators distributed in 3
bloom lamps and 1 sound system.

4.1 Methodology

This section describes how the Context Awareness Architecture, has been imple-
mented. It focuses on creating and transforming the living space of the person
into a smart space. This is a multi-contextual collaborative environment of the
real world, with the individual and his needs at the center.

Sensor Installation. The first step is to make an inventory of the physical
environment to identify the furniture, the rooms, and the habits in the daily use
of certain objects, priority or non-priority movements in and between rooms, the
use of household appliances and electronic devices. This process makes it possible
to have complete cartography of the places and a precise idea of the organiza-
tion and the disposition of the various sensors and actuators. This mapping is
called the SmartDomus, that is, the smart part of the house that is subject to a
continuous, contextual process of assistance.

Localization and Pervasive Identification. A smart home may understand,
learn and respond to the needs of users. To do this, it must know what is happen-
ing. Sensors are used to collect environmental data in an ambient manner. Eleven
Motion detectors are used to locate the elder when any movement is in a room.
If there is no movement, several pressure sensors scattered on most chairs help
to determine the presence of the person in the room. Figure 1 shows how part of
the person’s smart apartment was realized. This part is called SmartDomus.

4.2 Material and Methods

Every detail of the experiment has been readjusted to the requirements of the
person. In this experiment, the basic scenario set up to satisfy the needs of the
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person was gradually updated to better take into account the specificities of the
person. Two main phases have been used, with different levels of complexity and
varied expectations. The following subsections show in detail the steps taken
to determine the interactions between the sensors, the environment, and the
system. The following table lists the different types of devices (sensors, actuators,
controllers, computers) used for the experimentation. All the sensors are Z-Wave
sensors to avoid wired sensors that necessitate breaking holes in the wall Table 1.

Once the room identification in the SmartDomus is complete, sensors must
be physically and logically labeled. Physically, labels are affixed on each device
according to the place where it will be installed. Logically, each sensor must be
linked to the controller so that it can be associated with the same Z-Wave logical
network whose controller is the main node. Generally, this association is done
in the controller and can differ from one controller to another. For the sake of
simplicity, the sensors have the same logical name as the physical ones.

Fig. 1. The smart part of the house: SmartDomus
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Table 1. List of equipment used for experimentation

Type/Room Device - Action

Bedroom Pressure - Lying - down/on

Motion - Movement in the bedroom

Contact - Door opening/closing

Contact - Wardrobe opening/closing

Toilet Pressure - Bathroom

Motion - Movement in the toilet

Contact - Door opening/closing

Contact - Pharmacy box opening/closing

Water detector - Flush toilet

Kitchen Electric Measuring - microwave power

Motion - Movement in the kitchen

Contact - Door opening/closing

Contact - Drawers opening/closing

Contact - Fridge opening/closing

Contact - Freezer opening/closing

Contact - microwave on/off

Living room Electric Switch - TV power

Motion - Movement in the living room

Contact - Door opening/closing

Contact - Drawers opening/closing

Pressure - Couch Lying/Sitting down/on

Pressure - Armchair Sitting down/on

Outdoor Motion - Movement in the veranda

Motion - Movement in the staircase

Ambient information Temperature

Humidity

Brightness

Actuators Philips Hue Bloom Lamp - Cues

Bluetooth speaker

Wearable sensor Actigraphy - accelerometer

Controllers Vera lite 3

Philips Hue Bridge

Arduino

Ranger Extender Z-Wave module ranger

Computer Computer Core I5



86 H. Ngankam et al.

The Aeotec multisensor 4 in 1 sensor was used for motion, temperature,
humidity, and light detection. Each drawer and door of the SmartDomus has
been equipped with contact sensor type Everspring sm810 door/window contact.
In sanitary facilities, water sensors have been installed to detect water flows.
Aeotec water sensor has been used for this. For the detection of the presence
of the bed or chairs water sensors have been hacked, to add several flexiforces
mounted in parallel, as shown in Fig. 2. This transformation allows us to maintain
a certain homogeneity in the Z-Wave protocol. All other diffuse information is
collected by the sensors’ brightness, temperature, and humidity sensors aeotec
multisensor 4 in 1. Concomitant use of sensors will provide the system with the
ability to search for the information needed to facilitate contextual assistance in
SmartDomus.

Fig. 2. Hacking the water sensor.

Profile Modeling of the Person. Before beginning the experiment, health
questionnaires, dementia identification tests, and questionnaires on the needs
and preferences of the person have been submitted to the elderly and also to
her caregivers. Then, in a user-centric design, a custom scenario is created to
offer support in the SmartDomus. This personalized information made it possible
to learn that the person was no longer doing the dishes or preparing meals in
the kitchen. It is then not necessary to install devices to detect the actions
associated with these activities. We equip the elderly with wearable sensors,
that is a bracelet containing an actigraph, which gives information about Profile
modeling that begins before the beginning of the experiment, and then continues
throughout the experiment. The experiment is divided into two phases. During
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the first phase, which lasts for 2 weeks, sensors are installed and send information
about the habits during the night. The assistance scenario is then built based on
the lifestyle habits collected. During the second phase of experimentation, which
lasts for three weeks, modeling and profile rehabilitation meetings were held to
refine the patterns identified in the activities of the person’s daily life. For five
weeks of experimentation, four follow-up meetings were conducted to verify and
refine the person’s profile.

4.3 Processing

To better take into account the heterogeneity of the data, a middleware that
handles several communication protocols is installed. This middleware reads the
data from the controllers, then formats them and transforms them for later use.
For simplicity, we chose the OpenRemote middleware installed in a docker.
This middleware written in Java makes it possible to make an inference using the
rules-based first-order logic. For the persistence of data, a Postgres SAL DBMS
is used. It is installed on a specific docker. The use of several dockers facilitates
microservice management and scaling up. The docker-compose module facilitates
the orchestration and management of the different dockers used.

The user-centric scenario design defines an inference mechanism that ensures
that each assistance rule produced meets the requirements of the person’s pro-
file. The middleware provides an inference layer for writing these rules. For the
sake of simplicity, simple rules are written and then aggregate to cover com-
plex situations. This facilitates the use of an incremental and scalable method
throughout the process. All written rules are tested on-site to ensure that they
meet the needs of the person.

Raw data of each type of sensor and actuator are sent to the corresponding
controller, here on vera lite 3, Arduino, and Philips Hue Bridge whenever an
event occurs. The vera lite presents collected data of sensor events in standard-
ized formats such as XML or JSON. The format of raw data is (deviceId, value).
This represents a part of context acquisition. For example:

(244; on) − (125; on) − (20; on) − (25; 9.586) (1)

The labelization and contextualization transform them in the following sequence:

(ToiletRoomMotion1; on)
(ToiletCarpetPression; on)
(ToiletWaterF lush; on)
(TV PowerMeter; 9.586) (2)

The processing context analyzes each of the information received, groups
it by pattern, and then sends it to the reasoning context for the application
of the assistance rules. At each iteration, the context of the person’s profile is
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consulted, and the relevant information associated with the current scenario is
therefore included in the treatment context. The label (2) becomes

if(ToiletWaterF lush == on && ToiletCarpetPression == off) then action
(3)

Each pattern is translated by rules written in Drools language, where cron
jobs monitor the arrival of events. Figure 3 shows an example of a notification to
the person. This rule urges her to ask him to return to bed if she is up for 25 min
between 0 am to 6 am. Reminders are gradually displayed every 10 min if she is
not in her bedroom. An audio recording is played in case of complications. This
recording is the voice of a caregiver asking her not to go outside and reassuring
her before inviting her to go back to bed. Its operations are set up in the context
manager and the context processing. All this information is stored in a database,
iteratively and continuously in this vocal message.

Fig. 3. Partial view of nighttime wandering assistance rule.

To ensure the reliability of the system, a mechanism for managing faults and
errors is put in place. The system can inform about its status and indicates what
problems it encounters. In this case, a ping and pong program allows the set to
test the state of the controller and the middleware. In case of failures, an email
is sent to inform the caregiver about the situation. An additional layer has been
added to inform the remaining battery level (here 28% was chosen). Another
remote ping system is used to check the state of the local computer where the
application is installed. The middleware sends pong messages every 10 s in the
form of heartbeats to notify of its proper functioning. This information is stored
in a file, every 15 s a cron job reads this file. In case of problems, an alert email
is sent to inform about the state of the system to put a quick solution in place.
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Fig. 4. Time spent per hour and per room between 8 pm and 8 am.

5 Results and Discussion

During all these 5 weeks, the system collected data continuously on 7/7 and
24/24. The data relating to the test days after the installation of the sensors and
after the installation of the actuators have been removed from the dataset. A
breakdown of electrical energy occurs for 1 day, leading to 2 days out of order. So
in total 5 days of data were excluded. The results presented in this section focus
on tracking the activities of the person during the night, that is, between 8 pm
and 8 am. A total of 1,827,789 entries were collected. After labeling and cleaning
(noise removal), synchronization, and network control information, membership,
in the SmartDomus during the experiment, the data went to 1 523 656 entries.
Then the restriction of night hours gives a total of 360 174 rows of data. Each
data line represents an event produced by the person and captured by a sensor.

Figure 4 shows the average duration of the senior’s presence per room for
each night during the entire experiment. It shows that she spends more time in
her bedroom than in other rooms. We classify nights into three groups, group of
nights. The first group, the better night, is composed of nights of less than 6 h
spent in the room. Among others, there are 7, 8, 12, and 13 June. The second,
the average night is composed of nights about 8 h (6, 14 ...) in the bedroom. The
third group corresponds to about 10 h per night.

Figure 5 shows the time spent outside the bedroom in minutes per night. The
calculation is made from the moment the senior is lying on her bed and comes
out to satisfy any need. The notion of lying on the bed is defined as a continuous
period, the only activities observed are those on the bed. This calculation makes
it possible to observe the nights when she spent more time outside her room.
The graph shows that during the night of July 8 she spent 310.35 min, about
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Fig. 5. Time spent out of the bedroom.

5 h, out of her room. Another relevant night is the night of June 12 when she
spent 201.54 min, 3 h, out of the bedroom.

Fig. 6. Number total of exits out of the bedroom.

The time outside the bedroom is linked with the number of times she leaves
her bedroom once she is lying down. Figure 6 shows the number of times per
night she left the bedroom. Overall, it appears that this corresponds to past
periods out of the bedroom. The diagram shows that on the night of July 8, she
left her bed 9 times. Thus, Figs. 5 and 6 allow us to conclude that on the night
of June 12 she left the bedroom 4 times, and was more than 201 min out of it.
The night of July 8th shows that she has been out of the bedroom 9 times and
has made more than 310 cumulative minutes out of the bedroom.
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Based on the information collected, and the analysis carried out, a grouping
of nights was proposed. Three categories have been identified. The first is the
better night category, these are nights where the number of exits after the couch
is less than 3 and the cumulative total duration of the exits is less than 30 min.
The second category is corresponding to so-called average nights. An average
night is a night whose number of trips is between 3 and 5 and the duration is
less than 180 min. The last category is the bad night category, considered to
be the one where the exit number is greater than 5 and the total duration is
greater than or equal to 180 min. These criteria are suggestive and are suggested
only based on observations made. Figure 7 shows the proportions of the different
nights.

Fig. 7. Proportion of night.

According to these criteria, it follows that the percentage of average nights
is quite high. Changing the cumulative total of times per exit can easily switch
days from one category to another. For example, the transition from 180 min to
120 min for the average day’s category will considerably increase its percentage.
So these values are more influenced by the duration rather than the number of
times she went outside her bedroom.
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6 Conclusion

This paper described home-based experimentation. During several weeks, the
non-intrusive and quiet system deployed collected through sensors and actuators
information on the activities of the daily living of the person. The analysis and
evaluation of the results show that the performance of the proposed architecture
meets the requirements of context-aware systems. On the other hand, analysis
of the data on the night activities makes it possible to understand nocturnal
wandering behaviors from a data point of view. Experimental data revealed
night patterns specific to the user.
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Abstract. The PROMISS application is specifically built to let older
adults keep track of their diet and protein intake. To improve the user-
experience of this application, we study how machine learning algorithms
can be used to recommend meals and products based on historical data.
An intelligent workflow is designed which combines five different algo-
rithms that recommend suitable meals and products. These algorithms
are trained and tested using data from a previous user study with the
PROMISS application. The change in user-experience is measured by the
numbers of clicks needed to enter a meal in the application. Two differ-
ent variants of the new application, namely, one using only the two new
recommended meals and the other using both the two new recommended
meals plus the old recommended meal, are compared with the old appli-
cation. It was found that both new applications reduce the number of
clicks and thus increase the user-experience of the application.

Keywords: Recommender systems · Diet tracking · Machine
learning · Association rule learning

1 Introduction

Over the last few years, the usage of technology in the lives of older adults has
increased significantly. An example of this is PARO: the famous seal that is
used in elderly homes as a companion robot and a therapeutic tool. Research
showed that the older adults were willing to interact with PARO and that this
interaction improved their physical activity [12].

Technology can also be used in order to stimulate a healthy lifestyle, for
example meal planning systems. Such an application has been created for the diet
trial of the PROMISS project [17]. The PROMISS diet trial aims on increasing
the protein intake of older adults with a relatively low protein intake [19]. One
of the risks of a low protein intake is a rapid loss of muscle mass [10].

The PROMISS application is meant for daily usage during the diet trial. For
each user, the application is personalized with the help of their personal diet
plan created by the dietitians of the PROMISS project. Using a progress bar,
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the total amount of protein consumed by the user is visualized throughout the
day, helping the user complete their daily protein intake.

The PROMISS application that was used in the diet trail included meal rec-
ommendations based on the user’s diet plan and previous input [17]. In this
project the possibility of improving the user-experience by reducing the number
of necessary clicks to enter a meal is studied. This can be achieved by creat-
ing an intelligent workflow using machine learning algorithms that personalize
meal and product recommendations on regularities in historical data of users.
Furthermore, it has been shown that using computer tailored information per-
sonalized on the user, is more effective in promoting a nutritious lifestyle, than
general non-computer tailored information [11]. Thus, recommending meals in a
more personalized way improves the user-experience not only by increasing the
efficiency but also by making the recommendations more personalized.

First, background information about the PROMISS application and meal rec-
ommendation is discussed in Sect. 2. Second, the research methodology, including
a description of the data, is described in Sect. 3. Third, the different algorithms
are described in Sect. 4, together with an overview on how they work together.
In Sect. 5 it is discussed how the training data has been determined. Finally, the
conclusion and discussion can be found in Sect. 6.

2 Background

First, more details on the PROMISS application are discussed. Furthermore, an
overview of related work on meal and product recommendation is given.

2.1 PROMISS Application

As mentioned in the introduction, the PROMISS application is a system to
improve diet compliance for elderly users [17]. Protein points were used as a way
to represent the protein value of products and meals. The users of the application
could keep track of their diet by means of their protein points. The goal was to
stimulate users to eat enough protein each day by providing them with a progress
bar of the protein points they have gotten on a specific day or moment.

Before the diet trial, the eating habits of participants were monitored. Based
on this information a diet plan, including the personal protein need, for each
user was composed by a dietitian. For most participants, there were six eating
moments per day: three main meals and three snacks. The diet plan consisted of
one meal for each eating moment of the day, and it was the same for each day.
The users each received a tablet with their personalized application. They were
instructed to fill in meals they have eaten for each eating moment for a specific
period of time. The original application contained three ways of entering meals:

– The user can enter a meal via the meal composer. They can replace, remove
or add products from the recommended meal. When the user has switched a
product for three times or more for the same product, the meal plan for that
eating moment is adjusted by replacing the product.
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– The user can directly enter the number of protein points eaten, without filling
in the products of the meal.

– The user can use the additionally provided foodbox to register intake of spe-
cific products.

This system also had disadvantages. Firstly, each day the recommended meal
was, in essence, the same. Secondly, when the user chose to deviate from the
recommended meal, (s)he had to enter this meal manually. This can be a time
depending task.

2.2 Meal and Product Recommendation

Technology is growing each day and is playing an increasingly larger role in our
lives. Whether needed for work, sharing pictures on social media or downloading
useful applications to make life easier, nearly everyone owns a mobile device [2].
Another thing that keeps growing is the problem of obesity and poor health.
Being obese causes the death of over four million people each year [4]. However,
it has been shown that obesity and health related problems can be prevented or
even reversed in some cases through good nutrition [18]. Because of the growing
use of technology and health problems due to obesity, there are quite some food
recommender tools on the market which all try to stimulate a healthy lifestyle.

Elsweiler and Harvey presented an approach to integrating nutrition in a
recommender system by grouping items, which together present a balanced
meal, rather than recommending individual items [13]. During this experiment
Elsweiler and Harvey gathered a taste profile of the participants, using data
including recipes and nutritional properties, which users could rate. One poten-
tial pitfall was that the users did not rate enough breakfast recipes, and it has
not been further researched how to improve the recommendation for breakfast
meals.

Furthermore, the approach of Elsweiler and Harvey did not contain any
research on the usage of the application by older adults [13]. The system ‘Nutri-
tion for Elder care’ (NutElCare) by Espin, on the other hand, has been especially
designed for older adults [14]. In the last few years, the usage of technologies
among older adults has increased substantially. Which caused a higher willing-
ness of using these kinds of technologies, such as food recommender systems, in
their daily lives [14]. NutElCare uses knowledge-based techniques and require-
ments of the user to generate a recommendation of items. Furthermore, the user
can rate meals which are used to calculate similarity scores between meals.

Many food recommender tools rely on the input from users. See, for example,
work by Freyne and Berkovsky, whose recommender system use ratings on both
recipes and food items [15]. Or the food recommender system from Professor
Aberg, whose system uses collaborative filtering to predict a user’s taste opinion
on a recipe that the user has not yet rated based on other ratings [8]. Disadvan-
tages of these systems are the lack of willingness of rating meals and the lack of
rated meals for specific categories. No examples are found of systems that rely
purely on historical data on eating habits of the users.
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3 Method

This research studies whether personalized recommendations improves the user-
experience of a diet tracking app. To do so, data from the PROMISS application
used in the PROMISS diet trial is used. This data is described in the next section.
The evaluation of the designed algorithms is explained in Sect. 3.2.

3.1 Data Usage

The data that is used has been gathered from the users that participated in the
PROMISS diet trial [16]. The data has been anonymised in order to maintain
the anonymity of the participants. When designing the five algorithms, the data
of the protein products, the activity logging of the user and the day totals of the
protein points is used. From the activity logging data, especially the data where
the user fills in a meal using the meal composer are important for this research.
This data contains all information (e.g. product and portion size) on the meals
that are entered in the meal composer.

Furthermore, not all data of all participants is used. In the tablet study of the
PROMISS diet trial, 36 participants were considered active users [16]. The data
varies from 27 days as the least amount of data and 240 days as the most amount
of data. However, some people did not use the meal composer for the majority
of the time. They entered the number of protein points without the products
their meal consisted of. Therefore, the percentage of meals entered using the
meal composer has been calculated for each participant. It has been decided to
use a threshold of 70% and only use data of users above that threshold. Further
in this research, the 11 remaining participants are referred to as active users.

Subsequently, the period of training data has to be established. There needs
to be a balance between having enough data which can lead to logical recommen-
dations and containing the satisfaction of the user. During the training period
there cannot be personalized recommendations based on historical data and thus
this also needs to be taken into consideration. Until enough data is present, users
are considered ‘new users’. In the results section is explained how the training
period has been established.

3.2 Evaluation of the Task Completion Time

When evaluating the task completion time, the number of clicks when entering
a meal using the old application is compared to the number of clicks using the
new application. As mentioned, this new application is improved through the
use of five different algorithms which are explained in Sect. 4.

In Fig. 1, a screenshot of the meal composer in the old application is shown.
On the left all products in the recommended meal are shown. When clicking on
the blue button below the meal (‘add a new product’), the categories of products
appear on the right. By clicking on a category, the top 5 most used products
for that user appear followed by all products in alphabetical order. By clicking
on a product, this product will be added to the meal and the right part of the
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Fig. 1. Screenshot of the meal composer

screen is emptied again. Moreover, if a user wants to replace a product in the
meal, (s)he can click on that product and all products from the same category
will appear, with the right amount so that it contains the same protein value as
the original product. In Algorithm 1 it can be seen how the number of clicks is
acquired using the old application.

For evaluating the number of clicks for the new application, the test data
is used to acquire the chosen meal. From the logging data of the user, it can
be determined what products have been added or deleted to the recommended
meal, this way the chosen meal can be acquired. Furthermore, the two per-
sonalized recommended meals obtained using the newly created algorithms are
used. For the evaluation, the meal that resulted in the least number of clicks is
used. A difference between the old and the new application can be seen in Algo-
rithm 2: adding a product can also lead to two clicks when a product is chosen
from the predicted product list which is acquired using a machine learning algo-
rithm named association rule learning. When comparing the number of clicks

Algorithm 1. Pseudocode number of clicks old application
1: Initialize a recommended meal for user
2: if user replace/add product then
3: if product can be replaced with product from same category then
4: Clicks += 2
5: else
6: Clicks += 3
7: end if
8: end if
9: if user removes product then

10: Clicks += 1
11: end if
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Algorithm 2. Pseudocode number of clicks new application
1: Initialize recommended meals for user
2: if user replace/add product then
3: if product can be replaced with product from same category then
4: Clicks += 2
5: end if
6: if product is in advised product list then
7: Clicks += 2
8: else
9: Clicks += 3

10: end if
11: end if
12: if user removes product then
13: Clicks += 1
14: end if

between the old application and the new application, a two-sided test for the
null hypothesis that two independent samples have identical average expected
values is conducted. The test assumes that the samples have identical variances.

4 Implementation

Five different algorithms have been designed and composed together such that
it creates an intelligent workflow. The code of the algorithms and the evaluation
of the algorithms can be found on GitHub [1]. The algorithms are implemented
in Python 3.7.6 [5]. In this section, an overview of the general workflow and a
description of the five algorithms is given.

4.1 Overview and General Flow

The basic working of the five algorithms is as follows:

– The preset algorithm computes the 10 most used presets from all active
users. In this context, a preset is a combination of categories which often occur
together. From these categories the algorithm creates a meal by looking at
the most used products within these categories.

– The protein points algorithm is only used for meals filled in for dinner
and the evening snack. The algorithm looks at how much points the user has
still left for that day and recommends a meal within a range of these points.

– The core + addition algorithm considers products which are often used
together in one meal. From this, one core of two products is chosen. Further-
more, the additions are products that appear in the same meal as the core.
Combining the core and some additions, one meal is created.

– The preference algorithm is used to recognize people with a vegetarian or
a pescatarian diet. Where vegetarians exclude both meat and fish from their
diet, pescotarians do eat fish but not meat. This knowledge can be used to
match their recommended meals with their preference.
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– The association rule learning algorithm is used when the user decides to
add or replace a product. Machine learning is used to discover relationships
between the products from the current composed meal and all products in
the database. These relationships can be used to predict the next product.

Figure 2 shows how the five algorithms are combined into one intelligent
workflow. The colors which appear in the flowchart each advocate a different
algorithm. The preset and protein algorithm have been combined together, which
later is explained in detail.

Fig. 2. Flowchart of general workflow

The first step of the flowchart is to enter a username to decide whether the
user is an old or a new user. This is a crucial step, because the data used in the
algorithms is different for new and old users. New users do not have historical
data which can be used by the algorithms. In total there are two recommended
meals. First, for old users, the preference algorithm is used to acquire the diet
preference of the user. Then the two meals are deducted using a combination of
the preset/protein and the core + addition algorithm. Both algorithms take into
account the diet preference. The preference algorithm cannot be used for new
users, hence the question whether the user’s diet is vegetarian or pescatarian is
asked. The two meals for new users are deducted using only the preset/protein
algorithm and taking into account the diet preference.

Subsequently, the two meals are presented to the user. The user can add,
replace or remove products from the recommended meal. In order to speed up
this process, products are predicted using the association rule learning algorithm.
This algorithm is used to acquire relationships between the products present in
the meal and all the products in the database of the application. Based on these
relationships a product is recommended to the user.
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4.2 Preset/Protein Algorithm

The preset/protein algorithm is used to recommend the first meal to old users
and to recommend both meals to new users. However, the working of the algo-
rithm is slightly different for old and new users. Figure 3 shows the workflow of
this algorithm. The first step in the flowchart is to retrieve the eating moment
which the user wants to enter a meal for, this is due to the fact that for the
eating moment ‘Avondeten’ (dinner) or ‘Tussendoor avond’ (evening snack) the
protein algorithm is used and in other cases the preset algorithm is used.

Assume the flow for the protein algorithm is followed, both the data of the
user’s day totals of protein points and the protein need is used in order to gather
the amount of protein left. If this amount needs to be split between the two eating
moments, then ‘Avondeten’ uses 75% of this amount and the ‘Tussendoor avond’
25%. Afterwards the check whether a user is old or new occurs, because if the
user is old, their own meals are used in order to gather all meals for the specific
eating moment. If the user does not have this data, meaning the user is a new
user, the meals of all active users is used.

The meals for the specific eating moment are divided into clusters using K-
means clustering. This machine learning algorithm clusters data by trying to

Fig. 3. Flowchart of preset/protein algorithm
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separate samples in groups of equal variances (using [7]). It requires the number
of clusters to be specified, therefore a range between 2 and 40 has been chosen
and for each number of clusters k-means is used. The best silhouette score is
commonly used as a factor to determine the appropriate number of clusters. For
each cluster number the silhouette coefficient is calculated and plotted (using [3]).
Using this plot, the highest silhouette coefficient is determined and therefore the
appropriate number of clusters. Subsequently, based on the amount of protein
left, it is decided which cluster is closest to this amount. The meals from this
cluster are then examined whether they match the user’s diet preference, and the
occurrences of the meals are gathered. These occurrences are used as probability
in order to choose a recommended meal using a random choice method [6].

For the other eating moments, the flow from the preset algorithm is followed.
Presets are categories of products which often occurs together in the eating
pattern of each user. For a Dutch person this could be the standard AVG (Aar-
dappelen - starch, Vlees - meat but also includes fish/veggie, Groenten - greens)
meal. The algorithm transforms each meal from all users for a specific eating
moment into a list of the categories of the products. The 10 most used presets
are selected. The approach on how to retrieve the recommended meal is different
for old and new users.

If the user is old, the distribution of the presets in their own meals is cal-
culated. The distributions are used as probabilities in order to choose a preset
using the random choice method. For each category of the chosen preset, the
most used products are gathered from all eating moments. Next, with a similar
method a product is chosen for each category. The products that do not match
the users diet preference are deleted. The products that do not appear at least
one time in the specific eating moment are also deleted. Using the occurrences
of the most used products in the meals from the user, one product for each cat-
egory in the preset is chosen using the random choice method again. By adding
all products together, the recommended meal is assembled.

If the user is new, so the user has not finished their training period yet, the
distribution of the presets in all the meals of all users is used in order to choose
a preset using the random choice method. Subsequently, the most used products
for each category are gathered using all active users. From this moment, the
algorithm continues the same as before. This way, users without historical data
also receive a recommended meal.

4.3 Core + Addition Algorithm

The core + addition algorithm is used to recommend the second meal to old
users. The preset algorithm can be used for new users, using data from all active
users, however the core + addition algorithm is not modelled to be able to do
this. Therefore, this algorithm is only used for old users.

According to the flowchart in Fig. 4 the first step in this algorithm is to col-
lect all unique meals the user has filled in for a specific eating moment. From the
unique meals, all unique two-product combinations are gathered. The combina-
tions that do not match the user’s diet preference are deleted. For each unique
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Fig. 4. Flowchart of core+addition algorithm

two-product combination, the occurrences in all meals from the specific eating
moment from the user is collected. Using the occurrences as probabilities, one
core is chosen using the random choice method. Subsequently, the algorithm goes
through each meal from the specific eating moment where the core is present
and gets the occurrences of all additions (consisting of one product) from these
meals. The additions that do not match the user’s preference are deleted. At
last, three additions are collected using the random choice method and their
occurrences as probability. The three additions and the core together form the
recommended meal.

4.4 Preference Algorithm

The preference algorithm is important for both the preset/protein algorithm
and the core + addition algorithm. The algorithm predicts the diet preference
of the user and therefore prevents that recommended meals for people who eat
vegetarian or pescatarian contain meat or fish products. This algorithm can only
be used for people who have historical data, namely the old users.

First, as is shown in Fig. 5, the algorithm collects all the meals the user has
filled in and checks for every meal whether all products in the meal are vegetarian
or pescatarian. Beforehand it has been decided for every product in the protein
products database whether a product is vegetarian, pescatarian or neither. If
the percentage of vegetarian meals is above 99%, then the user’s preference is
vegetarian, this is the same for a pescatarian preference. The threshold of 99%
is chosen because it would be a pitfall if the threshold is not high enough and
thereby will wrongly delete meat or fish products from a user’s recommended
meal who mainly but not entirely eats pescatarian or vegetarian. However, 100%
is not used, as sometimes participants might eat something that does not match
their diet preference, but still have this as a preference.
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Fig. 5. Flowchart of preference algorithm

4.5 Association Rule Learning Algorithm

The application is not only improved on the part of recommending meals, but
also when the user chooses to alter the recommended meal by adding products.
As can be seen in Algorithm 1, it takes the user three clicks for adding a product
which is not from the same category as the product the user wants to replace.
In order to reduce this to two clicks, the association rule learning algorithm is
used. In Algorithm 2 it can be seen that when a user wants to add a product
which is in the advised product list, it takes the user only two clicks.

There are different software implementations of the association rule algo-
rithms. This research uses the Apriori association rule algorithm created by
Christian Borgelt [9]. It proceeds by identifying the frequent individual items
in a database, hence it is chosen to use this algorithm in order to improve the
addition of products. The Apriori implementation uses transactional data and
generates frequent item sets from within this data in order to create association
rules from these item sets [20]. An antecedent is an item found within the data,
in this case a product or combination of products, a consequent is an item found
in combination with the antecedent. In the algorithm where Apriori has been
implemented, a list is created including all consequents with a minimum support
of 0.05. The support is then used as probability and using random choice two
consequents are collected. For at most 5 randomly chosen products present in
the current meal, their 5 consequents are collected and presented to the user,
which can help them choose products for their meal.

5 Results

As mentioned in Sect. 3, the available data has been split into training and
test data. This section discusses how the training period has been established.
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Furthermore, the number of clicks of both the old application and the newly
created algorithms are presented.

5.1 Training Data Duration Results

As previously has been discussed, a balance between having enough data which
can lead to logical recommendations and containing the satisfaction of the user
needs to be taken into consideration when establishing the training period. In
this research the preset algorithm has been used in order to find this balance.
The data of all users has been used to calculate the presets from week 0 until
week 35. Week 35 being the number of days all users have used as a maximum.
For each week the presets were compared to the final preset, which uses all the
data from all users. The percentage of matching presets has been calculated and
visualized in the graphs in Fig. 6. It has been calculated for three eating moments,
for ‘Ontbijt’ (breakfast), ‘Lunch’ and ‘Avondeten’ (dinner). This shows that for
each eating moment 80% is quickly reached, afterwards the increment goes slower
until it reaches 100%. For both lunch and dinner, the 100% mark takes a lot of
time to reach. It makes sense in order to maintain the satisfaction of the user,
to not choose 100% as a threshold. Taking lunch into consideration it is best to
continue to 80%. It can be concluded that 80% is the right percentage, according
to the graphs each eating moment quickly increases until 80%. Therefore, it has
been decided to use 80% as a threshold, which means the training period is 10
weeks since the presets for lunch reaches this threshold at 10 weeks. Because
of this, not all data can be used to evaluate the number of clicks, since some
participants did not fill in meals for the whole training period. Moreover, some
participants are excluded as bugs in the application makes their data unreliable.
Thus, the remaining data that is used in for this study are from 7 users.

Fig. 6. Similarity scores for presets ‘Ontbijt’, ‘Lunch’ and ‘Avondeten’

5.2 Results on the Number of Clicks

Algorithm 1 and Algorithm 2 show how the number of clicks can be calculated for
the old and new application. In this section the results of the number of clicks are
shown. For the new application, two different approaches have been used. First,
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Table 1. Comparison number of clicks old application and both new applications.

Breakfast
(n = 81)

Morning
snack
(n = 61)

Lunch
(n = 41)

Afternoon
snack
(n = 13)

Dinner
(n = 43)

Evening
snack
(n = 12)

All meals
average

Old 4.8
(SD = 4.32)

6.7
(SD = 5.06)

10.1
(SD = 6.81)

5.4
(SD = 3.11)

9.62
(SD = 4.55)

3.66
(SD = 3.60)

6.71
(SD = 4.57)

New (2) 2.8
(SD = 3.47)

4.1
(SD = 5.56)

7.88
(SD = 5.56)

4.8
(SD = 3.26)

7.15
(SD = 4.18)

4.08
(SD = 2.33)

5.135
(SD = 4.06)

New (3) 2.16
(SD = 2.77)

3.72
(SD = 4.94)

7.2
(SD = 5.54)

4.6
(SD = 3.36)

6.33
(SD = 3.86)

2.9
(SD = 1.76)

4.48
(SD = 3.71)

Table 2. Comparison p-value and t-test old application and both new applications.

Breakfast
(n = 81)

Morning
snack (n = 61)

Lunch
(n = 41)

Afternoon
snack (n = 13)

Dinner
(n = 43)

Evening snack
(n = 12)

All meals
average

New (2)/Old p-value 0.004* 0.026* 0.126 0.627 0.093 0.74 0.269

t-test 2.904 2.247 1.545 0.492 1.698 −0.336 1.425

New (3)/Old p-value 8.715−05* 0.004* 0.048* 0.475 0.005* 0.325 0.142

t-test 4.028 2.969 2.01 0.726 2.87 1.007 2.298

the new application including the two meals resulting from the preset/protein
algorithm and/or the core + addition algorithm. Secondly, a new application
including three meals is evaluated. The third meal is the meal recommended in
the old application and the two meals are the same as in the other new variant.

In Table 1 the mean average and the standard deviation of the number of
clicks are shown. In the first row, the number of evaluated meals is presented.
Looking at this table, it can be concluded that for each eating moment, the new
application results into a lower number of clicks. Except for the eating moment
‘Tussendoor avond’: only the new application using three meals is lower than
the number of clicks of the old application. Furthermore, the number of average
clicks (M = 4.48, SD = 4.06) is even lower using the application using three
meals than the application using two meals.

In Table 2 the results from the t-test comparing the new and old applications
are shown The p-values which are significant (p < 0.05), are indicated with an
asterisk. The majority of the p-values of the new application using three meals
are statistically significant. For example, the participants who filled in a meal
for ‘Ontbijt’ (breakfast) and used the new application using three meals (M =
2.16, SD = 2.77) compared to the participants who used the old application (M
= 4.8, SD = 4.32) demonstrated significantly better scores (p-value = 0.004).

6 Conclusion and Discussion

To improve the user-experience for a diet tracking app, this research aimed to
reduce the number of needed clicks to enter a meal in the application. As a use
case we used the application that is used in the PROMISS diet trial and the data
that is gathered during that study. The results show that it is possible to reduce
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the number of clicks by improving the recommendation of meals/products. For
most of the meals, this reduction is significant. The application using three rec-
ommended meals performs even better than the application using two recom-
mended meals. Logically this can be explained by the fact that because it includes
the same meal as the old app, the number of clicks can never be higher.

However another explanation of why the application using three meals per-
forms better is the case that the chance of a recommended meal which matches
the users meal, increases when the number of recommended meals rises. It could
be that adding more meals even reduces the number of clicks further because of
this chance. However, displaying this in a user-friendly way is challenging due to
the limited screen size of a tablet or smartphone. With the previously studied
version of the application [16] it was found that the elderly users were success-
fully able to use the application. With only a limited change to the lay-out of
the meal composer, to include three menus instead of one, we do not think that
this will change. However, it is important that, before using it in a live setting,
we test the new lay-out with users from the target group.

In this research historical data from a previously performed study was used.
However, using live data might give different results, for example for the associa-
tion rule learning algorithm. For example, the order of deleted or added products
could not be taken into consideration in this research, but this could lead to a
different list of advised products, which could lead to a higher or lower number
of clicks. Furthermore, it could be interesting to take the time of scrolling for
products into consideration. This is also an important factor for the time spend
on the task of entering a meal, and thus could further effect the user-experience.

Moreover, when the new application will gain users, the number of active
user’s needs to be set to a specific number of users which represent the whole
population. When dealing with new users, both the protein and the preset algo-
rithm uses data from active users in order to create a recommended meal. When
the number of active user’s rises, this could take too much time. Further research
could investigate an appropriate number of users which represent the whole pop-
ulation of users.

This research shows that an intelligent workflow for recommending meals and
products within a diet tracking app reduces the number of clicks needed to enter
a meal. Although other measures such as time needed for scrolling could not be
taken into account due to the lack of a live experiment, this research provides a
first step in making a more intelligent diet tracking system that can be used in
interventions or trials.
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