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Abstract. Word sense disambiguation (WSD) plays an important role, in increas-
ing the performance of NLP applications such as information extraction, infor-
mation retrieval, and machine translation. The manual disambiguation process by
humans is tedious, prone to errors, and expensive. Recent research in Amharic
WSD used mostly handcrafted rules. Such works do not help to learn differ-
ent representations of the target word from data automatically. Moreover, such a
manual disambiguation approach looks at a limited length of surrounding words
from the sentence. The main drawback of previous works is that the sense of
the word will not be detected from the synset list unless the word is explicitly
mentioned. Our study explores and designs the Amharic WSD model by employ-
ing transformer-based contextual embeddings, namely AmRoBERTa. As there
is no standard sense-tagged Amharic text dataset for the Amharic WSD task,
we first compiled 800 ambiguous words. Furthermore, we collect more than 33k
sentences that contain those ambiguous words. The 33k sentences are used to
finetune our transformer based AmRoBERTa model. We conduct two types of
annotation for our WSD experiments. First, using linguistic experts, we annotate
10k sentences for 7 types of word relations (synonymy, hyponymy, hypernymy,
meronomy, holonomy, toponymy, and homonymy). For the WSD disambiguation
experiment, we first choose 10 target words and annotate a total of 1000 sentences
with their correct sense using the WebAnno annotation tool. For the classification
task, the CNN, Bi-LSTM, and BERT-based classification models achieve an accu-
racy of 90%, 88%, and 93% respectively. For the WSD task, we have employed
two experiments. When we use the masking technique of the pre-trained contex-
tual embedding to find the correct sense, it attains 70% accuracy. However, when
we use the FLAIR document embedding framework to embed the target sentences
and glosses separately and compute the similarities, our model was able to achieve
71% accuracy to correctly disambiguate target words.
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1 Introduction

Natural language processing (NLP) is a field of artificial intelligence that assists comput-
ers in understanding, interpreting, and manipulating human language. Natural language
is now being used to exchange information among humans and has now reached the
extent of being an evolution criterion for technology (Reta 2015). To properly access
and understand the information on the internet, there is a need for people all over the
world to be able to use their language. This requires the existence of NLP applications
such as machine translation, information retrieval, information extraction, and others.
These downstream NLP applications rely on tools such as word sense disambiguation
for their reasonable performance.

Most of the words in natural languages are polysemic, which means that they have
several meanings (Hassen 2015). Ambharic is one of the languages that have many words
with multiple meanings. It is like other Semitic languages with a morphologically com-
plex structure (Senay 2021). The ability to recognize the meaning of a word from its
context and solve the ambiguity is one of the most difficult problems in natural lan-
guage processing (Alian et al. 2016). Ambiguity is defined as a word, term, notation,
sign, or symbol interpreted in more than one way (Mindaye et al. 2010). Word Sense
Disambiguation is a hard and challenging task in NLP, intending to determine the exact
sense of an ambiguous word in a particular context (Huang et al. 2019). When WSD is
used in conjunction with other NLP approaches, it improves the efficiency of identifying
accurate keywords for use as features in classification, searching, and many more NLP
application (Senay 2021).

Knowledge-based, corpus-based, and hybrid machine learning methods are the main
categories of approaches for WSD tasks (Pal and Saha 2015). Knowledge-based WSD
approaches are based on different knowledge sources such as machine-readable dictio-
naries (WordNet), thesauri, etc. LESK, semantic similarity, selection preference, and
heuristic are the main algorithms for knowledge-based approaches. There are two sets
of data for training and testing in supervised approaches. This approach to WSD systems
employs machine learning techniques based on manually created sense-annotated data.
The training set, which consists of examples related to the target word, could be used
to learn a classifier. The supervised approach includes techniques such as Naive Bays,
decision lists, and K-nearest neighbor algorithms. Unsupervised WSD methods do not
rely on external knowledge sources, machine-readable dictionaries, or sense-annotated
data sets, rather, they use the information found in un-annotated corpora to differentiate
the word meaning.

Recently, contextual embedding methods like BERT, ELMO, and GPT-2/3 learn
sequence-level semantics by considering the sequence of all the words in the input sen-
tence (Chawla et al. 2019). These methods are characterized by their high performance,
and the ability to extract a lot of information from raw text. These recent language mod-
els, especially the BERT model is trained to predict the masked word(s) of the input
sentence (El-razzaz et al. 2021). To weigh, the relationship between each word in the
input sentence and the other words in the same sentence, BERT learns self-attention by
giving a vector for each word. The vector represents the relationship of one word with
other words in the input sentences and is used to generate word embedding. In this work,
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we have employed AmRoBERTa, a RoBERTa model trained for Amharic (Yimam et al.
2021).

2 Related Works

The research by Kassie (2009) tried to demonstrate WSD for Amharic language using
semantic vector analysis. A total of 865 words were selected from the Ethiopian Ambharic
language legal statute documents. Instead of using sense-tagged words, the researcher
evaluates WSD using pseudo-code words (artificial words). The developed algorithm
outperformed the one used by Lucene, according to their comparison of the two. The
achieved result is an average precision and recall of 58% and 82%, respectively. The
author recommended developing resources such as Corpora, Thesaurus, and WordNet,
that could be useful to advance the research in information retrieval, and word sense
disambiguation.

Mekonnen (2010) conducted the Amharic WSD study using a corpus-based, super-
vised machine-learning approach. The author used the Naive Bayes algorithm for
Ambharic WSD to classify a word to its correct sense using Weka 3.62 package in both
the training and testing phases. A total of 1045 English sense examples for the five
ambiguous words were gathered from the British National Corpus (BNC). The dictio-
nary is used to translate the sense illustrations back into Ambharic. For each sense of the
ambiguous word, a total of 100 sentences were collected where the accuracy achieved
ranged from 70% to 83.5% for all classifiers.

Assemu (2011) tried to develop corpus-based Amharic WSD through the use of unsu-
pervised machine learning. A total of 1045 English sense examples for the five ambigu-
ous words were gathered from the British National Corpus (BNC). Using the Amharic-
English dictionary, the sense examples were converted to Amharic and prepared for
experimentation. The result showed that the accuracy of unsupervised Amharic WSD is
state-of-the-art result than the supervised machine learning approach, with an accuracy of
83.2% and 70.1%, respectively. For better Amharic WSD, the researcher recommended
using linguistic tools like the Thesaurus, Lexicon from WordNet, machine-readable
dictionaries, and machine translation tools.

Wassie (2014) utilized a semi-supervised learning strategy, and present a WSD proto-
type model for Amharic words. Unsupervised machine learning approach for clustering
based on instance similarity and supervised machine learning approach after unlabeled
data are applied. To cover all the senses of each target word available, annotated corpora
are highly insufficient. The development of the Adaboost Bagging and ADtree algo-
rithms perform at 84.90%, 81.25%, and 88.45%, respectively. The author concludes that
Semi-supervised learning using bootstrapping algorithm performs better.

The research by Hassen (2015) developed an Amharic WSD knowledge-based app-
roach based on WordNet to extract knowledge from word definitions and relationships
between words and senses. They manually created the Amharic WordNet for this study
and chose 2000 words, including ambiguous words. They carried out two tests to com-
pare Amharic WordNet’s impact with and without a morphological analyzer, and the
results showed an accuracy of 57.5% and 80%, respectively. A two-word window on
either side of the ambiguous word is sufficient for Amharic WSD, according to their
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research into the optimal window size. In this experiment, they have concluded that
Amharic WordNet with a morphological analyzer can have better accuracy than without
a morphological analyzer. They recommended automatic the development of Ambharic
WordNet and to apply a hybrid approach.

Tesema, Tesfaye and Kibebew (2016) applied supervised machine learning tech-
niques to a corpus of Afaan Oromo language to automatically gather disambiguation
information. This method is known as a corpus-based approach to disambiguation. To
determine the prior probability and likelihood ratio of the sense in the provided con-
text, they have utilized the Naive Bayes approach. A total of 1240 Afaan Oromo sense
examples were gathered for the chosen five ambiguous words, and the sense examples
were manually tagged with their appropriate senses. The author used a corpus of Afaan
Oromo sentences based on the five selected ambiguous words to acquire disambiguation
information automatically. The system attains an accuracy of 79%, and it was discovered
that the Afaan Oromo WSD can handle four words on either side of an ambiguous target
word.

Siraj (2017) attempts to develop a system for word WSD that uses data from Word-
Net and tagged example sentences to determine the sense of ambiguous Ambharic words.
Information from WordNet was extracted using the LESK algorithm and Python pro-
gramming. The WordNet is made up of 17 ambiguous words from various classes, along
with developed synonyms and glossary definitions. Based solely on the Jaccard Coef-
ficient and Cosine Similarity, Amharic WSD’s accuracy performance reached 84.52%
percent and 85.96%, respectively. The average accuracy of the Jaccard Coefficient with
Lesk scores is 89.83% which is a better result, compared to cosine similarity with LESK
(86.69%). The researcher suggests for future work to use the Adaptive LESK algorithm
and improve the performance of the WSD system.

Mulugeta (2019) attempts to develop an Amharic WSD system that uses Amharic
WordNet hierarchy as a knowledge base. They use context to gloss overlap augmented
semantic space approach. Most previous research on Amharic WSD focused on verb
class; yet, Mulugeta (2019) tried to solve all open classes (verb, noun, adverb, and
adjective) by developing WordNet. The WordNet contains about 250 synsets and does
not include all relationships for single-sense words in the WordNet. The main challenge
in this study was the unavailability of lexicon resources (WordNet), and the stemmer
algorithm used in the preprocessing does not cover all exceptions and has limitations
in returning the root word. Experimental result shows that context-to-gloss followed by
augmented semantic space has achieved the highest recall of 87% and 79% for three
target words at word and sentence level respectively. And the highest average accuracy
of 80% and 75% at word-level and sentence level are achieved by this approach. Their
recommendation is to develop a better stemmer or morphological analyzer and fully
constructed WordNet containing relationships for non-ambiguous words.

Tadesse (2021) proposed a machine learning based WSD model for the Wolaita
language. A total of 2797 sense instances were gathered to complete the investiga-
tion. Language specialists assessed the acquired data before creating five datasets for
five ambiguous words, including “Doona,” “Ayfiya,” “Aadhdha,” “Naaga,” and “Ogiya.”
They used quantitative and experimental research to discover the ideal machine combi-
nation algorithms for learning and methods for extracting features. AdaBoost classifier
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utilizing BOW, TF-IDF, and Wor2Vec features as an extraction approach and the Sup-
port Vector Classifier, Bagging, Random Forest Classifier, and AdaBoost as classifier
for the five datasets. In this study, precision and recall were used as the primary metrics
for evaluation. Support Vector Classifier and Bagging classifiers with TF-IDF obtain an
accuracy of 83.22% and 82.82%, respectively.

Recently, Senay (2021) has developed Amharic WSD by using a deep-learning app-
roach. A total of 159 ambiguous words, 1214 synsets, and 2164 sentence datasets were
used to create three distinct deep learning algorithms in three separate experiments. As a
methodology, they used a design science research strategy. The author used different deep
learning models for classification such as LSTM, CNN, and Bi-LSTM that are trained on
the dataset using different hyperparameters. The results showed that LSTM, CNN, and
Bi-LSTM obtained 94%, 95%, and 96% accuracy during the third experiment, respec-
tively. But for disambiguation, they used handcrafted rules without applying any model.
To increase the performance of the model, using lemmatization in the preprocessing,
and using an attention mechanism are recommended.

Generally, Amharic word sense disambiguation was done by different researchers
using different machine learning approaches. However, there is no easy and automatic
Ambharic word sense disambiguation, and there is no research that used the transfer learn-
ing algorithm for the disambiguation purpose. Generally, most of the literature tries to
develop Amharic WSD but there is a gap in solving the problems of word sense. Most of
them follow a manual approach for extracting word sense. Recent research used hand-
crafted rules or directly fetching the meaning of an ambiguous word from the synset
list or in the WordNet but did not learn different representations from data automat-
ically. The WSD developed by researchers requires manually labeled sense examples
for every word sense. Previous researches also require defining features explicitly; but
transfer learning algorithms aim to learn different representations from data automati-
cally (Bouhriz et al. 2016); solve ambiguity problem based on sentence semantics. In
this research, we attempt to employ transfer learning for Amharic WSD.

3 Ambharic Language

Ambaric is one of the northern Semitic languages in the part of the Afro-Asiatic families
and it becomes a countless contribution in the area of literature in the 17™ century up
to the 19" century (Kebede at el. 1993). After Arabic, Amharic ( Ae9¢%) is the second
most broadly spoken Semitic language (Gezmu et al., 2019). In addition, the language
has a significant number of speakers in all regional states of the country (Salawu and
Aseres 2015) and also in Canada, the USA, Eritrea, and Sweden (Mulugeta 2019).

3.1 Ambharic Writing System

The Amharic language has its own alphabet, known as & €a/fidél, which was inherited
from the Geez. & ¢a/Fidil is a syllabary writing system in which the consonants and
vowels coexist within each graphic symbol. Unlike most Semitic scripts such as Arabic
and Hebrew, Ambharic fidél is written from left to right. The writing system consists of
231 core characters, 33 consonants, each of which has 7 orders depending on the vowel
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with which it is combined, and some additional orders of ‘ 4, 4\ ’/ fidil are called dikala
hoheyat/ -¢.&A v e4(Getaneh 2020).

To separate each word and sentence in a formal Ambharic writing system, the main
punctuation marks are discussed as follow. The Ethiopic comma ( :) to separate words,
Ethiopic full stop ( ::) to end the sentence, Ethiopic semicolon ( 7) to separate Ambharic
words or phrases with similar concepts, the Ethiopic double dash ( z) to separate Amharic
sentences with a similar concept and Ethiopic question mark ( ?) to end the question are
the main unique Ethiopic punctuation marks. Nowadays, the Ethiopian modern writing
system uses a single space rather than an Ethiopic comma ( :) to separate words.

3.2 Ambiguity in Amharic Language

Different scholars define ambiguity in a different way. According to Mindaye et al.
(2010), ambiguity is described as the attribute of being ambiguous, where a word, term,
notation, sign, symbol, phrase, sentence, or any other form used for communication is
deemed ambiguous if it can be understood in more than one manner. Amare (2001) also
define ambiguity as the quality of any thought, idea, statement, or claim whose meaning,
intention, or interpretation cannot be determined decisively by a set of rules or processes.

Based on the study of Amare (2001), there are six types of ambiguities in Ambharic
language, namely Lexical Ambiguity, phonological ambiguity, structural ambiguity, ref-
erential ambiguity, semantic ambiguity, and orthographic ambiguity. These ambiguities
are summarized below.

Lexical Ambiguity: Lexical ambiguity occurs when a lexical unit falls into separate
part-of-speech categories with different senses, or when a lexical unit has more than one
sense, all of which fall into the same part-of-speech category (Abate and Menzel 2007).
Phonological Ambiguity: The placement of pause within the word may lead to phono-
logical ambiguity. When speakers use pauses and without pauses during speaking leads
to ambiguity (multiple meanings) of a word (Kassie 2009, Mekonnen 2010).
Semantic Ambiguity: It determines the possible meanings of a sentence by focusing on
the interactions among word-level meanings in the sentence. Polysemy, idiomatic and
metaphorical word relations in a sentence are causes of semantic Ambiguity (Siraj 2017,
Hassen 2015).

Syntactic Ambiguity: Structural ambiguity can give more than one meaning by the
order of the word and holds more than one possible position or arrangement in the
grammatical structure of the sentence.

Orthographic Ambiguity: Geminate and non-geminate sounds are causes of ortho-
graphic Ambiguity. This type of ambiguity can be solved using the context meaning of
the sentence (Kassie 2009, Assemu 2011).

Referential Ambiguity: This ambiguity arises when a pronoun stands for more than
one possible antecedent. a pronoun is understood by default even if it is not written
grammatically.

4 Methodology

Algorithm: For this research we compared three models CNN, BiLSTM, and BERT
to classify weather the word is ambiguous or not. Our experimental result showed that
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BERT has better result than CNN and BILSTM because BERT used self-attention-based
transformer architecture, which, in combination with a masked language modeling target,
allows to train the model to see all left and right contexts of a target word at the same time
(Chawla et al. 2019). After identifying whether the word is ambiguous or not the next
task is assigning the meaning of ambiguous word. So, to disambiguate the ambiguous
word we apply the AmRoBERTa model with the flair document embedding technique.
It is a recent transfer learning approach that gives better performance in the available
datasets (Yimam et al. 2021).

Dataset Collection and Preparation. Since there are no labeled datasets available for
Amharic word sense disambiguation, the main task for this thesis work is to prepare
labeled datasets for WSD. We have collected 10k sentences and 800 ambiguous words
from Amharic news, Amharic dictionary, Amharic Quran, Amharic Bible, Abissinica
online dictionary and Amharic textbooks (from grade 7-12). A total of 33,297 sen-
tences are used to finetune the AmRoBERTa model (transfer learning). The collected
data passes through data preprocessing to prepare the data for experimentation. Data
preprocessing is critical for improving the performance of the model. To make our
data more suitable for the experiment, we use various data preprocessing techniques
such as tokenization, stopword removal, special character removal, normalization, and
morphological analysis.

Dataset annotation: In our study, we selected annotators to keep the nature and behav-
iors of Amharic language texts and to acquire quality and reliable data. We annotate both
relationship of the sentence and the sense of the word in the sentence. For the dataset
annotation, we have done two different annotations. The first annotation is to know
whether the data set contains all the selected relationships of a word or not. Therefore,
we selected three Amharic language and linguistic experts to annotate the data. The
experts annotated the relationship between the sentences.

The second annotation is for disambiguation or to know the sense of the word. For
this task, we have also used the WebAnno annotation tool to annotate the ambiguous
word in the sentence. We selected two annotators and one curator from Amharic language
native speakers. The main advantage of the WebAnno annotation tool is getting the value
for inter annotation agreement (such as Fleiss kappa, and Cohen’s kappa) is easy. We
used Cohen’s kappa as a measure of inter-annotator agreement.

5 Result and Discussion

5.1 Experimental Result of CNN Model

We have trained the CNN model with 2 dense layers with sigmoid activation functions
and binary_crossentropy loss functions We also used 0.00001 for the learning rate, 64
batch-size, and a dropout rate of 0.2, which are optimal for our experiment (Fig. 1).
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Fig. 1. Training and validation accuracy and loss graph for CNN model.

5.2 Experimental Result of BILSTM Model

Experimental results of the Bi-LSTM model were analyzed and interpreted. We have
trained the Bi-LSTM model with 2 dense layers with sigmoid activation functions and
binary_crossentropy loss functions. We employed 64 neurons in the first dense, for a total
of 128 neurons in both the forward and backward directions. We used, the maximum
dropout rate of 0.2, the training epoch value of the model is 60, the learning rate that
changes the weight of the training algorithm and we set the value of 0.00001. We set the
batch-size to 64 (Fig. 2).
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Fig. 2. Training and validation accuracy and loss graph from BiLSTM model

5.3 Experimental Result of BERT Model

We have used 60 epochs to train the model with a 0.00001 learning rate. To reduce
overfitting, we set the dropout rate to 0.2. We have also used the Adam optimizer, RELU
for the hidden layer, and Sigmond for the output layer is used as an activation function.
To build the model we have used three dense layers, for the first dense we have used 64
neurons and a 0.2 dropout-rate. For the second dense layer we used 32 neurons. Lastly
for the output layer we have used 2 neurons (Fig. 3).

For this research we select BERT for classification because BERT is better than both
CNN and BiLSTM algorithms for semantic understanding.

5.4 Experimental Result of Disambiguation Model

We In our research, we have used the finetuned AmRoBERTa model with the FLAIR
document embedding technique to disambiguate Amharic words in the given sentence.
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Fig. 3. Training and validation accuracy and loss graph from BERT model

AmRoBERTza fine-tuning: We fine-tuned the AmRoBERTa model using 33,297 sen-
tences and 800 ambiguous words. When we train the model, we have used a maximum
of eight contextual meanings for a single ambiguous word. Our experiment is conducted
using an epoch of 200 and a batch_size of 64 using an NVIDIA GeForce RTX 1080/2080
Ti generations of GPU server, where each GPU has 12GB memory, with 32 CPU cores
and 252 RAM to run our experiments. We have conducted our experiment with 100 and
150 epochs but the performance was not optimal. We set it to 200 epochs which is the
optimal iteration for our data set. We have also experimented with batch-size of 32, 64,
and 248. But we have selected batch-size 64 as the optimal batch size because when the
batch-size is below 64 it takes more training time. When the batch-size is more than 64,
there is faster training, but the performance is low.

AmRoBERTA with masking: AmRoBERTa model handles the context through masked
language modeling by randomly masking the 15% of the sentence in each epoch of
iteration. With a proper finetuning, our assumption is that, if we mask the ambiguous
word, it should predict the correct word with the right sense. From the experiment, we
take the following sentence predictions as an example.

Example: nAn-£¢1 Ah AA@-T a0 hI°79° (1AL av(1 3R 170 y@-=From this
sentence the ambiguous word A (lik) is disambiguated as follow.

In [93]: sentt="nad+PPE <mask> AA@-T oPFI3F DIVHC nAR fPALSE TN Y@
predictions = fill mask(sent)
#print(prediction)
for i in range(5):
print(predictions[i][ "token_str"])

an
My
(243
Fhhé
Acht

Based on our experimental result, The sentence
“AANT P4 Ah AADT ao D hI°3I° NALar(1LFR 1PN 1o-:" the model masks the
ambiguous word An(1k) then the top 4 meaning of the masked word are predicted.

Word Sense Disambiguation with Flair embedding technique: For this experiment,
we have used the finetuned pre-trained contextual model to disambiguate the correct
sense of the ambiguous words. We have used the fine-tuned AmRoBERTa model with
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the FLAIR document embedding technique. For the disambiguation task, we have fol-
lowed a similar approach as Huang et al. (2019), where we have to prepare the target
sentence and gloss sentence pairs. However, there is no WordNet for Ambharic to employ
for this task. Hence, we have selected 10 words that are previously annotated using
the WebAnno annotation tool. These words are #5(Wana), a»112-(Menged), aA(Sale),
nha(Akal), 2 2(Waga), 19(Gena), +4(Qena), v#(haq), vea(Hayil), and ah(Lik). Then
we constructed a gloss for 10 words, which contains the ambiguous word and possible
senses with examples sentences. During disambiguation, we select a target sentence that
contains ambiguous words where the sense is already annotated by the annotators. We
use the FLAIR document embedding with the finetuned contextual pre-trained model
to compute the similarity between the target sentence and the glosses. The sense which
has a high similarity value with the target sentence would be the correct meaning of the
ambiguous word. Based on the given sentence in the gloss, the model disambiguates the
target word into its correct sense. Example 1 below shows a target sentence and glosses
as examples.

Example 1: The sentence: “ 4 €7.67.9. PT YN A7 A%+d @0 (1422 1s disam-
biguate as follow.

Target sentence: AI1A 9€ addl o NFL KIS AR OhT ARG =

PO MADY 9 Y0 AMA # 9603 YO AF T 0.5762

08345 +ENE POP PHAP A A B A0 1S BUBY A2TEE@ BAR # IRC 9C 7BP Migdt @ ¢ KAumT AR M 0FE NS A 29,5347
@0 T MAF PEY 96 R 7oA ¢ 96 PMAD o Ak PRA & 0,358

PAC A8, A7CH: R KTE G 9 (K38 H0°) QAT A fmd A7CH 1A # 96 @PTR MR DUs 0 # Db 1P 96 MAALPY OU ARMBR Mk O AC A
5 A0t A U PR = 0,349

Based on the result of our experiment, for the
target sentence” A£7%7% PThAN &7 NFA K7L A7+o ©-0T (G2 7 the correct
sense of the ambiguous word P5(wana) is e\ (Chibt - main point), as it has higher
similarity with the target sentence (0.5702) compared to the other senses, which are
»L715 (Aynetegna - principal) and a»2/v ad.(Meri/Halafi -leader) with similarity scores
of 0.5347 and 0.3580 respectively.

Example 2: The sentence:
i@ N0 A P @i FhLe T TRY1 L Agan ¢4 oo B av & F @+ YN L0+
is also disambiguated as follow.

Target sentence: cAA@ h4¢D 034 PHOAR FNASF PN AR OF0F (OPEOOLFD- VMR +R0+

28C: QAR OFF PN BC AFANAR APF 4ACPT TIARE EPCY = MU @AE 03 PROAR FNAFT 0PNIS AR APF EPCPA = 0PN MACLPNAL AT ¢ 0.8098
ANZE: FNNATS ®FY2 TPE 97 0AATTE MR PPCA WLOF = A0 MAF ONIR NTéE 274 = AFINATE- PR NS AU = AL AFINATE- PR #3467 25
@ = 0.4688

AMFAAN: NWPY RUTY PR NAMU APF OC (PRPANAGE OIS AA = O PMIE AFRCRT FFAAV ¢ 0.4052

AAUF T % RUT ATIRCA PLPATAG AIRT® PN fANE AUFY Y0 8 AGATE P@P PME TTNT MR P00t 3PA PULAA@ 10 = ARGD NCARN AT 19
¥ 99T PPLFANTY PAA PNR MeTGA ¢ 0.3305

MEC: 00ATI2 PN NG KPNCAPR FPCm vPC AT = 9.3136

34 QLU 01K PATANT A9 CPMAFD SMAFEF NIRUPR ARCOT@ = RHNCPA P0°GIC Fird OFATGE ONE H0PAAAF = ©.2025
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Based on the result of our experiment, for the target sentence
LN @ NI A o0 FhOLP T av 718 AL ao ¢ (1o B av ¢ F @« UN(F +LOF "
the correct sense of the ambiguous word 27 £-is 185 (Godana — street), as it has higher
similarity with the target sentence (0.8098) compared to the other senses, which are
ANY .2 (Akahiad - approach), A\ +AN(Astesaseb - thinking), A(\Z-C(Aserar - procedure),
and U3 3~(Huneta - situation) with similarity scores of 0.4688, 0.4052, 0.3305,0.3136
and 0.2925 respectively.

6 Conclusion

This study has developed an Amharic word sense disambiguation model by using a
transfer learning approach. The process of identifying the correct meaning based on its
context is known as word sense disambiguation. WSD is improving the performance of
different NLP applications like machine translation so, to advance NLP research WSD
is important. In addition, WSD will be abasis to build Amharic WordNet. These issues
motivated us to conduct this research.

As far as we know, there is no standard sense-tagged Ambharic text dataset for Amharic
WSD task. So, we have collected 10k sentences from Amharic news, Amharic dictio-
nary, Amharic Quran, Amharic bible, and Amharic textbooks. For the Amharic WSD
task, we have collected 800 ambiguous words from different sources such as Amharic
dictionaries, Amharic textbooks, and Abissinica online dictionary. A total of 33,297
sentences are used to finetune the AmRoBERTa model for the transfer learning.

In our study, we have compared different models to select the most suitable model
for WSD classification. To select the best fit model, we have conducted different experi-
ments. For the classification task, we have experimented with CNN, BiLSTM, and BERT
algorithms with 2 dense layers and a sigmoid activation function. According to the results,
CNN, Bi-LSTM, and BERT obtained 90%, 88%, and 93% accuracy respectively. Based
on our findings, the model based on BERT has achieved the vesting result.

As AmRoBERTa is a general-purpose pre-trained language model, we have fine-
tuned it with 33,294 sentences and 800 ambiguous words. Finally, the AmRoBERTa
model has been applied and when we use the masking technique to find the correct
sense, it attains 70% accuracy. We have also employed the FLAIR document embedding
framework to embed the target sentences and glosses separately. We then compute the
similarity of the target sentence with the glosses embedding. The gloss with the higher
score disambiguates the target sentence. Our model was able to achieve an accuracy
score of 71%.
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