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Preface

This CCIS volume presents selected articles from the 5th edition of the Ibero-American
Congress of Smart Cities (ICSC-CITIES 2022), held on November 28–30, 2022 in
Cuenca, Ecuador, in a mixed modality, with in-person and online talks and article pre-
sentations. This event continues the successful four previous editions of the congress,
held in Soria, Spain in 2018 and 2019, Costa Rica in 2020, and Cancún, México, in
2021.

The main goal of ICSC-CITIES 2022 was to provide a forum for researchers, scien-
tists, teachers, decision-makers, postgraduate students and practitioners from different
countries in Ibero-America and worldwide to share their current initiatives related to
Smart Cities. Articles in this volume address four relevant topics (computational intelli-
gence and urban informatics for smart cities; Internet of Things; optimization, smart pro-
duction, and smart public services; and smart monitoring and communications) covering
several areas of research and applications.

The main program consisted of three round tables, 72 oral presentations and 12
poster presentations from international speakers, highlighting recent developments in
areas related to smart cities. Over three hundred distinguished participants from 28
countries gathered presentially or virtually for the congress. The Program Committee of
ICSC-CITIES 2022 received 116 manuscripts. 72 submissions were accepted for oral
presentation and the best 18 whose contents are within the Computer and Information
Science areas were selected to be published in this CCIS volume. All articles have
undergone a careful single-blind peer-review process by at least three subject-matter
experts before being selected for publication.

We would like to express our deep gratitude to all the contributors to ICSC-CITIES
2022, the congress organizers, and to the authors and reviewers for their endeavors
that made the paper-reviewing process efficient and convenient. We also thank the
participants of the congress, our institutions, and all readers of this CCIS volume.

December 2022 Sergio Nesmachnow
Luis Hernández Callejo
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Abstract. This article presents a different way of obtaining images of
solar cells using Artificial Intelligence techniques such as Generative
Adversarial Neural Networks (GANs). This will improve the mainte-
nance of Photovoltaic Systems in different places like Smart Cities. The
original data has been obtained manually and preprocessed to create bet-
ter images. The GAN architecture used is known as Deep Convolutional
GAN since it performs better than other GANs. The synthetic images
were labeled and analyzed to ensure their quality.

Keywords: Generative Adversarial Neural Networks · Photovoltaics ·
Artificial Intelligence · Synthetic Data · Electroluminescence

1 Introduction

A smart city [1] can be defined as an urban area highly developed in terms
of infrastructure, communications, and sustainability. These cities need high
amounts of electricity. Two factors are increasing the importance of renewable
energies: the rise in the cost of traditional energies and the effects that fossil fuels
have on the environment. Solar energy is one of the most important sources due
to its facility being installed in different places such as rooftops.

The maintenance of the solar panels is not a trivial issue [2]. Their per-
formance depends on different conditions, which makes necessary a mechanism
to control and optimize the production. Solar modules are also vulnerable to
phenomena that can reduce or even nullify the production of one cell or even
the whole module in the worst cases. This is usually dealt with human labor,
checking each module in a certain time.

Artificial intelligence is also applied to deal with this kind of problem. The
problem is that AI models need a lot of amounts of data to train [7]. This problem
is more critical in this area since it is not easy to obtain the data.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Nesmachnow and L. Hernández Callejo (Eds.): ICSC-CITIES 2022, CCIS 1706, pp. 3–16, 2023.
https://doi.org/10.1007/978-3-031-28454-0_1
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To solve this problem, we present a new approach: we will use Artificial
Intelligence, Generative Adversarial Networks (GANs), to generate new data.
This article offers a synthetic dataset ready to be used with models, the images
will have associated a value according to their performance. This dataset can
also be used alone to analyze characteristics, defects, or properties of cells.

GANs have been used in other works to generate synthetic data [3]. They
have been applied to PV systems for solving others problems [4]. They also have
been used to generate EL images of PV cells [5,6] but these images were created
for fault detection, they do not provide information about the IV curve or the
power.

In Sect. 2 the Generative Adversarial Networks are explained, in Sect. 3 the
methodology that was followed to generate the dataset is commented and in
Sect. 4 we present the synthetic dataset. Finally, we present our conclusions in
Sect. 5.

2 Generative Adversarial Networks

Generative Adversarial Networks (GANs) are an emerging technology that has
been mainly applied to semi-supervised and unsupervised learning. A GAN can
be defined as a pair of networks competing against each other [8], one of the
networks is known as the Generator, which tries to create realistic new data,
and the other one is the discriminator which has to decide which data is real
and which data has been forged.

A key feature of these systems is that the generator network does not have
access to real data. Its only feedback about the results of the forgery comes
from the discriminator. The discriminator has access to both real and fake data.
The loss is computed based on the number of times that the discriminator is
deceived by the fake data. This loss is also provided to the generator to improve
the quality of the forged images (see Fig. 1).

Fig. 1. Diagram of a GAN
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The networks working as generators and discriminators are usually imple-
mented by deep Feedforward Networks but there are also more complex archi-
tectures based on convolutional or other kinds of layers. These advanced archi-
tectures and layers can improve the quality of the forged data.

Deep Convolutional GAN

One of the most interesting improvements of the basic GAN is the Deep Convo-
lutional GAN [9]. Its contributions consisted of a set of constraints on the con-
ventional Convolutional GANs to provide more stable training in almost every
setting. The most important guidelines were the utilization of batch normaliza-
tion in both the generator and discriminator and the removal of fully connected
hidden layers.

Another key aspect of the article is the usage of convolutional trans-
posed layers(fractional-stridden) instead of stridden convolutional layers. This
is applied to the generator network to increase the size of the images.

3 Methodology

The creation of the synthetic dataset has been a complex process due to the
nature of the problem. The gathering of the original data has been realized
with a manual process and the data needed different methods of preprocessing.
Finally, the labeling of the synthetic images has been done based on the IV curve
of the original data.

3.1 Data Gathering

The first part of every research is obtaining data. There are some public datasets
available in the bibliography but they are not suitable for this problem since they
lack of the Intensity-Voltage (IV) curve that is associated with each PV cell. For
the measurements for the IV curve, a device we have used the device with the
capacity of measuring the IV curve of a single PV cell [11]. The images of the
PV cells were obtained with the electroluminescence (EL) camera Hamamatsu
InGaAs C12741-03. It is known that this technique is highly effective for detect-
ing defects on PV modules or cells [10]. and it is widely used in other works
related to PV systems. In the Fig. 2 different photographs of the device and the
camera are presented.
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Fig. 2. Devices used to obtain the data.

The cells were shadowed with different artificial defects, in order to improve
the amount of data. The shadows were created aiming to imitate different defects
or problems found on solar farms (Fig. 3).

Fig. 3. Different Techniques to photography modules.

We obtained 602 different images with their corresponding IV curves.



Synthetic Dataset of EL Images of PV Cells by DCGAN 7

3.2 Image Preprocessing

The obtained images suffered from different problems:

– Dead pixels and luminous noise: The camera has some dead pixels due to its
usage, there is also a bit of luminous noise produced by leaks in the insulation
of the device. These two phenomena are harmful to the quality of the images
even though they are almost not visible to the human eye, so it is important
to remove or reduce their presence. To solve this problem, we captured an
image before giving power to the PV cell for performing the EL image. This
enabled us to perform a subtraction of the noise from each captured image.

– Images with poor lighting: Most of the libraries and programs have problems
understanding the scale of the histogram of an image, not knowing with the
value is supposed to be white. We can see in Fig. 4a, 4b how the channels
of the images only occupy a tiny fraction of all of the possible values. To fix
this problem we have performed a min-max standardization, subtracting the
minimum value and dividing the maximum value found in the image. The
resulting image can be seen in Fig. 4c and Fig. 4d.

Fig. 4. Image before and after applying the fix in the color.
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– Black surrounding Areas: As it can be seen in Fig. 4c, the cells are surrounded
by a black area, this is caused due to the lens of the camera since it is also
capturing the walls of the insulated area. The issue was solved by performing
a change of perspective. First of all, we applied different filters to remove the
details and obtain the maximum contour polygon of the cell. After that, we
performed a Hough Transform to find the corners of the cell. In some cells,
we needed to make minor fixes before the transformation due to their defects
or black areas. The results of the transformation can be seen in Fig. 5.
Since the process was applied to every image, we obtained 602 processed
images.

Fig. 5. Cell after removing the black contour

3.3 Creation of the Synthetic Images

As commented before, we have used Deep Convolutional Generative Adversar-
ial Network. The model is composed of two different networks: generative and
discriminator.

The architecture of the generative network can be seen in Fig. 7. The input
of this network is a random noise with a Normal distribution and produces an
image of the desired size. In Fig. 6 we can see the output before and after the
training. The network has Convolutional Transpose Layers of different sizes to
improve its generative properties. It also uses Batch Normalization [13] and the
Leaky Relu function [14]. Other important parameters can be found in Table 1.
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Fig. 6. Differences in the output images before and after the training.

Fig. 7. Architecture of the generator network

Table 1. Hyperparameters for the generator network

Activation function Loss function Learning rate Epochs Batch size Output size

Leaky relu Cross entropy 5 ∗ 10−5 800 4 200× 200

The architecture of the discriminator network can be seen in Fig. 8. The input
is an image of the desired size. The single output determines if the image is a real
cell or a fake image. The network uses convolutional layers to find the patterns
and features of the images. It also uses dropout and batch normalization to
improve its generalization capacities. Other important parameters can be found
in Table 2.
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Fig. 8. Architecture of the discriminator network

Table 2. Hyperparameters for the discriminator network

Activation function Loss function Learning rate Epochs Batch size Input size

Leaky relu Cross entropy 5 ∗ 10−5 800 4 200× 200

The training of both networks was performed simultaneously. We used all the
images for training the GAN. The training loop starts with the generator being
provided for seed as input. The generator produces a cell from that seed. After
that, the discriminator is used to classify real images and fake images. The loss
is computed for each of the networks, based on the results of the discriminator.
In Fig. 9 we can observe the evolution of the loss in both networks. In the first
epochs, the loss of the discriminator is high, until it learns to detect the real
images. At that moment the loss of the generator reaches its peak since almost
any fake image is being classified as real. After that, the generator improves
steadily its images reaching its lower loss near epoch 400. During that time the
performance of the discriminator worsens since it gets difficult to differentiate
between real and fake images. It reaches its highest loss near epoch 400.
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Fig. 9. Evolution of the loss of generator and discriminator

The training took 2 h and 41 min with a CPU AMD Ryzen 7 5800H, 16 GB
of RAM, and a GPU Nvidia Geforce GTX 1650.

After the training, the generator network is used to generate 10000 images.
Each image is produced by a different random seed. In Fig. 10 we can see some
of the generated images.

Fig. 10. Multiple generated images

3.4 Labeling

The process of labeling the synthetic images was not trivial. The main problem
was related to the nature of the labels of the original images. The labels are
based on the energetic production of the cells which is measured with the IV
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curve. Synthetic cells are not physical cells, so it is not possible to measure
their curves. To solve this problem we have created a regression model based on
Random Forest (RF) [12]. The tuning of the hyperparameters has been done of
this RF with GridSearchCV using the Sklearn library We can see the results of
the optimization for RF in Table 3. The RF model is trained with the complete
original dataset (602 images).

Table 3. Best hyperparameters found for Random Forest: n estimators ∈
[20, 500], max depth ∈ [0, 10], min samples split ∈ [1, 10], min samples leaf∈ [1, 10],
min weight fraction leaf ∈ [0, 0.8]

n estimators max depth min samples split min samples leaf min weight fraction leaf

200 10 1 1 0

The training data of this model was composed of different features extracted
from the original 604 images (Table 4) and was divided into training and valida-
tion (66%/33%), we decided to use only two different sets due to our limitation
in data. The target variable was the power produced by each cell, standardized
between 0 and 1.

Table 4. Features for Random Forest Regressor

Mean Median Mode Variance Std

Roughness Blacks Burned whites Others peaks number

Peaks distance Peak 0 height Peak 0 width Peak 1 height Peak 1 width

The model performed a Mean Absolute Error (MAE) of 0.041 and a Mean
Squared Error (MSE) of 0.0038 in the validation dataset. The predictions of the
generated dataset can be seen in Fig. 11. Finally, the images were divided in two
according to their power (class 0 > 0.8 and class 1 ≤ 0.8). 6963 images were
classified as class 0 and 3037 as class 1.

Fig. 11. Histogram of predicted labels of the generated dataset
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4 Results

The dataset is divided into two folders according to each class: class 0 represents
the images that have a relative power output of at least 0.8. As we have said
before the dataset is divided into 6963 of class 0 and 3037 of class 1. The cells in
the class are producing enough electricity even if some of them have some kinds
of defects (Fig. 12a). class 1 represents the images that have a relative power
output of less than 0.8. The cells in that class are underperforming due to their
defects (Fig. 12b).

Fig. 12. Different generated images of both classes.

We can also observe that the generated images present different defects from
the original images. This improves the diversity of defects in the datasets. Even
if the images seem to be quite different than the original we can observe that the
average of all of the histograms of the images for each class presents a similar
structure. The images of class 0 (Fig. 13a) mostly present gray-white colors but
in some cases present minor defects that are reflected in the peaks of the black
areas. The images of class 1 (Fig. 13b) present a high amount of black pixels due
to their high amount of shadows or defects. The generated images have a peak
with a higher height than the peak found in the original images but in contrast,
the peak in the original images is wider.
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Fig. 13. Different generated images of both classes.

In Fig. 14 we can see a generated cell with its histogram and an original cell
with present a similar defect. We can observe that their histogram is also similar,
they present the same amount of peaks and are in a similar position.

Fig. 14. Comparison of a defective synthetic cell and a defective original cell

In Fig. 15 we can also observe it with the synthetic cells that have almost
no defects and an original without them either. Their histogram is also quite
similar since their most important peak is placed around the same area.



Synthetic Dataset of EL Images of PV Cells by DCGAN 15

Fig. 15. Comparison of a defective synthetic cell and a defective original cell

The dataset can be downloaded from https://github.com/hectorfelipe98/
Synthetic-PV-cell-dataset. We also provide a file that relates each image with
its label and its output power.

5 Conclusions and Future Work

This work has shown that it is possible to create new PV datasets using the
newest Artificial Intelligence Techniques. The process is not straightforward since
it needs different techniques to prepare the data. The labeling of the new images
is a complex process since it is not possible to ask a domain expert.

The obtained images present more kinds of defects than the originals. This
can be used to train models to improve their generalization capacity.

In future research work, we will try to improve the original dataset, creating
new kinds of shadows or defects and trying to make the data more realistic.
Another important aspect to improve are the processes to prepare the data, in
order to obtain better images. Finally, new architectures or models need to be
tested to improve the generation of the images.
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Abstract. Public transport plays a key role in expanding the distances
that people can travel using active modes of transport. Studying walk-
ing accessibility to public transportation systems is highly relevant, since
the walk to stops/stations can be particularly challenging for children,
the elderly, citizens with disabilities, and for the general population dur-
ing bad weather conditions or in pedestrian-unfriendly cities. This work
presents a study on walking accessibility for the public transport system
in Montevideo, Uruguay. The proposed methodology combines informa-
tion of the bus stops and lines that operate in the city, the road infras-
tructure, and demographic information of the city to compute walking
accessibility indicators to the public transport system. The results of
the analysis suggest that over 95.5% of the population can access at
least one stop when walking up to 400 m. However, these values are not
evenly distributed among the population, with young citizens and men
showing lower levels of coverage compared to their counterparts.

Keywords: Accessibility · Walking · Public transport

1 Introduction

The organization of transport systems condition the mobility of people, limiting
their ability to participate in society and generating different forms of social
exclusion [2]. In particular, geographic exclusion consists in the lack of auto-
mobility and access to public transport systems. The importance of ensuring
mobility for non-automobile users to reach destinations beyond normal walking
range is key for the mitigation of this type of exclusion.

Public transport systems complement the use of active modes of transport
(e.g., walking, cycling) by extending their range. Thus, an increase in the use
of public transport can deliver significant health benefits, as this mode almost
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always includes a stage with physical activity [14]. In particular, studying walk-
ing accessibility to public transport is relevant since the majority of users access
networks in this manner. Passengers make their route choice based on the entire
trip, including entering and exiting the public transport network [3], and tend to
have an aversion towards long walks. However, passengers accept longer access
and egress distances to/from the public transport network when the character-
istics of the transport service (e.g., speed and frequency) improve [3]. Moreover,
time is valued differently by passengers on each part of the trip. It is estimated
that passengers value walking time up to 1.65 times more compared to in-vehicle
time [1]. Therefore, a reduction in access times would render a greater reduction
in the perceived total travel time for passengers.

This work presents a study on walking accessibility from a potential mobility
approach using Montevideo, Uruguay, as a case study. The main objective is to
provide accessibility indicators for Montevideo’s public transport bus network
that measure how easy/hard is for citizens in different parts of the city to access
the public transport system by walking. For this purpose, several sources of
information are combined, including bus lines, bus stops, road infrastructure
and population distribution in the city. Through a geospatial analysis, three
accessibility indicators are computed. The results obtained are inline with figures
reported by the transit authorities while also allowing for a finer-grain analysis
throughout the city.

The remainder of this article is organized as follows. First, Sect. 2 provides a
review of relevant literature on the subject. Next, Sect. 3 presents the methodol-
ogy to compute the accessibility indicators. Then, Sect. 4 presents the case study
and discusses the results of the indicators. Finally, Sect. 5 summarises the main
outcomes and potential lines of future work.

2 Related Work

Studies of walking as a mean of access to public transport networks are classi-
fied into two approaches: studies of observed mobility and studies of potential
mobility. Observed mobility studies seek to accurately measure the distance or
time walked by users to access a public transport network. Most related works
with this approach are based on survey information, where passengers declare
their point of origin and point of entry to the public transport network [4,5,13].

In contrast, the research reported in this article is categorized in the litera-
ture of potential mobility. One of the most widespread methods to capture the
potential mobility of individuals is related to the concept of accessibility [6]. In
general, accessibility indicators are based on identifying the number of opportu-
nities that an individual has under certain cost parameters associated with the
transited networks (e.g., time, distance). Studying walking accessibility to public
transport networks implies considering each stop in the system as an opportunity
and walking through the road infrastructure as the access method. The standard
procedure consists in evaluating the coverage of the transport network through
the proportion of the population that is able to access the network by walking
up to a certain distance threshold.
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An interesting approach was proposed by Langford et. al, which studied the
accessibility to the public transport system of South Wales, UK [10]. The authors
introduced an accessibility measure based on enhanced floating catchment tech-
niques, which capture many detailed aspects of accessibility. The method is a par-
ticular case of a gravitational model used to measure spatial interaction. Using
information about public transport schedules and stop locations, the authors cal-
culated a walking accessibility indicator to the transport system through geospa-
tial analysis tools. The proposed indicator incorporates aspects of proximity,
frequency, demand and availability of the public transport service. The authors
concluded that their approach provides considerably more analytical detail than
traditional approaches based on calculating the percentage of population covered
using Euclidean buffers and area-ratio overlays.

When calculating the distance people walk to access public transport, several
approaches exist in the literature to measure the distance from the point of origin
to the point of entry to the transport system. The standard procedure in most
recent works seems to be to use the shortest distance traveled through the road
network from origin to the stop/station of entry [4,5,13]. Many guidelines in
the literature suggest using a threshold distance of 400m [4,13]. However, the
origin of this value is unclear; although it might be related to the work of Neilson
and Fowler [4]. Several works have shown that this assumption is quite realistic
on average. A study done in The Hague, Netherlands, suggests that the median
distance walked as a feeding method for the public transport system is 380m [13].
Similarly, for Sydney, Australia, the median walking distance was estimated to
be 364m for the bus system [4]. Nevertheless, both works highlight that these
median values indicate that exactly half of the respondents travel beyond the
400m threshold used as a rule of thumb.

For the specific case study used in this work—Montevideo, Uruguay—there
are no prior studies on walking accessibility to public transport to the best of
our knowledge. Some previous works have addressed accessibility to employment
opportunities [8], to hospitals [9] and to education centers [7] using public trans-
port, but were not focused on the access/egress to the public transport network.
Also, a household mobility survey was conducted in 2016 to obtain a large-scale
image of the mobility in the city, considering all modes of transportation and
incorporating the metropolitan area of the city [11]. In this survey, participants
were asked to provide rough estimates of their walk to stops for those trips involv-
ing public transport. Lastly, some figures have been suggested by the transport
authorities in the press stating that nearly 97% of Montevideo’s population is
covered by the public transport network when considering a walking threshold
of 400m [12]. These figures confirm that Montevideo’s city planners also assume
a fixed distance of 400m—as guidelines in the literature suggest—and provide
a reference accessibility value for comparison.
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3 Methodology

This section describes the methodology applied to calculate the indicators of
walking accessibility to public transport systems. The workflow is based upon
the reviewed literature albeit slightly adapted to the specific case study addressed
in this work.

The following data sets are needed to compute the walking accessibility to
public transport indicators:

– Zoning of the studied area
– Road network of the studied area
– Population of each zone
– Geographical location of stops
– List of public transport lines that operate on each stop

Indicators are based on a service area (sa) geospatial analysis. This method
consists in delimiting the portion of the road network (RN) from which the stop
can be reached within a fixed walking distance threshold (d). An example of
service area calculation is shown in Fig. 1. The road network is displayed in grey,
the stop is marked with a blue dot, and an example service area for the stop is
defined in orange. Since bus stops are located in the sidewalk, it is necessary to
first project them to the nearest point in the road network.

For notation purposes we will define the service area for a bus stop si, given
the road network RN and a threshold walking distance d as:

SAi = sa(si, RN, d) (1)

As outlined in the review of related works, there seems to be a consensus
among city planners of using d=400m as the walking distance threshold to
access public transport networks.

Then, to calculate accessibility indicators in an aggregated way, a zoning of
the area of study must be provided. Depending on the nature of the analysis,
coarser or finer zonifications may be considered. Since the road network itself
can be used as the delimitation of the zones, it is advisable to take a small buffer
for each zone in order to consider roads right in the edge of the zone. Figure 2
shows an example of a zone that correspond to a block; the buffer plotted in
orange allows considering the portion of road that delimits the zone within it.
Without this buffer, no portion of the road network would be considered to be
inside the zone.

Given a pre-defined set of zones z1, z2, ..., zn, the portion of the road network
within each zone is considered as rn1, rn2, ..., rnn. Thus, a formulation is given
in Eq. 2, where ∩ is the geospatial intersection operation and b(zj , B) is the
resulting polygon of applying a geospatial buffer operation of B units to zone
zj .

rnj = RN ∩ b(zj , B) (2)
Thus, with the previous formulations, the definition of whether a stop si

covers a zone zj can be defined:

si covers zj ⇐⇒ rnj ∩ SAi �= ∅ (3)
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Fig. 1. Service area analysis example

Fig. 2. Zone with buffer example

Also, given the aforementioned road network portions and the service area of
each stop, the overlap between these can be computed to determine the coverage
cj at the zone level:

cj = (SA1 ∪ SA2 ∪ ... ∪ SAn) ∩ rnj (4)
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Summarizing, three accessibility indicators at the zone level are defined:

1. Number of bus stops covering each zone at d ≤ 400 m: corresponding
to the number of bus stops that comply with Eq. 3

2. Number of bus lines covering each zone at d ≤ 400 m: calculated as
the count of different bus lines that operate on bus stops that comply with
Eq. 3

3. Percentage of population within the zone covered by at least one
bus stop at d ≤ 400 m: assuming a uniform spatial distribution of the
population in the road segments of each zone, coverage can be estimated
through Eq. 4

4 Case Study: Montevideo, Uruguay

This section presents the results of the analysis of walking accessibility to the
public transport network in Montevideo, Uruguay.

4.1 City and Public Transport System Overview

Montevideo is the capital and most populated city of Uruguay. It is situated
on the southern coast of the country. It has a population of 1,3 million, which
constitutes 40% of Uruguay’s total population. The size of Montevideo is 201 km2

and therefore, has roughly 6.5 thousand inhabitants per km2. It is a sparsely
populated urban area compared to other large cities in Latin American.

The Statistics National Institute (INE) has divided the Uruguayan territory
for statistical purposes. Three levels of division are considered:

– Section: Montevideo is divided into 27 Sections, according to the limits estab-
lished in the 1963 Census. Sections are shown in Fig. 3 with dark blue lines.

– Segment: each Section is subdivided into Segments, which consist of a set of
blocks. Montevideo is comprised of 1 063 Segments, which are marked in blue
in Fig. 3.

– Zone: is the smallest identifiable zoning defined by INE. Each Segment is
divided into several Zones. In densely populated parts of the city Zones usually
coincide with a single block. In more rural areas, Zones correspond to portions
of territory defined by natural or artificial limits (e.g., watercourses, highways,
local roads, railways). Figure 3 shows the 13 608 Zones of Montevideo in sky
blue.

In this work Zones are used to compute the walking accessibility indicators,
which are the finer-grain zoning division available for the city.

The public transport system in Montevideo is based on buses. Public trans-
port plays an important role in the city. Results from the Mobility Survey of
the Metropolitan Area of Montevideo 2016 show that bus trips represent 25%
of all trips [11]. Figure 4 outlines the road network, bus lines and bus stops of
Montevideo. It is easy to distinguish the central parts of the city as the density
of bus stops increases and most lines converge to it.
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Fig. 3. Division of Montevideo in sections, segments, and zones.

4.2 Software and Tools

Service area analysis was made with QGIS through its algorithm provider using
the function service area. Similarly, the buffer of Zones was carried out using
the vector spatial analysis tool of QGIS. On the other hand, the computation of
the accessibility indicators were made through Jupyter Notebooks, which offer
a programming ecosystem that integrates data, code and results. Geospatial
information was handled through the Pandas and Geopandas libraries and visu-
alizations were created using the Bokeh library.

4.3 Data Sources and Data Cleansing

The main data sources were obtained through the open data catalog of the
Municipality of Montevideo. All data sets obtained from this source were down-
loaded on 3/18/2022. The datasets used correspond to the bus lines and bus
stops of the public transport system, the road network of Montevideo, and the
population data from the 2011 census for the three existing zoning levels: Section,
Segment and Zone.

Bus Stops and Bus Lines. Cleaning the bus lines and stops data comprised
a series of consistency checks. A first approach with the data was enough to
rule out a line that is active only during the Carnival season in Montevideo and
was therefore removed from the lines and stops data set. Another verification
carried out was through a full join between the data set of lines and the data
set of stops, to check that all lines have associated stops and that all stops have
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Fig. 4. Montevideo: road network and public transport system

at least one corresponding bus line. As a result of this analysis, one line was
removed because it did not have corresponding stops in the set of bus stops.
Finally, all the bus stops that were located outside of Montevideo were removed
and the lines that operate beyond the department were cut short. In conclusion,
the remaining data set of bus lines has 634 different lines; and the set of bus
stops is comprised of a total of 4 643 unique stops.

Montevideo Road Network. The cleansing process of the Montevideo road
network consisted simply in correcting invalid geometry errors using the prede-
fined Check Validity function provided by the QGIS topology checker plugin.

4.4 Accessibility Indicators

The three accessibility indicators were computed according to the methodology,
using the finest zoning available for the city, and considering a buffer of 10m for
each Zone as described in the methodology.

The first indicator shows the number of bus stops that cover each Zone
considering a walking distance of 400m or less. Results are shown in the map
of Fig. 5, where darker shades of blue indicate a higher number of bus stops
reachable from the Zone. The city center (south central area in the map) can
be easily distinguished given the higher density of bus stops. Some peripheral
Zones also stand out, since Zones in the periphery are larger in area and thus
may have access to a higher absolute number of bus stops.

The mean number of bus stops accessible by a given Zone is 9.2; whereas
the median is 9.0. A histogram of the distribution of the number of bus stops
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Fig. 5. Number of bus stops accessible when walking up to 400 m per Zone (Color
figure online)

is presented in Fig. 6. The saw-tooth shape of the distribution can be explained
by the fact that bus stops tend to be placed on each side of the road to service
both directions of bus lines. Thus, it is more likely to reach an even number of
bus stops (i.e., for inbound and outbound bus lines).

Next, we calculate the second accessibility indicator, i.e., the number of bus
lines that are accessible for each Zone when considering a walk of 400m or less.
Results are shown in the choropleth map in Fig. 7, where darker colors indicate
that a larger number of lines are accessible for that Zone.

The city center in this map stands out compared to other areas since many
different bus lines converge to it. Also, the main arteries of the city (going East
and North from the city center) can be distinguished because of the density of
bus lines that operate over those main roads. Moreover, comparing Fig. 5 with
Fig. 7, a softening of peripheral areas can be appreciated, suggesting that while
some Zones in the periphery access a large number of stops, these stops provide
service to a small number of bus lines. The mean number of lines is 16.7 and the
median is 10.0. The distribution of the number of bus lines accessible is shown
in the histogram in Fig. 8.

The third and last accessibility indicator illustrates the percentage of popu-
lation of each Zone covered by the union of service areas. Results are shown in
Fig. 9. Key results are that the mean coverage is 94.1% and the median is 100%.
An histogram of the distribution of coverage is shown in Fig. 10 and shows that,
for most Zones, 100% of their population have access to a bus stop walking
400m or less. Given the assumption that the population is evenly distributed
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Fig. 6. Distribution of the number of bus stops accessible when walking up to 400 m

Fig. 7. Number of bus lines accessible when walking up to 400 m per Zone
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Fig. 8. Distribution of bus lines accessible when walking up to 400 m

Fig. 9. % of population with access to a bus stop when walking up to 400 m per Zone

on the road network, the percentage of Montevideo’s population covered by at
least one bus stop at 400m or less is 95,5%. When considering the population
split by gender, women (95.7%) present a slightly higher percentage of coverage
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Fig. 10. Distribution of the % of population with access to a bus stop when walking
up to 400 m

than men (95.3%). In regards to age, young citizens (0 to 14 years old) present
the lowest levels of accessibility with a coverage of 93.9% whereas senior citizens
present the best values of accessibility with 95.6%.

5 Conclusions and Future Work

This work presented a study on walking accessibility to public transport systems
using Montevideo, Uruguay, as a case study. As public transport in Montevideo
is based on buses, the main data sets considered are bus stops and lines. The
analysis was performed using the smallest zoning available for the city which is
roughly equivalent to blocks in densely populated areas of the city. Through a
service area analysis using geospatial tools we estimated the coverage of Monte-
video’s public transport bus network. The implemented methodology accounts
for the actual walk that passenger do through the road network, improving other
simpler estimations based on straight line distances and buffer areas.

The main finding of the analysis is that 95,5% of Montevideo’s population can
access at least one bus stop when walking up to 400m. However, when consid-
ering the number of different bus lines that operate on these stops, results show
that areas in the outskirts of the city have access to fewer bus lines compared
to downtown areas. The results are in-line with figures reported by transport
authorities in the press (around 97% of coverage). The overestimation in cov-
erage can be explained by the simpler approach used by the authorities (i.e.,
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straight line buffer areas) compared to the more precise approach proposed in
this work based on service areas. Additionally, results showed that the walking
accessibility is unequal when considering gender and age, with young citizens
(0 to 14 years old) and men showing lower levels of coverage compared to their
counterparts.

The main lines of future work include incorporating line schedules in order
to analyze how accessibility indicators and coverage vary throughout the day.
Also, we propose to compare the computed indicators against the results from a
household mobility survey conducted in 2016. Finally, the results of this study
could be used as input to address many different optimization problems, such
as, bus stop (re)location, network redesign, and expanding the catchment areas
of current bus stops by including facilities for other active modes (e.g., shared
bikes) to be used as a feeding method for the public transport system.
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cia de Montevideo. The work of R. Massobrio was funded by European Union-
NextGenerationEU.
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Abstract. Cartographic information is key in urban city planning and
management. Deep neural networks allow detecting/extracting buildings
from aerial images to gather this cartographic information. This article
explores the application of deep neural networks architectures to address
automatic building extraction. The results reported that UNet-based
architectures provide the most accurate predictions.
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1 Introduction

Cartographic information is an essential tool for urban decision-makers. It plays
a key role in urban city planning, citizen welfare, and resources management [5].
High-resolution remote sensing images are now easier and cheaper to acquire
using satellites and unmanned aerial vehicles. Thus, cartographic information
can be obtained from aerial and satellite images by applying computer vision
and artificial intelligence, at limited costs [22].

Land cover and land use classification is a fundamental task in remote sens-
ing. The main goal of land cover and land use classification is to assign a category
label to each pixel of an image [9]. It provides the opportunity to get cartographic
information and to monitor the evolution of the regions easily [2]. New applica-
tions have emerged using this technology, such as precision agriculture [21] and
population density estimation [4]. This article focuses on a specific application,
the automatic building detection/extraction from optical remote sensing images.

For more than two decades, significant research has been carried out on auto-
matic building extraction. However, incomplete cue extraction, sensor depen-
dency of data, and scene complexity are hindering the success of automatic
building extraction and modeling [9]. Nowadays, the most popular methods to
address automatic building detection are based on deep learning (DL) using
deep neural networks (DNN). DL allows DNNs to learn representations of data
samples with several levels of abstraction [6]. DL overcomes the main challenges
in the literature on automatic building detection.
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This article focuses on DL for automatic building extraction (or detection).
Three different DNNs are evaluated: fully convolutional neural networks (FCNs),
residual neural networks (ResNet), and UNet. Specifically, the FCN-ResNet50,
UNet-ResNet101, and UNet-ResNeXt50 architectures are evaluated over the Inria
Aerial Image Labeling Dataset (IAD) [14]. The IAD dataset includes aerial
images from different regions representing various types of urban areas.

The main results of the research indicate that the proposed models were
able to learn building extraction tasks in different building composition con-
texts. Additionally, better performance was observed in models that were trained
with larger image cutouts. Overall, this article contributes to the proposal of a
methodology for building identification using FCN and the evaluation of the
proposed methodology in a real case study. The research was developed in the
context of the SaniBID project, from the Inter-American Development Bank.

The article is organized as follows. Next section describes the problem solved
and reviews relevant related works. Section 3 introduces the network architec-
tures analyzed applied to address building extraction. The experimental evalua-
tion is reported in Sect. 5. Finally, Sect. 6 presents the conclusions and formulates
the main lines for future work.

2 Problem Definition and Literature Review

This section describes the addressed problem and reviews relevant related works.

2.1 The Automatic Building Detection Problem

The easy acquisition of high-resolution remote sensing images has promoted the
emergence of remote sensing studies and applications. Remote sensing methods
apply classification at the pixel level to extract/detect artificial objects, such as
buildings, roads, and vehicles, to perform mapping and to build cartographic
data. One of the most salient applications is automatic building extraction.

Given an aerial/satellite source image, the general idea behind the auto-
matic building extraction is to obtain a 2D labeling output matrix (i.e., a binary
image) with the same scale in which the pixels represent whether the corre-
sponding pixel in the source image belongs to a building or not. In general,
the 2D labeling output is obtained according to a 2D building class probability
matrix. Figure 1 illustrates an example of the workflow of how a CNN is applied
to automatic building extraction. The white pixels in the output indicate that
the corresponding pixel in the input image belongs to a building.

In some locations, the shapes and colors of buildings and the objects in
their surrounding (such as tanks, lakes, and plants) are very similar, making
the automatic building extraction task extremely challenging. As the sensors are
able to retrieve more accurate data with higher resolution (such as multispectral
images), the applied models get more clues for recognizing the building regions.
These models require higher computational resources to deal with such higher
information.
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Fig. 1. CNN architecture with encoder and decoder networks applied to automatic
building extraction.

The progress of DL has motivated several authors to address the computer
vision problem behind automatic building extraction using DNNs. At the same
time, machine learning (ML) methods were adopted to deal with the same prob-
lem by principally applying feature learning methods.

2.2 Related Work

DNNs have shown they are able to learn features describing buildings and map
them onto output layers. The output layers of the DNNs represent the probabil-
ity that a given pixel in an image belongs to a building. The learning methods
applied by DNNs are improving their efficacy and efficiency thanks to the devel-
opment of modern parallel computing processors and graphics processing units.
Different annotated aerial high-resolution image datasets have been collected,
contributing to the continuous improvement of the accuracy and quality of the
results because the training process may use more data.

Variations of convolutional neural networks (CNNs) are the most commonly
applied DNNs in building extraction literature. CNNs have been shown to be
highly competitive in computer vision tasks, such as large-scale image recogni-
tion, object detection, and semantic segmentation [23]. A representative set of
these DNNs are FCNs, DeepLab, Pyramid Scene Parsing Network or Pyramid
Scene Parsing Network, LinkNet, ResNets, ResNetXt, and UNet [15].

UNet-based DNNs have been the most promising models for building extrac-
tion. Two comparative studies [8,10] evaluated UNet against LinkNet on building
extraction over the Planet dataset, which covers different areas of Russia. Both
studies concluded that UNet provides more competitive results than LinkNet.
UNet was also applied over the SpaceNet dataset by Khryashchev et al. [11].
The authors modified the original UNet architecture by including two separate
encoders to accept two separate inputs from the same geographical area: an RGB
image and an infrared (IR) image. The proposed approach improved the results
provided by the original UNet for the regions studied. The same approach (using
two separate UNet encoders) was used over Inria Aerial Image Labeling Dataset
(IAD) [20]. In this case, the authors evaluated this approach by applying differ-
ent loss functions during the training process. The experimental analysis did not
provide statistical results on which loss function provided the best performance.
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A general problem when dealing with building extraction is that the buildings
can be located close to each other and be merged into one single object after
segmentation (extraction). A variation of UNet was proposed by Pasquali et
al. [18] to deal with this problem. The authors proposed using two encoders, one
specialized in detecting the buildings and the other in detecting the separation
between buildings. The experimental results show that the proposed approach
was able to extract the buildings while detecting their boundaries.

Li et al. [12] analyzed five modifications to the UNet architecture (adding
and removing layers) to check which modifications showed the best accuracy
and were the most computationally efficient. Besides, UNet has been studied
over several types of imagery databases, for example, a combination of aerial
imagery with data from geographic information systems [17], a high-resolution
imagery dataset [1], and a very ultra-high-resolution imagery dataset captured
by unmanned aerial vehicles.

This article analyzes different DNNs whose architectures combine UNet and
ResNet. In literature, an approach based on this combination, a UNet-ResNet
architecture, adapted the UNet to jointly accept different data types such as IR
imagery, RGB satellite imagery, and others. Xu et al. [25] proposed this approach
to extract buildings on multispectral imagery from Vaihingen and Potsdam,
Germany. The method was compared with other remote sensing algorithms, a
FCN and a CNN combined with Random Forest. Experimental results showed
that UNet-ResNet was better than the other methods in terms of accuracy and
F1 score.

The main contribution of the research reported in this article over the previ-
ous approach is that the proposed models only use as input RGB images because
the other type of data used to address the analyzed problem, e.g., IR imagery
or normalized differential vegetation index, is not always available.

3 Deep Neural Networks Considered in the Study

This section describes the three main DNNs architectures applied for the auto-
matic building detection problem.

3.1 Residual Neural Networks

The depth of DNNs is an important factor for their performance and it has
proven to be one of the main parameters that allows learning of increasingly com-
plex functions. However, increasing the number of layers brings the main problem
of vanishing gradient, which prevents the network weights to be updated, i.e.,
no learning is being performed [15]. ResNet was developed to mitigate the gra-
dient vanishing problem shown by very dense CNNs. The main idea of ResNet
is to introduce skip connections among residual units, which bypass one or more
layers (see Fig. 2). Skip connections allow the gradient to flow backward through
the shortcut created between layers, from later layers to initial filters [7].
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Fig. 2. Basic diagram of a residual unit.

Several variants of ResNet have been proposed, e.g., ResNet34, ResNet50,
and ResNet101. The number in the name, i.e., 34, 50, and 101, indicate the
number of layers of the network. These CNNs have one MaxPool layer at the
beginning and one AveragePool layer at the end, and convolution layers.

Subsequently, the ResNeXt architecture [24] was proposed as an extension to
ResNet. ResNeXt applies the “split-transform-merge” paradigm to replace the
standard residual blocks. Instead of performing convolutions on the entire input
mapping (i.e., using a unique convolution block), the block input is projected
onto a set of lower-dimensional representations (channels) to which convolutional
filters are applied separately to finally merge the results (i.e., generating multiple
convolution paths to different convolution blocks, which outputs are merged by
adding them together). In ResNetXt, all the convolution paths have the same
topology. The number of paths is a hyperparameter itself called cardinality (C).

Figure 3 compares a residual block of ResNet50 and one of ResNeXt with
C=32. The input of the ResNeXt block is divided into 32 channels of dimension
4 (“split”). Then, the convolutions are performed in each of the paths separately
(“transform”). Finally, the channels are added together (“merge”). ResNeXt
applies skip connections as in the case of ResNet.

3.2 Fully Convolutional Neural Networks

CNNs perform well in addressing image classification, i.e., labeling input images
with a unique category. However, CNNs lack the notion of locality mainly
because they use fully connected layers in the output. FCNs were proposed to
keep the locality concept in learning, required to deal with image segmentation
(i.e., the task of labeling individually each pixel of the input image) [13].

FCNs replace fully connected layers in the output with 1×1 convolutional
layers. After performing the CNN downsampling operations to the input image,
adding the new 1×1 convolutional layers allows upsampling to calculate the
pixelwise output (label map). Thus, the classification output and the input image
have a one-to-one correspondence at the pixel level: the channel dimension at
any output pixel holds the classification results for the input pixel at the same
spatial position.
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Fig. 3. ResNet50 residual block and ResNeXt block (C=32). Each layer is represented
as (number of input channels, kernel size, number of output channels).

The main advantages of using FCN over CNN are: a) FCNs are better suited
to perform image segmentation, and b) FCNs do not necessarily have to receive
inputs whose dimensions are of a fixed size.

3.3 UNet

The UNet architecture is based on FCN and it was introduced to address image
segmentation task in the field of bio-medicine [19]. The main idea is to have a
new ANN trained with few images (and making use of data augmentation) able
to be used for image segmentation.

The UNet architecture consists of a contraction path (encoder) and an expan-
sive path (decoder). The encoder is similar to that of FCN architecture and its
objective is to capture the context in the image, while the decoder has the func-
tion of specifying the location of the elements. The contracting path is more or
less symmetric to the expansive path, which yields a U-shaped architecture.

The main benefits of UNet over other ANNs architectures are: a) it has a
simple structure built by using convolutional, ReLu activation function, and max
pooling layers, and b) it exhibits very competitive performance in segmentation
tasks by requiring a little amount of training data (i.e., labeled images).

4 Experimental Setup

This section introduces the ANN architectures analyzed, the dataset used to
define the problem instances, the evaluation metrics, the hardware platform
used to run the experiments, and the software libraries to develop the code.
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4.1 Evaluated ANNs Architectures

The experimental analysis performed in this study considered more than one
single ANN architecture. The idea is to find the best-suited architecture for the
building segmentation problem. Among an initial list of candidate architectures
and after performing preliminary experiments, three architectures performed
better than the other ones and they were selected to address the problem. These
architectures are defined by combining the architectures introduced in Sect. 3
(i.e., ResNet, ResNeXt, FCN, and UNet). These architectures are:

– FCN-ResNet50, a FCN with a ResNet50 as the backbone (i.e., encoder);
– UNet-ResNet101, a UNet with a ResNet101 as the backbone;
– and UNet-ResNeXt50, a UNet with a ResNeXt50 as the backbone.

The three models were trained by using the same main hyper-parameters:
40 training epochs, learning rate of 8×10−5 and Dice Loss as the loss function.

4.2 Problem Instance

The experimental evaluation was carried out over the IAD dataset [14]. IAD
includes color aerial imagery covering a total area of 810 km2, divided into
405 km2 for the training set and 405 km2 for the testing set. The data cov-
ers different regions in the USA and Austria: San Francisco, Chicago, Kitsap
County, Bellingham, and Bloomington in the USA; Vienna and Innsbruck in
Austria. These regions represent different types of urban areas, from small cities
to megacities.

The dataset was constructed by combining public domain images and the
official location of public domain buildings from the cadaster. The dataset con-
tains three color bands (Red, Green, and Blue) orthorectified images with a
resolution of 1000×1000 pixels and a spatial resolution of 0.3 m per pixel.

As the ultimate goal of the IAD dataset is to evaluate building remote sens-
ing techniques, the semantic segmentation of the images considers two different
labels: building and no-building. Including data (images) from several types of
cities allows this dataset to evaluate the generalization capabilities of the segmen-
tation algorithms. Thus, the training and test sets do not overlap, i.e., include
images from different cities. For example, the images of Chicago are included in
the training set (and not in the test set), and the images of San Francisco are
included in the test set (and not in the training set).

The training dataset contains 180 color image frames of size 5000 × 5000
pixels, covering an area of 1500 × 1500 m each. The regions included are Austin,
Chicago, Kitsap County, West Tyrol, and Vienna. The test dataset has also 180
images and covers Bellingham, Bloomington, Innsbruck, San Francisco, and East
Tyrol.

In the proposed experimental evaluation, the automatic building extraction
was addressed over IAD (defining an instance named IAD). In order to evaluate
the impact of the size of the dataset images on the accuracy of the evaluated
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methods, four additional datasets (instances) were defined by cropping the orig-
inal IAD images. Four derived instances were defined:

– IAD1000: including 1000×1000 pixels images,
– IAD1250: including 1250×1250 pixels images,
– IAD1666: including 1666×1666 pixels images,
– and IAD2500: including 2500×2500 pixels. images.

4.3 Performance Metric

The metric used to evaluate the proposed models is Intersection over Union
(IoU). IoU is a standard performance metric used for comparing the similarity
between two arbitrary shapes, which is useful for image segmentation problems.
Given an input image, IoU provides a measure of the similarity between the
predicted region by using an ANN and the input image ground truth.

IoU is defined as the size of the intersection divided by the size of the union of
the two regions (Eq. 1, where X is the actual class mapping of an image (given by
the ground truth) and Y is the predicted map by the ANN). IoU is a normalized
measure, invariant to the scale of the problem under consideration.

IoU =
|X ∩ Y |
|X ∪ Y | (1)

4.4 Development and Execution Platform

The proposed approach was developed in Python using PyTorch and Segmen-
tation Models PyTorch libraries. OpenCV and Albumentation [3] were used for
image manipulation and data augmentation. The experimental evaluation was
performed on the high performance computing infrastructure of National Super-
computing Center (Cluster-UY), Uruguay [16].

5 Experimental Evaluation and Discussion

This section describes the main results by reporting IoU and discussing the
quality of the predictions.

5.1 Quantitative Analysis: IoU Results

Table 1, summarizes the IoU results for the three evaluated architectures (i.e.,
FCN-ResNet50 UNet-ResNet101, and UNet-ResNeXt50) and the five instances (i.e.,
IAD1000, IAD1250, IAD1666, IAD2500, and IAD). Besides, the table presents the
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Table 1. IoU values obtained for each dataset derived from IAD.

Dataset Architecture Mean Std

FCN-ResNet50 UNet-ResNet101 UNet-ResNeXt50

IAD1000 0.8469 0.8802 0.8694 0.8694 0.0139

IAD1250 0.8666 0.8611 0.8771 0.8683 0.0066

IAD1666 0.8782 0.8534 0.8816 0.8711 0.0126

IAD2500 0.9181 0.9057 0.9102 0.9113 0.0051

IAD 0.8965 0.9177 0.8965 0.9036 0.0100

mean 0.8813 0.8836 0.8869

std 0.0245 0.0248 0.0146

mean and standard deviation (std) values for all the architectures and all the
instances. When evaluating the IoU metric, the higher values the better the
results.

Results of the evaluated models depend on the size of the images in the
instances. According to the results in Table 1, UNet-ResNeXt50 is the most com-
petitive ANN architecture taking into account the mean and the standard devi-
ation IoU values. The mean IoU achieved by UNet-ResNeXt50 is the highest one
(i.e., it was the model that has best learned to identify buildings from aerial
images). Besides, its standard deviation is the lowest, meaning that it was the
most robust method. Even though, UNet-ResNeXt50 provided the best IoU values
only for two instances, the IAD1250 and IAD1666.

The second most competitive architecture was UNet-ResNet101, which pro-
vided the second-best mean IoU value. UNet-ResNet101 got the best results for
the IAD1000 and IAD instances, i.e., for the instances that have the smallest and
the biggest images, respectively. FCN-ResNet50 was able to provide the most
competitive results only for the IAD2500.

Thus, the results in Table 1 show that in general the ANN architectures that
are based on UNet provide better results than the one based on FCN. This is
because UNet is an evolution of FCN that provides enhancements that make
it better suited for image segmentation tasks such as in the building extraction
from aerial images. Likewise, the results show that the use of ResNeXt as a
backbone yields to results that improve over the results compared to the use of
the basic ResNet.

5.2 Qualitative Results Analysis: Output Labeling Map Results

In order to perform a qualitative analysis, four aerial images from the testing
dataset of IAD were selected to compute the labeling map by using the three
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Fig. 4. Image tyrol-w322500 2500 from IAD2500 results.

studied architectures. Figures 4–7 present the areal image, the ground truth (i.e.,
true labeling map), and the output labeling maps for each one of the models.

Figure 4 corresponds to an areal image from a rural area where there are just
a few small buildings. In general, the three models provided similar results. They
were able to extract the buildings, differentiating them from the vegetation and
the roads. Focusing on UNet-ResNeXt50, the right side of the image in Fig. 4e
that the model was able to extract different buildings that were not found by
the other models. These different buildings are seen on the original aerial image
in Fig. 4a, but the map in Fig. 4a labels all of them as one unique building.

Figures 5 and 6 represent areas with an increasing number of buildings in
the suburbs of Chicago. In the results shown in Fig. 5, FCN-ResNet50 provided
the least competitive results because the output labeling map includes sev-
eral false positives (i.e., several white shapes in the output labeling map that
in the real image do not correspond to any building). The other two models
got pretty similar results. However, the shapes of the buildings extracted by
UNet-ResNet101 match better with the ground truth shapes than the shapes
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Fig. 5. Image chicago312500 2500 from IAD2500 results.

computed byUNet-ResNeXt50. It is remarkable that the three models were able
to extract buildings with special shapes like the baseball stadium, where the
predictions were able to distinguish the playing field from the stands.

The area represented in Fig. 6 includes buildings of different shapes, including
cross-shaped buildings. In general, all the evaluated models were able to predict
all the buildings, regardless of the shape. The results show that UNet-ResNet101
provided the best results. UNet-ResNet101 was able to extract all the build-
ings while getting a negligible number of false positives. FCN-ResNet50 and
UNet-ResNeXt50 were able to extract almost all buildings, but the shapes do
not fit the ground truth in Fig. 6b as well as the shapes extracted by the
UNet-ResNet101.

The aerial image in Fig. 7 is taken from an urban area with a high density of
buildings and several roads in Vienna. In turn, it includes buildings of different
sizes (ranging from small houses to big condos). The results provided by the
three models show that they were able to extract the buildings distinguishing
them from other types of infrastructures included in the image and the roads.



42 L. González et al.

Fig. 6. Image chicago322500 2500 from IAD2500 results.

Besides, the three models correctly labeled buildings of any size. In this case, it
is pretty difficult to select which architecture got the most competitive results
because the output labeling maps are close.

Summarizing, the qualitative results are in line with the quantitative results
discussed in Sect. 5.1. The accuracy of the results of the networks build using a
UNet architecture (i.e., UNet-ResNet101 and UNet-ResNeXt50) is better than the
network based on FCN.
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Fig. 7. Image vienna32250 0 from IAD2500 results.

6 Conclusions and Future Work

This article presented a study of different architectures of deep neural networks
in the task of buildings extraction.

Based on the related works, the FCN, ResNet, UNet architectures and their
combinations were selected for the analysis. Special emphasis was placed on
exploring the network encoder, using the ResNet architecture and its variants
for that purpose. Besides the experiments made for the mentioned architectures,
the effect of different image sizes in training was explored. Four datasets were
constructed from the standard IAD dataset, and for each of them the three
candidate models were trained if the size of training images had an impact on
performance.

From the considered architectures, a better performance from those based on
UNet was computed, compared to the FCN variants. Regarding the size of the
training images, for the studied dataset a tendency to better performance was
detected over the models trained with larger images.

The results obtained in the experimental evaluation suggest that it is fea-
sible developing automatic strategies for building detection using deep neural
networks. Results from these strategies are valuable inputs for addressing more
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complex tasks such as population estimation or planning wastewater treatment
in urban areas.

The main lines for future work are related to extending this study to datasets
constructed from cities with dissimilar characteristics, e.g., to model scenarios
with a poor urban development where buildings patterns are not regular, and
introducing automatic methods for the calibration of certain hyperparameters
of the studied neural networks, such as the learning rate and the cost function.
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Abstract. Security and emergency services are among the biggest con-
cerns for both authorities and citizens. Better adapting those services to
inhabitants is a key goal for smart cities. All emergency services have
their own peculiarities, and in particular, the control of police patrols
in urban areas is a complex problem connected to the dynamic vehi-
cle routing and traveling salesman problems. We propose in this paper
two bi-objective integer linear programming formulations for the police
patrol routing problem, which differs from the vehicle routing and trav-
elling salesman problems in which not all the nodes in the city must
be served, and there is no “depot”. The first formulation is more pre-
cise but computationally costly, and the second one is a relaxation that
standard integer linear programming solvers can easily solve. The exper-
imental analysis shows that the complete Pareto front can be computed
for the relaxed formulation, providing valuable information to solve the
precise formulation in future work. In particular, we analyze the number
of patrols and the length of the routes they traverse.

1 Introduction

Smart cities try to improve their functioning using information and commu-
nication technologies [2]. Consequently, there are many ways of making a city
smart [4]. In general terms, the smartness of a city should translate into more
and better-personalized services for its inhabitants. Among these services, secu-
rity in cities is probably one of the biggest concerns for both authorities and
citizens. To increase security and how the urban population perceives security,
emergency services must be well coordinated in order to prevent crime, minimize
arrival times to crime spots, and effectively attend to emergencies and disasters.
The most visible corp in terms of security in cities is the fleet of police patrols,
and optimizing the use of these police resources to serve citizens better is one of
the ways of making a city smarter.

The control of police patrols in urban areas is a complex problem of increasing
difficulty with cities’ growth. Two main issues must be considered in patrol
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routes: on the one hand, effective positioning of patrols might prevent crime
in conflicting areas and assist communities more efficiently; on the other hand,
emergencies stochastically appear and must be responded to on real-time bases,
leaving unattended areas during certain periods. Strategies to solve these issues
are included in the concept of the police patrol routing problem (PPRP) [10].

Studies on the PPRP are very limited. The PPRP has many similarities with
the vehicle routing problem (VRP) [9], which is a generalization of the traveling
salesman problem (TSP) [8]. There exist many variants of the VRP [5,14,19],
and it is usual to find in the literature a treatment of the PPRP as a dynamical
vehicle routing problem (DVRP) [13], a VRP that evolves in time. Nevertheless,
the police patrol problem has its own characteristics, making it a significantly
different problem by itself. In particular, the existence of stochastic events, in
the form of emergencies and disasters, forces the police patrols to be reactive,
suspend current tasks, minimize their reaction times towards demanding spots
and resume daily tasks once the emergency finishes.

Police patrol emergencies are conceptually different from emergency calls
received by other emergency services, such as ambulances and fire-trucks. In
these last services, vehicles attend the emergencies from their depots and return
when they are over without altering prefixed routes. Some authors have tried to
solve these kinds of problems by treating them as the maximal expected coverage
relocation problem [12], where the aim is to maximize the coverage of an urban
area by allocating waiting sites for emergency vehicles. In this scheme, the city
is divided into blocks in which waiting emergency vehicles have a driving time
until the emergency spot to be minimized.

This work aims to propose PPRP as a covering problem in the context of
smart cities: a fixed number of police patrols are distributed in an urban region
in such a way that they cover the maximum possible conflicting areas and, at
the same time, the total cost of deploying the patrols is minimized. We use
the total length of the routes traversed by the patrols as a proxy for the cost
since this length is directly related to fuel consumption and greenhouse gas
emissions. Thus, PPRP is addressed as a multi-objective optimization problem
by using mathematical programming. Specifically, a variant of the ε-constraint
method, called hybrid method by Ehrgott [11], is used to compute the set of
efficient solutions that represent different trade-offs between the objectives. The
problem is addressed over three instances defined using real data from the city
of Fuengirola (Spain).

The main contributions of this paper are: a) providing two new formulations
of the PPRP problem as a covering problem, b) using a multi-objective exact
method to address one of the formulations of PPRP, and c) solving the PPRP
problem on a real-world instance.

This paper is organized as follows: the next section mathematically describes
the police patrol routing problem as a covering problem; Sect. 3 reviews related
work in the context of smart city problems; Sect. 4 details the proposed method-
ology, algorithm and experimental setup used to solve the problem; Sect. 5 dis-
cusses the results and the solutions found; and finally, Sect. 6 draws the main
conclusions and ideas for future work.
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2 The Police Patrol Routing Problem

We model a city with a graph G = (V,E), where V is the set of nodes, rep-
resenting junctions of streets, and E ∈ V × V is the set of edges of the graph
representing the streets. The graph is vertex- and edge-weighted. The weights
associated with the nodes, denoted with wi with i ∈ V , represent the number
of events associated with the node. These weights are computed based on the
historical data recorded in the city. In particular, historical data provides events
that occurred at different streets (edges), and the events are assigned to the
closest node. The weight wi is the number of events for which i is the closest
node in the map. The weights associated with the edges (streets), denoted with
ce with e ∈ E, represent the length of the street. The successor and predecessor
functions of G, denoted with N+ : V �→ 2V and N− : V �→ 2V , are defined as
follows:

N+(i) = {j ∈ V |(i, j) ∈ E} (1)

N−(i) = {j ∈ V |(j, i) ∈ E} (2)

A solution x to the PPRP is a set of cycles in graph G with each cycle
representing the route of one patrol. We will assume a maximum of P patrols
that will be denoted with numbers 1 to P . We will use the notation [n] to denote
the integer numbers from 1 to n. Thus, the patrols will have labels in the set [P ].
The goals of PPRP are to maximize the sum of the weights of the visited nodes
and minimize the distance traveled by all the patrols to visit those nodes. By
maximizing the sum of weights, we are providing a better service quality; while
minimizing the length of the routes, we reduce the cost of the solution and the
pollution due to police vehicles. Since we have a limited number P of patrols,
reducing the lengths of the routes and covering all the nodes of the graph are
conflicting objectives. Thus, we formulate the problem as a bi-objective problem.

In the following, we propose two formulations for the problem. The first is
more precise but also more complex, and solving it requires more computational
power. The second is a relaxation of the first formulation and can be solved
efficiently using exact methods but assumes an unlimited number of patrols.

2.1 Precise Formulation

Before presenting the formulation we will present the variables used in it. Let xp,e

be a binary variable that is 1 when patrol p traverses edge e and zero otherwise,
and let yj be a variable that is 1 when node j is covered by at least one route
and 0 otherwise. We will use variables l and u to represent the lower and upper
bounds for the length of the routes. We will also introduce variables zp,j and
dp,j to avoid several cycles associated with the same patrol. We can formalize
the PPRP with the following bi-objective mixed integer linear program:

min
∑

e∈E

ce

P∑

p=1

xp,e, max
∑

i∈V

wiyi, (3)
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subject to:
∑

i∈N−(j)

xp,(i,j) =
∑

k∈N+(j)

xp,(j,k) ∀j ∈ V,∀p ∈ [P ], (4)

∑

i∈N−(j)

xp,(i,j) ≤ 1 ∀j ∈ V,∀p ∈ [P ], (5)

∑

i∈V

dp,i = 1 ∀p ∈ [P ], (6)

zp,j ≥ zp,i + 1 + |V |(xp,(i,j) − dp,j − 1) ∀(i, j) ∈ E, ∀p ∈ [P ], (7)

yj ≤
∑

i∈N−(j)

P∑

p=1

xp,(i,j) ∀j ∈ V, (8)

l ≤
∑

e∈E

cexp,e ∀p ∈ [P ], (9)

∑

e∈E

cexp,e ≤ u ∀p ∈ [P ], (10)

u − l ≤ αu, (11)
xp,e ∈ {0, 1} ∀e ∈ E, ∀p ∈ [P ], (12)
dp,j ∈ {0, 1} ∀j ∈ V, ∀p ∈ [P ], (13)
0 ≤ yj ≤ 1 ∀j ∈ V, (14)
zp,j ≥ 0 ∀j ∈ V ∀p ∈ [P ], (15)
u, l ≥ 0. (16)

Equation (3) expresses the two objectives, which is minimizing the sum of
the lengths of the routes and maximizing the sum of the weights of the nodes
covered by the routes. Observe that even if yj is continuous, it can only take
values 0 or 1 due to constraint (8) and the second objective in (3). The family
of constraints (4) force the patrols to pass through a node and not stop on it.
Equations (5) prevents a patrol from visiting the same node twice. Together,
Eqs. (4) and (5) force the patrols to follow cycles in the graph. But there could
be more than one cycle associated to one patrol, which is not realistic. To solve
this issue we add Equations (6) and (7). We adapted here the sub-tour elimina-
tion equations traditionally used in the ILP formulation of the Vehicle Routing
Problem (VRP) formulation [1]. In this case, the main difference is that we do
not have a designated depot (as it happens in VRP). Thus, we add a new variable
dp,j that is 1 when patrol p uses node j as a depot and is 0 otherwise. Equa-
tion (6) ensures that only one depot per patrol exists. Equations (7) ensure that
the cycle associated with each patrol is connected. One criticism of the adopted
approach is that routes in real life do not need to be cycles in the city. There
can be nodes visited more than once in a route because it could be convenient
due to the existing road graph. In that case, our model is still valid, but we need
to pre-process the underlying graph. Instead of using the real roads in the city
as edges, we produce a complete graph where the nodes are those with nonzero
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weights, and the edges represent the shortest path from one node to another.
That is, each edge in this second graph corresponds to a complete path in the
original road graph. We defer to future work the analysis of this approach.

Equation (8) ensures that yj is zero if there is no route visiting node j. Other-
wise, yj will be 1 due to the second objective, as pointed out above. Equations (9)
and (10) introduce the constraints for the lower and upper bound variables l and
u, respectively. These variables are used in Equation (11) to put some limits to
the difference between the lengths of the patrol routes. With this constraint, we
want to allow the decision-maker to fix the maximum difference in the length of
the routes followed by the different patrols. The parameter α provides a conve-
nient parameter to tune this difference. If α = 0, all routes should have the same
length, which could be impossible for some graphs. If α = 1, the routes can have
any length. A value between 0 and 1 for α will set the difference between the
longest and the shortest route to a fraction of the longest route. The decision-
maker can use low values for α, if it is important that the routes do not differ too
much in length. This parameter is related to “fairness”. Finally, Equations (12),
to (16) establish the domain of the variables.

2.2 Relaxed Formulation

The precise formulation is equivalent to solving several VRPs simultaneously. We
ran out of computational resources when performing preliminary experiments on
this formulation. Since VRP is NP-hard, solving precise formulation will require
using heuristics when the instances are medium to large. In this section, we
propose a relaxed ILP formulation that can be solved exactly using ILP solvers
in a reasonable time and can provide valuable information to guide the use of
heuristics and the precise formulation. In this relaxed formulation, we assume
that α = 1 and omit the corresponding constraints for the lower and upper
bounds, Equation (11).

Let xe be a binary variable that is 1 when one of the patrols traverses edge
e and 0 otherwise. The relaxed formulation of the PPRP is as follows:

min
∑

e∈E

cexe, max
∑

i∈V

wiyi, (17)

subject to:
∑

i∈N−(j)

x(i,j) =
∑

k∈N+(j)

x(j,k) ∀j ∈ V (18)

yj ≤
∑

i∈N−(j)

x(i,j) ∀j ∈ V (19)

xe ∈ {0, 1} ∀e ∈ E (20)
0 ≤ yj ≤ 1 ∀j ∈ V (21)
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In this relaxed formulation, the number of patrols is unbounded. One solution
provided by this formulation will be composed of a set of cycles covering nodes
in the graph, which will be given by the variables xe. We use again variables
yj to represent the visit of at least one patrol to node j. Given the values of x
in one solution, it will be possible to provide a lower bound to the number of
patrols required to implement that solution. The minimum number of patrols
will be the number of connected components in the subgraph induced by the set
of edges E′ = {e ∈ E|xe = 1}. We can also compute some statistics regarding
the lengths of the routes associated with those patrols. The computation of the
Pareto front for this relaxed model will provide an “optimistic” Pareto front;
that is, no solution to the precise formulation can dominate any solution in the
Pareto front of the relaxed formulation. The solutions in the front also represent
real solutions for the case in which the number of patrols is not bounded, and
there is no constraint related to the lengths of the routes.

3 Related Work

Literature on smart cities includes many research studies on addressing opti-
mization problems with the aim of improving inhabitants’ life. These optimiza-
tion problems deal with real-world environments, and, in general, their objective
functions are noisy and/or are based on simulations. Besides, these optimization
problems comprise substantial search spaces and/or consider several (not easy
to meet) constraints. These specific characteristics make these problems hard
to solve (most of them are NP-hard problems) [17,18]. Therefore, heuristics
and metaheuristics (e.g., evolutionary computation, EC) emerged as effective
and efficient tools to compute good solutions requiring bounded computational
resources. Besides, mathematical programming techniques (e.g., integer linear
programming, ILP) have become very popular in addressing such problems in
the last few years.

Many studies in the literature focus on the use of heuristics and metaheuris-
tics to address smart city problems. For example, different EC methods were
coupled with machine learning approaches to build accurate models for road
traffic mobility [21] and car parking availability [3] prediction. The first study
applied EC to address feature selection, and the second used EC to optimize the
hyperparameters and architecture of a neural network. A heuristic algorithm
was designed to address communication among vehicles and road infrastructure
elements to improve security and efficiency in urban road transportation [20].
The authors proposed a communication algorithm based on swarm intelligence in
which each node in the network takes the routing decisions in order to optimize
its own and the neighborhood nodes’ throughput.

Many real-world smart city problems are multi-objective because they con-
sider several (often conflicting) objectives (e.g., when dealing with public
transportation: the quality-of-service and economic cost). For example, multi-
objective EC algorithms were analyzed for the efficient design of the vehicle
charging infrastructure [6]. The authors considered two conflicting objectives:
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the quality-of-service regarding charging time and distance to the charging sta-
tion and the economical cost of the charging station installation [7].

In recent years, mathematical programming methods are gaining prominence.
Thus, several studies in the literature apply mathematical programming tech-
niques to solve problems in the domain of smart cities. A mono-objective variant
of the problem of designing the vehicle charging infrastructure was addressed by
using ILP [17]. The exact approach improved the results provided by a genetic
algorithm (GA). Other authors applied ILP to find the best location for parking
lots [15]. This research aimed to minimize the vehicles’ travel time for finding a
parking lot near the users’ destination. Multi-objective mixed-ILP was proposed
to deal with the problem of rescheduling trains to serve passengers from delayed
high-speed railway trains [23]. The objectives of this problem were to maximize
the number of expected transported passengers and minimize the number of
extra trains and operation-ending time of all extra trains.

PPRP problem is a variant of VRP. Some studies use mathematical program-
ming to address VRP (and variants) in smart cities literature. The ε-constraint
method was applied to optimize the delivery service provided by unmanned aerial
vehicles (UAV) [24]. The problem was addressed as a multi-objective nonlinear
programming problem established by taking the minimum total flight distance
and the highest average customer satisfaction as the objective functions. The pro-
posed method improved the results computed by a GA. A combination of the
ε-constraint method and the modified column-and-constraint generation algo-
rithm was proposed to deal with the efficient urban waste collection [25]. The
authors defined a bi-objective problem to minimize the worst-case total collection
cost and the environmental disutility, considering service demands uncertainty
and traversing costs uncertainty on roads. Another variation of the urban waste
collection problem was proposed by considering three objectives: minimizing the
average required collection frequency of the containers, minimizing the installa-
tion cost of bins, and minimizing the average distance between the users and the
bins [18]. The authors applied the augmented ε-constraint method and the Page-
Rank heuristic. The results show the proposed approaches’ competitiveness for
constructing a set of candidate solutions that considers the different trade-offs
between the optimization criteria.

4 Methodology

In multi-objective optimization problems, there is usually no single solution that
optimizes all the objectives at the same time. Instead, we are interested in finding
a set of the so-called efficient solutions, with the property that it is not possible
to improve one objective without worsening another one. Let d be the number of
objectives in our multi-objective problem, we say that a solution x is efficient if
there is no solution y such that fi(y) ≤ fi(x) for all i ∈ [d] and fj(y) < fj(x) for
at least one j ∈ [d]. The set of all efficient solutions of a multi-objective problem
is called efficient set, and the image of that set is called Pareto front. Each d-
dimensional point in the Pareto front is called non-dominated point. There can
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be more than one efficient solution mapped to a single non-dominated point. In
those cases, we are interested in finding only one of those efficient solutions. In
the following subsections, we first present the algorithm used to find the Pareto
front (and one efficient solution per non-dominated point). We also explain the
experimental setup used in this work to illustrate how the problem can be solved
in a real scenario. To the best of our knowledge, the formulation of the problems
used here is novel, and thus, there are no algorithms to compare in the literature.
Furthermore, since we use an exact algorithm, the optimality of the solutions is
ensured, and the only comparison we can do with potential previous algorithms
is related to the time required to solve the problem.

4.1 Algorithm

In this work, we are interested in finding the complete Pareto front of the relaxed
formulation of the PPRP. In order to compute the front, we use a variant of the
ε-constraint method, called the hybrid method by Ehrgott [11, p. 101], that
optimizes a weighted sum of the objectives to ensure that the solutions found
by the ILP solver are always efficient. Algorithm 1 shows the Hybrid method
adapted to the bi-objective case we face. We assume that f1 and f2 are to be
minimized. If one of the objectives is to be maximized (as it happens with the
second objective in Eq. (17)) we can multiply it by −1. The method transforms
the bi-objective problem into a set of single-objective problems where the goal
is to minimize f2(x) + λf1(x), with λ a constant. The value of λ must be small
enough not to lose any non-dominated point in the Pareto front, but large enough
to ensure that all the solutions found are efficient1. In addition to the constraints
of the problem, that we represent with the expression x ∈ X, the method adds
a new constraint on f1: f1(x) ≤ ε. This constraint is the key to obtaining all the
efficient solutions even if the Pareto front is concave. The value ε is reduced by an
amount δ along the search to find all the non-dominated points. In the beginning,
ε must be large enough to find the non-dominated point with a minimum at f2
value (and maximum at f1 value). The value of δ should be small enough not
to jump over any solution in the Pareto front. The algorithm ends when the
problem is unfeasible, or ε reaches a minimum value εs. We use this limit in ε
to be able to compute only one part of the Pareto front. This is useful when
the decision maker has a clear idea of the range of values to consider. It is also
especially useful to parallelize the computation of the whole Pareto front.

In our case, we use λ = 0.0001, since we computed the two lexicographic
optimal solutions of the Pareto front and found that this value is small enough
not to lose any efficient solution. Our first objective, f1, is the sum of the weights
of the visited nodes multiplied by −1, and f2 is the sum of the lengths of the
routes traversed by the patrols. We use the sum of weights as f1 because the
weights are integers and, thus, a value of δ = 1 ensures that we do not miss
any efficient solution. The length of the routes traversed by the patrols take, in

1 In theory, for any value of λ > 0 the solution found is efficient, but in practice
numerical errors in floating point operations can result in non-efficient solutions.
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Algorithm 1: Hybrid method [11, p. 101]
Data: λ, δ, ε0, εs

Result: Pareto front, PF
1 ε ← ε0;
2 PF ← ∅ ;
3 while ∃x ∈ X with f1(x) ≤ ε and ε > εs do
4 x∗ ← arg min

x∈X,f1(x)≤ε

f2(x) + λf1(x) ;

5 PF ← PF ∪ {(f1(x
∗), f2(x∗)};

6 ε ← f1(x
∗) − δ ;

7 return PF

general, fractional values. If we would choose the length of routes as f1, then
finding the appropriate value for δ would have been more involved.

4.2 Experimental Setup

The experimentation was performed over three instances based on a realistic
scenario defined in Fuengirola, a low-medium-sized city in the south of Spain.
Fuengirola covers an area of 10.37 square kilometers and nowadays it has more
than 82 000 inhabitants. The information about the events was provided by
Fuengirola’s City Police and the geographical data was obtained from Open
Street Maps [16].

The instances have been defined as connected graphs in which the edges rep-
resent the roads, and the nodes encapsulate the number of events that occurred
in their immediate area. During the period considered in our study (from January
1st, 2017 to December 31st, 2017), there were 2764 events that are distributed in
948 different nodes in the graph. We call this instance real. Due to data privacy
issues, we cannot publish more details of the real instance, and for this reason,
we generated two synthetic additional problem instances based on the real one.
In one of them, called shuffled, the weights of the nodes are randomly shuffled
and then re-assigned to different nodes; the set of events is the same, but not
their node in the graph. This instance contains 2764 events distributed in 473
different nodes. In the third instance, called sampled, we recover the original
empirical distribution and generate a new set of weights according to this sta-
tistical distribution; the set of events is different, and so the place where they
took place, but the statistical properties remain the same. This last instance has
2329 events distributed in 469 different nodes. Figure 1 illustrates the map of
the shuffled instance. The size of the nodes represents the number of events
that occurred at that node in the considered period. The weight of an edge is
the distance between the two nodes connected by that edge.

The experiments were run in the Picasso supercomputing facility of the Uni-
versity of Málaga with 126 SD530 servers with Intel Xeon Gold 6230R (26 cores
each) at 2.10GHz, 200 GB of RAM and an InfiniBand HDR100 network. In order
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to speed up the execution, we run several instances of the hybrid method, each
computing in one part of the Pareto front. In order to speed up the computation
of the whole Pareto front, we split the whole range of values for f1 in the Pareto
front in 30 intervals and run 30 instances of Algorithm 1 in parallel per problem
instance. Each algorithm instance used different values for ε0 and εs to avoid
overlapping the computed solutions. The range of values for f1 was computed
based on the objective values of lexicographic optima (efficient solutions with
minimum f1 and minimum f2 values).

The source code was written in Python using the Pyomo 6.2 library2 to create
the ILP model and Gurobi 9.5.1 as ILP solver. All the source code, data (except
for the real instance) and results can be found in Zenodo [22].

5 Results and Discussion

In this Section, we present the results of the application of the hybrid method
described in Subsect. 4.1 to the three instances considered: real, shuffled and
sampled. Since we are using a deterministic exact algorithm, we only performed
one run of it. Different runs could differ in runtime, but we are not interested
here in the analysis of runtime. However, we can say that the computation in
parallel of the 30 algorithm instances to get the whole Pareto in front of the
three problem instances took no more than 4 min in the Picasso supercomputing
facility. This means that computing the whole Pareto front using one single
machine with a sequential approach should not require more than 120 min (2 h).
This time is considered small compared to the lifetime of the solution, which
is in the order of days. The Pareto front could be computed during the night
because the routes have to be planned daily. We defer to future work on applying
anytime muti-objective algorithms, which are specially designed to find a set of
well-spread solutions in the objective space at any point during the search. These
algorithms are especially useful when the runtime is an important parameter.

Figure 2 shows the Pareto fronts of the three instances of PPRP. Table 1
presents the main metrics of the computed Pareto fronts: the normalized hyper-
volume and the number of solutions in the front. Focusing on Fig. 2, we observe
that there are no big gaps in the front in any instance, in spite of the fact that
the problem is combinatorial. For the real and shuffled instances, the front
is wider in the x axis because these instances contain more events. However,
we noticed that not all the events can be covered. In particular, for the real
instance, the maximum number of events covered was 2756 (out of 2764). In the
case of the instances shuffled and sampled, the maximum number of events
covered were 2692 and 2292, respectively, out of 2764 and 2329. The reason for
not covering some of the events has to do with the connectivity of the graph.
The uncovered events must be in nodes that form isolated, strongly connected
components of the graph, and it is not possible to form a cycle. There can be two
reasons for this to happen. First, the node is really disconnected from the traffic
network (for example, a fire in the countryside), and it makes no sense to visit
2 https://pyomo.readthedocs.io/en/stable/.

https://pyomo.readthedocs.io/en/stable/
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Fig. 1. Graph representing an efficient solution for the shuffled instance with 1900
events covered.

that node with a police car. Second, it could also be an artifact due to errors
in the map used for the computations or a cut of a road at an extreme of the
map. In this case, we could fix the problem by correcting the map and adding
the missing edges. We defer to future work a detailed analysis of the uncovered
events and their potential solution.

Fig. 2. Pareto fronts of the instances.

Table 1. Hypervolume and number of solutions of the computed Pareto fronts.

Metric real shuffled sampled

Normalized hypervolume 0.874 0.879 0.872

Number of solutions 2038 2345 2148

Now we will analyze in more detail the features of the efficient solutions found
by the hybrid method. In all the cases, we will use the number of events covered
as an index of the efficient solution (we could also use the length of the routes).
Figure 3 illustrates the minimum number of patrols required to implement the
efficient solution. We should say that efficient solutions could exist with fewer
patrols than the ones plotted in the figure because we are not minimizing the
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number of routes in our relaxed formulation of the problem. Furthermore, it is
always possible in a real situation to cover several routes with one single patrol
by asking the patrol to alternate between the different routes (increasing the
length of the routes). Thus, what we see in the figure is the minimum number of
patrols required to implement the particular efficient solution found by the solver
assuming that patrols are not allowed to alternate between routes. This number
is related to the effort in personnel and vehicles required by the municipality to
provide a good service to the citizens. We see that for a city like Fuengirola, this
number could be as high as 300.

Fig. 3. Number of routes computed according to the number of covered events.

Figure 4 shows statistics about the length of the routes followed by the dif-
ferent patrols. We plot the quartiles 1, 2 (median) and 3 of the set of routes
corresponding to each efficient solution. This information is again indexed by
the number of events (x axis). Ideally, these routes should be as short as possi-
ble to visit the conflicting points more frequently. We can see that for the efficient
solutions found, these distances do not exceed 100 m in the median. We can also
appreciate these short routes in the representation of a solution in Fig. 1. These
short routes explain the high number of vehicles required by the efficient solu-
tions. In a real scenario, with a limited number of vehicles (around tens), this
number should be much higher. Considering this more realistic scenario implies
solving the precise formulation of PPRP, which we defer to future work.

Fig. 4. Length of the routes given the events covered.

We are also interested in analyzing the difference between the length of the
routes. In the precise formulation, we can limit this difference using the α param-
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eter, but in the relaxed formulation, there is no limit to the difference. Thus,
we want to analyze how different these routes are. This is a measure of “fair-
ness” for the patrols. Ideally, all the patrols should have routes with the same
length since the length of the route is directly related to the cost of covering the
routes (fuel consumption and greenhouse gas emissions). We plot in Fig. 5 the
interquartile range (IQR) of the length of the routes divided (normalized) by the
median length. We can see that this measure of fairness has no clear trend (as
it happens with the previous features). An interesting observation in the three
instances is that the normalized IQR has a peak between 1000 and 1500 events
covered (depending on the instance). Definitely, the underlying graph has an
influence on the routes that are possible and could explain part of the behaviour
that the normalized IQR exhibit for the efficient solutions. We defer to future
work a detailed analysis and the optimization of the distance between route
lengths.

Fig. 5. Normalized interquartile range of the routes length given the events covered.

6 Conclusions

This paper presents two bi-objective formulations for the PPRP problem. One
is precise but computationally costly to solve, while the second is a relaxed
formulation that is easy to solve using standard exact methods. The problem
has been formulated as a covering problem in the road graph of a city. The
edges of the graph describe the streets, and the weight of the nodes represents the
number of events. Thus, the police patrols have to visit (cover) the areas (nodes)
with the highest number of events. Three instances of the problem have been
generated based on real data from the city of Fuengirola (Spain). The relaxed
formulation has been solved over the three instances to analyze the feature of the
solutions that can be obtained for the problem. The results obtained show that
the complete Pareto front of the relaxed formulation can be obtained in a few
minutes. The analysis of this relaxed formulation provides valuable information
to solve the precise formulation in a future work. In particular, we have an
“optimistic” Pareto front, which informs about the range of values expected in
the precise formulation. We also have an idea of the minimum number of patrols
required to reach the minimum length of the routes. The analysis of the lengths
of the proposed routes provides information regarding the difference between
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the proposed routes. This will be useful to set the values for parameter α in the
precise model.

Future work can focus on solving the precise formulation. This will prob-
ably require the use of a combination of exact methods (like ILP solvers) and
heuristics (the so-called matheuristics). The information gained from solving the
relaxed formulation in this paper will be very valuable in selecting the algorithms
and parameters to solve the precise formulation. We also plan to do a deeper
analysis of the difference in the lengths of the routes traversed by the patrols.
We can consider dynamism as part of the problem formulation. In this case,
one patrol must cover emergencies, and the other ones have to re-schedule their
routes to maximize the coverage of the conflicting points. Another future line of
research is the design of specific algorithms and operators to solve this problem.
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Abstract. This article presents an approach for generating synthetic
velocity fields in Large Eddy Simulations. This is a relevant problem,
considering the high computational effort required to simulate turbulent
flows with fine resolution. The proposed approach applies a Generative
Adversarial Network, considering relevant information about horizon-
tal slices of turbulent velocity fields. The approach is evaluated on a
real-world case study: augmenting the resolution of horizontal velocity
fields downstream of a wind turbine. The main results indicate that the
proposed approach is able to generate high resolution images of hor-
izontal velocity fields given a low resolution counterpart, without the
need for explicitly performing computationally expensive Large Eddy
Simulations.

Keywords: velocity fields · superresolution · Large Eddy
Simulations · GANs

1 Introduction

Several well-known methods have been proposed for modeling turbulent flows,
within the area of Computational Fluid Dynamics (CFD) [19]. Although tur-
bulent flows respond to Navier-Stokes equations, there is no general analyti-
cal solution for them so far. Numerical methods allow approximating solutions
to Navier-Stokes equations applied to turbulent flows, but the computational
resources needed for realistic engineering applications are usually excessively
large, especially for very turbulent flows [30]. Methods like Large Eddy Simu-
lation (LES) are responsible for solving only the low-frequency turbulent scales
(large vortices) and evaluating the effects of small scales without having to solve
them explicitly [5,20]. LES provides a compromise between the computational
cost and the resolution accuracy of the turbulent scales in the studied phe-
nomenon [2].

A viable alternative to solve the turbulent flows problem using less computa-
tional resources consists in augmenting the resolution of CFD simulations using
synthetic data. Synthetic data generation refers to the process of creating new
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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data by applying a systematic and programmatic method [3]. The main idea is
to use both real and synthetic data when obtaining new data is not practical or
even not possible. The (new) synthetic data must approximate accurately the
distribution of real data, and even incorporate realistic features to the datasets.

The super resolution problem refers to reconstructing or recovering high res-
olution details from low resolution data, usually to overcome the limitations of
physical systems. This is a very important problem in image processing [13,14]
but it is also applied in signal and multimedia processing, astronomy, privacy
and security, remote sensing, etc. Obtaining such super resolution dataset from
low-resolution samples is a challenging problem, for which several computational
algorithms have been proposed. Among them, Generative Adversarial Networks
(GANs) have shown very good problem solving capabilities, computing accurate
results, especially in image generation and recovery tasks [26].

In this line of work, this article presents an approach for the generation of syn-
thetic velocity fields in LES. A specific GAN is applied to generate high fidelity
(resolution) horizontal velocity fields slices (images) of a portion of the flow
downstream of a wind turbine. The applied GAN is trained with low and high
fidelity single channel images of velocity fields horizontal planes at hub height of
a wind turbine. The main goal is learning to generate new synthetic high resolu-
tion slices, using as input a low resolution slice computed using LES simulations.
The main results of the research is the acquired capability of the trained GAN
to generate high resolution turbulent flow images. In turn, the generated images
have good similarity metrics, when compared with the original images from LES
simulations. Overall, the article contributes with a methodology for generating
synthetic velocity fields in LES and the evaluation of the proposed methodology
in a real case study, relevant for the study of renewable energies.

The article is organized as follows. Next Section presents the main concepts
about GANs and a description of the problem solved. Section 3 reviews rele-
vant related works. Section 4 presents the applied methodology and implemen-
tation details. The experimental evaluation of the proposed resolution approach
is described in Sect. 5. Finally, Sect. 6 presents the conclusions of the research
and formulates the main lines for future work.

2 Generative Adversarial Networks

A generative model is a statistical tool that allows modeling the joint probabil-
ity distribution p(X,Y ) relating a given observable variable X (input or data
instance) and a target variable Y (output) [16]. Generative machine learning is a
branch of computational intelligence including methods that are able to generate
new instances of data, by learning the joint probability p(X,Y ) to describe the
process of generating new datasets [4].

GANs use adversarial artificial neural networks (ANNs) for generating new
data [7]. A GAN consists of two ANNs competing and cooperating: the generator
and the discriminator. Both ANNs apply an adversarial learning approach to
optimize their parameters in order to generate accurate synthetic data.
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The generator ANN (g) specializes on learning how to create synthetic data
samples x′, taking as input random vectors from a latent space z. The generator
is characterized by the equation g(z) = x′. The main goal of the generator is to
approximate the distribution of true data, by considering the information about
the problem provided by the discriminator. The discriminator ANN specializes
on learning how to distinguish real data samples x (from a training dataset)
from the synthetic samples x′ created by the generator. Both ANNs are trained
simultaneously and following an adversarial approach: the discriminator tries to
learn the real data distribution for a proper evaluation of new synthetic data and
the generator seeks to generate images that deceive the discriminator, by gen-
erating data samples that the discriminator cannot label as real or synthetic. A
well-designed training process converges to a generator ANN that approximates
the real data distribution, thus generating high-quality synthetic data samples.

Recent articles have demonstrated that GANs are useful tools for many appli-
cations that require generating synthetic data, especially in multimedia process-
ing, healthcare, time series analysis, and other areas [11,17,23,24]. This article
applies a GAN-based approach for generating synthetic velocity fields in LES.
The generator learns to upsample an image while maintaining its quality, apply-
ing several transformations via specific ANN layers (residual and convolutional
networks). Instead of taking random noise as input, the GAN takes an image
and increases its resolution. The discriminator evaluates both the original high
resolution image and the synthetic image created by the generator. Through
a succession of convolutional layers, the discriminator outputs a binary result
that indicates whether the input image is real or synthetic. The discriminator is
trained by comparing its output with the ground truth. In the resulting adversar-
ial game, the generator tries to create super resolution images indistinguishable
from the original image and the discriminator attempts to discriminate the high
resolution image from the super resolution image.

3 Related Work

The super resolution problem has been successfully addressed using GAN in
many application areas, including computer vision, image synthesis and trans-
lation, video generation, and also fluid dynamic problems [26].

Ledig et al. [9] proposed Super Resolution GAN (SRGAN) for the super
resolution problem on images. SRGAN included a supervised training method,
applying a generator conditioned on a low resolution image. In turn, new com-
ponents were included to complement the adversarial loss used for training: a
perceptual loss from a pre-trained classifier and a regularization loss to promote
the creation of spatially coherent images. SRGAN was able to create photo-
realistic images, upscaling four times the input image.

Xie et al. [29] applied a generative model to synthesize multi dimensional
physics fields. A conditional GAN was proposed to infer 3D volumetric data
and generate realistic high-resolution flow data. A data augmentation phase was
included, guided by physics information to avoid overfitting. The approach was
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validated over a 3D plume scenario and simulations augmented with additional
turbulence. The GAN generated stable and realistic details, properly benefiting
from coherent, physical information. The method was robust for realistic models
of physical phenomena, but required a moderate execution time for training in
2D and a large execution time (many days) for the full 3D models.

Werhahn et al. [28] proposed Multi-Pass GAN, a method for sampling volu-
metric functions using GANs. A decomposition was applied to divide the problem
into simpler subproblems. Two GANs were applied: one for upscaling and the
other for refining the volume, using two-dimensional slices. Two components are
included in the loss function for spatial and temporal supervision. The method
was validated on realistic buoyant smoke motion scenarios, including colliding
smoke plumes. The approach was able to compute significant upscaling factors
for volume, while showing a better computing performance than the models
proposed by Xie et al., i.e., five days using a single GPU.

Subramaniam et al. [22] proposed Turbulence Enrichment residual block neu-
ral network (TEResNet) and Turbulence Enrichment GAN (TEGAN) applying
physics-based data-driven and the SRGAN approach, for studying turbulent
phenomena. TEResNet is formed by the residual network generator of TEGAN,
trained without the adversarial approach. The validation of the proposed meth-
ods was performed on an incompressible forced isotropic homogeneous turbu-
lence problem in a 3D periodic domain, considering as input data a low resolution
turbulent flow. The evaluation studied different loss functions and physics-based
terms. TEGAN obtained the best results, being able to enrich low resolution
fields and recover a large portion of the missing finer scales.

Li and McComb [10] applied Physics-Informed Generative Adversarial Net-
works (PIGANs) for super resolution multiphase fluid simulations. A variant
of the adversarial generative approach in SRGAN was proposed to reconstruct
fluid phase fraction at a higher resolution. The proposed model incorporates a
physics-informed term in the loss function. Accurate results were reported, out-
performing other non-learning upsampling approaches in terms of accuracy and
detail preservation. Even though the proposed model computed accurate results,
a comparison with a traditional SRGAN suggested that using physic information
does not allow to significantly improve the results.

The analysis of related works indicates that there is still room to contribute
in this line of research, by proposing and studying generative models for super
resolution in the context of CFD.

4 Super Resolution GAN for Velocity Fields in LES

This section describes the methodology applied for the generation of velocity
fields in LES using GANs.

4.1 Resolution Approach

Overall description. The strategy for solving the problem consists of taking high-
resolution images and applying a random image cropping of a defined size (96
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× 96 for images from the DIV2K dataset and 32 × 32 for the UxLES dataset).
Each image is flipped horizontally and rotated an angle of 90◦ (clockwise), with
a probability of 0.5. Then, images are scaled down using a bicubic kernel in order
to have low resolution images 4× smaller (i.e., 24 × 24 or 8 × 8 depending on
the dataset). After that, the high resolution image is normalized with a mean of
0.5 and a standard deviation of 0.5 ([0, 1] range) on each channel. Similarly, the
low resolution image is normalized with a mean of 0 and a standard deviation
of 1 ([0.5, 0.5] range). The resulting images stored in a tensor are then used to
define the training and validation sets for the proposed GAN.

Both the generator and the discriminator in the proposed GAN are trained
with the goal of obtaining super resolution images that the discriminator is not
able to distinguish from the original high resolution images. The details of the
applied generator and the discriminator are presented in the next subsection.

4.2 Architecture of the Applied ANNs

The proposed GAN is based on deep residual networks (ResNet) [8], which have
shown very good capabilities for image recognition and image processing tasks.
The main details of the architectures are described next.

Residual Networks. The decision of using the ResNet structure is based on the
need of properly dealing with the information degradation. ResNet is able to
handle the difficulties of propagating the information from the superficial layers
to the deepest layers of the model. Additional features are included, namely skip-
connections and batch normalization, to mitigate the effect of internal covariate
shift, i.e., the change in the distribution of network activations due to the change
in network parameters during training.

Generator. Instead of using a random latent space, as usually applied in GANs,
the generator receives a low resolution image as input and processes it using
a Convolutional Neural Network (CNN). The CNN architecture consists of a
single convolutional layer with kernel size k = 9, number of feature maps n =
64, and stride s = 1 (k9n64s1). The activation function is a channel-wise Para-
metric ReLU (PReLU), which overcomes the shortcomings of the traditional
ReLU activation function and considers different slopes for each exit channel.
Then, B = 16 residual blocks are defined. Each block consists of a CNN, fol-
lowed by batch normalization (BN) to standardize the inputs of a layer for each
mini-batch, to stabilize the learning process and reduce the required number of
training epochs. The final components of each block are a PReLU activation, a
CNN, BN, and the sum of the input of the block (using the skip connection).
Following the B residual blocks, a new CNN, BN, and a skip-connection from
the start of the block series is applied to avoid loss information during the B
blocks. The scale up is performed in two successive 2× factor increases after
applying a CNN having a number of output channels four times greater than
the input, and then performing a PixelShuffler. PixelShuffler is used to con-
vert the depth (channel) into the 2D space (height and width), to upsample
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the images, i.e., distributing the increase in the width and height of the image
(C · 4×H ×W → C ·H × 2×W × 2). This step is performed twice, to obtain an
increase of four times of the original resolution. Finally, a CNN with 3 output
channels corresponding to the RGB colors is added. A diagram of the generator
is presented in Fig. 1(a).

Discriminator. The discriminator receives a high resolution image (either real or
synthetic) as input. The architecture of the discriminator includes a CNN with
LeakyReLU activation, followed by seven blocks composed by a CNN, BN, and
LeakyReLU, with successive increases in kernel size and alternating with stride
1 or 2. After that, the discriminator applies a linear ANN with LeakyReLU and
finally another linear ANN with sigmoid activation. The discriminator returns
the probability that the two input images are identical, according to the learned
criteria. A diagram of the discriminator is presented in Fig. 1(b).

Fig. 1. Architecture of generator and discriminator (based on Ledig et al. [9])

4.3 Loss Functions

Commonly used loss functions for GAN training (Mean Squared Error (MSE)
or Peak Signal-to-Noise Ratio (PSNR)) do not capture relevant differences in
velocity fields per se, because they are defined as a mere pixel difference [9].

The loss function for training the generator is the sum of two components: the
content and the adversarial terms. For the content term, the loss function based
on MSE is replaced by a specific loss function computed from the feature maps
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of a VGG network (lSR
V GG/i.j). The content term is defined in Eq. 1, where Wi,j

and Hi,j are the dimensions of the fetaure maps defined by the VGG network.

lSR
V GG/i.j =

1
Wi,jHi,j

Wi,j∑

x=1

Hi,j∑

y=1

(φi,j(IHR)x,y − φi,j(GθG
(ILR))x,y)2 (1)

The proposed content term evaluates the differences between the features of
the super resolution image generated by VGG and the features of the original
high resolution image. Specifically, the proposed VGG loss is based on the ReLU
activation layers of the VGG19 ANN.

Regarding the adversarial term of the loss function, the following ideas are
applied. The main goal of the generator is to deceive the discriminator, trying
to generate synthetic super resolution images indistinguishable from real high
resolution images. Thus, the output of the discriminator of the synthetic super
resolution image is maximized, since the main goal is for the discriminator to
output the value one for synthetic super resolution images. For a better conver-
gence, the opposite value of the discriminator output is minimized (Eq. 2).

lSR
GEN =

N∑

n=1

− log DθD
(GθG

(ILR)) (2)

Despite MSE not being fully adequate to evaluate the differences of the syn-
thetic and the real image, an empirical evaluation demonstrated that the best
training results are obtained when adding the MSE loss, defined in Eq. 3.

lSR
MSE =

1
r2 WH

rW∑

x=1

rH∑

y=1

(IHR
x,y − GθG

(ILR)x,y)2 (3)

Then, terms are added to define the global loss function, applying a suitable
rescaling of the content loss and the adversarial loss, for the three considered
functions to have the same order of magnitude. The content loss is rescaled by a
factor of 6 × 10−3 and the adversarial term is rescaled by a factor of 1 × 10−3.

5 Experimental Analysis and Discussion

This section reports the experimental analysis of the proposed GAN for the
generation of velocity fields in LES.

5.1 Methodology

Development and Execution Platform. The proposed GAN was developed in
Python using the open source machine learning framework PyTorch [18], and
the albumentations and matplotlib libraries. The developed code is publicly
available at https://github.com/maxibove13/SRGAN. The experimental anal-
ysis was performed on the high performance computing platform of National
Supercomputing Center (Cluster-UY), Uruguay [15].

https://github.com/maxibove13/SRGAN
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GAN Training and Validation. A k-fold cross validation was applied for vali-
dating the proposed method, for efficiently using the available data. k-fold cross
validation [6] overcomes the reduction of data samples when using training, vali-
dation, and testing datasets, to lowering the risk of overfitting. It does not require
a test dataset, since the model is evaluated on a subset of the training set.

The applied k-fold cross validation first divided the dataset in 89% of the
samples for training and 11% for validation. Then, the training set was divided
in k subsets (folds). Subsequently, the model was trained k times, leaving out
from the training a different subset of the k folds each time. Thus, the evaluation
metrics were computed for the k training instances, averaged, and considered for
hyperparameter tuning. After determining suitable values for the hyperparame-
ters, the final version of the model was trained with all the training set, including
all folds. The performance of the model on unseen data was evaluated with the
(previously separated) testing set.

The Adam optimizer was used for training the ANNs, with learning rate 1
× 10−4 and β ∈ {0.9, 0.999}. A batch size of 16 was selected, and the training
was stopped after 160 epochs. A parallel implementation was developed, using
four worker processes to generate and process batches in parallel.

Evaluation metrics. PSNR and Structural Similarity Index Measure (SSIM) [27]
are used to assess the quality of the generated images. PSNR is an expression
for the ratio between the maximum possible signal power and the power of the
distorting noise. This ratio is computed in decibel form and it tends to infinity
when the images are identical. SSIM is a perception based model, in which image
degradation is considered as the change of perception in structural information.
This metric extracts three key features of an image: luminescence, contrast and
structure. SSIM ranges from 0 to 1; two identical images have an SSIM of 1.
[21]. Both metrics were calculated on the first channel over the entire image.

5.2 Problem Instances

The problem instances used in this research consider data from two repositories.
The first repository is the DIVerse 2K (DIV2K) dataset [1], including high quality
resolution images used in image super resolution challenges. The dataset includes
900 generic photographs with resolution 462 × 510 pixels. Low resolution images
from DIV2K (i.e., Train Data Track 1) were used for training and validation of
the proposed approach. DIV2K is publicly available at https://data.vision.ee.
ethz.ch/cvl/DIV2K. A 4× bicubic downscaling was applied.

The second repository is the UxLES dataset, consisting of 1609 images of a
real CFD problem. Images correspond to the first component (Ux) of the velocity
field of an LES simulation around a wind turbine (dimension 64 × 64) obtained
using the heterogeneous computing CFD-LES code caffa3d [12,25]. Figure 2a
shows the entire horizontal domain of the simulation with the selected plane
indicated as a black dashed line and the wind turbine in the thick black line. A
close up is shown in Fig. 2b. Images in the UxLES dataset were obtained from
the velocity vector using colormap jet and adjusting the color scale to cover

https://data.vision.ee.ethz.ch/cvl/DIV2K
https://data.vision.ee.ethz.ch/cvl/DIV2K


Super Resolution GAN for Large Eddy Simulations 69

all the Ux velocity changes throughout the dataset. The applied color scale is
defined within the range 2 to 12 m/s. Points with a speed of 2 m/s are represented
with a color with RGB encoding [0,0,1] and points with a speed of 12 m/s are
represented with a color with RGB encoding [1,0,0]. Despite having the same
number of points, the data points are not equally spaced. Thus, the image is not
square (Fig. 2c). Therefore, images were resized to a 64 × 64 pixel size to use
usual ANN architectures. A 4× downscaling was applied.

The UxLES dataset is publicly available at shorturl.at/hjsv1. Figure 3
presents two sample images in the UxLES dataset.

Fig. 2. Data from the UxLES dataset

https://shorturl.at/hjsv1
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Fig. 3. Two sample images in the UxLES data set.

5.3 Results and Discussion

This section reports the results of training and validation experiments.

Training Stage. Figure 4 presents the evolution of the adversarial losses (the
generator loss, the discriminator loss for real images and the discriminator loss
for synthetic images) over epochs for the UxLES dataset. The adversarial loss
evolution shows an stable training despite the large variance of the losses, spe-
cially of the generator. This variance represents the minmax adversarial game
of alternated gradient reductions.

Fig. 4. Adversarial loss for the generator and discriminator through epochs.
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Figure 5 reports the MSE and VGG losses evolution for training. They behave
in a similar way, with a sharp decreasing slope for the first 40 epochs, and then
reach an asymptote that caps the reduction of these losses.

Fig. 5. Generator losses: MSE and VGG through epochs.

As expected, both the MSE and VGG components of the generator loss
diminish considerably as the epochs pass. MGE and VGG are associated with
the similarity between the original and the generated image, and particularly
help to achieve better PSNR results (i.e., greater dB).

Figure 6 reports the evolution of the PSNR and SSIM metrics along epochs
during training. Both PSNR and SSIM metrics increase along the epochs, show-
ing an improvement of the quality of the synthetic image over learning iterations.
Both improve fast on the first 20 epochs, but then the learning pace slows down
up to a point on which more iterations do not improve the quality of the gener-
ated images or the improvement is marginal; this occurs after 100 epochs.
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Fig. 6. PSNR and SSIM metrics on training data through epochs.

Validation Stage. Regarding the considered performance metrics, the model
reached a mean of 32.50 db for PSNR and 0.93 for SSIM, with a relatively
low variance of 0.73 and 0.01 respectively.

Figure 7(a) compares four random samples of the testing dataset of the LR,
SR and HR images. The coordinate axes on each image are expressed as a ratio
between the position and the diameter of the wind turbine. Figure 7(b) depicts
the error (difference) between the synthetic (SR) and the real (HR) velocity
fields (images) in ms−1 for the same random testing samples.

The obtained results proved to be satisfactory, by judging not only the objec-
tive metrics PSNR and SSIM, but also applying a subjective visual inspection
of the quality of the generated images. It is noteworthy that the lack of diversity
of the considered UxLES dataset helps the model to improve its performance.
However, this property is not necessarily an indication of a poor quality dataset,
because for many specific applications the dataset is still useful.
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Fig. 7. Visual comparison of a 4× upscale using the trained SRGAN. From left to right:
low resolution image, super resolution image and high resolution image. The images
are scaled to the original velocity values, and the coordinates are expressed as a ratio
of the wind turbine diameter.
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Computational Efficiency Analysis. A LES simulation like the one used to
trained and validate the proposed GAN approach demands five days of comput-
ing time in a HP ProLiant DL380 G9, with Intel Xeon Gold 6138 processors (18
cores), to simulate a 1.1 h period. Considering that a coarse (LR) LES simulation
requires half the computational cost of a fine (HR) one, the proposed approach
implies a reduction of the computational cost by 2.5 d for each horizontal plane
of a fine simulation. This reduction is most beneficial for some applications, like
micrositing of wind turbines or analysis of operating wind farms, where tenths or
even hundreds of fine grid simulations are needed. In these applications, using a
surrogate model based on GANs might imply a potential reduction in computing
times in the order of weeks, thus highlighting the importance of the proposed
approach.

6 Conclusions and Future Work

This article presented an approach for the generation of synthetic velocity fields
in LES. Particularly, the proposed approach applies a Generative Adversarial
Network to increase the resolution of horizontal slices of turbulent velocity fields.

The proposed GAN learned structural information from high resolution veloc-
ity fields and applied the learned knowledge to infer (generate) new high reso-
lution velocity slices when a low resolution one is given as input.

The proposed approach was evaluated on a real-world case study: augmenting
the resolution of horizontal velocity fields downstream of a wind turbine. Results
showed an stable and converging training process of the proposed GAN. In turn,
the objective metrics PSNR and SSIM considered in the evaluation exhibited
a relatively good similarity between the super resolution generated image (slice
of horizontal velocity field) and the high resolution used as a reference baseline.
Besides, a subjective visual inspection showed a strong similarity between the
synthetic and the real images.

The reported research is a first step on the application of computational
intelligence methods for generating velocity fields in Large Eddy Simulations.
The obtained results encourage the application of GANs (and other deep Learn-
ing techniques) as surrogate models in order to reduce the cost of performing
complex CFD simulations.

The main lines for future work are related to develop a full approach for
generating images to characterize the three velocity components of turbulent
velocity fields and generalizing the methodology for a more diverse dataset that
includes other type of flows. The proposed approach can also be integrated with
the formalism of Physics-Informed Neural Networks, in order to give the model
the ability to evaluate if the generated image is physically possible.
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Abstract. In order to contribute to the integration of photovoltaic renewable
energy into power system, this paper addresses the problem of forecasting solar
irradiance or Global Horizontal Irradiation (GHI). The collection, adjustment and
processing of meteorological data used as input is carried out, in addition vari-
ous Deep Neural Networks (DNN) models are implemented and analyzed, among
which are the Artificial Neural Networks (ANN) of type as Transformer, LSTM,
GRU, and mixed between Convolutional ANN (CNN)-LSTM, and CNN-GRU.
These ANN variants are implemented, and a comparative study are made. Finally,
the results obtained show that the ANN transformer has less error in the GHI
forecasting.

Keywords: Deep Neural Networks · Artificial Neural Network · Global
Horizontal Irradiation Forecasting · Transformer · LSTM · GRU · Convolution

1 Introduction

Electrical energy has become a fundamental support for modern society that uses tech-
nology powered by it, constituting itself as the essential hub in the development of
daily activities worldwide. Electricity is used in sectors such as industrial, agricultural,
domestic and many others, making it a primary and fundamental service for the global
economy. Due to aforementioned, electricity consumption worldwide maintains a con-
stant growth; therefore, technologies focused on energy efficiency and the management
of the renewable resources for electricity generation have been developed in the last
decades [1].

1.1 Background

As the consumption of electricity increases globally, it is a challenge to supply this
demand without generating additional environmental impacts. In addition, the infras-
tructure of electricity systems and conventional technologies of electricity generation
must be adapted to achieve an energy transition towards sustainable and more envi-
ronmentally friendly technologies. Due to the above, the energy sector has been driven
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to develop and to integrate alternatives of non-conventional technologies for electricity
generation such as renewable energies, which allow diversifying the energy matrix and
energy transition. Thiswithout neglecting environmental responsibility and guaranteeing
competitive and accessible prices in the electricity market [2].

In the many countries, there has been an increase in the use of non-conventional
technology for electrical energy generation, whose availability of natural resources is
intermittent, for example, photovoltaic solar energy or wind energy. Also the implement-
ing costs of these technologies have been greatly reduced in the last decades, making
those options cost-effective electricity sources. In addition, these reduce greenhouse gas
emissions and have lower environmental impacts [2]. Unlike of the conventional tech-
nologies, one of the biggest challenges presented by intermittent technologies are to
determine exactly how much energy will be generated at each moment of the day [3].

One of the tasks in the power system operation, is to dispatch of power plants, in
order to meet the electricity demand. For conventional power plants, it can be quantified
very precisely how much energy can be generated in the future, considering the amount
of fuel available in a thermal power plant, or from the water stored in the case of
a hydroelectric power plant [3]. On the other hand, the electricity production from
photovoltaic and wind power plants may be affected by weather conditions, such as
solar radiation, wind speed, geographical location, temperature, humidity, atmospheric
pressure, among other weather factors. These factors cannot be controlled and do not
allow to forecast with precise accuracy how much energy will be available in the future.
Therefore, a challenge arises when it make planning of energy dispatch in power systems
that includes intermittent energy sources electricity generation [4].

For photovoltaic (PV) power plants, the challenge is to determine the availabil-
ity of the solar irradiance or Global Horizontal Irradiation resource (GHI) to estimate
the energy production. There exist several forecasting models for solar irradiance are
classified into physical models, statistical and Machine Learning (ML) models.

1.2 Literature Review

Physical models, such as numerical weather prediction (NWP), are computationally
expensive because they consider several environmental aspects to calculate the future
irradiance. Statistical models, such as the autoregressive integrated and moving average
model (ARIMA) perform temporal mappings over past data and produce forecasts and
have been used in several irradiance forecasting applications [5].

Machine Learning (ML) models are one of the most promising computational meth-
ods for forecasting GHI and energy production, because they are more suitable for map-
ping nonlinear patterns [5]. ML models are not only capable of performing nonlinear
mappings in the data but also present some flexibility regarding noisy data [5].

AMLmodel can be described as a group of mathematical expression to find patterns
or make predictions. Once a ML model is built to forecast the GHI, a training process is
carried out from a set of historical data, called a training set. After the training process
is completed, the performance of the model is evaluated with another set of data, called
test set. If the performance metrics have adequate values, it moves on to the stage
of forecasting the future values of the variable of interest with new data. Otherwise,
to improve performance models a hyperparameters tuning process or a architecture
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modification of theMLmodel is carried out. This process ismade until reaching adequate
performance metrics according to the nature of the problem.

Predictions problems can be divided into two types of tasks: classification and regres-
sion tasks. The intermittent renewable resource forecasting or the power generated from
intermittent renewable technologies is classified as a regression task, in which the time
series of future values is forecasted from data from the past. For example, to calculate the
forecast of GHI for the next day, with an hourly resolution, radiation data from previous
days are used [6].

For the time series forecasting problem there is a type of ANN, which has character-
istics suitable for the management of temporal sequences and the temporal dependence
of the data that make up the time series. This advantage makes it suitable for GHI time
series forecasting. This ANN is known as Recurrent Neural Network (RNN), it has the
particularity of having connections between neurons, which propagate information for-
ward and backward (recurrent connection), so RNN present a good response processing
data sequences as is the case of time series, without this affecting the size or number of
layers that make up the RNN [7].

According to [7–12], a type of RNN is Long Short Term Memory (LSTM) that has
the ability to process long time series sequences, allowing to handle short and long term
dependencies on the data stream. Due to the recurrence in LSTM structure, those models
can remember previous states and from them forecast which will be the next state [6].
The LSTM models are capable by predicting variables that have trend and seasonal
behaviors, and in general long term dependencies into data [6].

In [13], a simple RNN and an LSTM are proposed to make the next day of solar
irradiance forecasting. To reduce the error into forecasting and given the high dependence
that the climate state has on solar irradiance, four different states are proposed to make
the forecast, which are sunny, cloudy, rainy and intense rainy states. The proposedmodel
is composed of three main parts which are: 1) Preprocessing of the solar irradiance data
using DiscreteWavelet Transformation (DWT), 2) Extraction of the local features based
on a Convolutional layer, and 3) the processing of the sequence using an LSTM layer.
The results presented according to the performance metrics obtained less error for sunny
days. On the other hand, in [9], an LSTM is also used, to make the forecasting of the
GHI in Atlanta, New York and Hawaii. To do the prediction, three classifications of the
weather are proposed, which are: sunny, cloudy and mixed. The presented model has a
hidden single layer structure with a Relu activation function. The dropout is added to
the hidden layer allowing some connections to be discarded randomly during training
process; which allows to reduce the overfitting problem in the LSTM response. The
proposed LSTM has less forecasting error on cloudy and mixed days.

In [14] is present a LSTM network used to predict the power produced from a photo-
voltaic power plan, and compares it to a simple RNN, a Generalized Regression Neural
Network (GRNN), and an Extreme Learning Machine (ELM). The LSTM network con-
sists of an input layers, hidden layers, and an output layer in sequential manner. The
results show that the performance of the LSTM for the four seasons of the year is supe-
rior with respect to the others ANN since it presents a lower forecasting error due to the
LSTM cells, which allows to maintain the long-term temporal dependencies.
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In [15] the authors perform a forecasting task for which, in training different ANN
models, then combine their results to solve the same problem. The same data is entered
simultaneously to the ANN, and then averaging the forecasts given by each one. In this
case, two types of ANN were used: MultiLayer Perceptron (MLP) and LSTM. After
training the ANN with four different databases, the results of the combined forecasting
have less error compared to the results of MLP and LSTM individually.

In [16] a forecast combiner is proposed in which the outputs generated individually
by LSTM and GRU models are used to finally deliver a combined forecast. These two
RNNs are used because they allow long term information to be retained and thusmaintain
correlations between the values of the time series. The results show that LSTM and
GRU individually delivered values of performance metrics with higher errors compared
to the proposed forecast combination process showing a significant improvement in the
forecasting of the variables.

A forecast model based on Deep Neural Networks (DNN) combined with self-
attention mechanisms, known as Transformers, which are characterized by parallelizing
computational processes, have shown great potential in natural language and image
processing; so they are shown as promising candidates to make forecasts in time series
[15].

In this work, different ANN are implemented to the task of short-term forecasting
of GHI, with a horizon of 24 h and a temporal resolution of 15 min. This forecast will
serve as an input to establish the future generation of photovoltaic power plants. Among
the ANN to be considered are LSTM, GRU, CNN-LSTM, CNN-GRU and Transformer,
architectures and hyperparameters based on those found in the technical literature such
as those obtained by hyperparameter tuning tools will be considered. A database of
meteorological variables of two years that are used for the experiments. The performance
evaluation of each ANNmodel is done with metrics for both training and validation data
[7].

The contribution of this work focuses on determining from an evaluation and com-
parison of different ANN models, what is the best model configuration for the GHI
forecast of a full day using historical data. Different architectures, scaling types, and
data inputs were used for ANN types, including the Transformer model. A one-day time
window with a resolution of fifteen minutes between each measurement was used for
all experiments [18].

2 Background

This section presents the basic concepts for the implementation of ANN models for the
GHI forecast.

2.1 Factors Influencing GHI Forecast

In [6, 8, 9, 15, 19] were found that, in order to forecast GHI and electrical energy from a
solar power plant, it is vitally important to consider these important aspects: 1) Forecast
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time horizons, 2) Data preparation and model inputs, 3) Artificial intelligence (AI) tools,
and 4) Model performance evaluation metrics.

Forecast Time Horizons
For the development of a prediction model, aspects such as: prediction horizon and
temporal resolution must be considered in the model design. The prediction horizon
of the data corresponds to the period towards the future in which the forecast is made,
starting from a givenmoment in which the prediction is made. Depending on the forecast
horizon of the GHI, the following classification is available: very short term (ranging
from one hour to three hours); short term (comprises up to 24 h); medium term (includes
up to a week) and long term (includes up to weeks). For the temporal resolution of the
data, each horizon must be considered. They must be fractions of the prediction horizon,
which adjust to the nature of the problem and the user needs. For example, for very short
term it must be 1, 5, 10, 15 or 30 min are handled. The horizon and resolution must
be considered in the forecast task so that the data is prepared according to the available
information and the type of forecast will be implemented.

Data Preparation and Model Inputs
Input data is critical in any ML model, as these are what feed the models. Based on [8,
9] and [17], a cleaning and preparation of the data is performed, replacing the missing
data with the closest previous value in the time series, not zero. A resampling of the data
is also carried out, to avoid missing values, if the missing values do not exceed the new
resolution of the resampling time. Subsequently, the normalization and standardization
of the set of data obtained is used. It is worth highlighting the importance of the selection
of the input variables of themodel, in [7] and [9] themost important variables are selected
and with more correlation with the generated power of the PV power plant, making use
of a correlation map. It is found that the most important variables for the data set are
irradiance, global irradiance and direct irradiance. Likewise, other variables that can be
useful are air temperature and hour.

2.2 Artificial Intelligence Models

In [14, 16] the methods that were used for the forecasting of the solar resource are based
on AI techniques, especially machine learning models. The term AI adheres to systems
that have the ability tomimic human intelligence to perform tasks and improve according
to the information that they collect.

ANN are a broad family of algorithms that form the basis of the so-called AI, which
has been called Deep Learning (DL). These types of AI techniques have been very well
accepted, getting satisfactory results forecasting natural resources, such as solar irradi-
ance and wind speed. ANN has become a very popular AI technique, due to their high
degree of application in multiple tasks. ANN creates an interconnection system between
layers and artificial neurons that processes a set of data and generates an output. Like-
wise, other types of neural networks have been developed that have had great acceptance
in forecasting applications, which are mainly used in others works [6].

MultiLayer Perceptron - MLP
It is a feedforward approach since the information present in the inputs flows in just one
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direction, from the input layer to the output layer. The general principle of MLP consists
of a set of artificial neurons that are connected to each other with the aim of transmitting
the signals forward. Each output value of the previous neuron is multiplied by a weight,
then to the output of the neuron is applied a limiting function or activation function
which is responsible for modifying or limiting the output value that will be propagated
to the other neurons.

In addition, the values assigned to the weights are updated in the training process,
through the minimization of a loss function; known as back propagation algorithm [6].
The MLP is a universal function approximator because it can map any continuous,
nonlinear, limited, and differentiable function with a predetermined error threshold [5].

Recurrent Neural Networks - RNN
It is an ANN that has a greater capacity to handle and learn different computational struc-
tures. Which in practical terms means that it can learn the trend and seasonal behaviors
into the time series as the solar irradiance. RNN not only includes feedforward connec-
tions like an MLP, but also backward connections; thus, having a kind of feedback with
the other neurons that are in the layers [6]. RNN has different variants to handle the
recurrence connections into architecture such as the LSTM and Gated Recurrent Unit
(GRU).

Long Short-Term Memory - LSTM
RNN has a problem due to the form of time sequence information propagation within
its architecture, since it propagates not only forward, but also backward. Sometimes an
accumulated error into the neural network response is produced, commonly this problem
appears when RNN handles time series with long-term dependencies; called long-term
memory problems. LSTM solves the problem of long-term memory in simply RNNs,
since these have as their main characteristic that information can persist by introducing
loops in the flow of information from the network. So, basically, LSTM can remember
previous states and use this information to decide what the next state will be. This feature
makes them very suitable for handling long time series. Therefore, it can be stated that
LSTM can learn long dependencies and thanks to this they have a long-term memory
[7].

Gated Recurrent Unit - GRU
GRU is a new generation of RNN and is like the LSTM network but has less com-
plex architecture and allows you to control the flow of information to capture time series
dependencies without using an internal memory cell. This characteristic solves the prob-
lems that arise from local minimums and gradient descent. In addition, as it is a less
complex network, it uses less computational resources, therefore it spends less time to
carry out its training [7].

Convolutional Neural Networks - CNN
This is a type of network that integrates the convolution mathematical operator, which
transforms the input data, reducing its dimensions and computational complexity when
processing it. These networks instead of neurons have filters, kernels and the amount of
them is determined according to the needs of the problem [7]. For the forecast of time
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series, a CNNwith a layer of one dimension is used, which allows it to process temporal
sequences instead of images that have information structures in two dimensions, for
which the CNNs were created.

Fig. 1. Transformer ANN Architecture shows the structuring of the Attention function, nor-
malization, the final layer of with convolution, in addition to simple ANNs, also called Feed
Forward.

Transformer Model
As presented in [20] and Fig. 1, Transformer deep learning model is based on the combi-
nation of two stages (Encoder and Decoder). The Encoder stage starts with a positional
coding block, a Multi-Head Attention block, a block of simple neurons, and finally
Decoder stage that is the output of the model.

As presented in [21], an Attention function can be described as assigning a query
(encoding) and a set of key-value pairs as output. Where the query, keys, values, and
output are all vectors. The output is calculated as a weighted sum of the values, where
the weight assigned to each value is calculated using a query compatibility function with
the corresponding key.

Next with the development of the study of the Attention functions, in [21] it was
found that better performances were produced in the models by linearly projecting the
queries, keys and values a certain number of times with different linear projections in
three-dimensional space. For each projection, an Attention function is applied in parallel
to the others, then a concatenation is performed that is projected and results in the output
of themodel. TheMulti-HeadAttention function allows themodel to process information
as a set. This function is included in the structure of the Transformer model [17]. The
Transformer network used in this work is presented in Fig. 1. Its main features are that
in the encoder block it uses a one-dimensional convolutional layer after the Multi-head
Attention block and in the decoding stage it uses a layer of anMLP feed forward network.
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2.3 Evaluation of Model Performance

Usually, the most used metrics to measure the error of DL forecasting models are:
1) MSE (Mean Square Error), 2) RMSE (Root Mean Square Error), 3) MAE (Mean
Absolute Error), 4) MAPE (Mean Absolute Percentage Error). These metrics are used
for the evaluation of the models in regression problems, these metrics are appropriate
to evaluate performance in time series forecasting contexts such as the one addressed in
this work. As is showed below, in the Eqs. (1) and (2), two values are required for the
calculations, the real value yi and forecasted value

�
yi.

RMSE
This index measures the root of the average square error of the forecasts made, using
the expression shown in Eq. (1). For each sample what it does is calculate the square
difference between the forecasts and the target outputs, and then average these values
[7].

RMSE =
√
√
√
√

1

n

n
∑

i=1

(

yi − �
yi

)2
(1)

MAE
In this metric the error is calculated as the average of absolute differences between the
target values and the forecasts, as presented in Eq. (2). The MAE is a linear score, which
means that all individual differences are weighted equally in the average. An advantage
of this metric is that it penalizes huge errors, therefore, it is not as sensitive to outliers
[6].

MAE = 1

n

n
∑

i=1

∣
∣
∣yi − �

yi

∣
∣
∣ (2)

In [14, 16], the most used metrics to evaluate the performance of the implemented
models are RMSE andMAE. In [8, 11, 14] and [22], it is observed that the chosen metric
is RMSE. Unlike [6, 10, 12, 15, 16, 23, 24], where the metric used is MAE.

3 Implementation of ANN

This sectionwill explain the general structure carried out for the assembly and realization
of the experiments. It is important to note that the same programming and organization
structure was maintained for each of the models that were implemented. The structure
and development of the models is available at [18].

3.1 Problem Definition

It seeks to make a forecast of GHI or solar irradiance using various ML models. Where
at the model inputs are historical data of a full day taken from zero hour to twenty-fourth
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hour are entered, with a resolution of fifteen minutes between each data. Each model
will deliver the forecast of a forecasting horizon or time window with the same amount
of data and the same input resolution, which corresponds to the forecasts of the solar
irradiance of the day immediately following the one entered.

3.2 Dataset

To carry out the experiment, freely accessible historical data, never used before for this
propose, recorded by a weather station located in Kenya, were used. With the following
measurements: GHI, wind speed, humidity and air temperature, Zenith, and Azimuth
angles. The data has ameasurement resolution of oneminute for a full year. The database
was separated into two sets, one with 80% of the data to train the models and a second
set with the other 20% of data to validate models performance [25].

3.3 Data Preparation

A preparation of the data was carried out that would allow an objective and global
analysis of the data. The first adjustment was to change the headings and indexes with
the appropriate names and order that in the case of the index was converted to date
format. Then the resolution of the measures was changed from one minute to fifteen
minutes. Finally, the missing data were filled in using arithmetic means to avoid altering
the statistical measures of the data.

Data Preprocessing
This step is performed in order to adjust the data with the sequence and dimensions
required by the ML models. The first step is to scale the data using normalization
or standardization. For the different models, the two types were used to analyze the
differences in the results. The second step is to segment the data into time windows,
with 96 data, equivalents to a full last day with a resolution of 15 min, that will be the
input of the model as illustrated in (3).

Datos =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

[

x1,1 x1,2 x1,3 . . . x1,96
]

[

x2,1 x2,2 x2,3 . . . x2,96
]

...

[xn,1
...

xn.2

...

xn,3

. . .

. . .

...

xn,96]

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(3)

where the first subscript refers to the day on which the data was taken, and the second
subscript refers to the data number of the day the measurement was taken. It is also
important to note that x can be in addition a number or a data vector. For example, it
can contain GHI, humidity, temperature, as data of an instant of time for the case of
multivariate models.



86 C. Arbeláez-Duque et al.

3.4 Definition of Models

In this step, the ML models with an architecture and hyperparameters that correspond
to a particular model under study were defined. The Python programming language,
Keras and TensorFlow libraries were used to implement the ML models. The models
implemented are those presented in Table 1, which also includes the main characteristics
of these.

3.5 Model Performance Measures

The RMSE and MAE, shown in Eqs. (1) and (2), were taken as global performance
measures for the models. The training process of the models with a learning curve was
also monitored. Finally, random forecasting was taken from the dataset to graphically
analyze the behavior of the forecasts compared to the actual results.

4 Results and Analysis

Table 1 presents the results obtained for the different models implemented in this work.
It considers performancemetrics, architecture and the scaling type used in the input data.
It is important to note that these work results can be replicated using the scripts hosted in
the public repository in [18]. All scripts are available with the implementedmodels, their
parameters, hyperparameters, the structuring of the data, and all the specific information
needed.

4.1 Forecast Errors

As shown in Table 1, architectures are shown, and number of neurons in each layer
for the LSTM, CNN-LSTM, GRU, CNN-GRU models. For the Transformer model are
shown number of heads, blocks, and units in each block. The best performing models,
based on MAE metric, were marked in bold. For the LSTM, CNN-LSTM, GRU and
CNN-GRU models, a fixed structure was used, varying the way of scaling the data in
addition to entering one or more variables (univariate or multivariable) as the case may
be. In the case of multivariate models, the variables used were GHI, rainfall, relative air
humidity, time of day and wind speed.

Table 1. Implemented ANN Models

ANN type Architecture Input Scaling MAE RMSE

LSTM 100/150 Univariable Standard 40,54 77,41

LSTM 100/150 Univariable MinMax 38,91 74,92

LSTM 100/150 Multivariable Standard 39,46 74,88

(continued)
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Table 1. (continued)

ANN type Architecture Input Scaling MAE RMSE

LSTM 100/150 Multivariable MinMax 39,94 76,53

CNN-LSTM 32/100/150 Univariable Standard 41,05 77,06

CNN-LSTM 32/100/150 Univariable MinMax 39,14 75,46

CNN-LSTM 32/100/150 Multivariable Standard 40,17 76,94

CNN-LSTM 32/100/150 Multivariable MinMax 39,24 75,12

GRU 100/150 Univariable Standard 43,79 77,04

GRU 100/150 Univariable MinMax 52,97 83,78

GRU 100/150 Multivariable Standard 41,12 76,46

GRU 100/150 Multivariable MinMax 38,63 74,34

CNN-GRU 32/100/150 Univariable Standard 46,47 80,87

CNN-GRU 32/100/150 Univariable MinMax 75,57 104,0

CNN-GRU 32/100/150 Multivariable Standard 44,06 78,38

CNN-GRU 32/100/150 Multivariable MinMax 39,07 74,50

Transformer 24 h/ 4 b/ 200 u Univariable MinMax 37,85 72,24

The performance metrics presented in Table 1 were calculated by forecasting the
complete validation dataset and then the MAE and RMSE, described in equitation (2)
and (1), were computed for each model. After executing each script multiple times,
no significant change was found in the errors shown, so the last result obtained was
presented. It should be noted that in other studies MAPE is commonly used, which is
like MAE, but is presented in a relative percentage way. However, its use was ruled out
because when the values to be estimated are close to zero, the error tends to very high
values, although the forecast is correct.

Considering the 24 h forecast horizon with a resolution of 15 min, resulting in a total
of 96 total data for one day. The results obtained, compared to those presented in [20],
are similar. However, the maximum forecast horizon proposed in this study was 12 h
with a resolution of 1 h, being a smaller and less complex problem.

In [20], the model that yields the best performance is the Transformer as found in
this work and observed in Table 1. It is also relevant to mention the results of [10], which
makes forecasts with a maximum horizon of 9 h and a resolution of one hour; where
their lowest error was 2.82 W/m2 with an LSTM model, in addition to that, authors use
the clear sky index as input data for their implemented models.

In [16] as in this work, they predicted 24 h of solar irradiance, however, values
with a resolution of 1 h between each data were used, obtaining as a minimum error
of 5.78 W/m2 unlike this work, where the time resolution used it is 15 min, four times
longer. Another aspect that influences in [16], is themaximum irradiance values recorded
in its database, is in the order of 600W/m2, while the database used in this study records
values that are around 1200 W/m2. This is reasoning the performances of both models
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are not directly comparable, but in proportion to this analysis, the Transformer model
yields similar results in the error, even minor.

4.2 Forecasts

Figure 2 shows the forecast on the same day with clear weather conditions (sunny
day). These cases were randomly taken from the validation dataset, for the Transformer,
LSTM, CNN-LSTM, GRU and CNN-GRUmodels, respectively. In the face of clear sky
conditions, all models make good forecasts with low errors. The forecast in the hours of
sunrise and sunset have low error, as well as in the peak value of irradiance. In general,
the models are adjusted almost superimposing the real data, as it also happens in [9, 16]
and [19].

Fig. 2. Forecast of a full day of irradiance given inW/m2, made by the Transformer, LSTM, GRU
and CNN models, compared to the actual values for a sunny day.

Fig. 3. Forecast of a full day of irradiance given in units performed W/m2 by the Transformer,
LSTM, GRU and CNN models, compared to the actual values for a cloudy day.

Figure 3 shows the forecast for the same day, with cloudy conditions for a few
hours during it. These cases were randomly taken from the validation dataset, for the
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Transformer, LSTM, CNN-LSTM, GRU and CNN-GRU models respectively. The best
forecast is made by the Transformer model, and it is also worth highlighting the behavior
of the CNN-LSTM, since they correctly forecast the time of sunrise and sunset. The
Transformer model, in this case, is the only one capable of correctly forecasting the
peak irradiance value of the day. However, like the other models, it cannot adequately
predict sudden changes in the behavior of the variable. Finally, it is important to note
that the overall performance of the models is quite accurate, since they all manage to
adjust tendentially to the real behavior they intend to forecast. When deviations in the
results occur, the responses are not distant. All the above considering that no variables
were entered that could provide information for the forecasting regarding cloudiness and
therefore solar irradiance.

5 Conclusions

In the proposed work, different MLmodels were proposed, implemented, and evaluated,
currently used for the solution of similar problems, obtaining forecasts with lower errors
compared to those analyzed from other previously published works.

Transformer model gives outstanding results for the problem of GHI forecasting.
For this reason, and due to the few findings in the literature, it is highly recommended
to further investigate the behavior of this type of neural network.

The clear sky index is an input variable that provides valuable information, which
enriches themodels to generate good estimates ofGHI. Therefore, it becomes convenient
for subsequent work, to obtain a historical dataset with this index or information to
calculate it.

Finally, all models performed in a good way, but considering the results obtained, the
model with the best performance in the development of this work was the Transformer
model and the lowest performance was the Univariable CNN-GRUmodel with MinMax
scaling.

Funding. This research was funded by the Colombia Scientific Program within the framework
of the so-called Ecosistema Científico (Contract No. FP44842-218-2018).
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Abstract. Agricultural productivity is crucial to supply the current
food demand. However, food production requires facing technological
challenges to achieve the level of demand production. In this context,
Internet of Things technology is used for efficient farming processes. This
article proposes an Internet of Things platform for collecting and pro-
cessing soil nutrients and weather data of crop avocados in an orchard.
Data were collected every 300 s for 24-h monitoring of the avocado trees.
Experimental validation recorded 8 832 data for monitoring soil nutri-
ents and weather variables of an avocado orchard in the Northeast of
Morelos, Mexico. Results demonstrate that the proposed IoT platform
can effectively monitor agriculture information in the context of smart
farming.

Keywords: Smart farming · Avocado production · Internet of Things

1 Introduction

The world population is growing with considerable acceleration, i.e., it is
expected to increase from 7.7 billion in 2020 to 9.7 billion people in 2050 [21].
The demographic growth implies an increase in food consumption in the follow-
ing years. Therefore, food consumption will demand an increment in agricultural
productivity. Food productivity requires technological challenges to achieve the
level of production needed to satisfy the predicted world food demand [8]. How-
ever, excessive crop production implies a deterioration of soil by chemical nutri-
ents and pesticides, water dearth, terrain deforestation, greenhouse gas emissions
producing scarceness of natural resources and contamination.

Recently, the Industry 4.0 revolution has extended as an integral part of social
and technological changes under the paradigm of smart cities [15,22]. In this con-
text, agriculture must provide practical solutions to benefit food consumption
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demand by incorporating technology based on Industry 4.0. in a sustainable
manner. Sustainable agriculture refers to the cycle of producing, harvesting,
and distributing all related to farming without waste. Today, agriculture uses
advanced technology to increase productivity by optimizing resources in a con-
trolled and measurable way [1]. This way, smart farming combines sustainable
agriculture and the Information and Communication Technologies [14]. In par-
ticular, the Internet of Things (IoT) and sensor technology are vital for increas-
ing productivity in smart farming. IoT technologies permit the migration from
traditional agriculture to smart farming, i.e., automatization, control systems,
supervision, and monitoring of farming performance. Furthermore, the combina-
tion of IoT with artificial intelligence and big data approaches helps estimating
future production and increase crop productivity for immediate human needs [7].

This article proposes an IoT platform for collecting and processing data of soil
nutrients and weather conditions in the context of smart farming. The proposed
approach applies the Message Queue Telemetry Transport (MQTT) protocol-
based smart farming solution to send data of soil nutrients and weather variables
from an orchard of avocado trees to a cloud MQTT server by an IoT device.
Furthermore, a specific design of the proposed IoT platform is presented for
monitoring avocado tree nutrients using soil NPK RS485 sensors and Arduino
Mega 2560 microcontroller hardware. The proposed IoT platform sends data to
a remote MQTT server through 4G LTE band support using a GSM/GPRS
module (SIM808) hardware. Experimental evaluation is performed by collecting
data every 300 s for 24-hour monitoring. Results demonstrate that the proposed
IoT platform can monitor farming information in the considered scenario in the
Northeast of the State of Morelos, Mexico.

The article is structured as follows. Section 2 describes the application of IoT
in agriculture and smart farming. Section 3 describes the proposed IoT platform
for the studied orchard of avocado trees. Section 4 reports and discusses the
evaluation results. Finally, Sect. 5 presents the conclusions and formulates the
main lines for future work.

2 Agriculture and Smart Farming

This section describes agriculture production and the model of smart farming.
The section also reviews the related works about relevant technologies applied
in the context of smart farming.

2.1 Agriculture Production

Food production and supply systems are categorized into primary agriculture,
i.e., cropping, livestock, horticulture, and fisheries; food processing and packing;
commerce and transportation; and household consumption [16]. Nevertheless,
food production depends on the sustainability of farming production systems
and natural resources. This way, agricultural production includes all farming
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operations from land preparation to land development, e.g., tillage, sowing, fer-
tilizing, pest control, and harvest, continuing with transportation and trade.
However, increasing agricultural production involves land wear by the excessive
application of agrochemicals, e.g., fertilizers, soil ameliorants, and pesticides [10].
In this sense, automatization and technological control systems based on IoT,
computational intelligence, and sensors are necessary to improve and optimize
agricultural production and supply procedures. Post-hoc optimization methods
take advantage of data collected using IoT and sensors, to design improved plans
to assist production [5,6]

2.2 Smart Farming

Smart farming applies computational intelligence, Information and Communica-
tion Technologies, and sensor technologies to agriculture. The most relevant tech-
nologies applied in smart farming involve satellite and aerial imagery, agricultural
robots, IoT devices with sensor nodes, and Unmanned Aerial Vehicles [4,9]. As a
result, smart farming scales agricultural production, reducing the workforce and
enabling overcoming challenges in food production demands [12]. Technological
resources in farms are applied in the diverse phases of the production process,
i.e., nutrient and soil monitoring, growing plants monitoring, irrigation, fertilizer,
pest control, and harvesting. This way, relevant data to collect are soil nutrients,
soil PH, electrical conductivity, temperature, luminosity, moisture, and pressure
for better farm production management. Essentially, the main objective of smart
farming is to reduce agricultural cost production, minimizing crop waste while
still maintaining end product quality.

2.3 Related Works

Producers, governments, and academia are exploring innovative manners to
increase farming production. Recent related works propose different method-
ologies using IoT technologies for efficient farming processes. A brief review of
related works is presented next.

Gomes et al. [3] proposed a system to gather data from the soil probe using
an IoT platform for farm water management. The IoT device collected data
and displayed information in a dashboard monitoring. Several sensor nodes were
connected to the IoT platform, including the temperature and humidity DHT22
sensor, ambient light BH1750 sensor, geospatial position Venus GPS device, the
ground temperature DS18B20 sensor, and the soil moisture CSMv1.2 sensor.
A Raspberry Pi-2 module received signals from sensor nodes through the I2C
interface and GPIO serial bus. Cloud Applications used were Fiware IoT, Fiware
Orion, MongoDB, Draco, MySQL, and Grafana. Results showed that the IoT
platform analyzed data in the cloud. Then, processed data were sent as input in
a physical system based on a Programmable Logic Controller for the irrigation
system, decreasing the impact on water management.
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Serikul et al. [17] proposed a smart capsule prototype to monitor humidity in
paddy bags stored on a warehouse. The prototype used an ESP8266 microcon-
troller and an SHT21 humidity sensor. Data collected was sent to a Blynk server
through a Wi-Fi network and a mobile application. The investment in the hard-
ware prototype was 300 USD. Results showed effective monitoring of humidity
at each smart capsule in real-time. Smart capsules application was suitable for
humidity controlling in paddy bags helping to prevent excessive humidity.

Trilles et al. [20] proposed an IoT platform for monitoring wine production
in a smart farming context. The studied IoT platform was evaluated for scala-
bility, stability, interoperability, and reusability. Computer paradigms used were
microservices and serverless computing. The technological architecture proposed
(SEnviro Connect) was validated for wine production in Spain. Experimental
results showed that concerning scalability, the microservices architecture eval-
uated requires only a single server to ensure scalability and stability with 0%
losses of throughput rates upper than 2400 msg/sec. The CPU and memory
consumption were lower and stable. The proposed architecture based on Docker
containers offered horizontal scalability and reusability. Platform validation was
carried out over 140 days during vineyard season in 2018, monitoring five SEnviro
nodes.

Ahmed et al. [2] proposed an IoT-based control system for advancement in the
agriculture and farming of rural areas. The proposed architecture connected rural
farms using IoT of low cost. The architecture combined one WiLD network and
a set of 6LoWPAN to enable Wireless Sensor Network (WSN). The 6LoWPAN-
based wireless sensor and actuator network were used in the farm domain for
sensing and actuating multiple operations. The performance of the proposed
approach was analyzed in two phases. First, the individual performance of the
proposed WSN and WiLD network were studied, and second, the performance
of the overall framework using results achieved in the first phase was evaluated.
The cross-layer-based MAC and routing solution for IoT achieved better energy,
delay, and throughput performance. The proposed solution, combined with the
WiLD network, reduced delay and improved throughput performance for end-
mile connectivity concerning connected rural farms by IoT devices.

Muangprathub et al., [11] proposed the design and development of a control
system based on WSN to manage crops grown by monitoring data via smart-
phone and a web application. The proposed control system included IoT hard-
ware, a web application, and a mobile application. An IoT hardware device was
used as a control box connected to WSN to collect data on the crop. Soil moisture
sensors were used to monitor the field. The web application was designed and
implemented to analyze the details of crop data, i.e., temperature, humidity, and
soil moisture. The control of crop watering was managed through a smartphone
application. The control crop system was implemented and tested in Makham-
tia District, Thailand. The results showed that the appropriate temperature for
increased productivity of homegrown vegetables and lemons was between 29 ◦C
and 32 ◦C. Moreover, suitable humidity for high productivity of lemons was
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within 72–81%. Also, the soil moisture content was maintained appropriately
for vegetable growth, reducing costs and increasing agricultural productivity.

Suhag et al. [19] proposed a framework for IoT-based soil nutrition. The
proposed approach used several sensors to collect plant-related data through the
proximal soil sensor. Data collected were sent by the IoT device to a mobile appli-
cation. The hardware component was included in polyhouse farming. Results
showed that the appropriate temperature for increased productivity of sugar
cane was between 20 ◦C and 35 ◦C, for rice was between 15 ◦C and 25 ◦C, and
for wheat between 11 ◦C and 25 ◦C.

The related works allowed identifying a growing interest in IoT-based plat-
forms for increasing agriculture productivity in the context of smart farming. In
this line of work, this article contributes to smart farming with an IoT platform
for monitoring soil nutrients and weather conditions for avocado production in
the Northeast of the state of Morelos, Mexico. Next section describes the imple-
mentation of the proposed IoT platform to monitor soil nutrients and weather
conditions is described.

3 IoT Platform for Monitoring Avocado Production

This section describes the proposed IoT platform for monitoring avocado pro-
duction.

3.1 Internet of Things

The IoT paradigm has developed as an essential component of the transforma-
tive era of technological changes in smart and rural cities. IoT is defined as the
interaction of the physical and digital worlds through various sensors and actua-
tors [23]. IoT is a paradigm of embedded computing and networking capabilities
in any conceivable object with capacities to modify its state [13]. In this con-
text, IoT refers to devices and appliances connected to a network collaboratively
to execute a task with high intelligence through embedded sensors, actuators,
processors, and transceivers [18].

The basic architecture for IoT considers three layers: perception layer, net-
work layer, and application layer. However, additional layers are required to
properly consider all the aspects involved in realistic and research applica-
tions [18]. The five-layer architecture includes additional layers: the network
layer is separated into transport and processing layers, and a new business layer
is included to manage the deployed the IoT platform. The five layers are:

1. Perception Layer. The perception layer is the physical layer, and it provides
the function of converting analog signals into digital form and vice versa. In
addition, this layer is responsible for sensing and gathering information about
the environment through sensors and actuators. Sensors are used to detect
environmental changes by physical parameters such as humidity or tempera-
ture to transform them into electric signals. Actuators allow the transforming
of an electrical signal into physical actions through a machine or device.
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2. Transport Layer. The transport layer is responsible for transport communi-
cations between smart components of the IoT network, including network
devices and computers. This layer transmits sensor data collected from the
perception layer to the processing layer through wireless sensor networks such
as 3G/4G/5G, LAN, Bluetooth, RFID, and NFC.

3. Processing Layer. The processing layer stores, analyses, and processes a large
volume of data from the transport layer. Technologies used in the processing
layer are cloud computing, distributed computing, databases, and big data.

4. Application Layer. The application layer provides services to the end-user.
IoT applications are deployed in smart cities, smart homes, smart health,
and smart farming.

5. Business Layer. The business layer manages service applications based on
IoT through business and profit models.

3.2 The Proposed IoT Platform for Monitoring Crop Avocado
Information

Overall Structure of the System. Based on the first three layers of the five layer
architecture for IoT, the proposed IoT architecture is divided into three stages.
The first stage corresponds to collecting data from soil nutrient sensors and
weather conditions through the IoT device as a monitoring station. The collected
information contains the following data: date/hour, soil temperature, area tem-
perature, soil moisture, lumens, nitrogen (N), phosphorus (P), and potassium
(K) of two avocado trees. One avocado tree is fertilized, and the other consumes
natural soil nutrients. The second stage sends information collected from the IoT
device every 300 s to an MQTT server. A local storage device is used to record
data as backup. In the last stage, data cleaning is performed using a Python
script for future analysis.

Hardware Components. The hardware components of the proposed IoT platform
include:

– Main board : Arduino MEGA 2560 board (voltage: 5 V)
– 4G LTE Network : GSM/GPRS/SIM808 module (voltage: 3.4 V∼4.4 V)
– Soil nutrients: Soil NPK generic sensor (voltage: 12 V)
– Communication RS-485 to TTL module (voltage: 3.4 V∼4.4 V)
– Temperature sensor : DS18B20 (voltage: 3 V∼5.5 V)
– Soil moisture: HD–38 sensor (voltage: 3.3 V∼12 V)
– Lumens: Photoresistor sensor (voltage: 5 V)

All these components are integrated in an easy-to-deploy platform, adapted
to be used in any agricultural facility. The proposed IoT platform is energy effi-
cient: the estimated overall power consumption of the deployed infrastructure is
just ∼365 mA (0.0438kWh). The overall cost of the built platform is approxi-
mately 250 USD.
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Software Components. The proposed IoT platform for monitoring crop avocado
information is implemented using MQTT and Arduino libraries. The MQTT
broker is available by a Mosquitto server on a cloud host with a public IP address.
The main function of the MQTT broker is filtering incoming messages from the
IoT device client into the MQTT topic huitzilac. Then, a Python script is
executed to save data in a CSV file on a local storage disk. Once the data are
saved, a data cleansing process is performed to process the gathered data, in
order to verify the coherency and redundancy of the stored information, for
future analysis.

Figure 1 describes the proposed IoT architecture for monitoring the nutrients
and weather conditions of avocado production. The main hardware components
and software products are identified.

Fig. 1. Diagram of the proposed IoT platform for monitoring crop avocado information

Figure 2 presents photographs of the real deployment (in production) of the
proposed IoT platform for monitoring crop avocado information in Huitzilac,
Morelos. The photograph in Fig. 2(a) shows the Soil NPK sensor in one of the
avocado trees being monitored. The photograph in Fig. 2(b) presents the IoT
device. The photograph in Fig. 2(c) shows the metal shield protection of the IoT
device placed on the avocado orchard. Finally, the photograph in Fig. 2(d) shows
the Soil NPK sensor wrapped into a plastic shield to protect it from rodents and
external factors. The deployed IoT platform allowed gathering relevant data
about the avocado crop.

The proposed IoT platform aims to collect and generate a database of avo-
cado crops comparing nutrients by fertilization and without fertilization to study
machine learning techniques to predict avocado production.
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Fig. 2. IoT platform for monitoring crop avocado information

The following section analyzes the experimental results of the proposed IoT
platform for monitoring avocado information.

4 Experimental Validation and Discussion

This section describes the experimental validation of the proposed IoT platform
and the specific data processing methods. The main results from the collected
information are reported and discussed.
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4.1 Development and Execution Platform

The control and processing software of the IoT device was coded in
Arduino employing TinyGSMClient, PubSubClient, ArduinoRS485, ThreeWire,
RtcDS1302, OneWire, DallasTemperature, Wire, SPI, and SD libraries.

The experimental evaluation was performed using an Intel Xeon E5-2650 (16
cores, 32 threads) processor at 2.0 GHz, 32 GB of RAM, and the Debian 4.19
Linux operating system.

4.2 Studied Area

The area considered for the case study is described next.
The avocado orchard “La Ceiba” is located in the municipality of Huitzilac,

in the Northeast of the state of Morelos, México (UTM coordinates 19.008174,-
99.268800).

The terrain has an altitude of 2 273 MSL. The weather has an average tem-
perature between 14 ◦C and 22 ◦C throughout the year. The avocado orchard is
divided into four zones, and the zone in production was used for the validation
of the proposed IoT platform.

The production zone contains ten-year-old avocado trees. The other zones
have young trees without production. The study area is fertilized every four
months. This way, two avocado trees are studied through the soil nutrients. One
avocado tree is fertilized with an average of 21.77 g per tree (g/t) of N, 4.7 g/t
of P, and 39.16 g/t of K. The other avocado tree studied is not fertilized.

Figure 3 shows the geographic location of the avocado orchard studied. The
image was taken from Google Earth, and used only for academic purposes,
according to the “fair use” copyright.

Fig. 3. Geographic location of the avocado orchard
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For the case study presented in this article, the proposed IoT platform for
monitoring crop avocado information was set to collect, process, and store soil
nutrients and weather data every 300 s during 58 days, from August 05 to
September 30, 2022.

4.3 Data Cleaning Process

The cleaning process prepares the data gathered by the proposed IoT device for
analysis by removing or modifying erroneous records.

Raw data are emitted by the Arduino control program of the IoT device.
These data are an ASCII-encoded, stored in a file, with fields delimited by com-
mas (CSV format). Data cleaning involves identifying duplicate data, correcting
spelling and syntax errors, and correcting empty fields and negative or null val-
ues. Data errors occur when the IoT device has a power supply interruption by
an external factor in the rural area or when environmental conditions affect the
sensors producing a piece of erroneous lecture information.

Figure 4 shows collected data by the IoT device in raw format.

Fig. 4. Data in raw format

Then, the data cleaning process verifies the coherence and redundancy of
data. Several options for actions are performed if there is missing data, e.g.,
normalize by scaling to a range by approximating upper and lower bounds on
data or approximate uniformly in a range. The previous data can be copied if
there is no considerable variation in values. The missing value can be omitted,
but having different information for subsequent models is preferable. Figure 5
shows the data after the cleaning process.

4.4 Results and Discussion

This subsection presents and discusses the results of the proposed IoT platform
for monitoring crop avocados. Figure 6 shows the information collected and sent
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Fig. 5. Data after cleaning process

to the cloud by the IoT device. The notification of data stored locally in a
storage device is presented in Fig. 6a. In turn, Fig. 6b shows the notification of
information sent through the data network received by the MQTT server.

Fig. 6. Information collected by the IoT device

The IoT device for monitoring crop avocado trees collects data on soil temper-
ature, weather temperature, soil moisture, and lumens. Also, it collects the soil
NPK data of two avocado trees. Table 1 reports the maximum, minimum, and
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average values of data collected by the IoT platform. The average soil tempera-
ture value was 15.57 ◦C, and the weather temperature was 14.57 ◦C, considering
an average temperature in the zone between 14 ◦C and 22 ◦C during the year,
helping maintain healthy roots and flowering. The average soil moisture value
was 75% (scale from 0 to 100) during the rainy season. The average amount
of visible light collected by a photoresistor sensor was 980 lumens during the
rainy season. From the two monitoring avocado trees, the average N value of
the fertilized tree (Sensor A) was 18405 mg/kg compared with the non-fertilized
tree (Sensor B), which had an average value of 129 mg/kg. The average K value
for sensor A was 14394 mg/kg compared with sensor B was 2150 mg/kg. Finally,
the average P value for both sensors was 8694 mg/kg.

Table 1. Maximum, minimum and average values of data collected by the IoT platform

# Variable minimum Maximum average

1 Soil temperature 12.88 ◦C 17.69 ◦C 15.57 ◦C

2 Weather temperature 8.63 ◦C 20 ◦C 14.69 ◦C

3 Soil moisture 21% 100% 75%

4 Lumens 0 25 550 980

5 N sensor A 26 870 mg/kg 28 673 mg/kg 18 405 mg/kg

6 K sensor A 6 535 mg/kg 28 744 mg/kg 14 394 mg/kg

7 P sensor A 8 659 mg/kg 8 703 mg/kg 8 694 mg/kg

8 N sensor B 0 mg/kg 159 mg/kg 129 mg/kg

9 K sensor B 2 050 mg/kg 2 587 mg/kg 2 150 mg/kg

10 P sensor B 8 659 mg/kg 8 703 mg/kg 8 694 mg/kg

The graphics in Fig. 7 show the maximum, minimum, and average values of
soil temperature, weather temperature, soil moisture, lumens, and soil nutrients
of two avocado trees.

Regarding soil temperature and weather temperature, both showed a steady
behavior. The average value was 15 ◦C for both temperatures. Soil moisture sen-
sors returned raw values that must be appropriately calibrated by establishing
a range for dry and wet values. The Arduino-based soil moisture sensor ranges
from 0 to 1023; therefore, collected data were converted into a percentage out-
put, to get values from 0 to 100. Figure 7c shows the normalized values for soil
moisture behavior. The graphic reporting lumens shows an incorrect behavior
during two days, when the photoresistor sensor did not collect data.

Finally, Fig. 7e shows the differences in the behavior of NPK nutrients for
sensor A (SA) and sensor B (SB). The average N value for sensor B represents
0.7% of the average N value of sensor A, and the average K value for sensor B
represents 14.9% of the average of nutrient K for sensor A. However, both sensors
have the same average value for the nutrient P; probably due to the properties
of the soil in the studied area.
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Fig. 7. Soil nutrients and weather variables

Summarizing, the experimental validation results demonstrate that the infor-
mation collected by the proposed IoT platform was coherent and valid for moni-
toring crop avocado orchards. The system showed a correct stability and robust-
ness, collecting and processing significant information every 300 s.

5 Conclusions and Future Work

This article presented an IoT platform for monitoring the nutritional and weather
conditions of crop avocados in an orchard in the context of smart cities, partic-
ularly for smart farming applications.

The proposed IoT platform combines cloud computing and open hardware
using sensors to collect and clean data for relevant analysis in smart farming.
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First, the platform collects nutritional and weather conditions from an IoT device
over the MQTT protocol to the Mosquitto broker; then, data is saved in a CSV
file to be cleaned using a spreadsheet reader.

The experimental validation recorded 8832 data from August 05 to Septem-
ber 30, 2022. The main results indicate that the proposed IoT platform effectively
collects and processes nutritional and weather data every 300 s.

The main lines for future work are oriented to extend the proposed system
to compute essential indicators and statistics of smart farming applications, i.e.,
vegetables, citrus, fruits, and exotic plants. Also, the data collected by the pro-
posed IoT platform will be used to study machine learning techniques to predict
avocado production in the studied orchard. In turn, the data collected by the IoT
platform can be used for analysis through computational intelligence techniques
to improve farming production and supply systems for increasing agriculture
productivity in the context of smart farming.

Acknowledgements. This work acknowledges Salomon Paul Arizmendi Muñoz,
owner of the orchard “La Ceiba”, for the attention and facilities provided in the devel-
opment of the work.
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and Luis Alonso Araya-Solano2

1 Costa Rica Institute of Technology, San Carlos, Costa Rica
lcardinale@tec.ac.cr, antsolis04@estudiantec.cr

2 Costa Rica Institute of Technology, Cartago, Costa Rica
luaraya@tec.ac.cr

https://www.tec.ac.cr/

Abstract. Infrared thermography (IRT) has been widely used to diag-
nose photovoltaic installations, however, its effectiveness needs to be
improved to contribute to greater energy efficiency in Smart Cities. This
research shows a solution that creates a database (DB) of IRT informa-
tion, through an IoT solution that allows the process to be automated
and accessed remotely. The functionality and accuracy of the system was
validated in a real PV plant through an experiment inducing conditions
that generate hot spots obtaining a temperature measurement error of
less than 4◦C. During the investigation, 1.777 thermograms were gener-
ated and the ability to detect hot spots due to soiling, partial shading
and short circuits in the module was verified. The DB generated by this
solution will be used to establish better fault detection criteria for IRT,
which is of high interest to thermographers and will benefit the users of
distributed PV installations in Smart Cities around the world.

Keywords: IoT Applications · Photovoltaic · Infrared
Thermography · Image Acquisition Systems

1 Introduction

For several years there has been a common trend that seeks the maximum pos-
sible use of renewable energy sources. Because of this, smart cities are char-
acterized by the approach of strategies that incorporate distributed generation
schemes that also consider an efficient use of energy and maximum exploitation
over time. Solar photovoltaic (PV) energy is an option that adapts very well to
the requirements of smart cities, making that in recent years it is being adopted
in an accelerated way both at residential and industrial level, accompanied by
Internet of Things (IoT) solutions that automate and optimize their activities [1].
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A PV installation will be exposed to a variety of factors that could slightly or
significantly affect its performance during its lifetime. When a solar PV module
experiences a suboptimal condition due to some external or internal factor, a
reduction in delivered power occurs that manifests itself as a localized temper-
ature gradient known as a hot spot [2]; this has been extensively verified, for
example, several hot spots were analyzed in [3] causing a reduction in power
greater than 11.9% in the cases analyzed. For the detection of hot spots in PV
modules it is required to meet several conditions, in [4] a protocol is shown that
is validated by a case study, however, a strict definition of the minimum delta
temperature (DT) that exists in a hot spot is still pending, for example, in [5]
it is defined in 10◦C with an irradiance of 700 W/m2, while in [6] it is defined in
20◦C for an irradiance of 600 W/m2.

The transformation to smart cities that exploit PV technology is extending
all over the world, even in cities with varying climatic conditions. Considering
that a minimum irradiance of 700 W/m2 is required for an infrared thermography
(IRT) inspection and that the irradiance may vary abruptly, there is a risk that
an IRT inspection may have to be suspended even after it has started, which
implies an increase in costs for the users of this type of services. This research
originates from the identification of the problem that the criterion of hot spot
detection with IRT in PV modules requires environmental conditions that may
be difficult to achieve for the users of distributed PV systems and that are a
requirement for a correct application of the technique.

In order to create a new fault detection criterion, a large volume of thermo-
graphic information is required, including modules with hot spots and healthy
modules, unfortunately there is no open database (DB) with this information.
To contribute in the solution of this problem, the objective of this research was
to create an IoT data acquisition system for the analysis of hot spots with IRT.
The high volume of IRT information that will be generated with this system will
allow future research to the establishment of new criteria for the detection of
hot spots in PV generation systems under irradiances less than 700 W/m2.

The research was developed in a distributed generation PV installation that
has been in operation since 2018 at the Tecnológico de Costa Rica in Santa Clara
of San Carlos. An IoT-based system was developed that periodically captures
images and environmental variables that are useful in the analysis of IRT. The
reading of temperatures in the thermal images is done automatically by means of
digital image processing. To validate the performance of the system, 1,777 ther-
mograms were taken and a fault-inducing experiment was developed by inducing
hot spots through faults based on previous experience evaluated by [7].

This research has as its contribution: 1) The presentation of an IoT system for
the acquisition of thermal information and 2) The under development generation
of a large volume of thermographic information of modules under suboptimal and
normal conditions. The mentioned DB its been used by a currently second stage
of this research, that is processing the hot spot information for the definition of a
new criterion using artificial intelligence for irradiances greater than 300 W/m2.
This is an aspect of great interest for the managers of photovoltaic installations
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and thermographers, since it will facilitate the implementation of the technique
and will contribute to improve its efficiency, as has been pointed out in [3] as an
aspect to be solved. The DB creat by this system will later be accessible to all
those who can contribute to this objective.

2 Related Work

Works on IoT based solar module analysis using thermography are emerging,
for example, [8] presents an analysis at normal and some faulty conditions using
equipment like PV analyser, Solar Power Meter and thermal camera to com-
pare PV performance for the monitoring of a generation plant. In regards to
fault detection, hotspot detection using IRT has proven a effective technique
to be used, see [9], where thermograms were analyzed by a hotspot detection
algorithm called K-means clustering. Moreover, in a broader context, papers
published on a special issue [10] have demonstrated that the autonomous mon-
itoring and analysis approach is highly crucial in the performance monitoring,
operation, and maintenance of PV systems. In [11] a summary of types and
available fault detection techniques in photovoltaic installations is presented,
visual inspection, IRT and analysis of electrical variables are among those tech-
niques. In [12] several visual defects were detected in visual RGB and thermal
orthomosaics, such as cracks, soiling, and hotspots. In addition, a procedure of
semi-automatic hotspots extraction was also developed and is presented therein.
Unmanned aerial vehicles were concluded as advantageous tools within the the-
matic of fault detection. The work on [13] identifies the main faults in PV arrays
and correlates detection techniques that can detect them. In the study of [14]
a metric to compare fault detection techniques is established. This metric takes
into account detection capabilities like detection and classification, real-time
detection, localization and fault isolation. The paper [15] compares fault detec-
tion techniques considering aspects such as: faults detected, level of diagnosis
provided by the technique, on-line or off-line use, integration complexity and
cost.

More pertinently, [7] establishes a comparison between multiple techniques
to detect sub-optimal conditions in photovoltaic systems. The results showed
that the visual inspection technique was the best at detecting soiling and partial
shading with 100% of effectiveness. IRT and electrical analysis had an effective-
ness of 78% and 73%, respectively, detecting the three types of conditions under
study. Additionally, it’s important to have a criterion over what is to be con-
sidered a fault. In regard to hotspots, [16] says hotspots temperature gradients
larger than 20◦C, in any case, and even larger than 10◦C in certain conditions,
are proposed as rejecting conditions for routine inspections under contractual
frameworks. Also, hotspots can be considered failures if power variation goes
over 4% [17].
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3 Materials and Methods

The development of the solution started with the identification of the IRT
requirements and the characteristics that the IoT system should have according
to the conditions of the PV installation and the user.

The system was placed in a fixed location to maintain the conditions between
thermograms following the requirements for this technique established in [4].

The photovoltaic installation used is located in the northern part of Costa
Rica, 10◦32’ latitude and 84◦31’ longitude. According to the Köppen-Geiger
system, the climate in this location is classified as tropical rainforest climate.
The PV plant is located at the San Carlos Local Technological Campus in Santa
Clara, Costa Rica. The PV panels model used is the Canadian Solar CS6k-280M
tilted an angle of 15◦ and with an azimuth of 150◦ with respect to the North.
Regarding the system instrumentation, a radiometric thermographic camera spe-
cialized for PV module inspection was used, and also sensors for irradiance,
ambient temperature, relative humidity and cell temperature. The specifications
are shown in Table 1 and Table 2. Due to the possibility of remote and on-site
access to the system, the results obtained were validated from the beginning of
the project.

Table 1. Characteristics of the FLIR VUE PRO R 336. Thermal camera used for the
system.

Parameter Value Parameter Value

HFOV x VFOV 25◦ x 19◦ Weight 4 oz

Sensor (width x height) 5.764mm x 4.351mm Accuracy ∓ 5◦C
Focal length 13.00mm Spectral band 7.5µ m -13.5 µ m

Image width x height 336× 256 Thermal sensitivity 40 mK

Frequency 9Hz Power dissipation 2.1W

Table 2. Characteristics of the components used for the sensing process

Component Parameter Value

DHT11 Sensor Temperature range 0◦C to 50◦C

Humidity Range 20% to 90%

Accuracy ±1◦C and ±1%

DS18B20 Sensor Temperature range -55◦C to +125◦C

Accuracy ±0.5◦C for range -10◦C to +85◦C

Spektron 210 Irradiation range 0 to 1500 W/m2

Accuracy 78.88 mV for each 1000 W/m2
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3.1 System Validation

Temperature measurements were taken in a specific cell with IRT and with
contact measurement at the back of the cell using the DS18B20 sensor, in order
to compare them and evaluate the accuracy of the system measurements.

To evaluate its performance under hot spot conditions, an experiment were
developed inducing failure conditions on the array. The test considerations are
described below:

– Soiling, partial shadows and short-circuit conditions were induced in the cell.
– Each measurement was taken 10 min after inducing the fault condition and

the next fault was induced by waiting at least 10 min after the previous mea-
surement; this was done to eliminate residual effects between tests (to ensure
inter-sample independence).

– All measurements were made applying only one fault condition at a time (no
interaction).

The types of tests applied are described in Table 3.

Table 3. Description of faults considered for the system evaluation.

Induced fault condition Number of failures Description

Shor circuit (SC) 11 Short-circuit through PV
switch on module 8

Partial shading (PS) 6 Applied on modules 3, 6, 9
and 12 varying the shading
area

Soiling (S) 9 Transparent plastic sheets
with drawings of leaves and
bird’s dropping were
randomly distributed in the
array

Control module 26 In each test, module 2 was
assigned as a non- faulty
module to take its
temperature as a reference

The experiment was carried out on March 2 and 9, 2022, starting at 07:30:00
and ending at 17:00:00. The system analyzes only the modules that are com-
pletely observed in the thermograms (see Fig. 1), therefore, modules 1, 4, 7 and
10 were not considered.

4 Automated Fault Detection in PV Modules Using IRT

This section describes in detail the data acquisition system developed for IRT
analysis. It is subdivided into a) System requirements, b) General schematics,
c) Position of the system with respect to the array, d) Thermographic image
acquisition and processing, e) Data management.
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Fig. 1. Segmentation of the solar array used by the system. Module 2 serves as a
reference for the calculation of temperature gradients.

4.1 System Requirements

The following requirements were identified for the design of the system:

a) Automatic and synchronous acquisition of thermal images and environmental
variables. In order to create a high volume of data, the system had to be able
to activate a IRT camera automatically on a periodic interval. In addition, to
improve the accuracy of a thermogram, it is necessary to know the relative
humidity and ambient temperature of the site [18], therefore, the system
had to measure both variables in real time. As the main future objective is
to detect hot spots at irradiances below 700 W/m2, this variable had to be
measured. Finally, all variables had to be acquired synchronously.

b) Automatic processing of IRT information. The technique allows indirectly
measuring the temperature of the PV modules through a mathematical model
that had to be applied automatically to each acquisition. Additionally, for
each image the system had to be able to extract the specific IRT information
for each module, discarding the information of the image that is not required
(background).

c) Information management and remote access. The system had to be able to
store the information in a cloud storage unit, with the possibility of accessing
it from anywhere via the Internet. Additionally, all control of the system had
to be able to be done remotely.

4.2 General Schematics

Figure 2 shows a general schematic of the developed system. The main control
unit (Raspberry Pi) combines wired and wireless links to access the measurement
devices. All the IRT processing is done by the control unit and the information
is stored in a DB. The measurement of irradiance and cell temperature is done
through wireless communication with another Raspberry Pi. Finally, like any
IoT solution, the system can be accessed remotely by the user.
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Fig. 2. General scheme of the IoT system developed for IRT analysis.

4.3 Positioning of the System with Respect to the PV Array

The final system was installed at a height of 7.05 m with respect to the ground,
at an angle of 50◦ to the plane of the array at a distance of 9.2 m from the center
of the array; in this way the thermograms meet the criteria established in [4] for
correct temperature measurement at a resolution of PV cells. Since the system
would be outdoors, the implementation considered that all electronic equipment
be protected from rain. Figure 3 shows the solution installed on site in detail.

4.4 Thermographic Image Acquisition and Processing

The algorithm of acquisition and processing of IRT information is represented
in Fig. 4. The system was configured to generate radiometric .rjpg images,
so each thermogram generates 86.016 specific temperature measurements. To
obtain temperature measurements of each particular PV module, the system
segments the array and identifies each PV module with a specific identifier (see
Fig. 1).

Each image taken is calibrated to obtain thermograms with an adequate level
of accuracy. This is done automatically with the package thermimage [19], which
applies the principles of Plank’s law and the Stephan Boltzmann relationship.
The Table 4 shows the parameters used to obtain the temperature of each ther-
mogram, in addition to the ambient temperature and relative humidity, which
are updated in real time by the system’s sensor, which in case of not obtaining
such value, the value determined as default would be used.
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Fig. 3. a) Rear view of the system, b) side view of the system, c) front view of the
system, d) IRT camera and temperature/humidity sensor.

Table 4. Parameters used to generate the thermogram of thermography.

Parameter Value Parameter Value

Subject distance 10.41 m Emissivity 0.9

Atmospheric temp (default) 28◦C Humidity (default) 60%

Ir window transmission 1 Ir window temp None

After acquiring the thermogram, a statistical analysis of the temperature
values of each module is performed to obtain the maximum, minimum, average,
mode and delta temperature (DT). DT is calculate with Eq. (1); where, Tmax,SM

corresponds to the maximum temperature of the module of interest and Tave,REF

is the average temperature of the reference module (module 2). Finally, a color
thermogram is generated to facilitate qualitative analysis (see Fig. 5). All the
information is stored in the DB automatically.

DT = Tmax,SM − Tave,REF (1)

4.5 Data Management

The main control unit manages a DB with the processed IRT information. The
Table 5 shows in detail the main DB information that is stored for each PV
module of each captured thermogram. The DB is backed up in the cloud and
can be accessed remotely.
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Fig. 4. Process implemented for the acquisition of thermal information, including exter-
nal request sub-processes.

Fig. 5. a) color termogram of soiling test with hotspot of DT = 23.7◦C with a irradiance
of 224 W/m2, b) Color termogram of partial shading test with hotspot of DT = 37◦C
with a irradiance of 529 W/m2.

5 Results and Discussion

This section describes, validates and analyzes the main results obtained by the
developed system.

5.1 Temperature Measurements

From 12 measurements between 08:09 am and 2:27 pm with values ranging
between 36.7◦C and 55.25◦C, a variation of less than 4◦C was found between
the measurements of the IRT camera and contact sensor. Considering that pro-
portionality was found in the range of temperatures evaluated, and that the
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Table 5. Structure used for storing information in the experimentation DB. Temper-
ature information is stored for each PV module.

Identifier Electrical Meteorological Module
temperature (◦C)

Date Hour ID Power (W) Irradiance
(W/m2)

State HR (%) Ta (◦C) Tmax Tmin DT

State: Clear, cloudy, rainy
HR: Relative humidity
Ta: Ambient temperature

thermography is an indirect measurement on the front face and the contact
measurement is on the back face, it is determined that the temperature mea-
surements of the system are correctly taken with an accuracy of ±4◦C.

5.2 System Evaluation Under Induced Faults

During the time the system was under test, 1,777 thermographs were captured,
allowing to verify the continuous operation of the system.

With the experiment described in Sect. 3.1, the relationship between the max-
imum DT value and irradiance was plotted (see Fig. 6). We can observe that the
DT of the hot spots increased with respect to the irradiance for SC and S type
faults, which agrees with what was observed by [20]. On the other hand, for PS
a decreasing trend was observed, which could be related to the activation or not
of the by-pass diodes [21,22], however, this requires a more detailed study by
analyzing a larger amount of data. There were 26% and 8% of cases in areas C
and D (DT ≥ 10◦C) of Fig. 6, respectively, however, it is known that in all cases
a fault condition was being induced to the array and that for other irradiance
conditions a DT ≥ 10◦C was reached for the same fault, therefore, new criteria
should be generated to identify these faults for all possible range of irradiances.
In area A, 42% of cases with a DT < 10◦C were identified, however, with the
premise that at least 700 W/m2 are required to perform the IRT analysis, these
cases could not have been analyzed until the required irradiance conditions were
reached, which represents a possible delay to be able to make the diagnosis in
an agile way. Finally, it should be noted that for all types of induced faults there
were cases that did not meet the minimum value of DT for failure, therefore,
this suggests that faults of different types could be identified with DT < 10◦C;
but for this new criteria need to be established.

From a qualitative analysis of the Fig. 5, it is possible to observe that the
thermograms are taken correctly, since it has a good focus of the PV array, it is
possible to identify cases where a single cell is hotter than the neighboring cells
and that by means of the color scales the user can easily identify the hot spots.
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Fig. 6. Plot of the maximum DT(DTmax) found in each test with respect to the
irradiance (G) present during each measurement. Shaded areas A and C correspond
to G < 700W/m2 and shaded areas C and D correspond to measurements with a
DTmax < 10◦C.

6 Conclusions

The developed system shows a viable alternative to automate the process of
collecting IRT information continuously in photovoltaic installations for the cre-
ation of a high volume of IRT data of PV modules under suboptimal conditions.
The temperature measurements obtained had an error of less than 4◦C. The
system validation process showed that under hotspot conditions, the developed
system extracts information that is consistent with the theory, generating qual-
itative and quantitative information that is valuable for diagnosing faults in PV
systems. The characteristics of the DB designed will allow to contribute to the
improvement of the detection of hotspots through IRT analysis for a greater
range of irradiance conditions than those currently established. The platform
developed is an example of an innovative IoT solution for the optimization of
energy sources usage in smart cities, which can be used by managers and inspec-
tors of PV installations. It remains for future research to use the platform to
perform an exhaustive analysis of the behavior of hot spot temperature with
respect to irradiance for different types of faults, in order to establish better
fault detection criteria.
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Abstract. At present, the Internet of Things is one of the most promising tech-
nologies considering a large number of applications domains. The IoT solutions
imply the integration of electronic devices, communication protocols, the cloud
as data storage and smart software systems to process the data. The complexity
of current IoT solutions has given rise to the creation of IoT platforms to man-
age the implementation of the solutions, however, one of the most complicated
tasks is the configuration of the electronic devices to send information to the cloud
through a specific protocol and a specific IoT agent. Currently, this process is done
manually and it represents a challenge for novel developers. In this paper a novel
approach is presented to automate the connection of IoT devices with a specific
Platform using IoT Agents. The evaluation of the proposed approach with users
with different development knowledge levels is also presented in the paper.

Keywords: Internet of Things · IoT Platform · FIWARE

1 Introduction

The Internet of Things (IoT) is a network of devices that are embedded with software,
sensors, and network connectivity that collect and exchange data. The Internet of Things
enables everyday objects to be “intelligent” by allowing data transmission and automates
tasks, without requiring any manual intervention. IoT offers different opportunities and
improvements in people’s lives, being smart cities a concept that allows multiple tech-
nologies of this paradigm to be combined to generate solutions. Smart cities provide
several digital services to sensorize and to automate different aspects of the city, such as
the use of electricity, garbage management, city water management, pollution in differ-
ent areas of the city, noise in the streets, etc. The proliferation of smart services based
on IoT is largely due to the lower price of sensors and communication services. This
cheapening of electronic devices has popularized the creation of applications that use
sensor data to understand the context in which an object operates and the development of
applications that capture and analyze this context data for decision making. The creation
of IoT applications implies a great responsibility in software development, because the
objects need to be in constant communication with the IoT platforms, which implies that
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the objects remain connected to the Internet all time. This situation causes the informa-
tion produced by the sensors to be exposed to computer threats, whichmust be addressed
immediately in order to guarantee the integrity of the systems. As a consequence of this
situation, intelligent agents were created as an intermediary between the information
coming from the sensors and the software platforms and to also manage the security
aspects produced.

This paper is organized as follows. Section 2 shows main concepts involved in the
research. Section 3 presents the related work. Section 4 presents the proposed approach
to automate the connection of electronic devices with an IoT Platform. Section 5 shows
the experimentation, and finally, Sect. 6 details the conclusions and future work.

2 Background

This section presents the fundamental concepts involved in this research work.

2.1 Internet of Things in the Cloud

The constant growth in the number of “things” connected to the Internet and the large
number of applications that require collecting and analyzing data from devices for
decision-making was the origin of the Internet of Things (IoT). The Internet of Things
considers the services and standards necessary to connect, manage and protect different
IoT devices and applications. These devices can be sensors, actuators, mobile devices,
etc. All the data collected by these devices is stored in the cloud, in order to have easy
access to them, in addition to providing greater security in the event of a mishap [1].

2.2 Internet of Things Platform

The emergence of the Internet of Things gave rise to a set of solutions to manage all
the interactions between hardware and application layers. These solutions, called IoT
Platforms, must be able to manage the huge amount of data that smart devices collect.
Today there are a large number of IoT platforms, some examples are Amazon Web
Services, Google, Microsoft Azure, IBM and FIWARE [2].

2.3 FIWARE

FIWARE is one of the emerging IoT Platforms for the development and deployment of
Future Internet applications. FIWARE provides a completely open architecture which
allows developers, service providers, companies and other organizations to develop prod-
ucts that meet their needs. FIWARE comprises a set of technologies called generic
enablers which provide open interfaces for APIs and support interoperability with other
generic enablers, these enablers arise as a proposal to respond to the need for approaches
for smart cities solutions [2].
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2.4 Orion Context Broker of the FIWARE Platform

This component of the FIWARE Platform, which allows the publication of context
information by entities, is a server that implements an application programming interface
based on an NGSI information model. This component allows to execute the following
operations [3]:

• Register context applications.
• Update context information.
• Be notified when changes to context information arise.
• Consult background information.

2.5 Internet of Things Agent

The connection of objects to the internet implies overcoming a set of problems that
arise in the different layers of the communication model. The lack of globally accepted
standards for communication between objects has caused a heterogeneous environment
to be required for devices using different protocols. For this reason, the IoT agents were
created together with the FIWARE platform, so that the devices can send their data
to the Context Broker using their own native protocols. Internet of Things Agents are
intermediaries, a so-called bridge between IoT devices and platforms. In this context,
the protocols used by the sensors are very relevant to select an appropriate IoT agent.
Figure 1 shows the relationship between communication protocols, IoT agents and the
Orion Context Broker [4].

Fig. 1. Interaction between the Orion Context Broker, IoT agents and communication protocols.

The following are examples of IoT agents provided by the FIWARE Platform for
communication between objects (Table 1):
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Table 1. IoT Agent list

IoTAgent-JSON.  IoTAgent loRanWAN 
IoTAgent-LWM2M IoTAgent OPC-UA 
IoTAgent-Utralight IoTAgent sigfox 

3 Related Work

This section presents the main research works related to the solution proposed in this
paper.

In [5], the authors propose a model that allows the connection of services based
on FIWARE OAuth 2.0 with the eID authentication provided by the eIDAS reference.
With this model and its services that are already connected with an OAuth 2.0 identity
provider can automatically connect with eIDAS nodes to provide eID authentication.
To validate the proposed model, the authors have deployed an instance of the FIWARE
identity manager connected to the eIDAS node. Later they registered 2 services; a pri-
vate video conference system and a smart city deployment, in addition to expanding
the functionalities to improve the user experience by taking advantage of. The authors
conclude that the proposed solution facilitates the integration of FIWARE based generic
OAuth 2.0 services for the eIDAS infrastructure, making the connection transparent for
developers.

In [6], the authors demonstrate that the use of cloud services in the agronomic
industry could be considered beneficial. In particular FIWARE, because it provides free
and open-source development modules. The authors developed an application using the
FIWARE components, and it has been validated in real crops located in a semi-arid area
of southern Spain with the aim of reducing the amount of water needed for irrigation
tasks.

In [7], the authors propose an authentication and identity management (IdM)method
called YubiAuthIoT integrated with the FIWARE platform, as a way to provision and
authenticate IoT devices. There are several benefits for IoT device authentication such
as: device identity, scalability, offline crypto assets, revocation, and broadcast. YubiAu-
thIoT enables more decentralized device provisioning and management using subCAs,
reducing the need for a discrete IdM service to manage devices. This approach pro-
vides more efficient and robust authentication and communication than the default on
the FIWARE platform, which is based on HTTPS over HTTP/1.1 with JSON bodies,
where authentication is provided by access tokens requested by each device/user and
provided by the centralized IdM service.

In [8], the authors deal with the adoption of FIWARE for RPM development and, in
general, for telehealth projects with the aim of supporting clinical centers interested in
adopting cloud computing technology. Specifically, the authors presented a step-by-step
approach to developing an RPM solution, investigating how the FIWARE platform and
Generic Enablers (GE) could be adopted and integrated.

In [9], the authors present a customizable open source IoT platform setup using
FIWARE.For the integration of existing building automation networks, thiswork extends
an OpenMUC gateway with BACnet functionality and connects it to their platform via
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MQTT. The authors have successfully demonstrated the general setup with a website,
by visualizing high resolution energy monitoring and control loop as basic require-
ments for the integration of more advanced control algorithms in future building energy
management systems.

4 The Proposed Approach to Automate the Connection
of Electronic Devices with an IoT Platform

One of the current challenges in the Internet of Things is the current connection between
IoT devices and the FIWARE platform. This connection, which is currently done manu-
ally, involves configuring the physical devices to be able to link them with the appropri-
ate IoT Agent. The selected IoT agent needs to be configured for each protocol, which
implies in-depth knowledge of the operation of the protocol and the IoT agent. In case
of request for a communication protocol that does not yet have a standard for the IoT
agent, it is necessary to create a specific IoT agent. This involves encoding the necessary
commands and attributes for the IoT agent to function properly. With the appropriate
IoT agent, the connection between sensors and the Orion Context Broker can be made.
This connection implies knowledge of the physical device, knowledge of the IoT agents
and the Orion Context Broker. The difficulty of making this manual configuration has
caused this connection to be made directly between the devices and the Orion Context
Broker, completely omitting the use of IoT agents, which breaks with the ideal scheme
and allows unauthorized access to the data read from the sensors [10].

The architecture of the solution proposed in this work aims to automate the device
connection processes using a specific communication protocol towards an IoT agent and
the automatic connection of the agents to the FIWARE Internet of Things platform. The
proposed architecture uses the components of the FIWAREplatform for the development
of the application with the aim of generating a totally open-source system, which adapts
to the standards provided by this IoT platform and also uses the concept of IoT agents that
was developed by FIWARE to improve the security between the connection of devices
and the cloud. The FIWAREcomponents used in thiswork are: theOrionContext Broker,
CrateDB and Grafana. The interaction between FIWARE and the created web system is
done through a RESTful API. RESTful APIs are services with which we can exchange
information through established protocols and standards such as HTTP. Figure 2 shows
the proposed architecture, which is made up of the following layers: Application Layer,
Services Layer and FIWARE services.

The application layer contains the system developed in this research work, which is
responsible for receiving, storing, processing and sending data from IoT devices. The
services layer uses RESTful services to enable the interaction between the application
layer and the FIWARE ecosystem, through requests to send data. The FIWARE service is
responsible for receiving the data sent through theweb system, in order to handle the data
received by the Orion Context Broker. This layer makes a connection with the CrateDB
module to create a database where all historical data sent to FIWARE is stored. This in
order to connect to the Grafana module to display the data from the sensors graphically.
The proposed system is made up of a series of modules that allow the automation of the
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Fig. 2. Architecture of the proposed solution.

Fig. 3. Specific architecture of the proposed system

connection process of IoT devices to the cloud of the FIWARE platform. These modules
are presented in Fig. 3.

In following sections, the explanation of each module of the architecture is presented
in detail:



A New Approach to Automate the Connectivity of Electronic Devices 129

4.1 Manager Module

The manager module allows the system to manage user information (name, email and
password), devices (name, readings, units, protocols) and FIWARE cloud details (Orion
Context Broker address and IoT agent), as well as to take care of the authentication of
the users who register in the system. This module connects to a database to store all the
information it receives, this information is used to create the connection codes and data
reception code of the device.

On the device registration screen (Fig. 4) the user must fill in the form with the name
of the device, units, maximum and minimum value of the device reading, the address of
the Orion Context Broker server, the communication protocol and the Internet of Things
agent that the device use and the readings of the device.

Fig. 4. Device registration form

4.2 FIWARE Platform Connection Module

The purpose of this module is to generate the necessary code to define the FIWARE
entities corresponding to the devices that will provide data to the IoT system. The cre-
ation of NGSI entities and the generation of code in order to make the connection with
FIWARE. The approach is based on the concept of entities that relate and entities with
attributes and metadata. All communication between the different components of the
OCB architecture is done through the NGSI v2 RESTful API. The context information
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in FIWARE is represented through generic data structures referred to as context ele-
ments, the context elements are composed of an identifier, a type associated with its
entity, in addition to having attributes which contain a name, type and attribute value,
these attributes in turn have metadata given which have a name, type and value, the
metadata is optional when building the context elements. The values that are captured
from the sensors must be represented using the concept of entities. Users must use the
code generator to create the NGSI entities to define the map between the various sensors
defined in the system and the various entities predefined by FIWARE, with the NGSI
entities being JSON-type data formats that represent an object or thing in the system.
Real world with tangible attributes or characteristics. These entities help to send infor-
mation to FIWARE, more specifically to the Orion Context Broker component, which
uses amongo database to store the current status of the entities, it does not store historical
information of its changes. With the entities created, the users must select a specific IoT
agent using the submodule’s code generator to configure an IoT agent according to the
protocol defined in the sensor.

Figure 5 shows an example of the code generated to launch the FIWARE services.
This code is composed of the following elements: the version of FIWARE cloud, the
Orion Context Broker service, the dependencies such as mongodb, the ports it uses, in
addition to including the configuration of the IoT agent. The information is obtained
from the data that the user registers when adding a new device in the system, with the
generated code the user can compile the code on the server where he wishes to host the
FIWARE services.

4.3 Information Receptor Module

This module aims to produce the necessary code so that the IoT system can obtain data
from previously registered devices. In addition, it also aims to generate the code that
allows the transformation of sensor data to theNGSI format (NGSI RESTAPI) to be sent
to the Orion Context Broker through a specific IoT agent. This code, which is compiled
later, allows the IoT system to take data from each sensor and pass it to the sub-module
in charge of transforming it into the NGSI format for subsequent sending to the Orion
Context Broker. To load the Arduino code to send data, in the Arduino code screen
(Fig. 6) the Arduino file is loaded so that the system inserts the code with the necessary
data to send data, the code is made up of the id and the reading variables of the device,
the address of the system, as well as the necessary libraries for the operation of the code
which the user downloads and compiles to send data to the system.

.
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Fig. 5. FIWARE connection code.

Fig. 6. Arduino code.
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5 Experimentation

In order to validate the proposed approach, experimentation was carried out with devel-
opers with different levels of knowledge about sensors, cloud computing and the Internet
of Things.

5.1 Phases of Experimentation

The experimentation was carried out in three phases:

Phase 1. In this phase, participants were given an informed consent document explain-
ing the objective of the experimentation, the procedures followed during the tests, and
establishing that their personal information will not be disclosed. The participants read
the consent document and signed it stating their agreement with the test plan.
Phase 2. In this phase, the functionality of the developed system is evaluated. The
evaluation requires the development of 7 tasks. Each of the tasks must be evaluated
with a questionnaire that allows knowing the functionality of the system and the times
used for the participant to develop each of the tasks.
Phase 3. In this stage, the preliminary evaluation of the graphical interface of the system
is carried out. The evaluation consists of a Likert-type questionnaire of 12 questions
related to the interaction of the participants with the interfaces of the Web system in
order to evaluate the usability of the system.

5.2 Experimentation Participants

To carry out the experimentation of the new approach presented in this article, 8 male
subjects (with ages ranging from 23 to 26 years) with different knowledge regarding
the development in IoT environments and in the assembly and use of IoT devices were
recruited. Regarding schooling, 4 participants are pursuing amaster’s degree and 4 of the
participants are pursuing a computer science degree. The participants were summoned
to a space where the computer with the developed system and the Arduino devices
used to send data were located. In this environment, the 3 phases of experimentation
were carried out continuously, ending with the preliminary evaluation of the graphical
interface. The participants were divided into three groups (group 1: No IoT experience,
group 2: Average experience in IoT, group 3: Advanced IoT expertise) according to their
experience with devices, managing IoT agents and sending data to the cloud, whether
from FIWARE or from another cloud service provider. The division was carried out
through a brief questionnaire where the participants were asked about their experience
using IoT devices, the management and configuration of Internet of Things agents,
programming with Arduino and the configuration of the FIWARE cloud.

Table 2 presents the organization of the groups of participants according to their
experience in the use of IoT or sending data to the cloud.
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Table 2. Table of participants.

Participant  Age  Academic level  Experience 
1  23  Master  Advance 
2  23  Master  Average 
3  26  Master  Advance 
4  23  Master  Advance 
5  24  Engineering  No experience 
6  22  Engineering  Average 
7  21  Engineering  No experience 
8  24  Engineering  Average 
9 21 Engineering  No experience 
10 24 Engineering  Average 
11 23 Engineering  Average 
12 22 Engineering  Average 
13 25 Engineering  No experience 
14 23 Engineering  No experience 
15 23 Engineering  No experience 
16 24 Engineering  Advance 

5.3 Resources Used in Experimentation

The resources used for the experimentation were the electronic devices, the informed
consent document and the questionnaires to obtain feedback from the participants. Elec-
tronic devices: in order to reduce the problem in the availability of devices for the test, a
set of devices that were used in the test sessions were made available to the participants.
The devices that were made available to the participants during the test sessions are as
follows:

• 3 generic Wemos D1 boards.
• 1 water sensor -SL067
• 1 Propane Gas Sensor – MQ-5
• 1 pulse sensor - MLM604362783
• 1 temperature and humidity sensor - Dht11A
• 1 accelerometer -MPU6050
• 1 Lenovo laptop withWindows 10, Arduino IDE in its latest version. The System was
installed on this device.

Informed consent: the informed consent document has the purpose of informing the
participants about the objectives of the testing phase, the procedure for the execution
of the experimentation, and, above all, to make explicit the approval of the subjects to
participate in the study. Test plan and to record that the personal data of the participants
will be anonymous. Evaluation questionnaires: the evaluation questionnaire was carried
out after completing each of the tasks where the participant expressed the complexity of
performing the task. The test plan considers that the participants of the experiment can
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perform a series of tasks with the system in order to send data generated by sensors to
the FIWARE cloud, but using the concept of Internet of Things agents as intermediaries.
The questionnaires developed for this test plan have the objective of evaluating the ease
of use of the system’s functionalities, the time used to perform each of the tasks and the
usability of each of the modules.

5.4 Experimentation Procedure

The main idea of carrying out the experimentation tasks is to make the connection
between IoT devices and the FIWARE platform using the system. For this part, the
system automatically performs the tasks of transforming the data read from the sensors
into FIWARE entities in NGSI format and in accordance with a specific data model. In
turn, the system automatically sends data to the FIWARE platform.

Phase 1 Start of experimentation
In this phase, participants were given an informed consent document explaining the

objective of the experimentation, the procedures followed during the tests, and estab-
lishing that their personal information will not be disclosed. The participants read the
consent document and signed it stating their agreement with the test plan.
Phase 2 Execution of tasks using the system

In this phase, the evaluation of the functionality of the developed system is carried
out. The evaluation requires the development of 7 tasks which are:

• Task 1 User registration
• Task 2 Login
• Task 3 Device registration
• Task 4 Upload the Arduino code to the IoT device
• Task 5 Upload connection code with FIWARE
• Task 6 Reception of sensor data
• Task 7 Data visualization with Grafana

The objective of the tasks is to allow the participant to connect an IoT device to the
system, and subsequently perform the configuration tasks that allow him to read the data
from the device’s sensors and send the standardized data to the FIWARE cloud. Each
of the tasks must be evaluated with a questionnaire that allows knowing the usability of
the system and the times used for the participant to develop each of the tasks.
Phase 3 Evaluation of the graphical interface

Once the 7 tasks were carried out using the Web system, the preliminary evaluation
of the graphical interface of the web system was carried out in order to evaluate the
usability of the system. The evaluation consists of a Likert-type questionnaire of 12
questions. Once the tasks and the questionnaires were completed, the evaluation was
considered finished, which lasted an average of 15 min.

5.5 Functionality Results

In order to have a first approximation to measure the ease of use of each functionality
of the system, a functionality questionnaire was applied, which aimed to evaluate the
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complexity at the time of performing the tasks of the experimentation. The result of
this evaluation made it possible to determine that all users were able to complete all the
expected functionalities. The difficulty level of the average tasks is shown below:

• Task 1 User registration. Difficulty level (Easy 15 participants, Medium 1 participants
and Difficult 0 participants).

• Task 2 Login. Difficulty level (Easy 16 participants, Medium 0 participants and
Difficult 0 participants).

• Task 3 Device registration. Difficulty level (Easy 10 participants, Medium 5
participants and Difficult 1 participant).

• Task 4 Upload the Arduino code to the IoT device. Difficulty level (Easy 13
participants, Medium 2 participants and Difficult participants).

• Task 5 Upload connection code with FIWARE. Difficulty level (Easy 16 participants,
Medium 0 participants and Difficult 0 participants).

• Task 6 Reception of sensor data. Difficulty level (Easy 12 participants, Medium 3
participants and Difficult 1 participants).

• Task 7Data visualizationwithGrafana.Difficulty level (Easy 14 participants,Medium
2 participants and Difficult 0 participants).

The results of this evaluation allow us to establish that the system not only performs
the tasks successfully, but also establishes that the functions are easy to follow and
perform even for less experienced users in the Internet of Things area.

5.6 Results of the Evaluation of the Time Used for Each of the Tasks

This section presents the results of the time that participants spent to perform each one
of the tasks needed to operate the proposed system. Figure 7 shows the expected time
(in minutes) that is expected to be used by the participant to perform the functionalities
of the system. It is important to mention that expected time is based on the average time
that an expert takes to use the functionalities of the system.

Fig. 7. Expected average time
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The average time the user actually used to perform the evaluated activities is shown
in Fig. 8. The average time considers the time spent by the three groups of the evaluation:
Advanced Participant, Average Experience Participant and Inexperienced Participant.

Fig. 8. Average time.

The analysis of the time used allowed us to detect that the times used in practice
by the participants of the experiment were less than expected. In addition to the overall
average time for all participants, the average time it took for each of the groupsmentioned
in the participants section of this document is also shown. The results for each of the
participant groups are shown below.

5.7 Group C Results

Figure 9 shows the average time it took group C (Advanced Participant) to perform the
tasks. The tasks that required the longest time were task 3 “device registration” and task
4 “upload Arduino code”. It is important to mention that the participants in the advanced
group used more sensors than the other two groups, which led to the participants to take
more time to register the devices that they were using and it also took more time to
upload the Arduino code because it need it more processing resources because of the
more sensor in the devices than the other group.

5.8 Group B Results

Figure 10 shows the average time it took group B (Average Experience Participant) to
perform the tasks and, as well as the results of Group C. In this group, the tasks that also
required the longest time were task 3 “device registration” and task 4 “upload Arduino
code”.
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Fig. 9. Average time in group C.

Fig. 10. Average time group B.

5.9 Group a Results

Figure 11 shows the average time it took for group A (Inexperienced Participant) to
perform the tasks and, as well as the results of groups C and B. Task 3 and 4 also required
more time to be completed with times slightly higher than the other two groups.
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Fig. 11. Average time group A.

6 Conclusions

The researchwork presented in this paper has demonstrated that it is possible to automate
the process to connect sensors to FIWARE Platform using the concept of IoT Agent.
This paper presents the development of a software system that allows data to be sent
automatically to the FIWARE platform using the CoAP and MQTT protocols in con-
junction with Internet agents of Things. The proposed software system is responsible to
obtain the needed information for registering the sensors of an IoT device and also to
produce the code for a software module that obtains the data from sensors and estab-
lishes the connection with the FIWRE Cloud. The system was evaluated with a series
of tests with young software developers, resulting in an effectiveness of 100% in all
the functionalities of the proposed software system. The evaluation also considers the
time that developers spent in developing each one of the tasks that compose the evalu-
ation questionnaires. The results demonstrated that proposed solution fulfill the goal of
automating the connection of IoT devices with the FIWARE Platform.

The developed system allows the user to save a significant amount of time when
performing the connection and sending of data to the FIWARE platform. This type
of system drives the transformation of traditional cities to smart cities, which have as
obtained improve the quality of life of its inhabitants. The system presented in this
work, being an intermediary between the devices and the platform FIWARE, allows you
to safely manage the data collected by the sensors of the devices, to later send them
securely and automatically to the Orion Context Broker.
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Jesús del Carmen Peralta-Abarca1(B) , Pedro Moreno-Bernal1,2 ,
and Viridiana Aydeé León-Hernández1
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Abstract. The new model of industry 4.0 boosts productivity in mod-
ern life, as an essential part of social and technological changes under
the paradigm of smart cities. As a part of social changes, universities
restructured their ability to trace internal processes through smart cam-
puses, using Information and Communication Technologies and indus-
trial improvement methodologies. Lean principles are used for process
improvement through muda elimination and value generation in office
tasks. This article introduces a Lean Office methodology for the admis-
sion process of incoming students in a public university in Mexico.
Ishikawa and Pareto diagrams are applied to analyze and identify muda
in the admission procedure, reducing the time delays in the admission
form exchange subprocess.

Keywords: Lean office · Process improvement · Industry 4.0 ·
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1 Introduction

In recent years, the Industry 4.0 revolution has advanced as an essential part of
social and technological changes under the paradigm of smart cities [10,13]. As
part of the social changes, universities have restructured their ability to track
their internal processes on smart campuses, to the benefit of students and their
community. A smart campus is related to internal communications, Internet of
Things (IoT), Big Data, and data governance [3]. Local communications net-
works are used to provide connectivity and services, impacting daily user expe-
rience [14].

Universities are essential in civil societies for learning and higher education.
Nonetheless, universities worldwide needed to restructure their internal processes
after the COVID-19 pandemic, complementing the smart campus digitaliza-
tion. In this context, a smart campus must provide practical digital applications
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based on information and communication technologies and process improvement
methodologies for better school services management.

Methodologies for process improvement in engineering increase productivity
and help boosting business goals. Several process improvement methodologies,
including Six Sigma, Total Quality Management, Toyota Production System
(TPS), Kanban, Kaizen, Lean Manufacturing, have been proposed as decision-
making methodologies for industrial processes, and selecting the best approach
for a particular process is essential to improve its productivity and efficiency.
Each methodology assists the process improvement step by step, to deliver bet-
ter products and services. Methodologies use tools like diagrams, flowcharts, etc.,
to detect and evaluate defects or inconsistencies in a particular process. Particu-
larly, Lean Manufacturing principles have been extended to non-manufacturing
areas, e.g., services and offices, receiving the Lean Office (LO) name [15,18]. The
lean concept emerged from TPS, based on making work more satisfying by elimi-
nating muda or converting it into value [6]. Muda represents all waste created by
human activities absorbing resources without creating value [16]. Everything a
client refers to, in terms of satisfying his needs at any specific moment, generates
value for the product or service. The LO concept comprises the application of
lean thinking principles in administrative areas to eliminate muda in processes
and information flows [4,12]. In this context, information management identifies
opportunities for improving the management of information sources and infor-
mation systems infrastructure, adding value to the information provided to the
customer [5].

This article proposes the application of a LO methodology to the admis-
sion process for incoming students in a public university, particularly for the
admission token. Admission form exchange subprocess. A specific case study is
analyzed, for the 2019–2020 admission process to Universidad Autónoma del
Estado de Morelos (UAEM), Mexico. The annual admission process for new
students requires carrying out a series of personal procedures in the admission
services offices of the institution. However, during the COVID-19 pandemic, the
subprocess for exchanging the admission form could not be performed in person,
and a migration to web forms based on LO principles was adopted.

The main contribution of this article is the implementation of LO tools to
identify muda by ranking the significant non-value added activities in the admis-
sion process. Several muda are detected, including redundant activities that are
performed in different subprocesses, causing waiting times to applicant; low effi-
ciency in customer service tasks due to limited computer equipment resources;
and error-prone office and support activities because of the lack of trained per-
sonnel. The causes identified in each stage are integrated into an optimization
plan to conduct a standardized process. Results demonstrate that LO tools iden-
tified the major waste that impacts waiting times in the different stages of the
admission form exchange subprocess.

The article is structured as follows. Section 2 describes the admission process
for incoming students and reviews related works. Sect. 3 describes the proposed
methodology for the admission form exchange subprocess and the LO tools used.
Section 4 presents and discusses the results for the case study. Finally, Sect. 5
presents the conclusions and formulates the main lines for future work.
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2 The Admission Process of University Students

This section describes the admission process for incoming students to UAEM.
Also, the section reviews the related works about LO principles applied for pro-
cesses that require substantial time improvements and waste elimination.

2.1 Admission Process Before the COVID-19 Pandemic

Every year, UAEM calls for the admission of new students interested in joining
middle and higher education educational programs. According to the Quality
Plan of the Department of Admission and Revalidation, the admission process
starts with the planning. Later, the call for admission Then, an admission dead-
line is established for the applicants to exchange the pre-registering admission
form for an official admission sheet.

The institutional admission process is carried out by the admission ser-
vices area of the school services offices of UAEM. Usually, the admission pro-
cess presents contretemps due to failures in personnel management, the digital
database system, and the lack of communication and visual support instructions.
These deficiencies generate inconveniences and complaints from applicants, who
expect the process to be carried out as efficiently as possible. Besides, the cur-
rent admission process represents a problem for the organization because UAEM
has the ISO 9001 certification; therefore, the admission process must maintain
a quality standard as a part of the organizational processes.

The admission form exchange subprocess comprises seven stages. First, the
call for admission is published in local media. Second, the pre-register stage
permits candidates to fill out a form to provide personal information, i.e., iden-
tity card (INE) and a certificate of high school studies. Third, the registration
fee is published for applicants to pay the admission charges before the fifth
stage. Fourth, applicants proceed to the admission services office to validate the
information on the pre-register form by presenting authentic documents. Then,
the admissions services office takes a photo of the applicant to include on the
pre-register form. Fifth, the admission form exchange process is carried out by
the admission services office, to exchange the pre-register form for an admis-
sion sheet. Sixth, applicant are appointed on a date to take the admission exam.
Finally, the results are published in local media to show the lists of accepted can-
didates for the different educational programs, in accordance with the procedure
established in the Manual of Processes and Operating Procedures of UAEM.

2.2 Related Works

Research in smart campuses uses ICT to provide intelligent process systems that
support digital applications for better management. Smart campus applications
use Big Data, IoT, and mobile devices as tools for managing internal processes.
Current works propose different methodologies for better and more efficient pro-
cesses in the context of the smart industry, smart campus, and smart cities. A
review of related works is presented next.
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Chen and Cox [2] applied Lean Manufacturing concepts in an office envi-
ronment. The authors proposed a systematic procedure for Lean practitioners
to conduct Lean events in their office environment. The proposed LO method
incorporates the knowledge of several articles, books, and successful Lean events
for many study cases. The proposed systematic procedure transforms the office
environment into Lean Office customer-triggered working processes. As a result,
results were faster and more systematic tasks, tracking-reducing costs due to
reduced non-value-added activities.

Sabur and Simatupang [11] applied Lean principles in the service support of
a manufacturing company to increase customer satisfaction on order acceptance
to achieve the targeted customer response time. Lean tools were applied on
the office floor of the company, particularly in handling the administration of
customer order acceptance. The causes of the treated problem were the lack
of practical business orientation and an integrated system for information and
data sharing. Value stream mapping (VSM) was used to identify waste using
solution maps. Also, the standardization of processes was applied for better
time response. The solutions were based on analyzing future VSM by changing
the priorities. The proposed solution point targeted 40-hour customer response
may be achieved in 37 h 22.2 min.

Monteiro et al. [9] applied LO tools to improve opportunities for raw mate-
rials management of a logistics department in shop-floor operations. Lean tools
identified waste by lacking information integration and visibility on managing
raw materials, producing low data processing efficiency. 5S, Poka-Yoke mecha-
nism, standard work, and visual management were used as Lean tools to identify
waste and generate value opportunities. Results obtained were transparency on
processes, better task definition of priorities to perform, better organization and
work management. The open points and production losses, and both reduced
their processing time by 84% and 66%, respectively. Also, standardization and a
clear definition of stakeholders responsibilities allowed significant reductions in
process lead time equivalent to $645/year of saving for the company.

Magalhães et al. [8] applied LO tools, i.e., electronic standardization and
critical performance indicators, in the administrative processes of an undergrad-
uate/postgraduate office of the Department of Production and Systems at the
University of Minho, Portugal. Lean techniques were applied in an administra-
tive environment allowing the development of skills at a professional level and
professional teamwork. Electronic standardization was applied to six educational
projects and it was implemented successfully. Personal computers and network
drives reorganization reduced 84% of the file search time, impacting students
registration and project management. Also, student searching was reduced by
69% of search time, impacting input times and information handling, equivalent
to 12 h/year of saving for the Department of Production and Systems.

The related works allowed identifying several proposals showing a growing
interest in LO tools. The optimization of the design of administrative processes is
part of strategic management toward a productive process. In this sense, orga-
nizations seek to improve their operations in an efficient and productive way.
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Organizations review their administrative processes through the identification
of waste in workflows to eliminate them. This work contributes to a LO method-
ology for the admission process of incoming students in UAEM. The benefits
of the proposed methodology include significant reductions in time delays in
the admission form exchange subprocess. Next, the implementation of LO tools
to identify muda by ranking the significant non-value added activities in the
admission process is described.

3 Lean Office for the Admission Process of Incoming
Students

This section describes the proposed LO methodology of the admission form
exchange subprocess and the LO tools used.

3.1 Lean Office

The LO concept came from TPS, which originated in the Japanese automotive
industry after World War II. Japan started to work in automobile production,
but the lack of resources prevented efficient and dynamic production models. The
need to have a production model adapted to the Japanese requirements gener-
ated the Just in Time (JIT) concept. The main goal of JIT is to increase pro-
duction efficiency through waste disposal within the production environment [6].
Womack et al. [17] called this production system Lean Thinking. The word Lean
becomes a way to define TPS in practice. The starting point of the lean principle
is to recognize a small fraction of time and effort in an organization to eliminate
waste from activities that do not generate value, e.g., customer satisfaction is
achieved by offering a service at an acceptable price and quality, as defined in
each case by the customer. It applies to everything the client refers to in terms
of satisfying their needs; at that moment, value is generated for the product or
service given value to the different processes in a company. Currently, the Lean
philosophy is applied through its different aspects defined by the organizations:
Lean Manufacturing for the productive sector, LO for office and service environ-
ments, Lean Construction for environments and sectors related to construction,
and Lean Health for the health sector. The Lean aspects share the mentality
of quality principles to optimize work, improve results and establish continuous
improvement within the organization [1].

In practice, the significant waste of LO is the time of activities, lack of stan-
dardization, generating batch and unorganized documents, careful data entry
and information, and document report unstructured correctly. Once waste is
identified, it is necessary to implement LO tools to analyses the value in the
office to eliminate or reduce wastes. Likewise, root-cause Ishikawa diagrams help
to create and classify ideas or hypotheses concerning the root causes of a problem
in a graphical manner. Another useful technique is Pareto analysis. Pareto dia-
grams help to prioritize tasks highlighting which actions are proposed to solve
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each problem. In addition, VSM and programs like 5S are used to standard-
ize the new value achieved to stabilize the new process. Finally, it is necessary
to stimulate continuous cycle improvements in the LO deployment process for
higher performance.

3.2 LO Tools for Admission Form Exchange Subprocess

Locher [7] recommended performing an observation of the current process to
identify, differentiate and detect opportunities for improvement that allow an
objective evaluation from the perspective of the LO. Therefore, in the proposed
approach the admission process is analyzed in two stages. The first stage fol-
lows the four basic steps [stabilize, standardize, make visible, and continuous
improvement] to apply the lean methodology. If a process is unstable, the focus
on adopting the methodology depends on the starting point, e.g., an unstable,
irregular, and unacceptable process must be stabilized. Then, the stabilized pro-
cess is initialized in the standardization stage. Later, a standardized process
must be visible inside the organization for a correct following. Finally, the pro-
cess improvement must be in continuous way. In this context, the first action is
searching for instability or unacceptable activities in the admission process. The
implementation of the four phases for the stabilizing stage is described in the
following paragraphs.

Identification of Essential Activities. Critical activities and procedures of the
admission process are used to identify possible muda. The Quality Plan of the
Department of Admission and Revalidation defines five essential activities for the
support staff. However, the process quality manual does not identify the specific
activities, so they are not considered standardized elements. Table 1 shows the
essential activities and the corresponding procedures related to the admission
form exchange subprocess.

Table 1. Procedures carried out during each activity of the admission process

Activity Procedure

1 Reception of documents Gathering documents from applicants

2 Detailed data review Careful review of data in documents of the applicant

3 Photography Save applicant photograph in a digital database

4 Applicant registration Store applicant information in a local database

5 Print Print and deliver admission form

Process Organization. The applicant goes to the admission services office to
deliver the admission form. Subsequently, the documents of the applicant are
collected and reviewed according to the activities in Table 1. If all the documents
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are correct, the applicants can exchange their admission form for an admission
sheet that endorses them as candidates.

Table 2 describes the activities developed at the admission form exchange
subprocess phases to identify possible muda in practice, according to the Quality
Plan of the Department of Admission and Revalidation.

Table 2. Admission form exchange subprocess activities performed in a module

# Phase Activity

1 Applicants reception Arrange and review documentation (INE,
admission token and charge voucher)

2 Documents preparation Staple the admission form and fee voucher

3 Documents reception Review personal information, i.e., INE, admission
form, and charge voucher. If there is a mistake in
personal information, the staff comments on the
mistake to alert and be corrected in phase 4

4 Detailed revision Inspect carefully the personal information to
identify any mistakes from the receptionist staff.
The difference from the past module is careful
verification. Also, this phase prepares the
applicant for a photo in phase 3

5 Take a photo Take a photo if the personal information is valid.
Subsequently, the photo is uploaded to the
Documentation Management and Scholar Control
System (SADCE)

6 Assignment Staff assigns and sends the applicant to the data
capture phase

7 Data capture Data capturer staff collate personal documents
with data captured in SADCE. Then, two filters
are applied to find any mistake notifying the
applicant if it is necessary to make any correction
or continue the process. If the information is
correct, the applicant signs a printed admission
sheet

8 Deliver admission sheet Applicant collects its print admission sheet. The
printed admission sheet indicates the date, place,
campus location, and degree bachelor of interest

9 Critical information The staff in this phase explains to the applicant
important information about campus location,
exam date and provides a study guide for the
admission exam

Muda is identified in phases one, two, six, and nine of Table 2. The phases
are not standardized processes yet. Phase nine is an activity recently imple-
mented in the admission form exchange subprocess. In practice, the staff roles
are not clearly defined, impacting the development of the admission process and
generating possible muda.
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Muda Identification. Muda detected in the admission process includes redundant
activities that are performed in different subprocesses, causing waiting times to
applicants; suitable communication and collaboration of personnel; bottleneck
by cross information; low efficiency in service attention by limited computer
equipment resources; and error-prone office and support activities because of the
lack of trained personnel. Table 3 summarizes the detected muda for admission
form exchange subprocess.

Table 3. Detected activities do not generate value

Muda Identification Problems

Waiting times: time
delays at previously
activities for next step

A document preparation
bottleneck in phase 2
A prolonged recess times
in activities
A failure of computer
system

Unoptimized activities in
phase 2 generate time
delays
Lack of trained personnel
Lack of computer
system support and
maintenance

Unused talent: do not
exploit the experience,
knowledge, and
creativity of the staff

Limited collaboration
between support staff
The lack of
cross-training in support
staff

The coordinator does not
take advantage of the
support staff ideas to
implement them
Lack of training for job
roles

Movements: unnecessary
movements by staff

Unnecessary movement
generated in activities

Lack of communication
when the applicant
makes a mistake in
registering personal
information on the
admission form or when
the applicant decides to
switch from the initial
academic program
selected during the
admission form
exchange subprocess

Identification of Opportunities for Improvement. The improvements allow
redesigning the current process, considering the information presented in Tables 2
and 3. The improvement activities proposed for the admission form exchange
subprocess are described in Table 4. Those activities identified as muda and the
not standardized phases are merged or eliminated to achieve a better efficiency
in the admission process.

Once the unacceptable activities for stabilizing stage are identified, a problem
cause-effect analysis based on Ishikawa diagram was carried out to define possible
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Table 4. Improvement activities proposed for the admission form exchange subprocess

Activities Improvement

Documents
reception

Provide precise and simplified instructions about
the admission form exchange
Improve the delivery of documents in phase 2:
prepare the stapling documents by cropping the
admission form by half
Allow student access in blocks of 16 individuals
to avoid congestion

Documents review
and validation

Provide the first filter to detect mistakes or incon-
sistencies in record information
Documents detailed review; personal information
must coincide with the admission form recorded
Specify and comment as mistake correction the
error of the registration form or when the appli-
cant decides to switch from the initial academic
program selected
Provide precise instructions to the applicant or
clarify doubts for next steps

Detailed review
information

Delete this module
The labor of this module must be reassigned as
an duty for instructors

Photo Increase the number of photographic equipment
and personnel

Data capture
registration

Implement a visual control system for applicants
can identify which data capture staff was assigned
Reduce the number of applicant teams by 15%;
there is an excess

Print Assign trays to classify admission forms by venue
and incoming exam date; give recommendations
by blocks of applicants

causes of the problem. The criteria considered for the cause-effect analysis based
on ‘why questions’ about the possible causes of the problem:

1. Why is this a factor that causes the problem?
2. Why does that factor directly produce the problem?
3. If it is a direct cause, why has it not been eliminated to correct the problem?
4. Why is it not considered a feasible solution?
5. Why can not it assess if the solution worked?
6. Why is the solution a lower-cost solution?

Figure 1 presents a qualitative analysis applying an Ishikawa diagram. The
analysis shows that continuous and frequent complaints are generated by time
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delays in activities at each phase impacting the value flow of the admission form
exchange subprocess.

Fig. 1. Ishikawa diagram for the admission form exchange subprocess

Once the main problems that affect the admission form exchange subprocess
have been identified, an improvement analysis was applied through Lean tools.
LO tools helps to develop ideas that can be implemented to increase the value
flow through continuous improvement of the admission process. Next section
describes and discusses the results of the improvement analysis using LO for
admission form exchange subprocess.

4 Results and Discussion

This section describes the results of the LO approach to identify muda for the
admission form exchange subprocess, and a specific case study is described for
the 2019–2020 admission process of UAEM.

4.1 Studied Case

The analysis of the admission was carried out in person, to learn about the
current procedures of the admission form exchange subprocess operated during
the 2019–2020 period. UAEM carried out the admission process simultaneously
in four locations (campuses). Information from the North campus, located in
Cuernavaca, Morelos, was considered, since this campus has a higher demand for
admission (12 395 applicants in 2020). The college tuition in the North campus
is 5 075 new students to be accepted into the university for the 2020–2021 term.
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4.2 Results and Discussion

The admission form exchange subprocess was analyzed using the muda iden-
tification method, and Ishikawa and Pareto diagrams. These tools help under-
standing processes failures and the relations between the facts and the possible
causes. Lean tools provide a perspective on the analyzed process that will pro-
pose improvements to deploy for process higher performance. The score to qualify
each cause considers a scale between 1 and 3. Value 3 is equivalent to a more
significant benefit, and value 1 to a lower benefit. The evaluated criteria and
their respective solutions are listed on Table 5.

Table 5. Evaluated criteria and their respective solutions

# Causes Solution

1 Lack of activities distribution of
the process

Merge phase 2 with the
documents reception

2 Lack of visual support
communication

Apply Kanban to the LO
process

3 Lack of maintenance to the
computer system

Provide technical support and
maintenance to the computer
system

4 Omission of previous computer
system technical tests

Carry out preliminary
simulations of the process

5 Poor planning of personnel
management

Implement Heinjunka to level
the LO process

6 Poor management of staff
during the process

Implement cross-training based
on the Pull LO System

7 Distribution of communication
network by cable

Restructure the communication
network installation

8 Poor distribution of computer
equipment

Redistribution of the computer
equipment for data capturer
staff

Table 6 shows the assessment analysis of the criteria evaluated: problem factor
(PF ), direct cause (DC ), solution (SL), feasible (FE ), measurable (ME ), and
low cost (LC ). The causes with the most benefit score are “Poor planning of
personnel management” and “Poor management of staff during the process”,
and the cause with the lower benefit score is “Distribution of communication
network by cable”. The number of failures was measured during the in-person
evaluation, and the number of events was counted.
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Table 6. Assessment analysis of the criteria evaluated

# Cause Criteria Total

PF DC SL FE ME LC

1 3 2 3 2 1 3 13

2 3 2 3 3 2 2 14

3 3 3 3 1 3 1 14

4 3 2 2 3 1 2 12

5 2 3 3 3 1 3 15

6 2 3 3 3 1 3 15

7 1 1 3 1 1 1 8

8 2 2 3 2 1 3 13

Figure 2 shows the critical phases of the admission form exchange subprocess
reported by the admission services area. Critical phases presented failures in the
activities developed in the admission process. The main failures identified are:

1. Staff carelessness when receiving documents
2. Reception staff carelessness due to lack of care in receiving documents
3. Reception staff carelessness in comparing the recorded admission form with

information of the applicant
4. Photo equipment failure to take the photo
5. Printer failure

Fig. 2. Critical phases of the admission form exchange subprocess

The main failures detected in the admission process were not consecutive and
occasionally a failure occurs due to factors unrelated to the process. The failures
in sectors such as offices are not continuous, unlike failures in the manufacturing
sector, which are consecutive. In this way, failures were measured to prioritize
tasks that could assist in solving the main failures. In addition, Pareto analysis
was performed to identify the frequency that a failure occurs in the admission
process. Table 7 shows the frequency of failures in the admission form exchange
subprocess.
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Table 7. Frequency of failures that occurs in the admission form exchange subprocess

# Failure Frequency Sum Share Sum

1 Digital database failure 135 135 34.09% 34.09%

2 Reception carelessness 99 234 25.00% 59.09%

3 Detail review careless 72 306 18.18% 77.27%

4 Printer failure 60 366 15.15% 92.42%

5 Entrance carelessness 30 396 7.57% 100.00%

Total 396 N/A 100.00

Figure 3 shows the Pareto chart of the frequency of failures in the admission
form exchange subprocess.

Fig. 3. Pareto chart of failures frequency in the admission process

Figure 3 shows that failures #1, #2, and #3 in Table 7 produce 80% of the
problems in the admission form exchange subprocess. The analysis carried out
using the Ishikawa diagram (Fig. 1) identifies that there is i) excess of time in
the detailed review of the applicant information, ii) the phase does not have a
sufficient number of cameras to satisfy all the demand in a reasonable time, iii)
the Data Capture phase is deficient and confusing for applicants, and iv) the
digital database usually has problems accessing concurrently, generating access
time delays in next activities.

5 Conclusions and Future Work

This article presented a Lean methodology for muda identification in the admis-
sion form exchange subprocess of new university students in the smart campus
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context. The proposed Lean methodology combines Lean tools to identify mis-
takes generated in the admission process of UAEM, a case study in Mexico. The
Lean methodology employed analysis tools, i.e., Ishikawa and Pareto diagrams.

The Lean tools helped understand process failures to improve the admission
process. The main failures detected in the admission form exchange subprocess
are: i) time excess on document detailed review activities, ii) high demand on
photo taking in function with the number of photo equipment, iii) confusion
by applicants to find the data capture staff location, and iv) concurrent access
problems to the computer system. Also, the admission form exchange subpro-
cess lacks standardization of subprocesses. Even though there is a standardized
operation manual, the subprocesses are neglected. The methodology validation
focused on evaluating the time saving of the admission form exchange subpro-
cess by employing muda identification. The college tuition offered was of 5 075
new students to be accepted into the university for the 2020–2021 term. The
number of applicants was 12 395 in 2020. The computed results indicate that
the proposed Lean methodology is efficient for muda identification and for agile
improvements for the admission form exchange subprocess in reasonable time.

The main lines for future work are oriented to extend the proposed Lean
methodology to apply essential indicators, statistics, and Lean tools such as
Failure Mode and Effect Analysis and Andon. In addition, those tools would be
valuable for relevant research, such as standardizing processes through Digital
Lean Manufacturing and Industry 4.0. Also, the proposed Lean methodology
must be extended for the income educational offer for new students on all uni-
versity campuses.
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Abstract. Providing an efficient public transportation system is a key
issue to increase the livability and sustainability of modern cities. This
article addresses the bus timetabling problem for enhancing multi-leg
trips or transfers. For this purpose, a mixed-integer programming model
is proposed, aimed at maximizing the amount of transfers while consider-
ing budgetary and quality of service constraints. The proposed model is
evaluated on real scenarios from the case study of the public transporta-
tion system in Montevideo, Uruguay. Results indicate that the solutions
of the proposed model outperforms the current timetable used in the city
in terms of number of transfers, cost, and number of required buses.

Keywords: Public transportation · Timetable synchronization ·
Transfers · Quality of service · MILP model

1 Introduction

Smart mobility is a key component of smart cities [7]. Smart mobility is based
on the design and operation of intelligent transportation networks, by applying
innovative technologies and planning/management methods.

A crucial problem for administrations is the increasing number of automobiles
and other private non-sustainable transportation modes, which prevent a correct
preservation of the environment [19,27]. For addressing this problem, the smart
mobility paradigm heavily relies on public transportation systems, using efficient
motor vehicles, electric vehicles, and other innovative transportation modes. The
main goal is to promote a behavioral change of citizens, towards lowering private
car ownership, reducing pollution, traffic congestion, and other related issues.

Public transportation is recognized as one of the key services for smart mobil-
ity in smart cities [9,18]. A proper design and operation of public transportation
systems is crucial to guarantee efficient mobility. Important related problems
include route design, timetabling and planning, drivers scheduling, etc., whose
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main goals are providing citizens a proper travel experience [3] and promoting
sustainability [10]. The problem of designing timetables for public transporta-
tion systems is a crucial issue within the transit planning process. Timetable
definition involves determining bus trip frequencies for a given operation period.
An important subproblem of the timetabling problem is synchronizing multi-leg
trips or transfers, which allows providing passengers adequate waiting times for
transfers from one bus route to another.

Synchronizing timetables has been identified as a very difficult problem
within public transportation planning and optimization [2]. Usually, experienced
bus operators and planners define ad-hoc intuitive solutions that provide reason-
able quality of service (QoS) to citizens. Our previous articles proposed exact and
metaheuristic methods for an extended variant of the timetable synchronization
problem, considering extended transfer zones [15,21,22].

In this line of work, this article presents a mathematical formulation of the
timetable synchronization problem with the main goal of maximizing the number
of transfers, while considering specific constraints for the minimal QoS and the
available budget. The proposed model improves over our previous works [21,22]
by including specific models for the cost of each bus trip, considering vehicle-time
and vehicle-distance variables, and a model to assess the QoS provided by the
public transportation system to users that perform direct trips (no transfers).
A Mixed-Integer Linear Programming (MILP) model is proposed for solving
realistic problems by taking advantage of modern high performance computing
infrastructures.

The proposed problem formulation is evaluated on a real case study, consid-
ering 25 scenarios defined with real data of the public transportation system in
Montevideo, Uruguay. The main results demonstrate that the proposed model
is able to compute accurate solutions, significantly improving over the current
timetable in Montevideo regarding synchronized transfers, while guaranteeing a
proper cost and QoS for directs trips.

This article is organized as follows. Section 2 describes the Bus Synchroniza-
tion Problem (BSP), its mathematical formulation, and reviews relevant related
works. The case study is described in Sect. 3. Section 4 reports the experimental
evaluation performed on a set of real-world instances. Finally, the conclusions
and main lines for future work lines are outlined in Sect. 5.

2 The Bus Synchronization Problem

This section describes the BSP model and reviews related work. The problem
data, the mathematical formulation, and the cost model are also described.

2.1 Conceptual Problem Model

The problem proposes finding the best configuration of headways (i.e., intervals
between consecutive trips of the same line) for each line to optimize the number
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of transfers. Transfers are only effective when two trips are synchronized. A
synchronization is achieved when not only the passenger has enough time to walk
from the bus stop in which he has got off the first trip to the stop in which he has
to take the second trip, but also when the waiting time at the bus stop for the
second trip is not larger than a certain threshold that guarantees a minimum QoS
for passengers. The schedule is defined over a reference interval, within which,
relevant data for the problem –such as buses traveling times between points
and the number of passengers per unit of time– is steady and has a uniform
distribution. Considering reference intervals within which certain parameters
are constant is common in the related literature [8,11] and allows making the
complex timetabling problem more tractable and, thus, to obtain (near) optimal
plannings in a period of interest (e.g., peak hours of the system).

The problem does not assume a prefixed number of trips per line. It only
considers that headways must be within minimum and maximum values that
are pre-established for each bus line. Additionally, the estimated cost of the bus
schedule is limited by a maximum budget that the decision makers are willing to
spend. The cost of the bus schedules is affected by the working times of drivers
and the distances traveled by buses, as explained in Sect. 2.5.

The reference QoS model combines random boarding with deterministic
alighting. The Poisson process is the de-facto reference for independent and
identically distributed random arrivals. Due to the regularity hypothesis along
the planning period, the Poisson process is assumed of fixed rate. Thus, given
the per-line average daily number of tickets tsi sold by line i within the planning
period [0, T ], Λi = tsi/T is the rate of boardings to the whole set of running buses
of that line. The process actually alludes to the number of passengers arriving to
some bus stop in order to be picked up, but the number of stops is large enough
to refer to both processes as equivalent. Per-line descents are assumed fixed in
this model. Let Li be the traveling distance of passengers of line i. The average
speed Vi of buses of line i is also known. Therefore, the time each passenger
rides a bus before alighting is simply tdi = Li/Vi. All the buses of each line i
start their trips empty and they receive passengers along the route. Since the
alighting time is fixed, buses only load new passengers along the interval [0, tdi]
(the ramp-up period). The end-to-end travel time T2Ei for buses of line i is also
known, i.e., it is computed from Global Positioning System (GPS) records on
each bus. For consistency, the model assumes that there is also a ramp-down
period at the end [T2Ei − tdi, T2Ei] where no passengers board. Finally, the
QoS model assumes fixed headways F i for every line i. If the passengers of that
line arrived along the entire end-to-end travel time, the arrival rate of each bus
is Λi · F i/T2Ei. However, to preserve the expected number of tickets sold, the
rate must be adjusted to Λi = Λi · F i/(T2Ei − tdi), because of the ramp-down
period.
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The previous model was implemented by means of an ad-hoc discrete event
simulator. A sample distribution of passengers over a bus is sketched in Fig. 1.
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Fig. 1. Sample boxplot of a bus occupation along a 60 min end-to-end travel with
tdi = 16 min and Λi = 9

8
min−1, after 10,000 simulations. (Color figure online)

In Fig. 1, red crosses are samples identified as outliers. Regarding occupation,
higher outliers (those placed above upper whiskers) were discarded. The consid-
ered QoS objective is that the whiskers are at most in the capacity of the buses,
which is 65 passengers for the considered case study. So, for each line i, higher
F i values are explored until an upper whisker attains the limit of passengers.
Let F i be the maximum headway complying the target QoS for line i.

2.2 Related Work

Bus timetabling has been addressed in the related literature under different cri-
teria [11]. The most common optimization criteria are: minimizing the waiting
time of users, minimizing the fleet size and travel time of buses, and maximiz-
ing the load factor of buses. However, few works considered setting frequencies
to optimize the synchronization between buses or with other mobility means
[11]. Moreover, being a problem which is recognized as computationally complex
problem, works which use exact approaches to solve BSP are quite scarce.

Synchronizations improve as trips schedules promote buses with relaying pas-
sengers to arrive at times that allow convenient transfers to other buses. A
convenient transfer simultaneously satisfies having waiting times short enough
to provide good QoS for passengers but also long enough to allow passengers
to move from one line to another [8]. Thus, the Synchronization Bus Problem
consists in determining the departure time of every bus trip to maximize the
synchronization of different bus lines of a network.
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Ibarra and Rios [12] presented a MILP formulation for solving small
instances. Due to the NP-hard of the problem, large instances are intractable
with this model. Fouilhoux et al. [8] presented a plain MILP formulation with
the addition of valid inequalities to solve a problem in which the number of trips
per bus line is fixed. They proved that the valid inequalities are able to provide
a stronger formulation of the problem allowing to address practical instances
that cannot be solved with the plain MILP without these inequalities. Chu et
al. [6] presented a more comprehensive model in which the primary objective is
to reduce the travel time of the passengers from the origin to the destination and
the bus synchronization is performed as a subordinated consequence in order to
reduce the travel time. They proposed two mathematical formulations: a direct
formulation like others in the literature and set-partitioning formulation. The
set-partitioning formulation computed better results. Our previous article [22]
addressed two different variants of the BSP for peak hours. In the first vari-
ant, regularly spaced departures of buses of the same line are considered (thus
only the offset –departure of the first bus– has to be determined). In the second
variant, the headways of consecutive departures of buses of the same bus line
can vary within certain limits. Both variants were solved with an exact MILP
formulation for real instances of the city of Montevideo, proposing buses sched-
ules that clearly overcome in terms of number of synchronizations and average
waiting times for transfers the real schedules used in the city.

This article contributes with a mathematical formulation for the timetable
synchronization problem to maximize the number of transfers for users that are
willing to perform multi-leg trips, while considering specific constraints regarding
the QoS and the available budget. Thus, the proposed model improves over
previous works [21,22] through the inclusion of a specific cost model, which
takes into account the distance and travel time of the buses, and a model to
estimate the QoS that is provided to users that perform direct trips. Moreover,
this problem is applied to realistic instances using an exact resolution approach.

2.3 Problem Data

The formulation of the studied problem considers the following datasets:

– The planning period [0, T ], expressed in minutes. It corresponds to a reference
interval within which relevant data for the problem (traveling times, number
of passengers. etc.) are steady and has a uniform distribution.

– A set of bus lines I = {i1, . . . , in}, whose routes are fixed and known before-
hand. Each trip of a line has an also known end-to-end cost, ci.

– This problem does not assume a prefixed number of trips per line. Instead,
headways and offset values are to be determined within a range of minimum
(hi) and maximum (Hi) values for each line i. The upper bound for the
number of trips of any line within the planning period is fi = � T

hi
�.

– A set of synchronization nodes, or transfer zones, B = {b1, . . . , bm}. Each
transfer zone b ∈ B has three elements <i, j, dijb >: i and j are the lines to
synchronize, whereas dijb is the distance that separates the bus stops for lines
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i and j in b. Each b considers two bus stops with registered transfer demand
between lines i and j. The distance dijb is expressed in time-units rather than
distance, accounting for the time a passenger must walk to transfer from the
bus stop of line i to the bus stop of line j in the considered transfer zone.

– A traveling time function TT : I × B → Z. TT i
b = TT (i, b) defining the

time that buses of line i need to travel to reach the transfer zone b. The
time is measured from the departure of the line. The traveling time depends
on the studied scenario and is affected by several factors such as the maxi-
mum allowed speed, the traffic in the city, the travel demands, etc., but it is
considered fixed within the planning period.

– A demand function P : I × I × B → Z. P ij
b = P (i, j, b) defines how many

passengers perform a transfer from line i to line j at transfer zone b along the
entire [0, T ] period. As described previously in this subsection, a hypothesis of
uniformity is assumed. Hence, the potential number of transfers between any
two trips of lines i and j are proportional to the time between two consecutive
trips of buses in line i, i.e., to headways of the line from whom passengers
alight. As we see next, not every potential transfer is considered successful,
among other conditions, because of the quality-of-service expectations of pas-
sengers. The uniform demand hypothesis is realistic for short periods, such
as in the problem instances studied.

– The maximum time that passengers are willing to wait to board to line j,
after alighting from line i and walking to the corresponding stop of line j
at the transfer zone b, W ij

b . Two trips of line i and j are synchronized for
transfers if, and only if: i) passengers alighting from i get to the second bus
stop in time to board the trip from line j; ii) waiting time of those passengers
standing there to transfer between lines is lower or equal to W ij

b ; and iii) all
of these events happen within the planning period.

– The number of trips for line i to fulfill the QoS occupation goal, Ni = �T/F i�.

2.4 Problem Formulation

Control variables in this problem are those in the set of departing times Xi
r

of each trip r of every line i. Given any line i, the headways of the line are
the times between consecutive trips. They can be easily derived from control
variables using the expression F i

r = (Xi
r − Xi

r−1). Without losing generality, the
model assumes Xi

0 = 0, so the offset of a line i (departure time of the first trip
of that line) is F i

1, which matches Xi
1. Headway values must be within a range

of minimum (hi) and maximum (Hi) values for that line.
Since the number of trips of a line is a-priori unknown, control variables for

trips are indexed from 1 to the upper bound fi = � T
hi

�. Trips whose departing
time are greater than T are not scheduled in the solution.
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The mathematical model of the considered BSP variant as MILP problem is
formulated in Eq. 1.

max
∑

b∈B

(
fi∑

r=1

fj∑

s=1

Zij
rsb) · P ij

b × (Xi
r − Xi

r−1)
T

(1a)

s.t. Zij
rsb ≤ 1 +

(Ai
rb + dijb + W ij

b ) − Aj
sb

M
,

∀b = <i, j, dijb > ∈ B,
1 ≤ r ≤ fi, 1 ≤ s ≤ fj ,

(1b)

Zij
rsb ≤ 1 +

Aj
sb − (Ai

rb + dijb )
M

,
∀b = <i, j, dijb > ∈ B,
1 ≤ r ≤ fi, 1 ≤ s ≤ fj ,

(1c)

with Ai
rb = Xi

r+TT i
b , Aj

sb = Xj
s+TT j

b

fj∑

s=1

Zij
rsb ≤ 1, ∀i, j ∈ I, 1 ≤ r ≤ fi (1d)

Qi
r ≤ 1 +

T − Xi
r

N
, ∀1 ≤ r ≤ fi, (1e)

T + 1 − Xi
r

T + 1
≤ Qi

r, ∀1 ≤ r ≤ fi, (1f)

Zij
rsb ≤ Qj

s,
∀b = <i, j, dijb > ∈ B,
1 ≤ r ≤ fi, 1 ≤ s ≤ fj ,

(1g)

hi ≤ Xi
r − Xi

r−1, ∀r ∈ 2, .., fi (1h)

Xi
r − Xi

r−1 ≤ Hi, ∀r ∈ 2, .., fi (1i)
fi∑

r=1

Qi
r ≥ Ni, ∀i, 1 ≤ i ≤ n (1j)

n∑

i=1

ci · (
fi∑

r=1

Qi
r) ≤ C (1k)

0 ≤ Xi
1 ≤ Hi (1l)

Zij
rsb, Q

i
r ∈ {0, 1} (1m)

The objective function (Eq. 1a) aims upon maximizing the total number of
successful transfers along the planning period, which is accounted by adding
up effective transfers between any combination of lines at every transfer zone.
Because of the uniformity hypothesis, P ij

b · (Xi
r − Xi

r−1)/T is the number of
potential transfers from the r-th trip of line i to some trip of line j at zone
b. passengers can only board into one of those trips, and not every passenger
succeeds to board the next trip of a line j before awaiting its maximum tolerance
W ij

b at the relaying bus stop. These additional conditions are captured through
Zij
rsb auxiliary binary variables that take the value 1 whenever the r-th trip of

line i and the s-th trip of line j are synchronized at node b. Thus, Zij
rsb · P ij

b ·
(Xi

r − Xi
r−1)/T matches the number of successful transfers between trips r and

s at b. Note that an active Zij
rsb increases the number of nonzero terms in the
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objective function, thus improving the overall result. In other words, the more
variables where Zij

rsb = 1, the better. So, constraints are to be added in order to
preserve consistency, i.e., to only account for successful transfers.

Equation 1b prevents Zij
rsb from taking the value 1 whenever passengers

should wait longer than W ij
b at zone b before the next trip of line j arrives.

The expression Ai
rb corresponds to the alighting time to the zone b of passengers

coming from line-i/trip-r, while Aj
sb is the time at which the s-th trip of line j

arrives to this zone. So, Ai
rb + dijb is the time at which relaying passengers get to

the next stop after walking, and that time should not exceed W ij
b before the s-th

trip reaches that point (i.e. Aj
sb). Whenever that does not hold, Zij

rsb must be
lower than 1, ergo 0. The constant M is large enough to prevent the right-hand
side to be lower than 0, what would make equations inconsistent. Complemen-
tarily, Eq. 1c inhibits Zij

rsb to be 1 if passengers of trip-r/line-i cannot reach the
next bus stop at b in time to take the s-th line of j. In addition, Eq. 1d prevents
from transfers to be accounted more than once.

It is not mandatory using all the available trips of each bus line. Unused trips
are represented by a departing time beyond the planning horizon T . Considering
that binary variable Qi

r indicates whether trip r of line i is to be scheduled, Eq. 1e
deactivates Qi

r variables whose departure times Xi
r are greater than T , and Eq. 1f

forces Qi
r = 1 for those where Xi

r ≤ T . Furthermore, transfers to unused trips are
not accounted as synchronizations. This is guaranteed by Eq. 1g, which enforces
variable Zij

rsb to be deactivated in line with the decision taken on variable Qi
r.

Equation 1h and Eq. 1i force headways F i
r to be within limits hi and Hi, while

Eq. 1l does the proper for offsets Xi
1. Equation 1m simply states the integrity of

Zij
rsb and Qi

r variables. Since the more trips scheduled, the higher the number of
possible successful transfers, the number of trips is controlled through the oper-
ational cost.

∑fi
r=1 Qi

r is the total number of trips scheduled for line i. Besides,
the cost of each one of these trips is ci. Therefore, the left-hand side of Eq. 1k
matches the operational cost of the fleet, which must be limited to a parame-
ter C. Consequently, the problem seeks for the maximum number of successful
transfers within a reference period for a given operational budget. Conversely,
lower bounds for the number of effective trips of each line are forced to prevent
saturation of the capacity of buses, as it is described in Sect. 2.1. Equation 1j
guarantees that the necessary minimum number of trips Ni is achieved.

Products Zij
rsb(X

i
r −Xi

r−1) in the objective function make the formulation as
that of a Mixed-Integer Quadratic Programming, what is nomerically undesir-
able. This issue is tackled by a change of variables and additional constraints.
Let yij

rsb = Zij
rsb(X

i
r − Xi

r−1), so the objective is 1
T

∑
b∈B

∑fi
r=1

∑fj
s=1 yij

rsb · P ij
b ,

which is linear. To guarantee both objective functions match after this change,
two equations are added per-each yij

rsb variable: i) yij
rsb ≤ (Xi

r−Xi
r−1) and ii)

yij
rsb ≤ Hi ·Zij

rsb. Within a maximization problem, variables yij
rsb will take a value

as high as possible. Hi is an upper bound for (Xi
r−Xi

r−1) because of Eq. 1i, so,
whenever Zij

rsb = 1, the second equation results yij
rsb ≤ Hi and it is the first equa-

tion that guarantees y’s value to be (Xi
r−Xi

r−1) at most, which is then exactly
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the value variable yij
rsb will take. Conversely, when Zij

rsb = 0, the second equation
forces yij

rsb to be 0. This behavior replicates that of Zij
rsb(X

i
r − Xi

r−1) product,
so the change of variables turns the problem into a linear one.

2.5 Cost Model

The complexity of the cost models considered in public transportation systems
varies significantly, depending on the specific purposes of the model [1]. This arti-
cle focuses on the tactical problem of defining the headways of the bus schedule.
Thus, the layout of the bus lines is not affected. For cases in which the layout
of the bus lines is fixed, costs functions that are composed by the linear aggre-
gation of different unitary costs per key parameters, such as the time the buses
on road or the distance they travel have been extensively used in the related
literature [16,17,26]. Moreover, these linear functions are usually used by prac-
titioners [25]. Thus, a cost function related to vehicle-time and vehicle-distance
variables is applied.

Vehicle-Time. Some operating costs such as the salaries of the drivers, which
usually represents a large proportion of the total operating cost, and hours of
administrative supervision are directly linked to the amount of vehicle hours.
Thus, these expenses are appropriately allocated to vehicle hours. Moreover, the
use of vehicle hours is usually a surrogate for working hours of employees in cost
allocation models since it is much easier to compute [5].

Vehicle-Distance. Among the several operating costs which are related directly
to the distance traveled by buses are the fuel, oil, tires and other vehicle main-
tenance expenses. These models are so-called allocation cost models, where key
operating expense items are allocated to a specific operating statistic, such as
vehicle-time or vehicle-distance [4]. Several linear costs models also consider the
number of buses or the fleet size [17] or, more specifically, the number of buses
required to cover the demand on peak hours (generally different to off-peak
hours) [5]. The model considered in this article aims at analyzing short time
windows in peak hours and, thus, the size of the fleet is considered as fixed.
Furthermore, the case study solved is also an example of a public transportation
system that operates with a rather fixed-size fleet, since the acquisition of new
buses occurs each five years or more. The cost function used in this article is
Cost = UVHVH + UVKMVKM where VH and VM are the hours and distance
that buses are used, respectively. UVH and UVKM are the unitary costs per hour
and kilometer respectively.

Operating Costs in the Public Transportation System of Montevideo. The differ-
ent expenses of the bus system in Montevideo are regularly analyzed by the local
authorities to estimate the tariff per kilometer, which is used as input information
for defining the amount of the state subsidies that are received by the system.
In Montevideo, there are different types of subsidies. Two of the most important
subsidies are the reduced price of fuel for the bus system and the reduced ticket
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for specific target users (students, pensioners, frequent commuters, etc.). Subsi-
dies strongly influence the impact of each cost item in the cost structure of the
system. For example, the reduced price of fuel provokes that the impact of this
item in the cost structure is remarkably lower than it is in other bus systems
just explaining 5% of the total estimated cost in Montevideo [13] against 13%
in other similar systems [1]. However, the reduced price for fuel represents a
large expense for the Uruguayan state. In the last years, the city of Montevideo
has started to replace diesel buses with electric buses (e-buses) [10]. Shifting to
electric buses is an environmentally friendly policy which involves the reduction
of fossil fuels consumption [24] and greenhouse gases emission of the system [28].

Two of the main costs in the system are the salary of drivers and the fuel
and/or electricity (if the system uses e-buses). Thus, these two costs are consid-
ered associated with the vehicles-hours in the case of salary of drivers and vehicle-
distance in the case of fuel and/or electricity (parameters UV H and UV KM ) The
salary of the drivers is approximately 9.2 USD per hour (8 USD of the basic
wage and 1.2 USD of social charges). Regarding the fuel, the average consump-
tion of fuel for a typical diesel bus in the system of Montevideo is 0.396 liters
per km [13] and the cost per liter of fuel in the city is about 1.6 USD per liter.

3 Case Study: The Public Transportation System
in Montevideo, Uruguay

In Montevideo, Uruguay, the public transportation system is under the
Metropolitan Transportation System (STM) [23]. The STM was proposed to
integrate in a common system all the public transportation of Montevideo and
its metropolitan area, including all urban agglomerations around Montevideo
located in nearby departments of Canelones and San José.

STM introduced new technologies that allow a more efficient public trans-
portation. One of the most significant technologies introduced by the STM was
the use of a smart card to pay for trips [14]. The smart card allows gathering
relevant data and also extracting useful knowledge about the mobility patterns
of citizens of Montevideo [22].

STM provides two main alternatives for passengers to get to their destination.
On the one hand, the traditional direct (i.e., end-to-end) trips. On the other
hand, multi-leg trips (transfers) either under the ‘one hour’ or ‘two hours’ tickets,
are enabled by the STM card. The system stores historical data about both direct
and transfer trips, tickets sold, and also several other relevant data, including
GPS records for each bus [14]. Using these data, official and third-party apps
have been designed to provide accurate information and interact with users.

Overall, the STM comprises 145 main lines, more than one thousand line
variants, and approximately five thousand bus stops in three departments. This
numbers are remarkable large for a city like Montevideo, and highlights the
importance of a proper planning for providing a good QoS for citizens that use
public transportation.
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4 Experimental Evaluation

This section presents the computational experimentation performed over real-
world instances of the city of Montevideo is presented, including the implemen-
tation details, a description of the set of instances, and the report and analysis
of the results obtained.

4.1 Methodology

The main details of the methodology applied in the experimental evaluation are
presented next.

Implementation Details. The proposed MILP formulation for the BSP was
implemented in IBM ILOG CPLEX Interactive Optimizer 12.6.3.0. A C program
was developed to convert problem instances (in .csv format) to the LP-format
used by CPLEX. Matlab version R2015a-8.5.0 was used for the pre-processing,
analysis, and post-processing of the computed solutions. The ad-hoc discrete
event simulator used for the reference QoS model was also developed in Matlab.

Problem Instances. The computational experimentation was performed over 25
instances built using real information of the city of Montevideo. For building
the problem instances several sources of information were used. The bus lines
description, routes, timetables, and bus stop locations in the city were retrieved
from the National Open Catalog of Uruguay. The information regarding trans-
fers was provided by Intendencia de Montevideo and processed applying a urban
data analysis approach [14]. The considered period is the rush hour at midday
(12:00 to 14:00) [19]. The demand function is computed from transfers informa-
tion registered by smart cards used to sell tickets. The synchronization points
are chosen according to their demand, i.e., the pairs of bus stops with the largest
number of registered transfers for the period are selected; the bus lines corre-
spond to the lines passing by the synchronization points.

The instances include 30 synchronization points, randomly selected from the
most demanded transfer zones for the considered period in the city (a total
number of 170 zones). The time traveling function TT for each line is computed
empirically by using GPS data. The walking time function is the estimated
walking speed of a person (6 km/h) multiplied by the distance between bus stops
in each transfer zone computed using geospatial information about stops. The
maximum waiting time is equal to λH, with λ ∈ [0.3, 0.5, 0.7, 0.9, 1], to configure
instances with different levels of tolerance/QoS.

The name of the problem instances is NL.λ.id. NL is the number of bus lines,
λ is the coefficient applied to the waiting time of the line in percentage, and id
is a relative identifier for instances with the same NL and λ.

Execution Platform. The computational experimentation was performed in an
HP ProLiant DL380 G9 high end server with two Intel Xeon Gold 6138 proces-
sors (20 cores each) and 128 GB RAM, from the high performance computing
infrastructure of National Supercomputing Center, Uruguay (Cluster-UY) [20].



Improved Bus Timetabling for Synchronizing Transfers 169

Comparison with Current Real Situation. A relevant baseline for comparison is
the current timetable (CT) applied in the transportation system of Montevideo
(the real timetable). The metrics for comparing the MILP solutions and the CT
are: i) the number of transfers, as is proposed in the objective function ii) the
cost of the bus schedule, and iii) the number of buses required for the solution.

4.2 Numerical Results

Results of the MILP model and the comparison to the baseline CT in Montevideo
are presented in Table 1. The Table reports three metrics: from left to right, the
number of successful transfers, the cost of the bus schedule in monetary units
and the number of buses required for operation of the computed schedule. For
each metric, the value computed by the MILP model, the CT of the city and
the percentage of improvement of MILP over CT (impr.) are reported.

Table 1. Results of the MILP model and comparison to CT in Montevideo.

Instance Successful transfers Cost Number of buses

MILP CT impr. MILP CT impr. MILP CT impr.

37.30.1 298.99 110.40 170.82% 8,711.71 8,721.80 −0.12% 442 439 0.68%

37.50.1 308.88 175.67 75.83% 8,713.82 8,721.80 −0.09% 435 439 −0.91%

37.70.1 310.22 236.18 31.35% 8,679.70 8,721.80 −0.48% 437 439 −0.46%

37.90.1 310.55 263.41 17.90% 8,687.76 8,721.80 −0.39% 433 439 −1.37%

37.100.1 311.37 263.41 18.21% 8,697.71 8,721.80 −0.28% 436 439 −0.68%

40.30.0 239.38 92.19 159.66% 8,566.40 8,592.64 −0.31% 423 419 0.95%

40.30.4 262.24 106.48 146.28% 7,943.69 8,717.53 −8.88% 388 428 −9.35%

40.50.0 243.73 136.12 79.06% 8,387.31 8,592.64 −2.39% 399 419 −4.77%

40.50.4 264.65 134.54 96.71% 8,706.01 8,717.53 −0.13% 427 428 −0.23%

40.70.0 244.37 184.56 32.41% 8,546.13 8,592.64 −0.54% 431 419 2.86%

40.70.4 268.98 198.87 35.25% 8,717.16 8,717.53 0.00% 429 428 0.23%

40.90.0 245.36 209.02 17.39% 8,529.95 8,592.64 −0.73% 420 419 0.24%

40.90.4 270.98 224.82 20.53% 8,103.04 8,717.53 −7.05% 403 428 −5.84%

40.100.0 243.83 209.02 16.65% 8,568.87 8,592.64 −0.28% 426 419 1.67%

40.100.4 270.57 226.72 19.34% 7,634.73 8,717.53 −12.42% 374 428 −12.62%

41.30.2 280.97 102.65 173.72% 9,173.49 10,056.59 −8.78% 421 471 −10.62%

41.50.2 287.73 158.69 81.32% 9,924.92 10,056.59 −1.31% 468 471 −0.64%

41.70.2 286.14 213.11 34.27% 9,997.24 10,056.59 −0.59% 470 471 −0.21%

41.90.2 288.25 243.96 18.15% 9,155.90 10,056.59 −8.96% 426 471 −9.55%

41.100.2 289.41 244.42 18.41% 10,054.34 10,056.59 −0.02% 477 471 1.27%

42.30.3 271.61 98.26 176.42% 10,384.46 10,410.35 −0.25% 479 485 −1.24%

42.50.3 274.48 150.73 82.10% 10,392.92 10,410.35 −0.17% 490 485 1.03%

42.70.3 276.15 203.04 36.01% 10,397.22 10,410.35 −0.13% 496 485 2.27%

42.90.3 271.53 227.72 19.24% 10,376.56 10,410.35 −0.32% 483 485 −0.41%

42.100.3 277.68 228.30 21.63% 10,351.95 10,410.35 −0.56% 499 485 2.89%

Results in Table 1 report that the MILP model was able to outperform the
CT in all the studied instances, in terms of number of transfers. In average, the
MILP model computed solutions with 63.95% more transfers than CT, and up
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to 176.42% for instance 42.30.3. Regarding the budgetary expenses, the MILP
model managed to make a proper use of the resources. Schedules obtained with
the MILP model have a smaller cost in 24 out of 25 instances (obtaining an
average cost reduction of 2.21% and a maximum reduction of 12.42% for instance
40.100.4). In terms of the required number of buses, the solutions computed by
the MILP model required 1.79% less buses on average and up to 12.62% less
buses (for instance 40.100.4) than the current timetables applied in the city.
These results confirm that the MILP model computed accurate and efficient
schedules, both form the QoS and economic/resource utilization points of view.

Table 2 reports the average values of the three considered metrics. Instances
are grouped by the values of λ used to model different tolerance levels regarding
the considered maximum waiting time Wb. This is a useful analysis to deter-
mine the capabilities of the proposed model to compute accurate solutions under
tighter QoS thresholds for transfers.

Table 2. Average improvements of MILP solutions over CT for each value of λ

λ Transfers Cost Number of buses

0.3 165.38% −3.67% −3.91%

0.5 83.00% −0.82% −1.10%

0.7 33.86% −0.35% 0.94%

0.9 18.64% −3.49% −3.39%

1 18.85% −2.71% −1.49%

Results in Table 2 indicate that, in terms of transfers, the MILP model was
able to compute significantly better solutions than CT with smaller values of
λ. The reason for this result is that the current timetables are not designed
to promote or offer a better QoS to transfers. In addition, instances with a
tighter threshold for waiting times pose a significantly more difficult challenge
to practitioners to obtain manual solutions to the problem. The reason for this
is that a smaller number of synchronizations will be considered successful since
the time spent at the bus stop by the user waiting for the second bus exceeds the
tolerance of the user. In this context, computer aided decision-making support
tools, as the proposed MILP, contribute to successfully explore the solution space
and obtain better solutions in these restricted instances.

Overall, results show that the computed solutions allow improving the QoS
provided to passengers that perform transfers in the public transportation system
of Montevideo. The QoS improvements are computed without increasing the
overall operation cost of using additional resources.

5 Conclusions and Future Work

This article presented a MILP approach for bus timetabling to enhance multi-leg
trips. The optimization proposes maximizing the number of successful transfers,
while considering constraints on the QoS and the deployment cost.
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The model was evaluated over a set of 25 real-world instances from the public
transportation system in Montevideo, Uruguay, considering different numbers
of bus lines and different threshold values for the maximum waiting time of
users that transfer. The results evince that numerical solutions outperformed
the current timetables used in Montevideo in terms of the number of effective
transfers (up to 176.42%), the total cost necessary to implement those schedules
(up to 12.42%) and the number of buses to be used (up to 12.62%). Regarding
transfers, the improvement of the numerically aided solutions over the manually
crafted timetables increases as the problem becomes more restricted (smaller
threshold value for the maximum allowable waiting time of users).

Overall, results show that schedules computed with the MIP model can effi-
ciently use the available resources, since they have a larger number of successful
transfers with similar budgets and a lesser number of running buses than the
current–manually crafted–timetable.

The main lines for future work are related to include the cost to deploy the bus
fleet as an optimization objective in a multi-objective approach, and including
new technologies (i.e., electric buses) in the proposed model, with corresponding
control variables to assess the convenience of using electric buses for some lines.
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Cities 3(2), 479–510 (2020)

11. Ibarra, O., Delgado, F., Giesen, R., Muñoz, J.: Planning, operation, and control
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Abstract. One of the more serious problems that the planet faces is the pollution,
which exposes its integrity and the living beings that inhabit it at risk. Pollution
is a constantly growing problem due to the increase in population and large com-
panies, and it contributes to the detriment of people’s health and the environment.
The advancement of technologies, and in particular of intelligent systems, allows
automating and optimizing many processes that are usually carried out manually
and very expensive. The artificial intelligence systems allow the redistribution of
efforts and resources, increasing productivity. In this work, an approach to the
detection of different types of recyclable plastic waste that arrive at a recycling
plant using a convolutional neural network is presented. Several models were eval-
uated for this task and the YOLOv5 achieved the best results. Preliminar results
show a confidence of up to 65% on images taken from the recycling plant in the
city of Posadas, Misiones (Argentina).

Keywords: Convolutional Neural Networks ·Waste Classification · Computer
Vision

1 Introduction

For many years now, the world has been challenged by problems that compromise the
environment, such as the deterioration of the ozone layer [1], massive deforestation of
trees, poaching of animals, or environmental pollution. The latter has several classes such
as contamination of the soil, water, air, radioactive, acoustic, or chemical contamination.
In addition to the environmental pollution, this causes dangerous and serious illnesses,
and also in the worst cases, death [2]. Recycling is the method through which it is
possible to reuse raw materials and one of its most relevant impacts is to help curb
exploitation of natural resources. For example, recycling paper and cardboard helps
reduce deforestation and chemical pollution of the air and rivers, and consequently helps
preserve the environment [3]. In this sense, garbage recycling is of vital importance for
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our environment. However, some aspects must be taken into account before thinking
of a solution. According to studies carried out by the organization Natural Resources
Defense Council (NRDC) [4] in Latin America, if the garbage were properly separated
before reaching the municipal dump, an average of almost 92% could be recycled, but
since citizens do not usually differentiate their waste, it is only possible to recycle 30%.
In 2020, the city of Posadas produced an average of 8,000 tons of waste per month [5]
which is equivalent to approximately 266 tons per day. Taking into account thementioned
percentage, it is probably that less than 80 tons were processed per day. This number
is constantly growing due to the trend of increasing population and large companies in
recent years in Posadas. The recycling process is carried out through a waste collection
plant located in the municipal green center in the City of Posadas, being a part of the
Integral Management of Urban Solid Waste (GIRSU).

The main problem is social, although there is a city ordinance corresponding to the
proper separation of waste in the city of Posadas [6], people are not used to making an
adequate differentiation of garbage and usually mix organic and inorganic waste. This
is the reason why most of the daily garbage cannot be recycled, since organic waste
decomposes and makes waste that could be recycled useless. This has a direct impact
on GIRSU, since before the classification process of a particular type of waste (such as
plastic, cardboard, etc.), a manual pre-sorting process is needed to assess which waste
can be recycled.

To automate the classification process, it is necessary to emulate the complex human
task of image recognition. In addition, for the GIRSU scene, the system is immersed in
a fast and continuous process where the elements are presented in different positions,
sizes, colors, and overlap with other elements. In order to simplify the processing, some
mechanical systems could be used to isolate the elements avoiding irregularities and
classify them. It is important to note that the conveyor belt does not stop and large
volumes of waste must be processed in a very fast manner.

The computer vision techniques, that include digital image processing and neural
networks, can support the identification of waste automatically. However, it is necessary
to establish a set of restrictions and conditions on certain waste classification operations,
considering how waste arrives at GIRSU today. The approach presented in this work
focuses on the classification of polyethylene terephthalate (PET) bottles (crystal, green
and light blue).

2 Related Works

In [7] the classification of waste is addressed using Machine Learning using Google
Cloud Platform, Microsoft Azure, and a model designed by the authors. The main
described problem is the lack of any treatment or management process for the inevitable
massive generation of garbage by people in cities. The objective was to develop an API
based on computer vision techniques supported by Cloud services that allows the recog-
nition of waste and determines the belonging of an element to the group of recyclable
waste. Two approaches are taken for the waste sorting process. The first is based on Auto
Machine Learning, which together with cloud services allows automatically designing
of a Machine Learning model for a given dataset. Specifically, Cloud Vision API and
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AutoML (which are Google Cloud Platform products), and Custom Vision (which is
a Microsoft Azure product) were used. The second is based on the manual design of
a computer vision model using convolutional neural networks and Transfer Learning,
which allows taking a previously trained model and adapting it to a particular problem.
Various experiments were performed combining architectures such as VGG16, VGG19,
and MobileNet while tuning hyperparameters such as the number of epochs and batch
size.

The used dataset has 2527 waste images and it is freely available online at [8]. This
dataset is made up of 501 images of glass, 594 of paper, 403 of cardboard, 482 of plastic,
401 of metal, and 137 of non-recyclable waste. For the tests, the images were taken on
a white background with both artificial and natural light. The size of each image is 512
× 384 pixels. The devices used to take the images were: Apple iPhone 7 Plus, Apple
iPhone 5S, and an Apple iPhone SE. The results obtained were 76% correct for the
model designed by the authors, while 93% and 98% correct with cloud tools. Both the
source code of the experiments carried out as well as the complete results can be found
at [9].

Different from the aforementioned work, Deep Learning was used to identify recy-
cled waste in the Municipal Green Center. For the training of the neural network, 300
images of each type of residue will be used, while for the tests, 100 images of each one.
In both training and testing processes, photographs will be taken with a GoPro camera.

In [10], authors propose the automatic classification of plastics, glass bottles, and cans
using the SSD-Mobilenet [11] convolutional neural network. Themotivation of thiswork
was thegreat generationofwaste on thebeaches,wheremost of thewaste is recyclable but
people have no interest or knowledge to throw the waste in the corresponding container.
The corpus contains 317 images of 3 types of waste: plastic bottles, glass bottles, and
metal cans; including a wide variety of brands for each type. For plastic bottles, 31
different brands were used; 19 brands for glass bottles, and 18 for cans. The labeling
of the dataset and the training of the model was carried out in a computer: Intel Core
i7-6700 CPU, 8 GB RAM, with a GEFORCE GTX 1070 TI 8 GB GDDR5 GPU. In the
test phase, a Raspberry Pi with a camera was used. For each type of waste, 5 experiments
with 20 images in each were done. The results show for metal cans a success rate of
86%, a success rate of 95% for plastic bottles, and a success rate of 82% for glass bottles.

In this case, the waste includes plastic bottles, glass bottles, and metal cans, while in
our approach different types of plastics will be identified: green PET, crystal PET, light
blue PET, and blown plastic. In addition, they used an average of 300 images per type
of waste, while in our work 400 images per type of waste are used and the classes are
more similar between them. In our approach, the labeling phase is also done.

3 Methodology

In this section the Crisp-DM methodology is introduced, and it was selected because it
is widely used in data mining projects in multiple industries [12].
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3.1 Data Model Analysis

In the first phase, the aimwas to understand and determine what types of images were the
best input to reach a suitable prototype. These images should be as realistic as possible
and appropriately reflect the scenario and conditions where the prototype will work. For
this purpose, the authors captured and labeled photos in the GIRSU plant. Additionally,
images from other available waste datasets were used, as Bottles and cans images [13],
and Garbage Classifications [14] datasets.

Available Datasets
Two available datasets were used to perform the image survey: Bottles and Cans Images
[13] and Garbage Classification [14]. On these, there is a great variety of PET crystal,
light blue, green, and blown arranged on white backgrounds that serve as a starting point
to provide the network with knowledge about the data that must be identified. Some
examples can be found in Fig. 1.

Fig. 1. Examples of images from Garbage database [14].

Acquired Data
Our own database is formed by images captured in the municipal green center, and
images taken at the author’s homes where the PETs were set in situations that simulate
the application scenario. Some examples are shown in Fig. 2.

3.2 Data Preparation

At this point, the available datasets were ready to use but our own database needed to
be labeled. After that, the sets for experiments were defined.

Images Labeling
In this process, each image is associated with a label that represents it. In this way, all
the data will be suitable to perform the training or test phase. Here, Roboflow [15] was
used as a labeling tool.

Datasets Definition
In this phase, with uniform labeled images, different subsets of images were formed
that will have different purposes: training, validation, and test. The validation set is very
useful to avoid overtraining [16]. The training and validation setswere randomly selected
while the test set contains only examples of the real scenario.
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Fig. 2. Examples of images taken at home and in the GIRSU plant.

Table 1. Distribution of image sets. An image can have more than one object.

Number of images % Labels Labels per class % of each class in the
dataset

Training 635 69 Light blue 357 43.97

Crystal 393 48.4

Green 62 7.64

Validation 257 28 Light blue 107 33.75

Crystal 182 57.41

Green 28 8.83

Test 25 3 Light blue 4 11.76

Crystal 27 79.41

Green 3 8.82

Total 917 100

3.3 Model Exploration

In this stage, different CNN approaches were evaluated in order to obtain the best imple-
mentation for the prototype. It is important to note that all the CNNwere pre-trained and
here, the transfer learning technique was used. In this scheme, the weights of the CNN
are set and it is not necessary to train the network from scratch. In Table 1 is possible
to observe an important unbalance of the data with respect to the classes. In this sense,
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it appropriated the use of metrics that consider the unbalanced among classes, and thus
avoid an erroneous interpretation of the performance of the system. This means that the
global metric must take into account the performance of the system for each class. To
achieve this, the unweighted average recall (UAR) is used and it is computed as the
average of all recalls per class (see Eqs. 1 to 4).

recalllight blue = number of hits in detecting a light blue class

total number of images of light blue class
(1)

recallcrystal = number of hits in detecting a crystal class

total number of images of crystal class
(2)

recallgreen = number of hits in detecting a green class

total number of images of green class
(3)

UAR = recalllight blue + recallcrystalrecallgreen
3

(4)

The analyses were performed checking the UAR obtained on the validation set in
order to select the best model for this domain. The results can be seen in Table 2, while
in Fig. 3, the evolution of the metrics with respect to the number of epochs is presented.

Table 2. Best results using 25 training epochs as maximum.

CNN Execution time (min) Best Epoch UAR (val) UAR (test)

ALEXNET 3.0 6 0.87 0.71

GOOGLENE 3.3 13 0.56 0.30

INCEPTION 3.0 3 0.33 0.34

RESNET18 3.0 15 0.87 0.79

VGG16 9.6 6 0.87 0.79

YOLO V5 6.2 18 0.84 0.85

4 Prototype Architecture

The proposed prototype was implemented in Python using PyTorch, and includes the
best trained model obtained in the previous stage. In Fig. 4, the prototype workflow can
be seen. The input images are taken from a database or from the camera, and feed the
CNN which gives as a result the class to which the PET belongs.

4.1 Input Data

The prototype can take images from different sources, such as video or surveillance
cameras, where snapshots are taken at certain pre-established time intervals; or from
stored images in jpg, jpeg, or png format. These images are transformed into Pytorch
Tensors [16] for further processing in the next stage.
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Fig. 3. Validation accuracy progress over 25 epochs (training phase).

Fig. 4. Prototype workflow

4.2 Inference

It is done through the Python programming language using the Pytorch library and the
YOLOv5 convolutional neural network. The model is already trained, and the inference
is the operation that allows to classify the test images taken from the application scenario.

5 Testing Scenarios

5.1 Bottles Classification: Lab Test

In initial laboratory tests, the different PET (crystal, green and light blue) were used.
These were put on clean surfaces, with a white background and the photos were captured
close to the PET (see Fig. 5). This was done to evaluate the feasibility of the project. The
results demonstrate a very appropriate initial approach evaluating the metrics obtained.
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Fig. 5. Examples of images used in lab test.

5.2 Bottles Classification: Clean Environment

In a second instance, different scenarios presented in Figs. 6 and 7 have been evaluated,
where it is evident that the prototype is capable of identifying the elements. In the figure
on the left, confidence is relatively low and it could be attributed to the size of the element,
although it can be observed empirically that the model is capable of identifying the glass
PET bottles that were on the floor and the tabletop. In the figure on the right, the network
recognizes the element with a confidence of 51% and it could be reached because of
the orientation of the element. These results show that it is possible to recognize the
recyclable waste on remote surfaces and with a computationally complex scenario.

Fig. 6. Distant bottles with no close or overlapped objects.
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Fig. 7. Distant bottles with waste around them.

5.3 Bottles Classification: Complex Scenario

We defined the complex scenario when the images are as those show in Figs. 8 and 9,
where the bottles are not only scattered on the green floor, but can be confused with
the green glass and glass PET bottles, can be overlapped and occluded, even with other
waste. Taking into account the metrics in the Fig. 8 and 9, where the average confidence
is about 23%, it is possible to say that the results are promising to identify waste in noisy
environments.

It is important to highlight these results because the used images have similar charac-
teristics as the goal scenario where the waste is scattered on a surface with other elements
around it, for example, other waste that is not within the scope of this project. On the
other hand, in some cases the obtained confidences are relatively low with respect to the
previous proofs. Therefore, even though the metrics are not high enough to think about
implementation, they could be a starting point to the future work due to the feasibility
of the prototype.

5.4 Bottles Classification: Goal Scenario

The images presented in Fig. 10 were taken on the conveyor belt of the recyclable waste
plant. These show some confidence results and indicate that it is possible to recognize the
desired elements with a good rate. The best results are associated with different PETs
bottles forms. It would be possible to take advantage of this by using a hierarchical
classification scheme in future work, where in a first step a coarse classification is
performed and then, a specific PET classification is done.

6 Conclusion and Future Works

An approach to PET classification in a conveyor belt at a recyclable waste plant was
designed and implemented. Pre-trained CNNs were used to reduce time and resources to
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Fig. 8. Complex scenario for green and crystal PET. (Color figure online)

Fig. 9. Distant bottles with waste around them in a complex scenario.
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Fig. 10. Bottles at closer distance, in a conveyor belt with waste around.

build the image classification prototype. After the experiments, the YOLOv5was chosen
because it achieved the best results, as can be seen in Table 2. It also has the advantage
of being able to detect and classify different class objects in the same image. However,
like any prediction model, it can be affected by factors such as the brightness of the
environment, the partial or complete capture of the object, the overlap between bodies, or
the focus and distance from them. These circumstances can confuse themodel generating
erroneous results, such as false positives, wrong classes, or low success percentages. At
the same time, the prototype presents the possibility of improving the outcomes by
providing, exhaustively, inputs that reflect all the conditions and circumstances that
could be found when carrying out an evaluation. In addition, this prototype is a first step
in the development of a fully automated waste classification system, which would mean
a reduction in the time of exposure of workers to harmful substances and an increase in
the productivity of the beneficiary entity.

As future work the real photo set and the augmented data need to be emphasized to
get a better trained model, as well as to allow a bigger number of epochs in the training.
An issue to analyze in future works is to apply image processing techniques to improve
the learning performance of the network, even super-resolution techniques. Also, a new
design of the model, maybe using hierarchical structures in order to reach better results,



184 D. A. Godoy et al.

is contemplated. In addition, the implementation of the prototype in a real environment,
such as the recycling plant in the Municipal Green Center is agreed.
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Abstract. This article presents a proposal for generating synthesized
data for public transportation systems. This is a relevant problem whose
solution assists the planning and operation of Intelligent Transporta-
tion Systems. The proposed methodology applies a conditional Genera-
tive Adversarial Network approach, considering relevant real information
about trips performed by citizens. A practical validation is presented for
a real case study in the public transportation in Montevideo, Uruguay.
The main results indicate that the proposed approach is able to generate
accurate synthesized data.

1 Introduction

Mobility and urban transportation are fundamental components of the func-
tional dimension of a city, which together with other relevant factors (land use,
urban planning, etc.) determines the way in which citizens perform their daily
activities [1].

The analysis of urban mobility data is crucial to help public administrations
and policy makers to improve public transportation systems [15]. The emergence
of data-driven approaches led to an improved transportation paradigm, known
as Intelligent Transportation Systems (ITS). ITS are innovative systems that,
by integrating synergistic technologies, allows providing services to both traffic
management operators and citizens. Their main goal is to develop coordinated
and integrated mobility means that in turn are smarter, safer, efficient, and
provide a better user experience [24].

Synthesized data generation refers to the process of creating a repository of
data by applying a systematic and programmatic method [3]. Synthesized data
complement real data in those situation where real-life or experimental gathering
is not practical or even not possible. Synthesized data allows performing more
accurate analysis to better understand underlying processes, a critical compo-
nent for self-driven data science [8]. The most desired properties of synthesized
data are they must follow or accurate approximate the distribution of real data,
have the same type of features than real data, randomness should be controlled
and noise must be injected if needed. In particular, synthesized data are crucial
for developing computational intelligence and machine learning methods to solve
complex problems.
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Synthesized mobility data are very useful for planning and operation within
ITS. Retrieving real high-quality mobility data is a hard task, mainly due to
privacy issues related to gathering and managing sensitive data about citizens.
In addition, the real mobility time series gathered by ITS usually have missing
data due to several reasons, including missing, malfunctioning, and low mainte-
nance of the gathering devices/sensors and intermittent communications between
devices/sensors and the central server. Thus, synthesized mobility data are use-
ful for characterizing mobility patterns, detecting anomalies and unusual mobil-
ity patterns, and also for performing simulations of different realistic scenarios.
Some interesting studies that benefit from the availability of both real and syn-
thesized mobility data are public transportation network design, analysis and
improvement of the quality of service and user experience, determining stress
conditions and other traffic-related situations such as predicting traffic jams,
analyzing speed of vehicles, detecting special incidents, and performing traffic
engineering and traffic operation tasks [17]. Overall, accurate (real and synthe-
sized) mobility data provide useful insights about traffic and citizens movement
patterns, which are important inputs for nowadays ITS.

In this line of work, this article presents an approach applying Generative
Adversarial Networks (GANs) for the generation of synthesized mobility data
for ITS. A specific conditional network architecture is studied and implemented
and a practical validation is presented for a real case study, the ITS for public
transportation in Montevideo, Uruguay. The main results of the research indicate
that the proposed conditional GAN is able to generate accurate synthesized
mobility data, according to the statistical analysis and metrics studied.

Overall, this article contributes with the proposal of a methodology for syn-
thesized public transportation data generation based on GANs and the evalu-
ation of the proposed methodology in a real case study, considering real data
from the public transportation system in Montevideo, Uruguay.

The article is organized as follows. Next section presents the main concepts
about GANs. Section 3 presents a description of the problem solved and reviews
relevant related works. Section 4 describes the case study, the public ITS in
Montevideo, Uruguay. The applied methodology and implementation details is
presented in Sect. 5. The experimental evaluation of the proposed generative
approach is reported in Sect. 6. Finally, Sect. 7 presents the conclusions of the
research and formulates the main lines for future work.

2 Generative Adversarial Networks

A generative model is a statistical tool that allows modeling the joint probabil-
ity distribution p(X,Y ) relating a given observable variable X (input or data
instance) and a target variable Y (output) [20]. Generative machine learning is a
branch of computational intelligence including methods that are able to generate
new instances of data, by learning the joint probability p(X,Y ) to describe the
process of generating new datasets [5].

GANs are a type of generative machine learning methods that use adversarial
artificial neural networks (ANNs) for generating new data [6]. A GAN consists
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of two ANNs working in competition and cooperation: the generator and the
discriminator. Both ANNs apply and adversarial learning approach to optimize
their parameters in order to generate accurate synthesized data.

The generator ANN (g) specializes on learning the way of creating synthe-
sized data samples x′, taking as input random vectors from a latent space z.
The generator can be characterized by the equation g(z) = x′. The main goal
of the generator is to approximate the distribution of true data, by considering
the information about the problem provided by the discriminator. In turn, the
discriminator ANN specializes on learning how to distinguish real data samples
x (taken from a training dataset) from the synthesized samples x′ created by
the generator. Both ANNs are trained simultaneously and following an adver-
sarial approach: the discriminator tries to learn the real data distribution for a
proper evaluation of new synthesized data and the generator seeks to generate
images that deceive the discriminator, by generating data samples that the dis-
criminator cannot label as real or synthesized. A well-designed training process
converges to a generator ANN that approximates the real data distribution, thus
generating high-quality synthesized data samples.

Recent articles have demonstrated that GANs are very useful tools for
many applications that propose/require generating synthesized data, espe-
cially in multimedia processing, healthcare, time series analysis, and other
areas [12,21,25,26]. Figure 1 presents a schema of a GAN.

zin x′
G(x)

generator

pθ(z)

latent space

x
pdata(x)

training data

x real or not?
D(x)

discriminator

Fig. 1. Schema of a GAN

3 Problem Definition and Literature Review

This section describes the addressed problem and reviews relevant related works.

3.1 Problem Description

The addressed problem concerns the generation of synthesized data for mobility
and transportation systems. Passenger mobility information is very relevant for
management and quality of service assessment of public transportation, infras-
tructure planning, and other relevant issues to provide an enhanced and smart
mobility [23].
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In the real world, it is very common that the available data are not enough
for a proper analysis, mainly because they are incomplete (e.g., the time series
has gaps due to logging errors), they are obtained from different sources that
are not always directly combinable (e.g., GPS traces, ticket sales, mobility data
from third parties such as the applications from Google or Waze, mobile phones
location data, etc.), or even because relevant information is not recorded (such
as alighting points for trips performed in bus). Therefore, the generation of
synthesized mobility data is an important line of research.

Special care must be taken to apply systematic methodologies that allow
generating good quality data, which capture with the greatest possible precision
the distributions and characteristics of the real data.

3.2 Related Work

Several recent articles from Jauhri et al. have studied the problem of gener-
ating mobility data in urban areas. In 2020, Jauhri et al. [10] applied GANs
for creating a model to generate synthesized mobility data for real world cases
considering ride-sharing/hailing services from four cities in the USA (San Fran-
cisco, Los Angeles, New York, and Chicago) considering different temporal and
spatial quantization of raw ride request data. The proposed GAN was able to
learn the spatial and temporal variability of mobility patterns, according to
the validation analysis performed considering the fractal dimensionality and the
densification power law quantitative characterizations. A specific application of
the generated data was also presented, namely the dynamic vehicle placement
problem, to place in real time idle vehicles near possible future pickup locations.
Results using the synthesized dataset maintained the same pattern than when
using the real dataset. After that, Jauhri and Shen [9] applied the analysis for
the characterization of human mobility considering data from twelve cities. The
authors proposed a framework including a stochastic graph model and GANs
for data augmentation to preserve the geographical and temporal characteris-
tics observed in real data. The analysis included a formal characterizations of
mobility applications (ride pooling and vehicle placement) and how to apply
augmented datasets to analyze different mobility scenarios to be applied in real
cities.

Saxena and Cao [22] propose a model based on a deep GAN for learning
feature representations on spatio-temporal urban mobility data. Two compu-
tational intelligence models were applied: i) a deep GAN for feature learning,
managing correlations, semantic variations, and irregularities in mobility data,
and ii) a fusion module to combine multiple data sources with heterogeneous
formats (e.g., weather data, information about points of interest, etc.), that
help improving inference results. The proposed approach was validated on two
real-world case studies, considering six months of the Yellow Taxi dataset and
one month of the CitiBike trip dataset, both collected in New York, USA. An
exhaustive comparison with 14 state-of-the-art statistical and leaning methods
was performed, using the generated datasets for demand prediction. The pro-
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posed GAN-based approach computed the best Mean Square Error (RMSE) and
Mean Absolute Error (MAE) results among the 15 studied methods.

Some recent articles have focused on protecting the privacy of mobility data.
Liu et al. [11] proposed the TrajGAN framework, which applies GANs for privacy
protection of trajectory data. The proposed model incorporates a geo-privacy
protection layer for trajectory data and a traditional GAN architecture for gener-
ating synthetic trajectories that preserve the main features of real data. Authors
described the main challenges for generating individual trajectories (i.e., with
similar properties to each individual) and aggregated trajectories that approxi-
mate overall statistics of the training dataset, including the use of dense repre-
sentations of trajectories as a fixed-length vector of numbers. Several validation
metrics were proposed for both road- and place-based trajectories, including
segment usage distribution and temporality, transportation mode, speed, time
in transit, activity space, mobility motivations (for individual trajectories) and
user distribution, driving behavior, temporal semantics of points of interest, trip-
length distribution, and OD matrix comparison (for aggregated trajectories).

Yin and Yang [28] also addressed the problem of generating synthesized tra-
jectories that properly protect the information of users, using GANs. The pro-
posed GAN was evaluated on two real world mobile datasets: MoMo Mobile
App Dataset, a mobile SC networking application in China containing GPS
data (fields: user ID, timestamp, latitude, and longitude) and San Francisco
Cabs Dataset, containing mobility trajectories of taxi cabs in San Fancisco, USA
(fields: cab ID, timestamp, latitude, and longitude.) Authors performed a com-
parison with differential privacy (DP), a privacy preservation method based on
adding noises into aggregated mobility data. Results showed that the proposed
method was able to improve over the differential privacy approach, considering
metrics related to data usefulness and robustness against attacks.

Other articles have focused on important related problems, for which gen-
eration/data augmentation approaches using GANs have been proposed. New
synthesized data are useful for predicting the location of specific vehicles or
individuals; performing crowd flow prediction, i.e., forecasting in-out flows on a
given urban area [27]; and generating realistic trajectories for vehicles or fleets
of vehicles. Furthermore, these specific problems are related to higher important
issues such as air quality and pollution, public services and public resources (e.g.,
water, electricity, etc.) utilization, public health and the spreading of diseases,
among others. The main challenges related to generation of mobility data to be
applied to these problems are capturing the dynamic of mobility patterns, and
learning the spatial-temporal correlations between data.

4 Case Study: The Public Transportation System
in Montevideo, Uruguay

The Metropolitan Transportation System (STM) is a program whose objective is
the integration of the public transportation of Montevideo and the metropolitan
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area into a common system. The system is aimed at improving mobility through-
out the department of Montevideo and nearby population conglomerates.

STM proposed important investments in road infrastructure for public trans-
portation. A significant modification of STM was including the use of new tech-
nologies that allow a more efficient, rational and safe public transportation. In
turn, the system provides effective control and enhanced convenience for users,
through routes and costs according to their specific needs. A conceptual diagram
of the STM is presented in Fig. 2.

Fig. 2. Conceptual diagram of the STM (Montevideo)

A relevant change of STM was the incorporation of a smart card to pay for
trips [13]. The smart card is an important technological tool to have control and
knowledge about the trips or transfers for citizens of Montevideo and suburban
areas [19]. Previous articles from our research group [2,4,7,13–16] proved that
is possible to process the data of millions of trips using the STM card crossing
various sources (geospatial data, bus information, etc.) and conducting a data
cleansing process to maintain integrity between them. As a result, a set of tabular
data of user trips was obtained.

Travel records are divided into categories of users, namely: public trans-
portation employees, teachers, retirees, minors, common users, among others.
It was recently identified that the records of users who are public transporta-
tion employees are underrepresented, because the trips described do not faith-
fully represent the movement routine in the city of said users. This under-
representation has a negative impact on the statistical indicators that are
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obtained from the original travel data. To address the presented issue, this arti-
cle proposes applying a methodology for building at a more complete version of
the trip data for transportation employees by generating synthesized data, based
on the original data set for all users. In particular, we are interested in the trips
made by the employees of the transport companies, therefore, the false sample
must be filtered by that value. Filtering the sample allows us to focus on those
rows that interest us to make a better statistical study.

5 A Conditional Tabular GAN for Synthesized Data
Generation for the STM

This section describes the data source and the methodology applied for synthe-
sized data generation for the STM using a GAN approach.

5.1 Data Sources

The main source of data is the repository of urban mobility data for the public
transportation system in Montevideo, Uruguay. The dataset consists of tabular
data in csv format developed in a previous research effort by our group [13].
Data for a total number of 289 271 trips were reported, from trips paid using a
smart card.

Relevant information considered in the analysis includes attributes that iden-
tify users, the bus lines (to know the route each passenger takes), the number of
tickets paid using the smart card in each transaction, and the company operat-
ing each line. These attributes are categorical in the set and correctly describe
the mobility patterns of users. In turn, geographical data sources (e.g., shapefiles
containing the route of the considered bus lines) are used to properly locate bus
lines and selecting relevant case studies for the analysis.

5.2 Overall Description of the Methodology

The applied methodology consists of eight activities, organized in three phases,
as described next.

Phase 1: Data Analysis and Preprocessing. The first phase included two
activities: statistical analysis of source data and grouping. The statistical analy-
sis of source data studied the main features of the available data, including the
number of lines and users of the STM, ticket types, user category and number of
passengers. If necessary, attributes (or columns) of the sample that are not rele-
vant for the proposed study (such as date and time of the trip, or patronymic data
of the passengers) are eliminated. After that, the available data were grouped
according to the type of user (i.e., transportation employees) to identify the most
demanded lines in the city. Studying the composition of origin–destination for
user trips in Montevideo is relevant from the study. From a quantitative point
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of view, it is recommended groping the individual records into groups of users to
determine their proportion over the total number of trips and to account for all
the different lines. For example, there should not be a majority of trips associ-
ated with lines in the metropolitan area, since they are the least requested trips.
Furthermore, it should be analyzed whether the number of lines used by a group
of users is representative of their usual trips.

Another relevant analysis for the characterization of public transportation
systems is the identification of underrepresented sets. The statistical analysis
detected that few information is available in the repository for some user cat-
egories. Some data are incomplete or do not represent the daily nature of the
trips of those users. Identifying underrepresented categories is crucial, as they
are the target categories for data augmentation using GANs.

Phase 2: Resolution. The resolution phase included three activities: selection
of the GAN model and architecture, training, and generation of synthesized data.
From the analysis, a conditional GAN for modeling and generating tabular data
(CTGAN) was selected. CTGAN is specialized on the generation of tabular data.
CTGAN has been applied to generate high-quality synthesized tables, including
discrete and continuous variables. This property is very relevant for the reported
research, to correctly generate new data based on the real samples available.

The applied CTGAN was trained considering relevant accuracy metrics and
controlling overfitting. Finally, the CTGAN was applied to generate synthesized
data from the real samples, with the main goals of respecting the distribution,
proportions and fidelity of the original data.

Phase 3: Validation. The last phase included activities to analyze the qual-
ity of the generated data. First, specific metrics were applied to evaluate the
distributions and features of the generated data and two-dimensional graphics
were used to study the correlation with the attributes of real data. After that,
cross-validation was applied combining the generated data with other sources of
geographical information, to analyze the bus lines and passengers routes. Finally,
visualization tools were used to generate maps for a proper visual evaluation of
the generated data. Figure 3 describes the activities in phases 2 and 3.

5.3 The Proposed GAN for Synthesized Data Generation

The proposed approach consists in generating synthesized mobility data based on
the information from all trips of the user groups. A supervised learning approach
is applied, based on structured data. To properly capturing the class information
associated with the groups of users in the considered problem, a conditional GAN
is applied. The diagram of a conditional GAN is presented in Fig. 4.

The applied CTGAN uses the training-by-sampling approach and conditional
generators to resample the training data, so that all categories in discrete vari-
ables have a fair chance of being included in the sample that GAN learns from.
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Fig. 4. Schema of a conditional GAN

6 Experimental Analysis and Discussion

This section describes the experimental evaluation of the proposed CTGAN
approach. The obtained results are reported and discussed.

6.1 Development and Execution Platform

The proposed CTGAN was developed in Python3, following the replicable
research approach. Specific libraries and packages were applied for process-
ing geographic information (Geopandas) and for statistical analysis (scikit-
learn). The library CTGANSynthesizer was used for the implementation and
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the table evaluator library was applied to evaluate the correlations between the
real samples and the synthesized data. The experimental analysis was performed
on the high performance computing platform of National Supercomputing Cen-
ter (Cluster-UY), Uruguay [18].

6.2 Problem Instances

The considered instances correspond to trip records of a particular month (April
2021). This month was selected since it is a representative month for bus trips,
with a normal demand of mobility and activities in the city. Each instance was
built considering a representative sample of trips, respecting the proportions
of trips performed on each line. The proposed CTGAN was trained with this
subset, which comprise about a fifth of the records in the complete repository.

Information in the considered problem instances includes:

– Type of the trip (TT): This attribute refers to the user category. The user
category has the following values: common users (US), student (ST), institu-
tional (OG), retired (RT), and transportation (TR).

– User group (UG): This attribute groups users according to the fare of the
ticket. The considered groups are one hour (1H), two hours (2H), student A
(STA), student B (STB), retired A (RTA), retired B (RTB).

– Number of passengers (NP): This attribute indicates the number of tickets
paid in each smart card transaction (between one and seven).

– Description of the company (CD): This attribute is the name of the trans-
portation company that operates the line.

– Code of the line (CL): This attribute is a numerical code that allows linking
the line with geographical data.

6.3 Results and Discussion

This subsection reports and discusses the results of the experiments performed
to analyze the similarity and correlation between synthesized and real data.

CTGAN Training. The CTGAN was trained for 10 epochs, considering the
loss functions defined for both the generator and discriminator. The training
process was performed over a training dataset, defined by the following five cat-
egorical attributes: trip type, user group, number of passengers, company, and
line, which define the characteristics of the passengers using each line. Figure 5
presents the evolution of the discriminator and generator loss in training exper-
iments.

Results in Fig. 5 show that the generator loss reduced and that the loss of the
discriminator and the loss of the generator have rather similar values after epoch
2. This results indicate that the generator is sufficiently well trained to generate
synthesized data samples that are able to deceive the discriminator. Overall, the
training was performed in an average execution time of ten minutes.
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Fig. 5. Evolution of the discriminator and generator loss in training experiments

CTGAN Validation. The main goal of the validation experiments is to analyze
the similarities of the synthesized data generated using the proposed CTGAN
with samples of the real data. Three samples are considered in validation anal-
ysis, including 10000, 50000, and 100000 records. The table evaluator library is
applied to compute similarity metrics between synthesized and real data.

Modal Partition. The first study evaluates the modal partition of the cate-
gorical variables in the artificial set, compared with the ones in the real data.
This analysis allows detecting if the proportions/relative distributions of each
attribute are respected in the generated data. Figure 6 presents an example of
the obtained results, regarding mode partition of the user category field. In turn,
Fig. 7 presents the mode partition of tickets type for both real and synthesized
data.

The graph bar in Fig. 6 shows that the synthesized data has a similar distri-
bution (modal partition) for the different user categories. Some deviations are
detected in medium-valued categories (ST, OG, and RT), where the proposed
CTGAN generated larger values than real data. Deviations are below 5% in
those cases. A similar situation is observed for ticket type RTB in Fig. 7.

Number of Passengers. Figure 8 compares the real and synthesized data regard-
ing another relevant attribute for travel demand characterization: the number
of passengers for each smart card transaction.

The most relevant results from Figs. 6, 7 and 8 are related to the most impor-
tant categories (type of travel, group of users and quantity of tickets), which
accounts for the larger proportion in previous analysis. These categories are
considered for the analysis of correlations in both real and synthesized data.
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Summarizing, the computed results show that there is a great similarity
between the real and synthesized data samples. This result suggests that it is
possible to consider the generated samples as valuable data augmentation sets
to compute accurate statistics about the STM utilization.
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7 Conclusions and Future Work

This article presented a study applying a GAN approach for generating synthe-
sized data for public transportation systems.

A CTGAN neural network was applied to properly model tabular data from
ticket sales of ITS. The model was trained with real data from the case study
considered in the validation experiment: the public transportation system in
Montevideo, Uruguay.

The main results indicated that the proposed CTGAN was able to generate
accurate synthesized mobility data, according to the statistical analysis of corre-
lations and the graphical analysis of distributions. Accurate values were obtained
for the metrics used to analyze the results: up to 0.94 of mean correlation and up
to 0.80 similarity score with real data. Summarizing, the computed results show
that there is a great similarity between the real and synthesized data samples.
This result suggests that The generated synthetic datasets are valuable inputs
for data augmentation to be used for computing relevant metrics and statistics
about the public transportation system in Montevideo.

The main lines for future work are related to expand the proposed method-
ology to better capturing the main features and attributes of real public trans-
portation data, by applying other GAN models or other generative approaches.
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E.: Parallel computing for processing data from intelligent transportation systems.
In: Torres, M., Klapp, J. (eds.) ISUM 2019. CCIS, vol. 1151, pp. 266–281. Springer,
Cham (2019). https://doi.org/10.1007/978-3-030-38043-4 22

3. Emam, K.E., Mosquera, L., Hoptroff, R.: Practical Synthetic Data Generation.
O’Reilly Media, Inc. (2020)

4. Fabbiani, E., Nesmachnow, S., Toutouh, J., Tchernykh, A., Avetisyan, A., Rad-
chenko, G.: Analysis of mobility patterns for public transportation and bus stops
relocation. Program. Comput. Softw. 44(6), 508–525 (2018)

5. Foster, D.: Generative Deep Learning. O’Reilly Media, Inc. (2019)
6. Goodfellow, I., et al.: Generative adversarial nets. In: Advances in Neural Infor-

mation Processing Systems, pp. 2672–2680 (2014)
7. Hipogrosso, S., Nesmachnow, S.: Analysis of sustainable public transportation and

mobility recommendations for Montevideo and Parque Rodó neighborhood. Smart
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Abstract. This article presents the analysis of the demand and the
characterization of mobility using public transportation in Montevideo,
Uruguay, during the COVID-19 pandemic. A urban data-analysis app-
roach is applied to extract useful insights from open data from different
sources, including mobility of citizens, the public transportation system,
and COVID cases. The proposed approach allowed computing significant
results to determine the reduction of trips caused by each wave of the
pandemic, the correlation between the number of trips and COVID cases,
and the recovery of the use of the public transportation system. Overall,
results provide useful insights to quantify and understand the behav-
ior of citizens in Montevideo, regarding public transportation during the
COVID-19 pandemic.

Keywords: Public transportation · COVID-19 pandemic · Urban data
analysis · Mobility patterns

1 Introduction

Mobility was significantly affected by the COVID-19 pandemic. Although all
transportation means were affected worldwide, the impact was even more notable
on public transportation. Despite the different sanitary measures taken by gov-
ernments and local administrations, the number of trips on public transportation
significantly reduced during the COVID-19 pandemic, mainly because citizens
perceived a high risk of contagion when sharing a mobility mean [30].

The reduction on the number of trips was notable, reaching values over 90%
during the hard restrictions, especially in countries that adopted lockdown as
countermeasure. Trips on public transportation have not fully recovered, even
in countries that have significantly lowered the contagion levels [9,19,27].

The analysis of urban mobility data is crucial to help public administrations
and policy makers to improve public transportation systems [22]. Data analysis
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has been even more important as a tool to study and characterize the mobil-
ity patterns of citizens during the COVID-19 pandemic. A proper analysis via
relevant indicators helps the authorities to identify citizens who are forced to
move despite sanitary measures, understand their behavior, and adequately size
the public transport system in this type of special situation, according to their
needs.

In this line of work, this article presents a study to analyze the demand
and characterize the mobility patterns of citizens using the public transporta-
tion system in Montevideo, Uruguay, during the COVID-19 pandemic. A urban
data-analysis approach is applied to process and analyze available open data
about trips performed in the public transportation system, geographical data,
and statistics about the COVID-19 pandemic in Uruguay.

The main results indicate that the reduction of trips in public transportation
was 71.4%, lower than the reductions reported in similar case studies. In turn, a
negative correlation was detected between the use of the public transportation
system in Montevideo and confirmed COVID-19 cases in Uruguay. A characteri-
zation identifies that neighborhoods with the higher correlation have lower levels
of sociodemographic index, suggesting that low income citizens were the most
forced to use public transportation. Finally, the analysis of the recovery of trips
in public transportation indicate that citizens returned to use public transporta-
tion at a fast pace, significantly faster than in other capital cities. Overall, the
study provides useful insights to understand the mobility patterns and the use
of public transportation in Montevideo during the COVID-19 pandemic.

The article is organized as follows. Section 2 presents a description of the
problem solved and reviews relevant related works. Section 3 describes the case
study, the public ITS in Montevideo, Uruguay. The applied methodology and
implementation details is presented in Sect. 4. The experimental evaluation of the
proposed approach is reported in Sect. 5. Finally, Sect. 6 presents the conclusions
of the research and formulates the main lines for future work.

2 Problem Definition and Literature Review

This section describes the addressed problem and reviews relevant related works.

2.1 Problem Description

The proposed problem is characterizing the use of public transportation during
the COVID-19 pandemic in Montevideo, Uruguay. The main goal is to quan-
titatively evaluate the reductions of the use of public transportation after the
national sanitary emergency was declared, characterize the mobility patterns
during the different stages and waves of the pandemics, and how citizens returned
to use public transportation when the sanitary conditions improved.

The problem is relevant considering two distinctive aspects of the case study
addressed, in Montevideo, Uruguay, which are commented next.
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On the one hand, in Montevideo there is a natural tendency of citizens to
shift to public transportation and more sustainable transportation modes [15,
16], but this tendency significantly reverted during the COVID-19 pandemic
when citizens decided to shift to car for commuting because of the perceived or
suspected risk of shared transportation means as a vector for the spread of the
virus, considering the practically impossibility of observing the recommended
social distance. This fact is not new; as safety is one the main concerns that
affect and determine the mobility behavior of citizens [5].

On the other hand, the model followed by the Uruguayan government to deal
with the COVID-19 pandemic was different than in other countries. Instead of
promoting a lockdown, the ‘responsible freedom’ (libertad responsable) model
was adopted. The model was based in a voluntary quarantine, without limiting
people mobility (i.e., people were never mandated to stay at home). A meticu-
lous tracking of infected people was implemented, complemented by randomized
COVID-19 testing and promoting the use of face masks, publicity campaigns to
promote social distance and social responsibility, and a reasonable reduction of
social activities. The model was successful to keeping infections controlled, even
at zero during several days in the first few months of the pandemics. During the
first eight months of the pandemic, active cases did not exceed a threshold of
200 [29]. The first wave of COVID-19 was this way postponed until mid-2021,
when the influence of tourism and the fully recovered social activities played a
role to help spreading the virus. The situation normalized in August 2021, until
the second wave (Omicron strain) stroked the country in the summer of 2022.
However, vaccination developed at a fast pace (more 50,000 shots per day) and
the country was among the top of the list in terms of percentage of vaccinated
population in the world [8]. The situation returned to normality in March 2022.
The end of the sanitary emergency was officially declared on April 5th, 2022.

2.2 Related Work

Studies on the demand of public transportation during the COVID-19 pandemic
in Europe, North America, and Asia concluded that the number of trips sig-
nificantly reduced. The behavior of citizens varied depending on the type of
lockdown implemented and also other cultural factors [10]. A reduction of 50%
was reported in Australian cities [4], 60% in Stockholm, Sweden [17], and 80%
(peak of 90%) in Budapest, Hungary [6]. Significant differences for the reduc-
tion of public transportation were reported in Poland, depending on the level of
confinement [32]. Reductions between 50% to 85% were reported for Warsaw,
later confirmed by an average of 70%, according to an online survey question-
naire [18]. The reduction was up to 90% in Gdansk, but 75% of the interviewed
persons planned to return using public transportation when the sanitary sit-
uation improved [27]. In the Netherlands, reductions on public transportation
usage up to 90% were reported, based on the analysis of data from 2500 Dutch
citizens [9]. In all reviewed cases, the use of public transportation accounted for
the largest decrease, when compared with other mobility means, such as private
vehicles.
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Similar reductions were reported in North America. Lui et al. [19] studied
the impacts of the pandemic on public transportation demand for more than
100 cities in USA. Results shown that communities with higher proportions of
essential workers and vulnerable populations had higher demand levels during
COVID-19. A similar situation was detected for the public transportation sys-
tems in Toronto and Vancouver, Canada. Palm et al. reported that 63% of citi-
zens stopped using public transportation during the first stage of the COVID-19
pandemic. During the second wave of the COVID-19 pandemic, 70% of citizens
that stopped using public transportation returned [26].

In Latin European countries, where the behavior of citizens is more similar
than in our Latin American cities, different considerations were analyzed. Carteni
et al. [7] found a high correlation between COVID-19 contagion and the number
of trips performed on public transportation 22 days before, during the second
wave (without vaccination). In Spain, Rodŕıguez et al. [28] developed character-
ized the impact of the COVID-19 pandemic on public and private mobility in
Fuenlabrada. The reductions at the peak of the pandemic were significant, 95%
for public mobility and 86% for private mobility. Similar results were computed
for the city of Santander by Aloi et al. [1], who also studied the impact on NO2

emissions and traffic accidents. The average overall mobility reduced 76%, the
demand of public transportation reduced up to 93%. In turn, NO2 emissions
and traffic accidents reduced up to 60%–67%. Awad et al. [3] studied the users
behavior regarding public transportation and shared mobility in Spain. Results
revealed that although the use of public transportation reduced significantly,
citizens were still willing to use public transportation, as long as proper sanity
measures are implemented without increasing the ticket prices.

Few articles have studied the impact of the COVID-19 pandemic in public
transportation in Latin America. Andara et al. [2] presented a study of the
impact of the COVID-19 pandemic on mobility in eight major cities in Latin
America. The study focused on developing descriptive statistical models for the
variation of motorized mobility in the period from March to September 2020.
Traffic congestion and urban transportation were analyzed via regression models.
The main results indicated that private mobility recovered faster than public
transportation. Authors concluded that public transportation did not accounted
as a relevant factor in the spread of the pandemic in the studied cities.

Gramsch et al. [13] analyzed the impact on public transportation of the
dynamic lockdown strategy in Santiago, Chile. The main results reported a
reduction of 72% on the demand for public transportation when strict lockdown
measures were adopted, and a reduction of 12% when the dynamic lockdown
strategy was applied. The study also detected a short-term effectiveness of lock-
downs to reduce mobility. The implemented lockdowns had a greater impact
on the demand for public transportation in municipalities with a larger elderly
population and high-income households.

No studies have been published about the use of public transportation during
the COVID-19 pandemic in Uruguay. This article contributes in this line of work,
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by applying a data analysis approach to characterize mobility in the public
transportation system of Montevideo during the COVID-19 pandemic.

3 Case Study: The Public Transportation System
in Montevideo, Uruguay

The public transportation system in Montevideo is within the Metropolitan
Transportation System (STM), a program designed to integrate all public trans-
portation of Montevideo and nearby locations and conglomerates.

The STM comprises 145 main lines, more than one thousand line variants,
and five thousand bus stops, remarkable large numbers for a city like Monte-
video. Figure 1 presents the bus stops of the public transportation system in
Montevideo.

Fig. 1. Bus stops of the public transportation system in Montevideo

Among several features oriented to develop a more efficient, rational and safe
public transportation, STM introduced a relevant technological improvement:
contact-less smart cards to be used by passengers to pay for tickets, without using
physical money [20]. Each smart card is linked to the identity of the owner, and
the collected data are crucial to analyze the system performance, to determine
the mobility patterns of citizens, and to identify issues that affect the quality of
service offered to citizens.

The information about trips, collected by STM, is crucial to know relevant
data, such as origin stop, destination, travel demand, bus line, date and time
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of travel, type of ticket or category of user, etc. These data allow computing
important indicators, identify mobility patterns, and categorize the mobility
demands. Previous research efforts from our research group [11,12,15,20–23]
processed records of trips in the public transportation of Montevideo, and also
crossing with other data sources (geospatial data, information on lines, etc.).

4 Analysis of COVID-19 and Mobility Information

This section describes the data source and the methodology applied for the
analysis of public transportation in Montevideo during the COVID-19 pandemic.

4.1 Data Sources

The processed data to solve the problem was obtained from open data reposi-
tories provided by the Uruguayan government, under the National Open Data
Catalog . Several data collections are free and fully available. In particular, the
catalog includes data on trips made by bus, from the STM. The dataset of trips
contains all the trips made on the lines of the public transportation system in
Montevideo, including information on companies, lines, date and time, ticket
categories and other relevant information, such as the origin bus stop for each
trip and the payment method (smart card or cash). The information available
for public transportation trips has data from November 2019 to June 2022.

Geographical information was obtained from shapefiles containing the loca-
tion of bus stops in Montevideo and shapefiles containing the polygons of neigh-
borhoods in Montevideo. In turn, free access data provided by the Uruguayan
Interdisciplinary Group for COVID-19 Data Analysis (GUIAD-COVID-19) were
also used. The extracted data from this dataset was the number of registered
COVID-19 cases per day and department [14].

4.2 Overall Description of the Methodology

The applied methodology included three stages: data pre-processing, data pro-
cessing applying parallel computing, and analysis of results.

Data Pre-processing. The data preprocessing stage included data cleansing and
also associating the geographical location (neighborhood) to each registered
ticket sale from the trips dataset. The shapefiles containing the location of bus
stops in Montevideo was crossed with the shapefile containing the polygons of
neighborhoods in Montevideo, to be used in the aggregation of results. The open-
source cross-platform desktop geographic information system application QGIS
was used for this task. A manual classification was performed for those bus stops
that are located outside Montevideo. They were categorized as ‘Canelones East’
or ‘Canelones West’, according to their geographical location (Canelones is the
department surrounding Montevideo).

https://catalogodatos.gub.uy/


206 A. Collares et al.

Parallel Processing. A large volume of data was available to process in the
proposed study. The size of the corresponding datasets for the analyzed period
(2019–2022) was over 73 GB. In addition, there is a large flow of parallelizable
operations, that fit on the using the MapReduce parallel computing paradigm.
Examples of those operations are the grouping of data according to day and
neighborhood (in order to analyze the daily mobility by neighborhood), the
transformation of each trip into an integer for counting the number of trips that
occurred each day, the grouping by day and user category, and the grouping by
day and bus line.

Analysis of Results and Metrics. The final stage involved the computation of
relevant metrics for the analysis and the application of statistics and time series
analysis over the computed results.

4.3 Resolution Strategy

The parallel algorithm for data processing was developed in several stages:

1. An algorithm was implemented to compute the number of trips per day.
The main goal was to find out how the start date of the pandemic and the
declaration of the sanitary emergency impacted on the mobility patterns of
citizens and determine the reduction of public transportation usage. For the
implementation, the data about trips was separated by day to perform a
parallelization of the computation and then a reduce operation was applied
to group by day.

2. A second algorithm was implemented to calculate the correlation between
reported COVID cases and mobility patterns of citizens.

3. In addition, an analysis of the mobility patterns of citizens during the COVID
pandemic by neighborhood, bus line, and user category was carried out. Trip
data was grouped by day and neighborhood, by day and line number, and
by day and user category. The main goal was determining which category
of users most needed to use public transportation, through the value of the
correlation between COVID cases and trips for each case.

4. Finally, the recovery of citizens mobility in the city during the COVID pan-
demic was studied. The analysis studied the dates on which citizens returned
to ‘normal’ levels of public transportation use, by analyzing how the monthly
average of daily trips varied over time.

4.4 Implementation Details

The developed algorithms were implemented using the Scala programming lan-
guage [25] and the Hadoop MapReduce framework [31]. The MapReduce frame-
work adapts very well to the characteristics of the data processing problem and
Scala offers a flexible and robust development and interoperability. Both are
popular options in the field of big data.



Public Transportation in Montevideo, Uruguay During COVID-19 Pandemic 207

The Hadoop Distributed File System (HDFS) was used for data storage.
HDFS is a fault-tolerant system that uses data replication and was designed
to be used as the storage system of Hadoop. Using HDFS allows for a robust
and efficient design. On the one hand, if a processing node goes down, the data
will be available on the other configured nodes. HDFS is optimized to store
large amounts of data and maintain multiple copies to ensure high availability
and fault tolerance. On the other hand, HDFS provides a very efficient access to
data, granting a large bandwidth, so that MapReduce applications can efficiently
process large volumes of data. It also uses the write-once-read-many storage
model, so input data is written once and can be read as many times as needed.

The analysis of processed data and results was performed in Python, using
the Pandas and Matplotlib libraries.

5 Experimental Analysis and Discussion

This section reports the results of the experimental analysis of COVID-19 and
mobility information from the public transportation system in Montevideo.

5.1 Development and Execution Platform

The proposed big data processing approach was developed in Scala and Hadoop.
The experimental analysis was performed on a HPE Proliant server with Xeon
Gold 6138 processor, 40 cores and 120 GB of RAM memory from National Super-
computing Center (Cluster-UY), Uruguay [24].

5.2 Validation Results

The computed results are reported and discussed in the following paragraphs.

Effect of the Declaration of Sanitary Emergency. Figure 2 presents a comparison
of the average number of trips performed on the STM before and after the
sanitary emergency was declared in Uruguay.

The valley at the beginning of the year in Fig. 2 is seasonal: January and
February are the holiday months, whereas most education activities (school,
high school, university) started on March, 2nd, 2020. In a normal situation, bus
trips peak in March, with a similar average than in November.

Figure 2(a) clearly shows the reduction on bus trips from the day when the
sanitary emergency was declared (March, 13rd). The overall reduction was 71.4%
with respect to the number of daily trips in 1–13 March. A different situation
occurred for weekdays and weekends. In weekends, the reduction of trips was
54.1%, mainly because a significantly lower of bus trips are performed on week-
ends. Therefore, the reduction due to the COVID pandemic had a less significant
impact. Figure 2(b) reports the analysis, separating weekday trips and weekend
trips. The graph bar shows that the number of weekend trips reduced to approx-
imately one half of the trips, considering the average trips in weekends from
March 1–13.
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(b) Average of daily trips for weekdays and weekends (November 2019–March 2020)

Fig. 2. Comparison of average daily trips pre- and post-declaration of the sanitary
emergency in Montevideo, Uruguay

The reported reductions on trips performed in public transportation are lower
than other reported cases for similar cities in Europe and America. This result
suggest that the risk perceived by citizens regarding trips in public transporta-
tion was lower than in other countries.

The use of public transportation steadily increased since the first week after
the declaration of sanitary emergency. The evolution is reported and analyzed
in the next paragraph.

Trips and COVID Cases. Figure 3 presents the evolution of the number of trips
from May 2020 to May 2002 in the public transportation system on Montevideo,
and the number of confirmed COVID cases, according to GUIAD-COVID-19
and the Public Health Ministry.
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Fig. 3. Number of trips and COVID cases (April 2020 to May 2022)

Figure 3 shows a clear relation between mobility in public transportation and
the number of COVID cases.

The number of trips reduced when a COVID outbreak happened, and the sit-
uation tended to normalize when COVID cases reduced. After the initial reduc-
tion of 70% in the first month after the sanitary emergency was declared, the
number of trips recovered until the end of 2020. In Uruguay, the initial stage
of the COVID pandemic was remarkable softer than in other countries. Only a
minor increase of COVID cases was observed in August 2000, when the use of
public transportation reduced about 10% (the small valley marked with ‘A’ in
Fig. 3).

Then, the first wave of COVID occurred in December 2020. The number of
cases increased up to 5000, and the use of public transportation reduced more
than 20% (the first large valley marked with ‘B’). A new outbreak in May 2021
reduced more than 40% the number of trips (the second large valley marked
with ‘C’). The number of COVID cases dropped significantly between August
and December 2021, and the use of public transportation returned to almost
normal levels (almost a million trips daily).

The second wave of COVID started in January 2022. The number of cases
increased exponentially, up to almost 40 000 in January 2022. The use of public
transportation decreased accordingly, almost 50%. When COVID cases reduced,
citizens rapidly returned to their common mobility patterns using the public
transportation system, with over one million tickets sold in May 2022.
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Characterization of Daily Trips. Neighborhoods in Montevideo have different
socio-economic realities. To characterize the mobility patterns from/to different
locations, the correlation between trips performed from each neighborhoods was
studied.

Since the dataset of trips does not contain information about neighborhoods,
the shapefiles with the bus stops locations and with the polygons of each neigh-
borhood in Montevideo were processed. The intersection between both shapefiles
was computed to determine the neighborhood where each bus stop is located.
The dataset of trips was grouped by neighborhood and the Pearson correlation
between the number of trips from each neighborhood and the number of COVID
cases reported in the city was computed. Figure 4 shows the correlation between
trips for the 65 neighborhoods in Montevideo and COVID cases.

Fig. 4. Correlation between trips in the public transportation and COVID cases for
neighborhoods in Montevideo

The correlation results in Fig. 4 shows three clear groups of neighborhoods:
low negative correlation, medium negative correlation, and high negative corre-
lation. Most neighborhoods with low negative correlation also have low socio-
demographic indicators. These results are useful to perform an in-depth analysis
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of the impact of the pandemic on different neighborhoods, i.e., considering the
average household income. This analysis is one of the main lines for future work.

Recovery of the Use of the Public Transportation System. The recovery of the
public transportation system was significantly faster in Montevideo, Uruguay
than in other reported capital cities around the world. Table 1 reports the number
of average trips per day for each month in the period in which the sanitary
emergency was in force, and the percentage over the average pre-COVID trips.

Table 1. Analysis of the recovery of trips in the public transportation system

2020

pre-COVID April May June July Aug. Sept. Oct. Nov.

1024743 262008 357921 585612 860123 620732 805118 915852 925801

100.0% 25.6% 34.9% 57.1% 83.9% 60.6% 78.6% 89.4% 90.3%

2020 2021

Dec. Jan. Feb. March April May June July Aug.

880519 650070 575294 720518 572381 590163 701371 738023 835182

85.9% 63.4% 56.1% 70.3% 55.9% 57.6% 68.4% 72.0% 81.5%

2021 2022

Sept. Oct. Nov. Dec. Jan. Feb. March April

925830 996702 992601 990924 602185 712046 1050306 1082415

90.3% 97.3% 96.9% 96.7% 58.8% 69.5% 102.5% 105.6%

Table 1 indicates that after a slow period of two months after the sanitary
emergency was declared, the number of trips recovered fast, i.e., 84% of the
reference value in just four months (July 2020). Despite a reduction in August
2020, by the end of the year the number of trips was almost the same than pre-
COVID (90% in November). Then, the first massive cases of COVID generated a
reduction of up to 56% in February 2021, and the same pattern occurred again,
users steadily recovered the confidence in public transportation, until the first
wave stroked hard in April-June 2021, causing a decrease in the number of trips
up to 56% of pre-COVID numbers. The recovery of the number of trips was
significantly faster after the first wave, reaching values over 90% in just three
months (September 2021) and a full recovery in the last months of 2021. The
second wave (Omicron strain) reduced the number of trips to 59% in January
2022, but the recovery was very fast: the number of trips exceeded the previous
pre-COVID value in just two months, in March 2022.

The reported values demonstrate that despite the reduction on trips in public
transportation as a consequence of the increase of COVID cases, citizens rapidly
trusted again in the public transportation system. The periods for the recovery
of the number of trips was shorter in each wave, and just a month and a half in
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2022. This pace is significantly faster than the ones reported for other similar case
studies in the world [3,13,27]. These facts allows concluding that the responsible
freedom model was not only successful in mitigating the impact of the spread of
COVID, but also in guaranteeing a rapid recovery of mobility patterns and the
use of public transportation in Montevideo.

6 Conclusions and Future Work

This article presented a study and characterization of the use of public trans-
portation in Montevideo, Uruguay, during the COVID-19 pandemic. Following
a urban data-analysis approach, available open data about trips and statistics
about the COVID-19 pandemic in Uruguay were analyzed.

The analysis confirmed a reduction of trips in public transportation of 71.4%,
lower than values reported for similar cities in related works. A negative corre-
lation was detected between the use of public transportation and confirmed
COVID-19 cases. Neighborhoods with the higher correlation have lower sociode-
mographic levels, suggesting that low income citizens were forced to use public
transportation. Trips in public transportation indicate recovered significantly
faster than in other capital cities.

The main lines for future work include expanding the analysis considering
other categories (e.g., age and tariff type) and performing an in-depth analysis
of the impact of the pandemic on different neighborhoods, i.e., considering the
average household income. In turn, a throughout analysis of the post-COVID
situation can be performed once more recent trip data are available.
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Abstract. The operation and management of a municipality generate
large amounts of complex data, enclosing information that is not easy
to infer or extract. Their analysis is challenging and requires special-
ized approaches and tools, usually based on statistical techniques or on
machine learning and artificial intelligence algorithms. These Big Data is
often created by combining many data sources that correspond to differ-
ent operational groups in the city, such as transport, energy consumption,
water consumption, maintenance, and many others. Each group exhibits
unique characteristics that are usually not shared by others. This paper
provides a detailed systematic literature review on applying different
algorithms to urban data processing. The study aims to figure out how
this kind of information was collected, stored, pre-processed, and ana-
lyzed, to compare various methods, and to select feasible solutions for
further research. The review finds that clustering, classification, correla-
tion, anomaly detection, and prediction algorithms are frequently used.
Moreover, the interpretation of relevant and available research results is
presented.

Keywords: Big data · Smart city · Resources consumption

1 Introduction

The smart city concept is popular and common in scientific literature, charac-
terizing a healthy environment that improves the quality of life and well-being
of citizens [10]. Due to the diversity of services, resources, and projects, smart
cities manage huge amounts of data, typically within the Big Data concept.
One can argue what are the minimum conditions and characteristics for a city
to become “smart”. However, since nowadays most operations are controlled via
comprehensive information and communication technologies, the need to collect,
store, integrate, process, and analyze data is prevalent and important in most
cities. Over the past ten years, the number of sensors and metering devices has
been increasing geometrically. The intention to control and understand every-
thing surrounding us became a significant step in the development of technolo-
gies of environmental sensors: smart houses, smart cities, smart devices, IoT,
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and many others. Legacy information is also laying around, in spreadsheets or
databases, which can be valuable if correctly accessed and integrated. Citizens
and institutions also make use of social networks to convey opinions, criticism,
or information about resources, services, or events. The essential questions are
how to use this data and how to extract practical and meaningful information
from all these measurements. Big data is a set of technologies for processing large
amounts of data. It refers not only to the amount of information but also to the
data rate, meaning the multiple streams of data that should be processed in
real-time. Moreover, large examples of data usually enclose hidden, potentially
valuable, patterns. Several unique phenomena associated with high dimensional-
ity, including noise accumulation, spurious correlation, and random endogeneity,
make traditional statistical procedures difficult to use. In the Big Data era, large
sample sizes allow us to better understand heterogeneity by shedding light on
research such as examining the relationship between specific covariates and rare
outcomes.

This work is developed within the project “PandIA - Management of Pan-
demic Social Isolation Based on City and Social Intelligence“, which focus on
providing detailed information, such as resource consumption trends, estima-
tion of people in each area or household, a heat map of suspected outbreaks,
and others to health and municipal authorities and to emergency personal. For
that, it uses information from several sources, including pathogen characteris-
tics, infection statistics, municipal information, social networks, and hospital
information and statistics. The work described in this paper uses a systematic
literature review to understand the nature and purpose of the data generated
and collected in the context of a city. It aims to understand what types of data
are usually considered, how they what collected, what algorithms are used, and
for what purposes. We look for evidence and best practices for using city infor-
mation in Big Data settings, the impact, and results. The authors do not set out
to compare the algorithms with mathematical certainty, we just review various
approaches and provide rough estimates of effectiveness. The article should give
a base understanding of what to do with smart city data. Broadly speaking,
the purpose of this paper is to systematize the basic principles of digital data
handling in the formation and development of smart cities. The review summa-
rizes the research being done for the last five years. The literature is categorized
according to the algorithms used, the approach to handling data, the nature of
data, and the results of the data processing.

The paper is structured in four sections, starting with this introduction.
Section 2 describes the methodology followed in this study. The Result and Anal-
ysis follow, with the results and associated discussion and it finishes in Sect. 4
with some conclusions.

2 Methodology

The main objective of this literature review is to try to understand the data
structure and nature, their sources, the processes of collecting and storing, the
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algorithms and tasks these are developed to do, and, finally, the purposes or
intentions of the results. This literature review follows the approach suggested
by Materla, Cudney, and Antony [11] and by Subhash and Cudney [14], including
three phases: planning, operation, and dissemination (Fig. 1).

Fig. 1. Phases of the systematic literature review.

To guide the search, a set of research questions was considered:

1. What is the format, structure, and context of the data each paper uses?
2. What algorithms are used for urban data handling?
3. What is the complexity of each algorithm?
4. What are the results achieved after the analysis and what do they mean?

The papers were searched in Scopus and IEEEXplore. These databases were
selected because they provide a wide set of areas and the key terms provide
an initial focus on the main objective of this work. A total of 230 papers were
identified in the first run (Table 1).

Only the papers retrieved from Scopus and IEEEXplore published between
January 1st, 2015, and December 31st, 2020, whose text was available in the insti-
tutional repositories were considered. Moreover, papers without a peer review
process and written in a different language than English were also excluded.
After removing the duplicate entries, the total number of papers was 208.

Some guidelines were defined for the title, abstract, and text analysis. After
a primary assessment, a detailed analysis of conformity to a chosen theme was
made. The title’s meaningfulness, associated with the abstract description helped
with this. Next, the text was skimmed to assess if all the information needed
could be found. So, in summary, the papers were analyzed according to the
following steps:
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Table 1. Search terms and the number of papers retrieved

Database Search term Results

Scopus TITLE (“big data” AND (“urban data” OR “smart city” OR “geo data” OR

“social network” OR “predictive maintenance” OR “algorithms”))

123

IEEEXplore ((“Document Title”: “big data”) AND (“Document Title”: “urban data” OR

“Document Title”: “smart city” OR “Document Title”: “geo data” OR

“Document Title”: “social network” OR “Document Title”: “predictive

maintenance” OR “Document Title”: “algorithms”))

107

Total 230

1. Searched articles were limited to the predefined time frame (2016–2021)
2. Papers with non-relevant titles, abstracts, and keywords were excluded
3. Text that did not mention the required subjects was excluded

After analysis of the title, abstract, and text, 196 more papers were excluded
for being out of the scope of this work. A total of 12 papers remained for the
analysis (Table 2).

Table 2. The results of the search by journals

Phase Scopus IEEEXplore Total

search 123 107 230

del. duplicates 114 94 208

title 42 36 78

abstract 11 8 19

content 7 5 12

3 Analysis and Discussion

The analysis process started with the characterization of the selected references.
Content analysis followed, to assess the context and definition of self-study and
the purpose of the work described in the paper.

3.1 Characterization

In total, papers from 9 countries were found. Spain has 3 papers and China 2
papers. For United Arab Emirates, Denmark, Malaysua, South Korea, Taiwan,
India and Greece, a single paper was found. It should be highlighted that the
countries’ distribution does not connect with cities’ development in these regions.

The distribution by year reveals a peak number of papers in 2018, with 7
papers. The lowest amount of research is observed in 2019 (a single paper), which
can reflect the exploration of new approaches in the area. The remaining years
(2017 and 2016, two papers were accounted). Despite considerable attention from
the scientific community to the issue of the impact of such a resource as digital
data on the development of modern socio-economic systems, including cities,
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this area is only beginning to develop, and the understanding of the use of data
as a tool for the development of smart cities remains limited in the scientific
literature. In general, it can be noted that research is increasingly focused on
the use of digital data as a new socio-economic phenomenon, and attempts are
made to conceptualize, classify and evaluate the role of different types of data
in socioeconomic processes. In most cases, such studies are related to the use
of big data in certain areas of the urban environment, such as transportation,
public safety, and environmental protection. At the same time, the literature
lacks studies of a general systemic nature on the use of big data for smart cities
regardless of the field of application.

3.2 Data Types and Sources

The smart city concept implies integrating multiple information and commu-
nication technologies for city infrastructure management: transport, education,
health, systems of housing and utilities, safety, etc. Municipal governments col-
lect numerous heterogeneous information, and an “urban data” term can mean
various datasets: data from video surveillance cameras, traffic, air quality, energy
and water consumption, and images for smart recognition. Therefore for this
study, the essential is to recognize and classify different datasets utilized in con-
sidered resources.

Trilles et al. describe a methodology of (big) data process produced by sensors
in real-time [15]. It assumes that it works with different sensor data sources with
different formats and connection interfaces. Wireless sensor networks (WSN) are
used for monitoring the physical state of the environment: air pollution, forest
fire, landslide, and water quality. Although the system proposed by the authors is
designed to process all data types, the WSNs mainly produce numerical data like
water level, and the gas concentration in the air, mainly classified as quantitative
information. An efficient method to derive spatio-temporal analysis of the data,
using correlations was proposed by [3]. The authors use data from Bluetooth
sensors installed in light poles. The data was collected from the road sensors in
the city of Aarhus in Denmark. The measurements are taken every 5 min and the
dataset includes a timestamp, location information, average speed, and a total
of automobiles at the time of commit. The data were classified as numerical as
there are no text, images, sound, or video information.

Bordogna et al. used in their paper big mobile social data, which included
users-generated, geo-referenced and timestamped contents [4]. The content
means text data that users posts in modern emerging social systems like Twitter,
Facebook, Instagram, and so forth. Hereby, the dataset can be classified as het-
erogeneous by way of containing the text of social network posts and numerical
data of location and time. Wang et al. considered another approach to analysis
and evaluated the effectiveness of deep neural networks [16]. The aim of their
paper was the monitoring and control of local HIV epidemics. The collection
includes statistics on the number of morbidities, mortality, and mortality by
region, age, sex, and occupation. The type of data is categorized as text and
numerical.
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The researchers from Spain, Pérez-Chacón et al., proposed a methodology
to extract electric energy consumption patterns in big data time series [12]. The
study used the big data time series of electricity consumption of several Pablo
de Olavide University buildings, extracted using smart meters over six years.
Karyotis et al. presented a novel data clustering framework for big sensory data
produced by IoT applications [9]. The dataset was collected from an operational
smart-city/building IoT infrastructure provided by the Federated Interoperable
Semantic IoT/cloud Testbeds and Applications (FIESTA-IoT) testbed federa-
tion. The array is heterogeneous and represents measurements of different types:
temperature, humidity, battery level, soil moisture, etc.

Azri et al. presented a technique of three-dimensional data analytics using
a dendrogram clustering approach [2]. It is assumed that the algorithm can be
applied to large heterogeneous datasets gathered from sensors, social media,
and legacy data sources. Alshami et al. tested the performance of two partition
algorithms K-Means and Fuzzy c-Mean for clustering big urban datasets [1].
Compared techniques can be applicable to huge heterogeneous datasets in vari-
ous areas like medicine, business, biology, etc. In the paper, the authors utilized
urban data from various data sources, such as the Internet of Things, LIDAR
data, local weather stations, and mobile phone sensors.

Chang et al. developed a new iterative algorithm, called the K-sets+ algo-
rithm for clustering data points in a semi-metric space, where the distance mea-
sure does not necessarily satisfy the triangular inequality [6]. The algorithm is
designed for clustering data points in semi-metric space. To understand what
semi-metric space is, it is necessary to briefly consider the concept of metrics in
space. The metric is the mapping for some set d : X × X → R, for which the
axioms of non-degeneracy and symmetry have to be satisfied but not necessarily
the triangle inequality. If the distance between different points can be zero, the
metric is semi-metric. The method was evaluated with two experiments: commu-
nity detection of signed networks and clustering of real networks. The dataset
included 216 servers in different locations, and the latency (measured by the
round trip time) between any two servers of these 216 servers is recorded in
real-time.

Chae et al. have compared the performance of the deep neural network
(DNN), long-short-term memory (LSTM), and the auto-regressive integrated
moving average (ARIMA) in predicting three infectious diseases [5]. The study
uses four kinds of data to predict infectious diseases, including search query data,
social media big data, temperature, and humidity. Data related to malaria, chick-
enpox, and scarlet fever, for 576 days, were considered. As a result, the data is
partly numerical and partly text. The research of Chen et al. focuses on multi-
source urban data analysis [7]. The points of interest are geographical, street
view, road map, and real-estate data. The record comprises the road network
of the city, longitude, latitude, name, and functionality of a structure in the
urban environment, and imagery of locations. Obviously, the dataset is ranked
as heterogeneous.
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Simhachalam and Ganesan presented a multidimensional mining approach
in a successive way by finding groups (clusters) of communities with the same
multi-dynamic characteristics [13]. The data refers to the statistics of population,
migration, tax capacity, dwellings, employment, and commuters.

The majority of the studies assume heterogeneous nature data. There are
two research papers with only numerical data and one of the papers investigates
image data processing. Text and numerical data are dominant and they are
collected from multiple sources (Table 3).

Table 3. Data types and sources.

Paper Data Category

[15] data from different sensors heterogeneous

[3] traffic data collected from the road sensors in the city: geographical

location, time-stamp, average speed, and total of automobile

numerical

[4] social networks posts, timestamp, geo-location heterogeneous

[16] 10-year historical HIV incidence data: the number of morbidity, morbidity,

mortality and mortality by region, age, sex, occupation

heterogeneous

[12] electricity consumption for 6 years for several buildings numerical

[9] big sensory data, measurements of different types: temperature, humidity,

battery level, soil moisture

heterogeneous

[2] smart city data heterogeneous

[1] data from the Internet of Things, LIDAR data, local weather stations,

mobile phones sensors

heterogeneous

[6] locations and the latency (measured by the round trip time) between any

two data points

heterogeneous

[5] search query data, social media big data, temperature, and humidity heterogeneous

[7] geographical data, points of interests data(longitude, latitude, name, and

functionality of a structure in the urban environment), street view data,

real estate data, mobile phone location data, social network data,

micro-blog data, taxi GPS trajectory data, taxi profile data

heterogeneous

[13] the measurements of the blood tests as the corpuscular volume of test

substances and the number of half-pint equivalents of alcoholic beverages

drunk per day

numerical

3.3 Algorithms

In general, 12 different approaches to big municipal data processing were con-
sidered. The methods can be divided into groups depending on the manner
of information handling: clustering, classification, correlation, deep neural net-
work, frameworks, and community detection. Figure 2 illustrates the proportion
between different techniques. The most popular approach is clustering, various
algorithms of clustering utilized in 5 considered studies.

The approach followed by [15] includes three layers: content layer, services
layer, and application layer. The content layer includes sensor network data
sources, and the services layer provides database connection, transformations of
data, and communications protocols for real-time data handling and processing.
The last layer implies client application. The service layer implements the Cumu-
lative SUM (CUSUM) algorithm of anomaly detection. The method considers
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Fig. 2. Methods of urban data analysis

the set of observations following a normal distribution. For each collection of
measurements, the cumulative sum is calculated. When the score overcomes the
threshold, the algorithm detects anomalies. If the parameter exceeds the thresh-
old, the anomaly will be due to the increase (up-event), and if the sum is greater
than the threshold, it will be due to the decrease (down-event). Different data
types from multiple sources are processed by a special wrapper and transformed
into standard form. Transformed observation is encoded in line according to
Open Geospatial Consortium (OGC) standard for Observations and Measure-
ments.

The unique method used in [3] tried to apply correlation methods to urban
data analysis. They suggested an efficient method to derive spatio-temporal anal-
ysis of the data, using correlations, with Pearson and Entropy-based methods
and compares the results of both algorithms. Pearson’s coefficient characterizes
the presence of linear dependence between two values. The weakness of Pearson
correlation is poor accuracy when variables are not distributed normally. Mutual
information is the statistical function of two random variables, which describes
the quantity of information of one random value in another. The constraint of
mutual information is that it has a higher processing complexity than Pearson
correlation. The technique continuously calculates the average correlation for
sensory road data divided into two sectors until the data runs out. Different
types of correlation were tested.

The Long short-term memory (LSTM) neural network models, auto-
regressive integrated moving average (ARIMA) models, generalized regression
neural network (GRNN) models, and exponential smoothing (ES) models to
estimate HIV incidence in Guangxi, China, and explore which model is the best
and most precise for local HIV incidence prediction were used by [16]. ARIMA is
the model used for time series forecasting. LSTM is a recurrent neural network,
characterized by the ability to learn long-term dependencies. In this study, sev-
eral models were built. The model with the lowest mean square error (MSE) was
considered the optimal model. GRNN is a feed-forward neural network, which
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estimates values for continuous dependent variables. The principal advantages
of GRNN are fast learning and convergence to the optimal regression surface as
the number of samples becomes very large. GRNN is particularly advantageous
with sparse data in a real-time environment because the regression surface is
instantly defined everywhere, even with just one sample. The method is usually
used for functions’ approximation, so it can provide very high accuracy, but for
huge samples is computationally expensive. ES model is one of the simplest and
most widespread practices of series alignment. The method can be presented as
a filter that receives the original series members as the input, and the output
forms the current values of the exponential average.

The patterns in data related to electricity consumption were searched in
[12]. The methodology describes all stages of data processing: data collection,
cleaning, transformation, index analysis, clustering, and results. The first stage
aims to pre-process the data so that they can be clustered. The second phase
consists of obtaining the optimal number of clusters for the dataset by analyzing
and interpreting various cluster validation indices. Next, k-means is used for
clustering and, finally, retrieves the centroids for each cluster. The processing is
done in Apache Spark and the algorithms include big data clustering validity
indices (BD-CVIs) and k-means.

The community detection algorithm Girvan-Newman GN) [8] algorithm was
modified for big data clustering of IoT sensors by [9]. Their method organizes
complex data in blocks, called communities or modules, according to certain
roles and functions, organized in a multi-graph. The problem is to find in a given
multi-graph a partition of vertices where the objective function is minimized. To
achieve this, the graph edges are deleted iterative, depending on the value of the
metric. The Edge-Betweenness Centrality (EBC) is the most common metric
used, but the computation for this is time-consuming. The authors suggested
a new measure approximating EBC, which capitalizes on hyperbolic network
embedding and can be considered as the “hyperbolic” analog of EBC. This
measure is denoted as Hyperbolic Edge Betweenness Centrality (HEBC), and it is
computed by utilizing the hyperbolic node coordinates assigned to the embedded
nodes. The novel metric enhances the performance without harming accuracy.

The other technique of data organizing and processing proposed by [2] implies
3D data analytics using a dendrogram (hierarchical) clustering approach. 3D
data represents a structure of information that combines, simultaneously, the
classification and clustering tasks. The organized data is mapped to a tree
structure and retrieved by tree traversal algorithms. Dendrogram clustering is a
method of merging objects into bunches. In the study, the bottom-up algorithm
of clustering is utilized, which means that each item in a class is assigned to a
single cluster. Then combine the clusters until all objects are merged together.
An important parameter is a distance between objects in a class. The met-
ric shows a quantitative assessment of the items’ similarity ratio according to
different criteria. The given research does not provide a selection of the spe-
cific parameter, although the choice of metric occurs in the second step of the
method. The ability to retrieve information and the efficiency of the structure
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were measured. In general, the technique demonstrates a good characteristic of
information extraction but not the most attractive performance parameters.

Other clustering algorithms, Fuzzy c-Mean (FCM) and K-Means were tested
by [1]. The k-Means algorithm is one of the simplest methods but at the same
time the most inaccurate. The main idea is that at each iteration, the center of
mass is recalculated for each cluster obtained in the previous step, then results
are partitioned into clusters again under new centers. The algorithm ends when
the cluster is not changed in iteration. The fuzzy c-Mean method allows for
obtaining “fuzzy” clustering of large sets of numerical data and makes it possible
to correctly identify objects at the boundaries of clusters. However, the execution
of this algorithm requires serious computational resources and the initial setting
of the number of clusters. In addition, ambiguity may arise with objects remote
from the centers of all clusters.

A new approach for clustering data points was designed by [6]. In essence,
the method is an extension of the K-set clustering algorithm for semi-metric
space. The problem with the K-sets approach is that the triangle distance is not
non-negative. Thus the K-sets algorithm may not converge at all and there is
no guarantee that the output of the K-sets algorithm is clustering. For solving
this difficulty, the definition of triangle distance was adjusted, so that the non-
negativity requirement could be lifted. The experimental results confirm the
proficiency of the method for the geographic distance matrix and the latency
matrix. The deep neural networks for the prediction of infectious diseases were
used in [5].

A visual analysis framework for exploring and understanding heterogeneous
urban data was presented by [7]. A visually assisted query model is introduced
as a foundation for interactive exploration coupled with simple, yet powerful,
structural abstractions and reasoning functionalities.

One more clustering method is used by [13]. Fuzzy c-Means (FCM), k-
means (KM), and Gustafson-Kessel (GK) clustering algorithms are implemented.
According to the paper, the most accurate and effective algorithm is k-means
clustering, but the other methods have their own advantages and show higher
correctness in certain cases.

3.4 Algorithm Assessment

The algorithms described above have characteristics of performance and scala-
bility that should be understood. Table 4 gives a comprehensive description of
the complexity and accuracy of the considered algorithms. For many, it was not
easy to evaluate the complexity since the time depends on the characteristics
of the machine. Therefore we provide only rough estimates, and all presented
assessments are for worst-case values.

The K-sets+ algorithm yields the highest performance from all cluster algo-
rithms. The time complexity is linear O((Kn + m)I), where I is the number of
iterations. The other method with linear time is Fuzzy c-mean with O(nCI),
where C - number of clusters, I - number of iterations. If we compare the expo-
nent for these two approaches, the apparent fact is that the K-sets+ gives a little
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Table 4. Algorithms assessment

Algorithm Purpose Complexity Accuracy Ref

CUSUM algorithm anomaly detection O(n) — [15]

Mutual information and

Pearson correlation

find correlation between sensory data O(n3) + [3]

LSTM predict diseases O(w) 85%+ [16]

ARIMA predict diseases — 80% [16]

GRNN predict diseases — 76% [16]

ES predict diseases — 74% [16]

K-means clustering to extract electric energy consumption

patterns

O(n2) 78% [12]

modification of

Girvan-Newman

algorithm

community detection O(n2) 65%–100% [9]

Dendrogram clustering produce hierarchical tree structure for

data for data retrieval and analytics

O(n3) — [2]

K-Means clustering O(n2) 87,94% [1,12]

Fuzzy c-Mean clustering O(nCI) 81,91% [1]

K-sets+ clustering in metric space O(Kn + m) 95% [6]

DNN predicting infectious diseases O(wnk) 77% [5]

VAUD spatio-temporal data visualisation — 78,6%+ [7]

K-Means clustering 70,22% 60,41%–87,94% [13]

Fuzzy c-Means (FCM) clustering 68,54% 56,25%–81,91% [13]

Gustafson-Kessel (GK) clustering 60,68% 66,19%–95,83% [13]

Similarity-Matrix-based

Clustering

trip clustering O(n3) — [4]

advantage. Considering the accuracy, K-sets+ has 95% as the worst result. The
Fuzzy c-Means algorithm gives the complexity on average 81,97%. It is note-
worthy that the Girwan-Newman modification provides 100% accuracy for most
datasets and only 50% in the case of outliers. It could be used for a dataset with
low sparseness if high accuracy is required. The dendrogram clustering method
is slower than the others but can produce a hierarchical tree structure for data.
K-means clustering is the simplest method but has a quadratic complexity and
an accuracy of not more than 88% for different input data.

The deep learning algorithms were compared by the set of parameters: MSE,
Root-Mean-Square Error (RMSE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE). From the results given by the authors,
it follows that the most accurate algorithm is LSTM, but at the same time, the
slowest. The fastest method is ES, but with the worst accuracy. All deep learn-
ing algorithms were used for predicting diseases. The accuracy of the ES and
GRNN model was relatively poor [16]. The ARIMA model has several require-
ments: the time series should be stationary with steadily changing differences,
and only linear relationships could be captured [16]. The DNN and LSTM mod-
els were observed to be sensitive to decreasing trends and increasing trends,
respectively [5]. It is worth noticing that the time complexity for the deep neu-
ral network is hard to evaluate with O notation. The authors provide real-time
results, according to the considered research the fastest model is ES, and the
slowest is LSTM.
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The CUSUM algorithm is time linear complexity. The solution is straightfor-
ward and fast but has limitations that must be taken into account, such as the
consideration that all the series must follow a normal distribution and a series of
observations cannot have trends [15]. VAUD presents the visualization of hetero-
geneous urban data. The approach is based on queries to the database, hence the
time complexity can not be estimated. The data gathered from mobile phones
and stored in one database combines different queries and different results are
obtained. The accuracy on average for queries is 76%.

One of the widespread statistical methods applied to big data is correla-
tion. In the listed papers, there is one algorithm that considered the correlation
applied to smart city data. The study compared two types of methods: Pearson
correlation and Mutual information. The time complexity for both is a cube.
But Pearson correlation can discover the linear distribution of data, and mutual
information can discover dependencies in more general data distribution cases.
However, if an application prioritizes real-time response over accuracy, Pearson
correlation will be suitable as it will only give a few false negatives. In other
scenarios with different types of data streams (temperature, pollution, etc.), it
is better to use mutual information without a priori knowledge of the poten-
tial correlations because we do not know the percentage of cases where Pearson
correlation will fail to detect the correlations [3].

The assessment of time and accuracy of all proposed algorithms demonstrate
that if our purpose is prediction, the best variant for us is deep neural networks
like LSTM. For effective clustering, the K-sets+ or Fuzzy c-Means algorithms are
the most powerful. If it is necessary to obtain additional analysis, it is possible
to find the correlation. Considering the context of municipal data the frame-
works are beneficial, as they assume all stages of data processing from storage
to visualizing.

3.5 Processing Outcomes and Purpose

The anomaly detection by CUSUM algorithm of the [15], creates the warning
message for the client side in the case of rare events. Each event contains a sensor
identifier (sender field) and the identifier of the particular observation that has
caused the event (identifier field). An event dashboard visualizes this data. The
panel shows all sensing nodes of a network on a map using markers. Inside each
marker, the amount of events that have been detected for this particular sensing
node appears. If this node triggers an event, the marker turns red, if not the
marker remains blue.

The analyses based on the correlation and mutual information were used to
monitor the traffic of the city. Three sets of experiments have been performed. In
the first one, the performance of Pearson correlation and mutual information was
compared [3]. The results were visualized on Google Maps. It can be concluded
that the Pearson correlation is effective for the linear distribution of data, and
mutual information is vital for nonlinear dependencies but requires more time.

The results obtained by [16] are predictions of HIV disease for two years. Each
compared algorithm has its metrics. For example, ARIMA includes a moving
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average process, an auto-regressive moving average process, an auto-regressive
moving average process, and an ARIMA process according to the different parts
of the regression and whether the original data are stable. To evaluate data
accuracy, they compared with original information about HIV cases for 2015
and 2016 years. The same type of outcomes data demonstrates the [5]. They
compared the same parameters for LSTM, DNN, and ARIMA to evaluate infec-
tious disease prediction correctness. All cluster algorithms give the same result
as a count of clusters and their accuracy.

The electricity consumption data were clustered into 4 and then into 8 groups
in [12]. The outcomes are presented as diagrams. The clusters are categorized
depending on buildings, seasons of the year, and days of the week.

The modification of the Girvan-Newman method with a novel metric pro-
vided by [9], was applied to multidimensional data obtained from an operational
smart-city/building IoT infrastructure. The authors presented an accuracy eval-
uation, modularity, and time comparison of HGN and GN, comparing the execu-
tion time of GN and HGN algorithms for graphs with known communities and
modularity comparison for 5, 10, 20, 30, and 60-minute sampling. Given that
statistics demonstrate the computational efficiency and that algorithm can give
accurate outcomes.

The cluster visualization into dendrograms, as tested on the information
about 1000000 buildings was presented by [2]. Response time analysis was pro-
vided as well, which exhibits that response time for the proposed method is
50–60% faster than non-constellated data.

4 Conclusion

The aim of the article was to figure out what is the trend in the city’s infras-
tructure data processing. The authors were interested in consumption data of
electricity, water, heat, data of city traffic, and the methods for creating predict-
ing models, clustering, and classifying. Increasingly, big data are seen as a key
resource for the development of the urban environment, which presents opportu-
nities for the optimization of economic processes, the creation of innovations in
the social sphere, formation of new management models. The literature review
serves as a foundation for future work in resource expenditures data analysis
and urban management system creation.

The article presents a detailed analysis of the twelve papers from the last
five years. The authors considered the techniques of urban data processing. The
input and output data, assessments of algorithms’ effectiveness, and methods
description are provided. The inspection gives the following results: 1 algorithm
of correlation, 2 algorithms of classification, 1 method of anomaly detection, 2
approaches for data visualization, 5 algorithms of predicting, and 6 methods for
data clustering. A disproportion between the number of reviewed articles and
the number of techniques dues to the fact that more than one method in each
research was provided.

The input and output data vary depending on the method and purposes
of the research. Predominantly heterogeneous data sources are considered. In
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one case the images are exploited and in two cases the numerical information is
leveraged. The heterogeneous data mean that the information of different bases
is used: images, text, and numerical. The video or sound data is not used in
reviewed papers. The major part of the investigation offers a clustering model in
the capacity of output results. The second place in prevalence is frameworks. The
remaining outcomes can be divided between deep neural networks, classification,
and correlation models.

The most interesting approach is the leverage of LSTM. Based on surveyed
articles LSTM gives the highest accuracy of prediction and is the fastest solution
in comparison with similar solutions. The forecasting of social phenomena based
on city data is the most desirable result. Although, in the context of the modern
situation is a still challenging task, as the whole pipeline of the assembly, pro-
cessing, and analysis is important. As the given review demonstrates, different
data are necessary for various problems, different algorithms give diverse find-
ings. The dilemma of the practical benefits and standardization in smart city
data is still open.
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Abstract. This article presents an unsupervised machine learning app-
roach for the problem of detecting use of air conditioning in households,
during the summer. This is a relevant problem in the context of the
modern smart grid approach under the paradigm of smart cities. The
proposed methodology applies data analysis, a thermal inertial model
for estimating the temperature inside a household, statistical analysis,
clustering, and classification. The proposed model is validated on a real
case study, considering households with known use of air conditioning
in summer. In the evaluation, the proposed classification methodology
reached an accuracy of 0.897, a promising result considering the very
small cardinality of the set of households. The proposed method is valu-
able since it applies an unsupervised approach, which does not require
large volumes of labeled data for training, and allows determining char-
acteristics in the electricity consumption patterns that are useful for cat-
egorization. In turn, it is a non-intrusive method and does not require
investing in the installation of complex devices or conducting consumer
surveys.

Keywords: Unsupervised learning · Data analysis · Residential
electricity consumption

1 Introduction

Currently, electricity utilities have advanced strongly in the deployment of vari-
ous smart devices that assist monitoring and decision making. Final consumers
have taken a very active role, given that there is greater knowledge of their
behavior and their use of the electrical resource [23]. For utilities, it is essential
to analyze the large amount of data gathered by using smart devices, to add
value to the electricity business. In the residential sector, the existence of smart
meters is crucial to improve management and profit. At the same time, it makes
it possible to carry out commercial policies in which the consumer is a key player
and feels part of the improvements.
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Usually, utilities only consider the benefits obtained by being able to operate
the smart meter remotely when analyzing the technical requirements of the smart
meter to be deployed. For example, the benefits to obtain consume measurements
without the presence of an employee in the field, to the detect blackouts remotely,
or to perform remote power cuts in case of unpaid bills. For this reason, many
electric utilities do not properly plan the selection of smart meters considering
the benefit they will generate when analyzing the measured data. One of the fea-
tures of smart meters that is not properly valued is the measurement frequency.
Many of the tools that can be developed using consumption data require a high
granularity in the values measured from smart meters. Another technical fea-
ture of smart meters usually underestimated for the creation of these tools, is
the measurement of harmonics.

A very useful approach for building a detailed profile of consumers is to detect
which electrical devices are in use. The literature shows that for obtaining a very
precise disaggregation of the electrical appliances uses from smart meter data,
very high measurement frequency and harmonic measurement are needed [9,10].
If the smart metering infrastructure is already deployed additional devices would
need to be installed in households. However, this type of intrusive intervention
is not always financially profitable and is often frowned upon by clients.

This article addresses the problem of detecting the use of air conditioning
in summer, using the existing infrastructure of the Uruguayan electricity com-
pany (UTE). The company deployed smart meters on residential consumers, so
replacing them would be very expensive. The meters are not capable of mea-
suring harmonics, and have a quarterly consumption measurement frequency.
However, despite the technological limitations, it is feasible to detect air condi-
tioners using the available information and climate data. Detecting the use of
this type of device, which is intensive in the summer, allows designing appropri-
ate energy efficiency policies and commercial products, to optimize the electrical
system and reduce the cost for the company, for consumers, and for the coun-
try [2,12].

An unsupervised machine learning algorithm is proposed to detect the use
of air conditioning in summer. Given a household, the proposed methodology
applies urban data analysis [15] over consumption measurements, and tempera-
ture and irradiance measured at the nearest weather station. An approximation
of the internal temperature of the household is then obtained a simplified model
of thermal inertia for a standard Uruguayan residential building. Thus, a func-
tion is obtained that approximates the internal temperature from the external
temperature and the irradiance. With the fifteen-minute data on consumption
and internal temperature, consumption measurements less than 10% of the aver-
age consumption are excluded, as a criterion to consider the moments in which
there is activity in the household. The resulting data is classified into two sets
using the k-means clustering algorithm, only considering its temperature. A set
of consumptions for low temperatures and another one for high temperatures
are obtained. The average consumption is calculated for each set and if the dif-
ference between these values is greater than a threshold value, the consumer in
the studied household is classified as an air conditioning user.
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A practical validation of the proposed methodology is presented for a case
study with a set of 29 households for whom the use of air conditioning in summer
is known. The main results of the research applying the proposed methodology to
this set, yields an accuracy of 0.897. This result is promising, especially consider-
ing that the study could only be carried out on a very small set of households due
to lack of labeled consumers. The proposed method is valuable since it applies
an unsupervised approach, which does not require large volumes of labeled data
for training and it is non-intrusive. Thus, it is a viable alternative to intru-
sive methods, which require replacing the currently installed smart meters with
more sophisticated ones (a very costly task in economical terms). In turn, having
labeled data to use supervised learning or to validate the presented algorithm
requires conducting surveys that demand a hard and expensive task. Therefore,
the proposed methodology has the advantage that it can be applied immedi-
ately using the current installed infrastructure, without incurring in significant
investments costs.

The article is organized as follows. Section 2 describes the problem addressed
in this article and reviews related works. Section 3 describes the proposed app-
roach, including a description of data sources, the process of data preparation
and the definition of the classification algorithm. Details of the developed imple-
mentation are provided in Sect. 4. Section 5 present the experimental evaluation
of the proposed approach and discusses the obtained results. Finally, Sect. 6
present the conclusions of the research and formulates the main lines for future
work.

2 Problem Definition and Literature Review

This section describes the general problem addressed problem and reviews rele-
vant related works.

2.1 General Problem: Energy Disaggregation

Traditionally, electricity companies have mainly worked using static information
from consumers. The only source of data that dynamically linked consumers to
the company was the measurement that a company official obtained monthly
from traditional meter. Nowadays, the massive deployment of smart meters has
allowed companies in the energy sector to know in greater detail the behavior of
consumers, regarding energy use. It is possible to detect various details regarding
the behavior of consumers with greater or lesser accuracy, depending on the
technical specifications of the smart meters deployed.

If smart meters with high metering frequency and harmonic measurement
are available, it is possible to successfully address the overall problem of energy
disaggregation. It consists of identifying the individual consumption of different
household appliances, using only aggregate measurements of all the measured
variables. Many studies have analyzed the problem of energy disaggregation
using smart meters with advanced technological features.
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2.2 Problem Description: Detection of Air Conditioning Usage

The addressed problem is detecting the use of air conditioners in summer, from
smart meters with a measurement frequency of fifteen minutes and without
measuring harmonics. Air conditioner is the only electrically-intensive device to
lower the temperature of households in the summer. It is highly correlated with
climatic variables and allows addressing the classification problem without the
need to have labeled consumers or to have more advanced measurement devices.
Then, the solution proposed is considered non-intrusive.

The input data consist of electricity consumption curves with quarterly fre-
quency, the geographical location of the consumer, and weather information
to approximate the temperature inside the household. One of the hypotheses
assumed is that the only electrical device for thermal comfort in summer with a
relevant consumption is the air conditioner. Other thermal conditioning devices
for the summer have negligible power consumption respect to air conditioners.
For example, the average power of fans is 50 W and coolers 100 W, compared
to 1000 W to 2000 W for air conditioner. The other hypotheses is that its use is
strongly correlated with the internal temperature of the household.

2.3 Related Work

The application of energy disaggregation tools to the residential sector has devel-
oped strongly after the high penetration of smart meters in electrical systems.
The addressed problem is to estimate the consumption of each of the electrical
devices in the household, considering as input the overall energy consumption.
When disaggregation is coarse-grained, the main objectives are related to provide
more information to consumers on energy bills, or even offer specific commer-
cial products depending on the type of use. When the disaggregation problem is
solved in real time, the main applicability is to identify problems such as elec-
trical losses in the household, detection of overloads, and other relevant issues.

Non-intrusive load monitoring (NILM) and the dissagregation problem in
households were introduced by Hart [11], as an alternative to existing intrusive,
hardware-based monitoring approaches. The main advantages of NILM is that
it does not require installing specific devices, but makes use of existing smart
meters, focusing on more sophisticated software for data analysis. Hart also
introduced the binary (ON/OFF) variant of the dissagregation problem and
proposed the principle of continuity switch, i.e., assuming that in a given small
time interval, few appliances change their status (from ON to OFF or vice versa).

Many recent articles have dealt with NILM as a learning problem, applying
computational intelligence to solve it, both in supervised and unsupervised fash-
ion. Supervised approaches (e.g., Bayesian learning, neural networks (ANN),
patterns similarity) make use of specific datasets of electricity consumption
of each device and the aggregate household consumption signal. Unsupervised
approaches (e.g., Hidden Markov Models, HMM) seek to learn the ON/OFF
state of devices from the aggregate consumption, without explicit knowledge
about the consumption of each device [4].
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Kelly and Knottenbelt [13] studied ANNs for the NILM problem, using the
UK-DALE dataset, which includes the electricity consumption of appliances
(fridge, washing machine, dishwasher, kettle, and microwave) in five houses in
the UK. A denoising autoencoder ANN computed the best results, outperform-
ing over a long short-term memory (LSTM) and a rectangles ANN. Kolter and
Johnson [14] introduced the REDD dataset to study a HMM for the NILM prob-
lem. Mixed results were computed over two weeks of data from five households
(64.5% accuracy on the training set and just 47.7% in the evaluation test).

Our previous articles [6,7] studied the dissagregation of electricity consump-
tion in residential buildings and proposed a method based on detecting simi-
larities in the electricity consumption patterns from previously recorded labeled
datasets. The method was evaluated over four different problem instances that
model real household scenarios, reporting accurate results regarding standard
prediction metrics.

Computational models are also very valuable for energy demand management
and demand response [16,17]. Our previous articles [19,20] applied computa-
tional methods for defining a thermal index associated with an active demand
management that interrupts domestic electric water heaters. Specific models
using Extra Trees Regressor and a linear model were defined for water utiliza-
tion and water temperature considering continuous power consumption measure-
ments of water heaters, and Monte Carlo simulations to compute the proposed
index. The approach was evaluated using real data from the ECD-UY dataset,
Uruguay [8]. The thermal discomfort index correctly modeled the impact on
temperature, providing accurate inputs for demand response and load shifting.
Data analysis and computational intelligence techniques were also applied for
the characterization and forecasting of short term electricity consumption on
industrial facilities [21,22]. The model was validated for an industrial park in
Burgos (Spain), the total electricity demand for Uruguay, and demand from a
distribution substation in Montevideo (Uruguay).

3 The Proposed Approach for the Detection of Air
Conditioning Usage in Summer

This section describes the data sources, the methodology to approximate indoor
temperature, the data preparation and the methodology applied for the detection
of air conditioning usage in summer.

3.1 Data Sources

The consumption data used in this article was provided by the Uruguayan
National Electricity Company (UTE). It corresponds to “Total household con-
sumption” and “Disaggregated electricity consumption by appliance”, two of
the three subsets included in the ECD-UY dataset [8]. The Total household con-
sumption set gathers data of quarterly total consumption from 110953 house-
holds and Disaggregated electricity consumption by appliance contains data of 9
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households with minutal measures and dissagegated consumption by appliance.
These sets have measurements from January 1, 2019 to November 2, 2020. In
turn, data obtained from 20 additional households from known consumers was
used for validation. The overall dataset includes 29 labeled households (19 use
air conditioning in the summer and 10 do not).

To approximate the temperature of the household, which is the variable that
has the strongest correlation with the use of air conditioning, climate information
on temperature and solar irradiance was used. The data used was obtained
manually from Uruguayan Institute of Meteorology (INUMET), disaggregated
by weather station. Only data from January 1, 2019 to November 2, 2020 were
considered, to match with the consumption data. Therefore, the horizon of data
analyzed in this article is determined by these dates.

Likewise, both the consumption and the climate information contains the
location of the measurement, which allows households to be associated with the
climate data obtained from the nearest station.

3.2 Approximation of the Internal Temperature of the Household
from the External Temperature and Solar Irradiance

An approximation of the temperature inside each household is needed for the
proposed model. The proposed approach consists in estimating the inside tem-
perature from the curve of the outside temperature and the external solar irra-
diance.

The thermal inertia that occurs inside the household is considered. The most
relevant factors to model this effect are the construction material, the number
of windows, and the insulation. Cengel et al. [5] showed that the heat flux is
proportional to the magnitude of the temperature gradient, and opposite in
sign. This article only requires an approximation of the internal temperature,
and for this purpose a simplified model, proposed by Absi et al. [1] is used.

The model by Absi et al. assumes that the effect of the walls of a house pro-
duces two transformations in the external temperature curve: a delay (thermal
lag) and an attenuation in the amplitude of the curve. Fig. 1 shows that the
amplitude of the indoor temperature (Aind) is smaller than the amplitude of the
external temperature (Aext). It also shows that indoor temperature is lagged by
β × wirr, the thermal lag considering the irradiance.

According to the aforementioned model, these parameters depend on the wall
material, the wall thickness, and the solar irradiance. Intuitively, the flow of heat
from outside to inside is more delayed (thermal lag) and also the indoor thermal
amplitude decreases when thicker and more robust walls are used, and the lower
the solar irradiance. For instance, if the wall is extremely thin, the indoor tem-
perature and the external temperature are almost equal. This model provides a
rough simplification of the real temperature dynamics, which is appropriate for
the proposed case study, especially considering that there is not enough infor-
mation about households to estimate the internal temperature using a more
complex model.



Air Conditioning Usage in Households 239

Fig. 1. Amplitude variation and thermal lag of indoor and outdoor temperature.

The internal temperature is represented as a function of the external tem-
perature and the irradiance, according to the formulation in Eq. 1.

Tind(t) = (Text(t − β × wirr) − T 24(t))ρ × wirr + T 24(t) (1)

In Eq. 1, the function Tind(t) is the indoor temperature at time t and the
function Text(t) is the external temperature at time t. The function T 24(t) is
the external average temperature of the last 24 h, used as a baseline to esti-
mate the amplitude. Then, β × wirr is the thermal lag and the parameter
ρ = Aind/Aext × wirr captures the amplitude reduction. Finally, wirr = 1 when
irradiance is 0 and a maximum value when irradiance reach its maximum. So
β and ρ are the thermal lag and the amplitude reduction factor when solar
irradiance is 0.

3.3 Data Preparation

The objective of preparing the data is to obtain a historical bivariate series
for the summer, in the considered analysis horizon. The first variable of the
series represents the electricity consumption of the considered household and
the second variable is an approximation of the internal temperature. First, since
the temperature and irradiance data are hourly, they are converted to quarterly
simply by using the hourly value. There are no missing values in either the
consumption data or the climate data.
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To generate the series of indoor temperatures, the parameters β, ρ and wirr

must be estimated. β, ρ and wirr are estimated by measuring real temperature
curves in three types of buildings (considering the most used construction mate-
rials in Uruguay: brick, concrete and wood [3]. First, measures were performed
during the night, so wirr = 1 (since there is no irradiance).

According to Eq. 1, β × wirr is the thermal lag between indoor and outdoor
temperature, considering irradiance. The lag is calculated using the measured
curves at night (i.e., the difference between Text and Tind along the x-axis).
Then, setting wirr = 1, the value of β is determined. Analogously, ρ × wirr =
Aind/Aext; Aind and Aext are measured, and wirr = 1 at night, so, the value of
ρ is determined.

Then, fixing β and ρ, the value of wirr is estimated for a completely clear
day using Eq. 1, so the maximum wirr is determined (wmax

irr ). All estimations are
performed using real indoor and external temperature measures. To compute
Eq. 1 for an intermediate value of irradiance Ireal, wirr must be calculated for
Ireal, proportionally. So wirr = Ireal × (wmax

irr − 1)/(Imax −1), where Imax is the
maximum irradiance measured in a clear day.

Once the three relevant parameters of the temperature model are estimated,
the indoor temperature series is obtained from the outdoor temperature series
and irradiance series applying Eq. 1. This procedure is performed for each house-
hold, using weather data of the closest meteorological station. Figure 2 presents
the internal temperature curves for the same external temperature and solar
irradiance, depending on the type of construction.

Fig. 2. Indoor temperature curves for wood, brick and concrete constructions.
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The graphic in Fig. 2 shows that brick constructions present a thermal inertia
between wood and concrete constructions. In the proposed study, since there is no
information on the construction material of each household, the set of parameters
estimated for a brick construction was used, considering that it represents a non-
extreme thermal inertia. Also, brick is widely used in Uruguay, due to solidity
and durability [3].

Finally, on the bivariate series with quarterly values, the data that do not
correspond to the summer months (December, January, February, and March)
are excluded, since they are not usseful for the proposed analysis. Then, the
maximum consumption for the resulting data is obtained, and all data with
consumption less than 10% of the maximum are excluded from the series, con-
sidering that in those cases there is no activity in the household.

3.4 Unsupervised Machine Learning Classification Algorithm

The unsupervised classification algorithm must take into account the high cor-
relation between the consumption of the household and its internal temperature
when there is activity in it. In the preparation of data, very low consumption was
excluded, to focus on the correlation between consumption and temperature in
the case of activity in the household. It is important to consider that if there is
any device with relevant consumption not associated with thermal conditioning,
it will not present a strong correlation with temperature.

The proposed algorithm consists of performing the following seven steps,
including data preparation:

1. Construction of the indoor temperature curve of the analyzed household,
using the technique described in Sect. 3.2 applied to the meteorological data
of the nearest station. As a result, a bivariate quarterly series is obtained with
consumption and indoor temperature variables.

2. From the series obtained, entries with consumption less than 10% of the
maximum of the series are excluded.

3. A clustering is performed applying k-means, with k = 2 in the temperature
variable. Thus obtaining a set of consumption values for low temperatures
(L) and another set of consumption values for high temperatures (H).

4. A clustering is performed applying k-means, with k = 2 in the consumption
variable for the set L (obtaining two classes, LL and LH).

5. A clustering is performed applying k-means, with k = 2 in the consumption
variable for the set H (obtaining two classes, HL and HH).

6. centerL = (TL, EL) is defined as the center of LH and centerH = (TH , EH)
as the center of the cluster HH

7. if EH/EL ≥ Θ, then the consumer is classified as user of air conditioning,
otherwise it is classified as non-user of air conditioning. Parameter Θ must be
calibrated considering the average increase in quarterly consumption when the
air conditioning is on. The calibration methodology is described in Sect. 5.3.
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Figure 3 presents the main steps of the algorithm. Figure 3a presents the
original data for a consumer. Figure 3b shows the data after excluding low con-
sumptions (step 2). Figure 3c presents the data after step 3, the class L in blue
and the class H in orange. Finally, in Fig. 3d presents the four classes: LL, LH ,
HL and HH after step 6. The blue cross is centerH = (TH , EH) and the orange
cross is centerL = (TL, EL). In this case, the value of EH is significantly greater
than the value of EL, so with a value of Θ barely greater than 1, the condi-
tion EH/EL ≥ Θ would be met and the consumer would be classified as an air
conditioning user.

(a) Original data (b) Low consumptions excluded

(c) Clustering of temperatures (d) EH and EL calculation

Fig. 3. Main steps of the proposed classification algorithm.

The rationale behind the proposed classification algorithm is that if there is
indeed an intensive electrical use associated with thermal comfort, consumption
at high temperatures tends to be greater than consumption at low temperatures.
By separating the consumption by temperature (low and high) into two sets, and
then taking the averages of the highest consumption foe each set, if the value
associated with high temperatures is significantly higher than that associated
with low temperatures, this is due to the use of air conditioning, since no other
thermal conditioning device for summer consumes a significant amount of energy.
However, if the averages are similar, there is not statistical significance in the
reported electricity consumption values with respect to the indoor temperature
and the consumer is classified as a non air-conditioning user.
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4 Implementation

This section presents the implementation details of the proposed solution.

4.1 Implementation Details

The implementation of the proposed classification algorithm involved four stages,
which are described next.

Construction of the Indoor Temperature Curve. The geographical coordinates
of each consumer and the weather stations available were processed to find the
closest station for each household. The curves of temperature and hourly solar
irradiance are obtained from the corresponding station. Next, both curves are
converted from hourly to quarterly, assigning each 15-minute time step the value
of the corresponding hour. Finally, Eq. 1 is applied using the calibrated param-
eters to obtain the indoor temperature series. A new quarterly bivariate series
S, is constructed with consumption and indoor temperature variables.

Selection of Relevant Consumption Entries. To properly capture the correlation
between electricity consumption and internal temperature, the periods of time
when there is activity in the household must be considered.

To determine those periods, the method excludes entries from the series S
with low consumption. Any entry with a consumption less than 10% of the
maximum consumption existing in the considered time horizon is excluded from
the series.

Classification by Indoor Temperature. To perform the classification according to
the indoor temperature, the Keras library is used to apply the the k-means algo-
rithm, using two clusters (k = 2). The resulting clusters represent consumptions
with low temperatures, and consumptions with high temperatures.

Classification by Consumption. For each cluster found according to the indoor
temperature, the k-means algorithm is applied again for classification according
to the consumption variable, using two clusters (k = 2). The resulting clusters
correspond to lower consumptions and higher consumptions values.

4.2 Final Classification

After determining the indoor temperature curve, the selection of relevant con-
sumption entries, the classification by indoor temperature, and the classification
by consumption, four sets are obtained. They represent:

1. Samples that have high consumption with high temperatures;
2. Samples that have low consumption with high temperatures;
3. Samples that have high consumption with low temperatures; and
4. Samples that have low consumption with low temperatures.
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Sets 2 and 4 are ignored, because the focus is analyzing high consumptions
depending on the temperature. The consumption average is calculate for sets
1 and 3. If the quotient between the average obtained for set 1 and the aver-
age obtained for set 2 is greater than a specified threshold Θ, the consumer is
classified as user of air conditioning in the summer. The value of Θ must be esti-
mated in such a way that it correctly considers the difference in consumption at
high and low temperatures. In Sect. 5.3, a value of Θ appropriate for Uruguayan
households is estimated.

5 Experimental Analysis and Discussion

This section presents the experimental analysis and discussion of the results.

5.1 Development and Execution Platforms

The proposed solution was implemented on Python. Many scientific libraries and
packages were used to handle data, fit the models and visualize results, including
Pandas and Matplotlib and Numpy. The experimental evaluation was performed
on the high performance computing infrastructure of National Supercomputing
Center (Cluster-UY), Uruguay [18].

5.2 General Considerations

The labeled data set, consisting of 29 users, was used for the analysis. In any
case, for the calibration of the theta parameter, information from these users was
not used, since in this way supervision would be introduced into the algorithm
and, given the small amount of available data, this strategy would not have
statistical support. For this reason, in this experimental analysis, the set of 29
consumers is used to evaluate the proposed unsupervised methodology but not
for designing it. The vast amount of unsupervised data was used to perform an
exploratory analysis to design the algorithm.

5.3 Parameter Calibration

To calibrate the parameter Θ, the maximum consumption of the considered
household is considered. If it is a consumer that has a relatively low average
consumption for the residential sector, the consumption of air conditioning will
be relevant. However, if the household has a high base consumption, when turn-
ing on an air conditioner, the relative increase in consumption may be small.
Therefore, if the parameter Θ is adjusted for households with high average con-
sumption, it will be suitable for households with low consumption. Taking into
account that the average energy consumed by an air conditioner in fifteen min-
utes on extreme situation is 300 Wh (standard power is 1200 W), and assuming
an average intense consumption in peak hours of 1000 Wh, an appropriate value



Air Conditioning Usage in Households 245

for theta would be Θ = 1300/1000. But the costumer does not use the air condi-
tioner in all extreme temperature situations. Therefore, a conservative Θ value
could be estimated if it is assumed that on average 1 out of 10 times the cos-
tumer uses the air conditioner. Then, the average increase in consumption would
be 300 1

/10 = 30, so Θ = 1300/1270 = 1.0237. This value is the one used for the
experimental analysis and subsequent evaluation.

5.4 Analysis of the Proposed Methodology

To validate the proposed methodology, two analysis are presented. On the one
hand, to calculate the precision of the algorithm in the set of 29 labeled house-
hold data. On the other hand, apply the proposed classification algorithm to the
complete set of non-labeled households of the data from ECD-UY and observe
the percentage of households that results classified in the category of air con-
ditioning use in summer. The purpose of estimating the number of households
that use air conditioning in summer is to compare this value with the continuous
survey of households carried out by the National Statistics Institute. To classify
the unlabeled data, a sample of 1000 households is randomly taken. In both
lines, the procedure described in the Sect. 3.4 is applied to the analyzed set.

5.5 Validation Results on Labeled Data

To validate the results of the application of the algorithm on the labeled data
and considering that the sample is balanced, the accuracy metric is used. The
result obtained on the set of 29 households is an accuracy of 0.897.

All 16 households were correctly classified as users of air conditioning in
summer. However, of the 12 who were classified as not using air conditioning in
the summer, 3 were misclassified. This shows that there were no false positives
and also allows us to conclude that in order to improve the algorithm it is
necessary to avoid the occurrence of false negatives. These considerations are
preliminary, due to the small size of the sample used.

5.6 Validation Results on Unlabeled Data

According to the continuous household survey, by 2021, 53% of households have
at least one air conditioner. When applying the developed algorithm to the
sample of 1,000 non-labeled households, 497 households were classified as users of
air conditioning in summer. Bearing in mind that most households that have air
conditioning use it in summer, since there are no equivalent alternative thermal
conditioning devices in this season (as is the case in winter), the result obtained
of 49.7% is reasonable. This result is preliminary since there are no labels and
it could happen that, although the total percentage is reasonable, many were
misclassified. In any case, it could have happened that this analysis invalidated
the algorithm if the percentage obtained was very different from the one shown
by the survey.
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6 Conclusions and Future Work

This article presented an unsupervised algorithm to detect the use of air con-
ditioning in households, during summer. The proposed approach is valuable
because it can be implemented in Uruguay with the existing infrastructure,
without incurring large investment costs. The unsupervised algorithm applies
the urban data analysis approach. First, it applies a filter by electricity con-
sumption, then a chain of clustering, and finally estimates an indicator related
to the variation in consumption with respect to temperature. As a result, the
proposed algorithm classifies each consumer as a user (or not) of air conditioning
in summer.

The proposed detection methodology was evaluated on a real case study
considering data from 29 households in Montevideo, Uruguay. The unsupervised
algorithm obtained an accuracy of 0.897 in the considered dataset. This is a
promising result, considering the very small cardinality of the set of households.

The main lines of future work are related to improving the accuracy of the
air conditioner detection tool, eventually using supervised learning. For this
approach, communication with consumers (for example, through a mobile app)
would be needed to allow a progressive labeling of households. Another line
of future work consists of detecting the use of devices in real time, using the
information from various sources and big data analysis.
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Abstract. A smart city has a complex hierarchical communication system with
various components. It must meet the requirements of fast communication, relia-
bility, and security without compromising data. In the paper, we discuss methods
and techniques for increasing the speed and reliability of the mobile ad hoc net-
works with a sufficient level of security. We consider combining the secret sharing
schemes and residual number systems (RNS) as an efficient security mechanism
for a smart city dynamic heterogeneous network. We analyze the concept of data
transmission based on RNS that divides data into smaller parts and transmits them
in parallel, protecting them from attacks on routes by adaptive multipath secured
transmission. Proposed networks have the self-correcting properties that improve
the reliability and fault tolerance of the entire system.

Keywords: Smart City · Residue Number System · Secret Sharing Schemes ·
Distributed Storage System · Reliability · Mobile ad hoc network ·
Communication

1 Introduction

A smart city is a set of interconnected solutions of Information and Communication
Technologies (ICT) and the Internet of Things (IoT) integrated into the management
environment of city property and services. As the main assets, various city systems and
objects can act as distributed information systems, i.e., power plants, schools, transport,
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law enforcement agencies, hospitals, and other public services. The main objective is to
improve the living standard and urban service quality. ICT allows to analyze andmanage
the urban environment in real-time with a quick response. There are many scientific,
commercial, and governmental solutions for implementing a smart city concept.

According to Deakin generalized definition [1], a smart city is a city that uses ICT
to meet the needs of city residents. It is not only a set of technological solutions but the
application of these technologies by local communities.

Let us consider the main hardware components of the smart city network. It consists
of many elements, including video surveillance, emergency call systems, biometric sys-
tems, city and banking services, intelligent transport, and IoT solutions (RadioFrequency
Identification [2], sensors for measuring temperature, illumination, pressure, etc.). The
large-scale data sharing in a distributed environment is fraught with data security and
privacy issues since data compromise can harm people and the entire system. Another
important aspect is reliability. Failures can delay the response of emergency systems,
medical, and rescue services. Thus, when building a smart city communication infras-
tructure, design methods that provide data security at the required level while having
high reliability and speed are very important.

To solve this multi-objective problem, we consider the network as a distributed
(DCS) rather than a centralized (CCS) computing system. It is well known that for large
networks, centralized data processing imposes a large load on the central computing
bottleneck slowing down the entire system. More detailed arguments about the positive
and negative properties of a decentralized network can be seen in [3–5].

To ensure the security of such a network, we discuss a combination of the Secret
Sharing Scheme (SSS) [6] and the ResidueNumber System (RNS). SSS is cryptographic
technique that splits a secret into several shares and distributes them among participants,
i.e., S = {s1, s2, . . . , sn}. In the original SSS, to restore the secret, all n shares are
required. In the most used threshold SSS, k shares from n are needed to restore the
secret, where k < n. RNS is one of the most common non-positional number systems
that represents the number in a positional system as a tuple of n numbers (x1, x2, . . . , xn),
obtained by dividing numbers into residuals. Among many applications, we could men-
tion the acceleration of operations due to the parallel implementation of basic arithmetic,
information integrity control, digital signal processing, etc.

This paper is structured as follows: Sect. 2 considers data transmission in smart
city networks. Section 3 discusses existing approaches to ensure security, as well as the
advantages of SSS schemes based on RNS. Section 4 presents the RNS and SSS, as well
as the proposed SSS-RNS. Section 5 discusses the SSS-RNS persistent. Section 6 is
devoted to the presentation and analysis of the obtained experimental results. Section 7
presents the main conclusions and future work.

2 Data Transmission in Smart City Networks

Awireless ad hoc network (WANET) and MANET are important concepts of smart city
communication widely used for ensuring self-configuring and dynamic connectivity
between sensors, humans, and devices that send and receive information.

Lobo et al. [7] study the Quality of Service (QoS) of MANET in smart city networks
with an emphasis on healthcare. Several frameworks were considered that improve the
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quality of transmission in MANET, as well as individual elements, such as video signal
transmission. Cardone et al. [8] discuss the MANET and Wireless Sensor Network
(WSN) hybrid network for fast data collection in the smart city. The authors provide a
transmission protocol based on modern data transmission standards considering IPv6.
Pandey et al. [9] study methods to improve the reliability of MANET networks and
propose a method of self-healing knots.

In this work, our goal is to increase the speed and reliability of the MANET com-
munication with a sufficient level of security. To achieve this goal, we propose the use
of RNS in MANET. In the original version, MANET solves the minimax optimization
problem of finding the shortest path in the network. The smart city network can be rep-
resented as a directed graph, where the vertices are the communication nodes (devices
in the network), and the arcs are the data transmission between the nodes. Let’s establish
that G(V ,E) – smart city network graph, with flow v0 ∈ V . With path cost function
c : E → R. We assume that the set of vertices V split into two non-overlapping subsets
VA and VB (VA ∪ VB = V ,VA ∩ VB = ∅). Now we fix a pair of mappings:

sA: v → VG(v) for v ∈ VA\{v0}; sB: v → VG(v) for v ∈ VB\{v0};
whereVG(v) – the set of ends of all arcs outgoing from a vertex v.We define the following
subgraph Ts = (V ,Es), generated by a set of arcs of the form (v, sA(v)) and (v, sB(V )).
This subgraph has the property that for some given vertex w ∈ V , or there is a way
PT , (w, v0) from w to v0 or there is no such path. In the latter case, moving from w
along the outgoing arcs of the digraph Ts, uniquely get to some oriented cycle Cw. For
an arbitrary vertex w ∈ V define the value c̃(sA, sB,w) as the sum of the costs of the arcs
of the path PT , (w, v0), if such a path exists Ts; if the path does not exist PT , (w, v0) in
Ts value c̃(sA, sB,w) we will assume equal ∞ or −∞ depending on the positivity and
negativity of the sum of the costs of the arcs of the oriented cycle Cw; if the sum of the
costs of the arcs of an oriented cycle Cw equals zero, then the value c̃(sA, sB,w) equals
the sum of the costs of the arcs of the path connecting the vertex w with cycle Cw. That
is, a problem of the form F(w) = min

sA
max
sB

c̃(sA, sB,w).

RNS allows us to approach the solution of this problem with less iteration. If, when
solving the Minimak problem for one path, it is necessary to refine the optimal solutions
up to one at each iteration, then in the case of RNS it is necessary and sufficient to refine
such solutions to equal the number of modules in the RNS system. Thus, the use of
RNS makes it possible to solve an optimization problem for a multiobjective problem.
Consider the data transfer model (Fig. 1 and 2). It is known that MANET transmits using
devices located on the infrastructure-less, distributed wireless networks without static
located transmission stations.

It is an interesting and promising solution providing communication of a big variety
of devices, from mobile devices to personal cars, from smart devices to public transport,
etc. In addition, a smart city infrastructure also contains static nodes, such as data centers,
storage, decision centers, etc. For such a dynamic heterogeneous network, we propose
the concept of parallel data transmission based on RNS that divides data into smaller
parts and transmit them in parallel. The self-correcting properties of RNS can improve
the reliability and fault tolerance of the entire system [10–13].
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Fig. 1. General model of data transmission Fig. 2. Data transfer model

Let us consider a conceptual model described above (Fig. 1). Here, we group the
elements of a smart city according to common features. They can be separated from
each other by large distances and distributed like data management modules.

However, this model gives a general idea of the transmission network complexity.
Each group of components is connected to other groups, and control personnel can
communicate to any device on the network. In such a data transfer model, MANET
provides a definite advantage.Any device, such as a sensor, can send data to a destination,
transmitting it through other devices within the network. Let us take a closer look at how
the smart sensor transmits data over the network to the intended destination.

Figure 2 shows the data transfer model from the sensor to the recipient. The recipient
can be a data warehouse, decision center, data processing center, cloud data analysis,
etc. RNS allows you to transfer data in the MANET network in parallel breaking the
message into several parts. It improves the system’s speed since such parts are smaller
than the message itself. The model of the data transmission packet is shown in Fig. 3.

Thus, the receiver collects pieces of information and combines them. The application
knows howmany parts have arrived and howmany parts should arrive. If k < n parts have
arrived, the receiver recovers the entire message. Otherwise, it waits a certain time, and
the packet is requested again or ignored. RNS is known to have self-correcting properties.
This allows to recover themessage if one or several parts are lost or intentionally changed.
As a result, we can get a network with increasing speed and reliability.
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Fig. 3. Data packet model

3 DCS Security: Challenges and Solutions

Ourmain approach is to useSSS to ensure the security of data transmission. Let us discuss
and compare well-known solutions for providing reliability and security of distributed
data storage and transmission. Four main methods are used to ensure reliability [14]:
Replication, Erasure code, Erasure code modifications, and Error correction code.

Chang et al. [15] presented a modified data replication method, providing a high
encoding and decoding speed. But it requires additional cryptographic primitives to
ensure security and has a high redundancy compared to erasure codes.

Many different modifications of erasure codes have been proposed to create reliable
methods for distributed data storage. The joint use of error correction and erasure codes
maintains system performance and minimizes the load on the data transmission network
when recovering lost fragments [16, 17].

Erasure codes based on the Redundant Residue Number System (RRNS) [18] allow
data to be processed in the encoded form [11]. So, it can be used both in the design of
low-power wireless data transmission devices and distributed storage systems.

Secure distributed data storage and transmission systems are based on the use of
cryptographic primitives - symmetric encryption algorithms (AES) and digital signatures
based on RSA (Rivest, Shamir, Adleman) [19]. The advantages of these approaches are
high speed of encryption and decryption and low data redundancy. The disadvantage is
that an error in the encrypted data leads to its loss. To eliminate this shortcoming, the
use of additional mechanisms for accessing data for a long time is required [20].

When building secure and reliable cloud storage, the following methods are used:
Elliptic cryptography and erasure codes [21, 22], access structures [23, 24], error cor-

rection codes [25, 26], graph-based algorithms and modified data replication algorithm
[27], attribute-based encryption [28], etc.

An alternative approach is to use recovery codes [17], erasure codes and error cor-
rection codes based on RRNS [16]. However, recovery codes and erasure codes do
not allow encoded data processing. Homomorphic calculations process encoded data
without additional computational costs for decoding.
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A significant breakthrough in the field of homomorphic computing came from the
work of Gentry [29]. The authors proposed a fully homomorphic scheme to perform both
addition andmultiplication. Themain disadvantages of this algorithm are significant data
redundancy and lack of control over the results of arithmetic operations.

Particular attention should be paid to the distributed data storage model proposed
in [30], guaranteeing security, privacy, homomorphism, reliability, and scalability. The
authors propose two approaches to building systems based on homomorphic access
structures in RRNS, with RRNS moduli being used as secret keys stored by users. Data
processing leads to an exponential increase in the load on the network and memory,
which makes this model inapplicable in practice in modern conditions.

Access structures [31, 32] ensure data security and confidentiality.RRNS implements
the same functionality as the Mignotte scheme but allows you to control the results of
data processing. Distributed cloud storage is also characterized by collusion risks [33].
Several approaches have been developed to prevent cloud collusion [23]. As mentioned
above, the non-stationarity of the cloud environment reduces the efficiency, performance,
reliability, and security of the system. The adaptive paradigm reduces uncertainty but is
rarely used in cloud computing [33].

Let us consider the following scenario. The user has sensitive data and decides not
to store it in single cloud storage. He divides them into several parts and stores them in
different clouds. There are several types of security threats in this scenario.

Deliberate threats include unauthorized access to information, interception, falsifi-
cation, hacker attacks, etc., in one or more clouds.

Random threats include errors, crashes, etc. They can lead to the loss of one or more
pieces of data, inconsistencies between different copies of the same data, and/or the
inability to restore the original data. Collusion threats are an illegal agreement between
two or more adversaries (in the context of multi-cloud storage, the adversaries are cloud
services) to gain full access to personal data. Cryptographic protocols can be used to
mitigate the risks of deliberate threats, but this is not enough for random threats. To
improve the security and reliability of storage systems, distributed storage mechanisms
based on access structures and error correction codes are used, which distribute data
across multiple CSPs and minimize the likelihood of theft or loss of information in the
event of deliberate and accidental threats. Examples of suchmechanisms are RACS [34],
DepSky [35], and RRNS, using Approximate Rank RRNS (AR-RRNS) [25].

Let us consider four schemes for data sharing (Fig. 4). The first thresholding structure
(Fig. 4a) is a classic scheme where each store or channel has one share of data of the
same size. An example of such a repository is DepSky [35]. The second threshold
access structure (Fig. 4b) is an extension of the previous scheme, see Miranda-Lopez
et al. [33], where each store has the same number of short shares. In both schemes,
data can be recovered if the number of available shares exceeds a given threshold. Data
splitting according to the traditional weighted access threshold structure means that the
storages have one share of different sizes [6] (Fig. 4c).

Babenko et al. [12] proposed a weighted threshold access structure WA-RRNS
(Weighted Access – RRNS) based on a redundant residue number system, where each
store has several short shares (Fig. 4d). In the same work, a more efficient implementa-
tionWA-AR-RRNSwas proposed, using an approximate value of the rank of the number
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represented in the RRNS to speed up the decoding procedure. With this approach, data
can be recovered if and only if the sum of the share sizes is not less than a given threshold
weight.

Fig. 4. Threshold access structure: a) One share per storage; b) Several short shares for each stor-
age; c) Weighted threshold access structure (one share of different sizes per storage); d) Weighted
threshold access structure (different number of shares of the same size per storage).

In the next sections, we show how the size and the total number of shares can change
the reliability, security level, speed, etc. of data storage and transmission. These struc-
tures reduce the load on the transmission network compared to the classical replication
mechanism and reduce the cost.

4 Residue Number System and Secret Sharing

RNS is one of the most common non-positional number systems [32]. Each specific
RNS is determined by a system of coprime bases {p1, p2, . . . , pn} and presentation range
P = ∏n

i=1 pi. Positional number X such that 0 ≤ X < P, in this system is represented
as a tuple of n numbers (x1, x2, . . . , xn), obtained by the formula:

xi = X mod pi, i = 1, 2, . . . , n.

RNS hasmany applications, amongwhich we can note the acceleration of operations
due to the parallel implementation of basic arithmetic operations, information integrity
control, and digital signal processing.

Modular calculus is based on theChineseRemainder Theorem (CRT) [25], according
to which the number X , 0 ≤ X < P, represented by remnants (x1, x2, . . . , xn) in the
system of moduli {p1, p2, . . . , pn}, then it can be uniquely calculated by the formula

X =
∣
∣
∣
∣

∑n

i=1

∣
∣
∣Pi

−1
∣
∣
∣
pi
Pixi

∣
∣
∣
∣
P
,
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where Pi = P
pi
,
∣
∣Pi

−1
∣
∣
pi
– multiplicative inversion Pi modulo pi for i = 1, 2, . . . , n. This

method is called the CRT method or the Garner method. However, it is computationally
complex, since it requires division by a sufficiently large number P. It is worth noting
that there are many well-developed methods for converting numbers back fromRNS to a
positional system, together with an efficient implementation of calculating the remainder
of the division, make this system suitable for use as the basics of a secret sharing scheme
[12, 23, 25].

Let us consider SSSs using Shamir’s threshold scheme as an example [24]. As
mentioned above, threshold schemes allow you to restore the secret k the parties, and
k < n. The idea of this scheme is that the secret is represented as a polynomial k − 1
degrees. Then, to interpolate the resulting polynomial, it is necessary k points, and the
polynomial can be divided into n shares. Then the secret sharing process is as follows.
Let’s say we need to share a secret M on n shares. To do this, take a simple number
p < M , which specifies the final size field p. The following polynomial is constructed
over this field:

F(x) =
(
ak−1x

k−1 + ak−2x
k−2 + · · · + a1x + M

)
mod p

where ak−1, ak−2, . . . , a1 – random numbers that are only known when the secret is
shared.

The secret recovery occurs due to the calculation of the Lagrange interpolation
polynomial according to the following formula:

F(x) =
∑

i
li(x)yi mod p; li(x) =

∏

i 	=j

x − xj
xi − xj

mod p,

where (xi, yi) – polynomial point coordinates. In addition, there is a limitation - all
calculations are performed only in the final field p. In this scheme, an integer polynomial
is used. Despite the low redundancy and high scalability, the field space p is not used
efficiently.

Let us consider a schemewhere a free coefficient represents information.This scheme
was developed by Hugo Krawczyk in 1997 and, as in the case of the Shamir scheme,
bears the name of its creator. Krawczyk scheme [36] appears to be a sharing scheme
(k, n)- secret. It has a secret distribution protocol S among k participants randomly.
In this case, the recovery of the secret is possible from k shares for a fixed value k,
1 ≤ k ≤ n, while k − 1 shares do not allow you to recover the secret S. Thus, this
scheme is a threshold.

Let us consider the information dissemination algorithm designated as IDA. This
algorithm works for parameters n (total number of shares) and r (required number of
shares for recovery). It includes a secure encryption function with a private key, which is
designated as ENC. In addition, the algorithm implements a perfect (k, n)- secret sharing
scheme, denoted as PSS. It is also worth noting that the space of both the secret and the
message in this scheme is the same as for the encryption function ENC.

Share Algorithm:

1. Choosing a random encryption key K ; secret encryption S with ENC turnkey K ,
then E = ENCK(S).
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2. IDA shares the encrypted E on n fragments, then – E1,E2, ...,En.
3. Further PSS, create n key shares K1,K2, . . . ,Kn.
4. Shares are sent Pij,j = 1, 2, ..., n to each participant, as well as Sij = (Eij ,Kij ).

Shares Ki sent Pi in encrypted form.

Recovery Algorithm:

1. k Participants combine their shares Pij,j = 1, 2, ..., k together with Sij = (
Eij ,Kij

)

2. UsingIDA, restoration is underway E from assembled partsEij = 1, 2, ..., k.
3. Further PSS restores the key K from Kij = 1, 2, ..., k.
4. Using K , decrypted E, after which it recovers S.

Thus, the scheme is a computationally secure, ENC is a secure encryption function,
and PSS is the ideal secret sharing scheme. Every share Si has a length |S|k + |K|.
Evidence of this, as well as confirmation of the secrecy of the circuit, is given in [36].

In this section, RNS has been considered, as well as two threshold SSSs. Despite the
obvious advantages of these schemes (low redundancy, scalability, flexibility), they have
several disadvantages, such as the inability to add new participants without restoring the
secret and re-sharing it. As mentioned above, this circumstance is unsatisfactory for
building a smart city. The advantages of SSS-RNS schemes, as well as these schemes
themselves, will be discussed in more detail in the next section.

5 Secret Sharing System with Residue Number System

In this section, we introduce the basic concepts used in constructing SSS based on RNS.
The most famous SSSs on RNS are considered - the Asmuth-Bloom and Mignotte. The
main approaches used for SSS security analysis and their extension for SSS on RNS are
presented.

Let us consider SSS using RNS and RRNS. Let each participant in the scheme have
a unique number or identifier, the entire set of which we will call the universal set of
numbers and denote U (in the simplest case U = {1, 2, . . . , n}, where n – number of
participants in the scheme). The set of allowed coalition numbers is called the allowed
subset of the set U and is denoted by I . On the other hand, an unresolved subset is a
subset Ĩ numbers of members of any coalition that does not have the right to restore the
secret. Scope of the secret S in this case, we will call the set that combines all possible
values of the secret s.

In the Asmuth-Bloom scheme, p0 is selected first. It defines the set of all possible
secrets. Arbitrary secret s should be chosen so that s ∈ Zp0 . Further base system p1 <

p2 < . . . < pk < pk+1 < . . . < pn is chosen, so that
∏k

i=1 pi > p0
∏k−2

i=0 pn−i. The
last inequality is usually called the Asmuth-Bloom condition. At the stage of sharing
the secret, a random number is generated r such that s

′ = s + rp0 <
∏k

i=1 pi. Secret s
is divided so that si = s

′
mod pi is a share for member i, where i = 1, 2, . . . , n. In this

method, any allowed set of participants with numbers from I can uniquely restore the
secret; wherein |I | = m ≥ k. First, using the Chinese remainder theorem, the position
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number is calculated x based on the modular representation (si1, si2 , . . . , sim) in RNS
with bases pi1 , pi2 , . . . , pim , where ij ∈ I for all j = 1, 2, . . . ,m. The original secret is
restored as the remainder of the division of the number x on p0: s = xmod p0.

To discuss the security of the Asmuth-Bloom scheme, consider the shares of some

unresolved coalition of participants with numbers from Ĩ . Then
∣
∣
∣Ĩ

∣
∣
∣ ≤ k − 1, let P =

∏k
i=1 pi and P̃ = ∏

i∈Ĩ pi. All that will be known in this case is the number s̃ = s′ mod P̃.
According to the Asmuth-Bloom condition P/P̃ > p0 and (P̃, p0) = 1, then the set of
numbers s̃, such that s̃ ≡ s

′
mod P̃ and s̃ < P, covers all residue classes modulo p0. Thus,

as shown in [31], a coalition uniting less than k shares of the secret, does not receive any
useful information about the secret, which indicates the strength of the scheme.However,
its serious drawback is the increase in the size of the shares of the secret relative to
the size of the secret itself, which leads to a significant excess of output information.
The following threshold secret sharing scheme is free from this disadvantage., (k, n)-
Mignotte threshold circuit.

In Mignotte’s scheme, the base system p1 < p2 < . . . < pk < pk+1 < . . . < pn is
chosen as a Mignotte sequence, the numbers which satisfy the inequality

α =
∏k−2

i=0
pn−i <

∏k

i=1
pi = β.

To achieve stamina secret s is selected. At the same time, for an arbitrarily secret s
from the gap (α, β) numbers si = smod pi, there are secret shares for each participant
with a number i, where i = 1, 2, . . . , n. Any allowed set of participants with numbers can
restore the secret. I , wherein |I | = m ≥ k. Secret s is calculated usingCRTnumber based
(si1, si2 , . . . , sim), presented in RNS with grounds pi1 , pi2 , . . . , pim , where ij ∈ I for all
j = 1, 2, . . . ,m. To ensure a security, Mignotte sequences with a large value (β − α)/β

should be used [32]. This scheme is not stable, but it has practical applications due to
reducing the amount of output data [37].

Below, we consider the concepts that play an important role in the theory of the
absolute security of a circuit. Based on this approach, we can estimate the entropy of
secret sharing schemes. In the absence of information about the shares of the secret,
we denote the information entropy as H (s ∈ S), where s there is a secret distributed
in the secret definition area S. In this case, the entropy is maximum since only public
information is considered. The entropy of the secret is denoted as H (s ∈ S|si : i ∈ I),
when the shares of the secret belong to a certain known set I ⊆ U . If I is the set of
numbers of the allowed subset of participants, then H (s ∈ S|si : i ∈ I) = 0 since
in this case, the secret must be correctly restored. For the opposite case, in which an
unresolved set of participants is combined, it is important to achieve the maximum
conditional entropy. This condition leads to the formulation of the scheme perfection
condition based on the probabilistic approach. At the same time, the most important
concept of the SSS theory is the decrease of the uncertainty, which is understood as the
quantity

Δ(si : i ∈ I) = H (s ∈ S) − H (s ∈ S|si : i ∈ I).

The decrease of uncertainty in the case where I is the set of numbers of the allowed
subset of participants is equal to the unconditional entropy of the domain of the secret:
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Δ(si : i ∈ I) = H (s ∈ S). Now let the set of participants be unresolved. A secret sharing
scheme is perfect if for all unresolved subsets of numbered participants Ĩ should

Δ(si : i ∈ Ĩ) = 0.

However, as noted earlier, to analyze the security of SSS based on RNS, an additional
concept to study the properties of SSS of this type by conventional methods [38] was
introduced. Therefore, the concept of an asymptotically perfect SSS was introduced.
The scheme is asymptotically perfect if, for all unresolved subsets of participants with
numbers Ĩ and for any ε > 0, there is such p, that, for p0 < p1 < . . . < pn, pi > p

(i = 0, 1, . . . , n), and Δ
(
si : i ∈ Ĩ

)
< ε.

The question of how exactly it is necessary to choose the parameters of the SSS on
the RNS so that it has the asymptotic perfection property remains open. The work [38]
shows the asymptotic perfection of the Asmuth-Bloom scheme when using “sufficiently
close” coprime as the RNS base system. The work [37] considers so-called compact
sequences of coprime numbers with an initial value p0 when pn < p0 +pθ

0 for some real
number θ ∈ (0, 1).

Compact sequences of coprime numbers play an important role in studying the
security of secret sharing schemes. The use of these sequences as a system of RNS bases
makes it possible to build efficient and stable schemes, which is due to the proximity of
numbers on the number line. Thework [37] considers, it is shown that theAsmuth-Bloom
scheme is asymptotically perfectwhen using compact sequences as theRNSbase system.
It should be noted that the Mignotte scheme is not asymptotically perfect. However,
a robustness study would not be complete without an analysis of the computational
robustness of the methods. In the future, we will assume that it is precisely the compact
sequence of coprime numbers that are used as the bases.

Let us now turn to the concept of computational stability of a circuit. Let at some point
in time some analysts managed to collect shares of an unresolved subset of participants
with numbers Ĩ for some SSS. The task of the analyst, in this case, is to recover the
secret based on the available data. In a real situation, many S can be divided into two
subsets. First subset S1 will consist of all secret options that do not fit a secret role given
the known data. Second subset S2 will contain all remaining possible secret options.
For example, if the Mignotte scheme knows the share of the secret sj for module pj,
0 ≤ j ≤ n, then the secret must satisfy the condition: s ≡ sj mod pj. Therefore, in this
case S1 = {s : s ∈ S ∧ s 	≡ sj mod pj} and S2 = {s : s ∈ S ∧ s ≡ sj mod pj}. Note that if
the SSS is perfect, then for it S1 = ∅ and S2 = S.

Thus, to find the original secret, it is necessary to go through all the options included
in S2 and the stability of the circuit depends on the cardinality of this set and on the
computational complexity of exhaustive enumeration. It is necessary to generate the
scheme parameters so that the analyst cannot, using modern computing resources, pick
up the secret in a reasonable time. A circuit that meets these conditions will be called a
computational rack. As a measure of computational security, we take the cardinality of
the set S2: f (Ĩ) = |S2|.

For the Asmuth-Bloom scheme, considering its asymptotic perfection and the
Asmuth-Bloom condition, f (Ĩ) = |S| = ∣

∣Zp0

∣
∣ = p0 for anyone Ĩ . It is easy to see
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that not all secure circuits are computationally secure. But, on the other hand, computa-
tionally secure circuits are not always perfect. The most important in a practical sense
is computational stability.

6 Modeling

In this section, an experimental study of the system considered above will be considered.
The modeling was done by comparing two implementations of SSS-RNS, and is given:
the Asmuth-Bloom implementation and the proposed implementation in Sect. 5 (RNS
implementation). The studywas conducted as follows: the number ofmodules is selected
from 4 to 6; the input is images of various sizes from 6 MB to 146 MB. The study will
take into account the following characteristics: coding and decading time, redundancy
in coding and decading. Let’s consider the obtained results (Fig. 5).
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Fig. 5. a) Encoding Performance. b) Coding Redundancy

Analyzing the obtained results, we can say that the proposed implementation has a
high performance. The encoding time of all images is in the range from 1 to 180 ms.
When as the Asmuth-Bloom implementation is between 40 and 1100 ms. This result is
achieved due to the applied RNSmethods in our implementation. It allows you to reduce
computational complexity due to a larger number of precomputed constants. However,
because of this, it is also necessary to conduct studies of the redundancy that appears
when encoding information. Consider this study (Fig. 5b).

Analyzing this illustration, we can observe that the redundancy of the proposed
implementation remains approximately at the same level, while the redundancy of the
Asmuth-Bloom implementation is 5 times greater and increaseswith the number ofmod-
ules used. Thus, in addition to efficiency in terms of performance, the proposed imple-
mentation also has better coding redundancy properties. When conducting decadence,
similar results were obtained (Fig. 6).
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Fig. 6. a) Decoding Performance. b) Decoding Redundancy

Considering the result obtained for decoding, we can say that similar results were
obtained, as in coding. The proposed RNS implementation also has performance and
redundancy advantages.

Thus, we can say that using the proposed implementation of SSS-RNS, it is possible
to increase the speed of the system, as well as the redundancy of the processed data.
However, this requires a larger number of precomputed constants, which is amanageable
disadvantage when using a static set of RNS modules, but if you need to change the set
of these modules, all precomputed values must be recalculated for the new set.

7 Conclusions

In this work, we study mechanisms for protecting and accelerating smart city commu-
nication systems. Security mechanisms based on different methods are considered. We
show that the most suitable method for a smart city dynamic network is SSS. RNS can be
used as an adaptive mechanism to increase security and reliability through effective cor-
recting management. We propose MANET with RNS to improve the quality of service
for each application used in the self-configuring and dynamic connectivity heteroge-
neous networks. The main advantage of RNS is the versatility of the data representation.
On the one hand, RNS is a highly efficient tool for error-resistant coding of information
based on the corrective abilities of redundant RNS. On the other hand, it is the basis for
designing secret sharing schemes, including efficient computationally secure schemes.
The proposed approach can increase the network’s resistance to attacks of various kinds
and the transmission confidentiality, along with high reliability using multipath routing.
This approach does not have the disadvantages of traditional encryption transmission
methods: the key management problem is solved by using SSS, and the problem of
possible attacks on routes is solved by using an adaptive multipath transmission.
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Abstract. This paper presents the design of a water source monitor-
ing system based on LoRa technology for the Tres Lagunas Andean
high-altitude wetlands ecosystem (Ecuador). The solution has been
implemented using mainly an ATmega1284p microcontroller, an SX1278
transceiver and hydrological sensors. The data is transmitted from the
study site to the TTN server and sent via the MQTT protocol to the
Node-RED platform. On the other hand, a graphical interface has been
developed that allows analyzing historical data of temperature, dis-
solved oxygen (DO), oxidation-reduction potential (ORP) and hydrogen
potential (pH). Furthermore, energy consumption tests and LoRa phys-
ical layer experiments have been performed with the prototype. Results
reveal the proper operation of the prototype. In particular, it has been
observed that SF9 and SF10 present packet reception rates higher than
97%. Regarding SF7 and SF8, they was discarded for this type of scenar-
ios due to the packet loss rate higher than 10%. The main contribution
of this work is the proposal of a portable, low-cost and open source
prototype, focused on the transmission of hydrological data obtained
in Andean high-altitude lakes through IoT technologies for the admin-
istration, management and control of water resources that represent a
fundamental component of a smart city.

Keywords: LoRa · Monitoring system · Wetlands ecosystem

1 Introduction

Applications based on IoT (Internet of Things) technologies constitute a funda-
mental piece in the field of innovation and sustainable development [1]. In par-
ticular, water resource management technologies are vital components of Smart
Cities [2], promoting the use of real time data through online platforms with
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significant efficiency compared to traditional methods [3]. These data are usu-
ally hydrogen potential, conductivity, dissolved oxygen, among others. These
data are measured through sensors and allow determining the water quality [4].
As for water sources, they are usually located in remote areas of the city and
lack services such as Internet access, electricity, among others, therefore, solu-
tions based on IoT and sensor networks (WSN) would allow the creation of
monitoring systems that improve the management of water resources.

On the other hand, the water resources of aquatic systems are vulnerable to
climate change due to several factors, for example, the increase in temperature
can contribute to the evaporation of the lagoons, reduction of the water table
and alterations in water quality [5]. In this context, an economic valuation of
water and carbon storage in the Ecuadorian wetlands was carried out in [6]. The
study area covered the wetlands of the cantons of Nabon, Oña, Saraguro and
Yacuambi, specifically the sectors of Tres Lagunas and the Shincata river. It
should be noted that despite the existence of two INAMHI (Instituto Nacional
de Meteoroloǵıa e Hidroloǵıa) stations, one in Oña (M421) and the other one
in San Lucas (M32), due to the location of these stations, it is not possible
to determine the exact climatic conditions of the study area and therefore the
understanding of these aquatic ecosystems is almost null. That is, the stations
only cover the slopes of the Pacific and Amazon water systems in the study area.
The data collected from these stations, possibly present discrepancies with the
real conditions of the site, due to the contributions of rainfall, fog and drizzle.

In relation to Tres Lagunas, this ecosystem contributes to the subsistence
of nearby populations due to its great ecologic, economic, social, and cultural
value. The main contribution is the supply of water for domestic consumption
and crop irrigation. In addition, it is a place of great cultural importance for the
3 cantons because it is considered a magical place, linked to ancestral religious
traditions, the manifestation of power and energy of mother earth [7]. Currently,
this wetland complex is threatened by several factors, for example, the road that
connects Saraguro and Yacuambi crosses this area and represents a great risk
for the conservation and protection of this sector. In this sense, it is essential to
know the status of the lagoons in order to prevent a deficit of water resources,
improve water quality, and mitigate the effect of anthropogenic contamination
such as vehicle traffic, tourist waste, among others.

Tres Lagunas does not count with a system to monitor weather and water
conditions; the nearest stations are located several kilometers away. Factors such
as distance, adverse weather conditions, limitations in access to the mobile net-
work and the Internet have prevented the implementation of any type of mete-
orological station in the lagoons of interest. Therefore, the deployment of moni-
toring stations in the sector represents a contribution to determine the current
state and vulnerabilities to which the aquatic ecosystems of the site are exposed
and to provide data that will allow us to assess the current state of the lagoons
and the vulnerabilities to which they are exposed.

The company’s strategic management and conservation of natural resources
is a key factor in the implementation of the decisions of the government
institutions.
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In this context, the present work focuses on a technological solution to mon-
itor the Tres Lagunas site, through a data acquisition and transmission device,
from the study site to the Internet. This document is divided into 5 sections, the
second section presents the state of the art, the third section indicates the mon-
itoring architecture, the fourth section presents the results and the fifth section
concludes with the conclusions.

2 Related Works

The integration of IoT solutions in Smart Cities allows the improvement of dif-
ferent services through new technologies. For example, the monitoring of water
resources allows a sustainable management of water services. The best option
when these sites are in remote areas is to use long-range networks such as
LPWAN (Low Power Wide Area Network). For example, networks based on
LoRa (Long Range), have characteristics to be able to adapt to various scenar-
ios. In this context, relevant studies related to such applications are discussed
below.

In relation to the recording of water parameters, data collection devices
require special equipment called probes that are usually very expensive [8].
Therefore, it is essential to develop prototypes that offer greater accessibility
for their use. In terms of implementation, the recording of these environmen-
tal data is performed by devices such as microcontrollers (MCUs), where the
information measured by the sensors is preprocessed and stored internally in the
station also known as node [9]. When the nodes are used in remote locations,
the power supply is provided by batteries, in this context there are several works
that have managed to increase the battery life time for periods longer than one
year [10,11].

In this sense, in [12] a prototype is described, where low-cost sensors are
used for the acquisition of physicochemical water data. During a period of 45
days, the device was tested together with a professional team, obtaining a high
correlation between the data of both teams, verifying the quality of the prototype
information.

On the other hand, monitoring of water ecosystems is very costly in terms of
resources when sites are remotely located and manual access is required to collect
data [13]. One solution is to use wireless communication technologies. In this con-
text, a suitable transmission technology would be LoRa/LoRaWAN. The com-
munication protocol and architecture of this technology support low-cost, mobile
and secure bidirectional communication and is optimized for low power consump-
tion and designed to scale easily [14]. Therefore, the use of LoRa/LoRaWAN is
becoming more and more frequent in different applications and is adaptable to
a wide range of applications.

For example, [15] highlights the importance of the advantages of LoRa in
terms of coverage and energy efficiency, which facilitates its operation in poorly
characterized sites, such as high mountains and glaciers, allowing to open new
fields of research in these areas.
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Regarding remote sites where there is no access to the power grid, the energy
resource of the batteries is crucial for their operation, as discussed in [16], a study
in which groundwater monitoring is performed, where the nodes record the vari-
ables and transmit them to a LoRa Gateway, obtaining 8 days of energy inde-
pendence. Other methods increase the energy resources of the nodes through a
combination of energy sources, for example solar and hydroelectric, as presented
in [17], which provides up to 432 h of autonomy to its nodes.

In this sense, one of the factors of higher energy consumption in LoRa nodes
is generated in the transmission stage. In [18], the importance of selecting the
appropriate transmission parameters is highlighted, otherwise the useful life of
the node is shorter. For example, the increase of power for packet transmission
drastically affects the energy consumption as reported in [19], where their study
focuses only on the rest of the parameters to improve communication. In this
context, the use of low SF (Spreading Factor) values would allow improving
the energy efficiency. For example, in [20] the authors recommend using low
SFs (high data rate) and high transmit power only for nodes that are far away
from the gateway. Another approach is described in [21], where different payload
lengths and physical layer parameters were evaluated to reduce the ToA (Time
on Air), the authors recommend leaving the BW (Bandwidth) fixed and only
focus on the SF and CR (Coding Rate), on the other hand they indicate that it
is necessary to decrease the payload.

Regarding mountain scenarios, in [22] an evaluation of LoRa parameters is
presented, the authors show that the radio transmit power is not a dominant
parameter affecting the network, instead BW, SF and CR play a more relevant
role. In these mounting scenarios, 3 km coverages have been achieved as reported
in [23], where they evaluated the LoRa technology using three data rates in the
433 MHz band, with a transmit power of 20 dBm, highlighting that line-of-sight
is a relevant factor for this transmission technology.

In this context, it is observed that the use of LoRa for environmental data
transmission is feasible and allows an adaptation to different environments due
to its variety of properties that can be configured according to the requirements.
In the present study, a prototype of physicochemical data acquisition focused on
lagoons of the Andean wetlands in southern Ecuador was developed using LoRa
transmission technology for monitoring water sources.

3 Monitoring Architecture

This section details the operation of the monitoring architecture, from the imple-
mentation of the prototype to the presentation of the data using cloud services.

3.1 Prototype Implementation

The hydro station was implemented using hardware and software tools that
facilitate its reconfiguration. In the central part of the station, an ATmega 1284p
MCU of the Pico Power family [24] is used. On the other hand, the measurement
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of physicochemical variables of the water is performed with analog and digital
sensors. Figure 1 shows the integration of the prototype.

PowerBank 10000 mAh

MCUSensors Transmitter
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Fig. 1. Prototype design.

As shown in Fig. 1, the prototype consists of 4 sensors, three are analog-
ical: Gravity pH [25], DO [26], ORP [27], and a digital temperature sensor
DS18B20, the most relevant technical characteristics of these devices are pre-
sented in Table 1. On the other hand, a current sensor INA219 is added to
measure the energy levels consumed by the peripherals and the water station in
general. Additionally, a DS3231 RTC (Real Time Clock) module is incorporated
to provide time stamps to the system. For the control of the sensors, open-source
libraries available in [28] were used. Regarding the communication protocol, the
digital sensors use the i2C protocol and the analog sensors are read with the
10-bit ADC (Analog-to-Digital Converter) incorporated in the MCU.

Table 1. Technical characteristics of the sensors

Parameter pH ORP DO DS18B20 Unit

Measurement range 0.1 a 14 −1500 a +1500 0 a 700 −55 a +125 pH, mV,%, ◦C
Accuracy ± 0.2 ± 1 ± 2 ± 0.2 pH, mV,%, ◦C
Response time 0 0 0 750 ms

Energy consumption 3 3 3 1 mA

Regarding the network layer, it is composed by the LoRa RA-02 module [29]
and its configuration is done through the MCCI-LoRaWAN-LMIC [30] libraries
to work in a LoRaWAN network. This way the data is transmitted wirelessly to
a Gateway that uploads the data to The Things Network (TTN) server. For the
power supply, a PowerBank of 10000 mAh. Finally, a printed circuit board (PCB)
was designed which collects all the components that facilitates the prototypes
usage. Figure 2 shows how the PCB and its components are implemented.
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Fig. 2. Prototype components.

3.2 Water Monitoring System

Figure 3 shows a functional diagram of the monitoring system. For the program-
ming of the ATmega, the Arduino IDE platform [31] was used, in this way the
management of sensors and modules is more flexible from libraries available for
the devices, promoting a more efficient development.
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Fig. 3. Functional diagram of the system.

As for the TTN server, it is required to configure the LoRaWAN network
equipment. In particular, first the node is configured in ABP (Authentication By
Personalization) mode and its AppSKey and NwkSKey credentials are registered
in TNN as well as in the node software, with these credentials the information
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is encrypted and travels from the node to the server. On the other hand, the
Gateway is configured in TTN by means of the MAC (Media Access Control)
address and is accesses the Internet through the mobile network.

The TTN data are decrypted and sent through a MQTT (Message Queuing
Telemetry Transport) server to the Node-RED platform, where an API (Appli-
cation Programming Interface) is implemented with the network nodes: http
in and http response that provide endpoints with the stored data, which could
be visualized in a more user-friendly way through an interface developed with
JavaScript using the APEXCHARTS.JS library. Currently, for the purposes of
the application, only one endpoint has been deployed with the GET method,
which allows retrieving all the data of the available variables. In this interface
the user can observe the changes of the variables with respect to time, analyze
statistical results of the information, access historical data and download them
easily. In this way the system is able to measure, transmit and present to the
user physicochemical variables obtained in high Andean lakes.

4 Evaluation and Results

This section presents the characterization of the prototype, both at the network
level and in the data acquisition process.

4.1 Analysis of LoRa Prototype Performance in Different Scenarios

This section examines the performance of the prototype under different mete-
orological weather conditions, distances and configurations of the SF and CR
parameters both in a rural area and in the high plains, examining the PRR
(Packet Reception Rate), throughput/bit rate, RSSI (Received Signal Strength
Indicator), delay and jitter metrics, by means of histograms with confidence
intervals.

Rural Area. It was first considered evaluating the rural area instead of the
wetlands because of the ease of locating the Gateway-node and thus obtaining
reference data such as bit rate, coverage, antenna location, which allow us to
appreciate the capabilities of the prototype when faced with different environ-
ments. The rural area was the Urdaneta parish in the Saraguro city.
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Fig. 4. Results of the metrics obtained in the rural area.
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Urdaneta is located approximately 30 km away from Tres Lagunas with an
altitude of around 2490 m m.a.s.l. Regarding the environment in the rural area,
many bushes and tall trees were observed between the node and the Gateway,
however; they do not directly interfere with the line of sight. The experiments
were conducted at 4 points at 500 m, 1 km, 1.7 km and 2.2 km distance between
the node and the Gateway.

The general histogram of each SF is shown in Fig. 4a. It can be seen that both
SF7 and SF8 have the lowest rate, therefore, they are the least recommended for
this scenario. From SF9 onwards, an average PRR greater than 97 % is obtained
with a very low confidence interval, which shows stability in the connection.

As for the overall results of the bit rate for each SF, Fig. 4b shows a bell
shape, which is due to the packet loss obtained for the case of SF7 and SF8,
therefore the bit rate is directly affected. On the other hand, for SF10, SF11
and SF12, the PRR is 99%. However, the bit rate at the transmitter decreases
as the SF increases, therefore, the best choice for this case are the values of SF9
or SF10, since they are at an intermediate point and allow to obtain the highest
possible bit rate. On the other hand, the bit rate decreases as the denominator
of the CR increases (see Fig. 4c), with the exception of CR5.

In the results of the RSSI for each SF in Fig. 4d, it is observed that the power
data have varied very little among themselves, however; it is clear the trend of
RSSI reduction as the SF value increases. That is, the signal is slightly stronger
when the SF decreases, while a higher denominator in the CR improves the signal
power (see Fig. 4e), generating changes between each CR of approximately 1 dBm
difference.

Figure 4f shows the average delay values for each SF. There is a clear tendency
for the delay to increase as the SF increases, which corresponds to the theory,
since a larger SF represents higher ToA. As for the CR, it can be seen in Fig. 4g
that the delay is higher when the denominator of the coding rate is larger, since
there are more bits for transmission. However, the variation is very small, going
from 0.84 s to the maximum value of 0.94 s, so the impact of the CR on the delay
is not considerable.

As for the results presented in Fig. 4h regarding the jitter, such behavior is
related to the accuracy of the RTC. In particular, the RTC device (DS3231) has
a minimum scale given in seconds, so the minimum delay is 1 s, which makes
delays of milliseconds or more undetectable. Then, the closer the average delay
is to integer values, the less probability of variance in the delay. As shown in
Fig. 4i, the lowest jitter corresponds to the SF with the promised delay closest
to 1 s, in this case SF11. But this does not mean that using SF11 will have less
jitter and a more reliable connection, but it is an error in the accuracy of the
RTC. However, the jitter does affect the communications with high bit rates or
applications requiring real-time data, so for this case the jitter behavior does not
affect the network.

High Wetlands Area. In the wetland zone, the environment is suitable for
LoRa, as the results from the rural area show an excellent performance when the
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line of sight is completely clear and in Tres Lagunas there are no considerable
interferences. The site is mostly covered with grass, small bushes and wild plants
that do not represent an obstacle. The two points chosen for the location of the
node and the Gateway are 1 km and 1.2 km apart.

Figure 5a shows the overall PRR result for all points and CR combinations.
The PRR tends to increase as the SF increases, reaching an average of 100
% of packets received in SF11 and SF12. In addition, it is observed that SF9
and SF10 have an excellent performance, presenting an average PRR of 99 %
with confidence intervals close to zero. Therefore, with respect to PRR, it is
recommended to use any SF greater than 9.

The overall throughput for the SF and CR values are presented in Figs. 5b
and 5c, respectively. The bit rate tends to decrease as SF increases, with the
exception of SF7 and SF8, due to packet loss. Therefore, SF9 remains the best
choice with respect to bit rate for this scenario, since it provides the highest
possible bit rate. Regarding the CR, the bit rate decreases as the denominator
of the CR increases, but the variation between each CR is very small.

With respect to the RSSI values for each SF, the graph in Fig. 5d presents a
clear trend of decreasing RSSI as the SF increases. However, the degradation is
quite small, e.g., SF10, SF11 and SF12 have approximately the same mean. The
CR values obtained in Fig. 5e show that the RSSI increases as the denominator
of the CR is larger, although the difference is minimal. As in the rural area, a
larger CR denominator improves the signal power.

Figure 5f shows the delay results for this scenario. The data corresponds to
the theory, because as the SF increases, the ToA also increases, which generates
a higher delay. The most interesting result is observed in SF9, where there is a
delay of approximately 10 ms and a reduced variability, which is reflected in the
confidence intervals. Looking at SF9 and SF10, it is evident that the delays are
also very small compared to the rural area, reiterating the importance of line of
sight for LoRa. With respect to SF12, the delay is approximately 1s. In contrast,
Fig. 5g shows that as the denominator of the CR increases, so does the delay.
However, in this case the confidence intervals are very wide as a consequence of
the SF values, since the result corresponds to the mean of all the CRs for each
SF and test point.

In Fig. 6, photographs taken during the development of the experiments in
the study scenarios are presented.
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Fig. 5. Results of the metrics obtained in the high wetlands zone.
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4.2 Energy Consumption

Considering that the prototype is powered by a battery, it is very important to
have an overview of the power consumption during operation. Figure 7a shows
the current consumption of the prototype during a 30 min period, the measure-
ments were taken with a 1 s interval and the confidence intervals were plotted
with 95 % reliability. As for the LoRa interface, SF9, BW 125 kHz, CR 4/5 and
a power of 14 dBm at 433.175 MHz frequency are used.

(a) Rural. (b) Wetlands.

Fig. 6. Experiments carried out in both scenarios.
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Fig. 7. Energy consumption of the prototype.

Figure 7a also shows maximum currents of 76.26 mA and minimum currents
of 6.18 mA, the maximum is due to the current peaks caused by the LoRa
transmission stage and the minimum is during the low power stages.

As for the modules, sensors and peripherals of the prototype, in order to
determine the current power they require, several measurements were made,
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whose average current levels are shown in Fig. 7b. In relation to the MCU, its
power consumption is 2.84 mAh and when adding the sensors its increase was
not significant, reaching 3.22 mAh, on the other hand, when using the LoRa
module with the RTC, it reached 4.99 mAh and the consumption of the entire
prototype was 10.7 mAh.

Finally, tests were performed with a 10000 mAh power supply to verify the
correct operation of the prototype, where only approximately 8 days of autonomy
were obtained. Due to the internal losses of the PowerBank it was not possible
to take advantage of all its capacity, however, the time was enough to perform
the installation and evaluation of the prototype.

5 Conclusions

In this article we have presented a LPWAN application based on LoRa whose
function is to monitor water sources in the Andean pampas, where the results
show that it is possible to implement the system in these scenarios. During the
analysis it was observed that in general SF7 and SF8 have the worst performance,
also the PRR less than 85% is the most relevant aspect that forces to discard
these factors. Among the remaining options: SF 9, 10, 11 and 12, all of them
would be a good option, however, the bit rate decreases as the SF increases, for
example SF12 in the span presents a bit rate of 81 bits/s and for SF10 of 114
bits/s, which evidences less packets transmitted and therefore, less received even
though the PRR is almost 100%. Regarding the delay, it also increases as the SF
increases, and this is clearly observed in the section, where there is a difference
of almost one second between SF9 and SF12. These results reflect that higher
SFs produce higher energy consumption, because they require more time for
transmission. In the case of RSSI, it is observed that lower SFs have a stronger
signal power, however, there is a higher packet loss. It is important to remember
that low SFs are less resistant to noise and have fewer redundant bits. Then,
based on the above considerations, the most appropriate is to choose the lowest
SF that presents a high PRR, in the case of the rural area it would be SF10 and
in the SF9 sector. With respect to the CR, the difference between choosing one
or the other is minimal in all cases, unlike the SF, which does affect the network
considerably.

Comparing the results for each point facilitates the choice of the best scene
for LoRa, concluding that the best performance corresponds to those places that
have a wide area free of interference and with a clear line of sight between the
node and the Gateway. This is clearly reflected in the rural area, where the
farthest point from the node presents better results than closer points, this is
thanks to the free line of sight, since in addition the node and the Gateway were
approximately at the same height.

The energy consumption analysis shows that by using a Power Bank, the pro-
totype reached an autonomy of 8 days, which would limit its installation within
months. To overcome this, other batteries could be evaluated and a charging
system could be added, for example, using solar panels.
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This study did not develop the design of a LoRa Gateway and was limited
to the operation of only one node. As for future work, it is proposed to evaluate
the network using multiple nodes and gateways, allowing to increase the number
of monitoring points and a better coverage of the network.
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de los humedales altoandinos”: Una valoración económica del almacenamiento de
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