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Abstract. The paper introduces software capable of indexing and
searching large archives of scanned historical documents. The system
capabilities are demonstrated on the collection containing documents
from the archives of the post-Soviet security services. The backend of
the system was designed with a focus on flexibility (it is actually already
being used for other related tasks) and scalability to larger volumes of
data. The graphical user interface design has been consulted with histo-
rians interested in using the archived documents and was developed in
several iterations, gradually including the changes induced both by the
user’s requests and by our improving knowledge about the nature of the
processed data.
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1 Introduction

Many institutions aiming to preserve historical documents (primarily written and
graphical ones, but recently also audiovisual) have successfully adopted modern
means of digitizing and storing those materials. However, making these docu-
ments accessible for scholars and even the general public still remains a serious
challenge. The issues that have to be addressed are actually multifold: (a) rather
sophisticated machine learning methods have to be employed to extract search-
able metadata (or, at least, a machine-readable text) from the digitized mate-
rial, (b) an efficient backend solution needs to be implemented for indexing and
storing both the data and the metadata and (c) there is a need to design a
comprehensible Graphical User Interface (GUI) to make the search feasible for
both experts and general users. The paper presents our solutions to (b) and (c)
as implemented in the joint research project with the Institute for Study of the
Totalitarian Regimes (ISTR), Czech Republic [4]. This institution has collected
and scanned over 0.5 million pages of materials from the Ukrainian and other
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post-Soviet archives to document the persecution of people by the Soviet regime.
The nature of the archive presents specific challenges for the machine learning
techniques mentioned above – but those are out of the scope of this paper and are
extensively described elsewhere [2,3]. On the other hand, the backend solution
was implemented to be very universal and has already proven its efficiency in
other related tasks [1,7]. The same is true for the GUI, although naturally, to a
smaller extent—effectively presenting scanned documents, of course, has differ-
ent requirements than presenting a video recording. The presented demo should
be interesting for all archivists and historians struggling with efficient indexation
and presentation of their large, diverse (and potentially multi-medial) digitized
archive materials.

2 Backend Server Implementation

The backend server provides an HTTP interface for the graphical user inter-
face described in Sect. 3. Along with this interface, it controls and executes the
data processing pipeline and interacts with the database. We designed the back-
end server using the experience of building our prototype system for searching
audiovisual archives [5]. Unlike in this prototype, we focused on the ability to
automatically process the input documents in the end-to-end pipeline and pro-
vide the web browser user interface accessible over the Internet. Two kinds of
components control the overall processing of the document collection:

– Workers – A worker represents an atomic processing step. The workers have
a consistent interface and can be executed as stand-alone processes or as part
of the pipeline. An example of a stand-alone worker is an importing worker,
which loads the source documents with their metadata and stores them in the
document database. Other workers for converting media formats, performing
OCR, or indexing OCR results are executed from the pipeline.1

– Pipelines – The pipeline is a basic principle which allows reusing different
workers in different scenarios. It interconnects the workers and creates depen-
dencies between the outputs of one worker and the inputs of another.

In other words, the workers define atomic units of work and pipelines rep-
resent the workflows. The backend stores its state entirely in the shared docu-
ment database; therefore, the processing can be executed in parallel on multiple
machines. Such deployment is simplified using modern containerized technologies
such as Docker and Kubernetes.

The backend uses the MongoDB document database in the current imple-
mentation, storing both the processed and presented documents and the interim
processing results. The backend server is implemented in Python and uses the
Tornado web server for implementing the HTTP interface.
1 The core worker in the presented demo is an OCR worker who internally uses the

Tesseract OCR engine [6]. The OCR engine is wrapped with additional functional-
ities improving the performance of the engine in the domain of scanned documents
– see the details in [2,3].



208 M. Buĺın et al.

The search functionality in the pre-indexed results is implemented as part of
the indexation worker. In other words, the indexation worker indexes the results
(of, for example, OCR) in a specific format of an index, and at the same time,
it allows to search through the index using textual queries.

The architecture of the backend server is very flexible. We use it not only for
indexing the scanned documents but also for multilingual audiovisual archives
[7,8] and interactive archives [1].

3 Graphical User Interface

The topmost part of the processing pipeline is the graphical user interface based
on the latest web technologies, including React and Typescript. The interface
is hosted on a separate Next.js server, which is independent of the backend
server and the mutual communication between these two is established over the
HTTP protocol. This design allows us to exploit the principal features of the
Next.js framework, especially working with the client-side and server-side ren-
dering options and optimizing the interface load time. When a user accesses the
website, their web browser, in the role of the client, starts communicating with
the backend server and exchanges the dynamic data only. In contrast, the static
data structures are processed server-side in parallel. The website is responsive
and capable of detecting the type of device - a mobile version is also provided.
The application is currently accessible at https://cechoslovacivgulagu.kky.zcu.
cz/en.

The crucial function of the interface is to provide a user-friendly browser
of the backend data and to allow the user to search in them. Therefore, the
functional design provides two fundamental modes:

Data Browser. Data are loaded from the backend server in pre-defined struc-
tures gradually, depending on the user’s requests. Rendering the title page
requires only the metadata of available archives, while the list of documents
and more detailed data are loaded after selecting the corresponding archive. As
there are many documents in total, we use pagination and load the documents
in chunks. Once loaded, all the data are saved in the cache memory of the user‘s
web browser, making them instantly accessible when requested repeatedly. The
viewer of scanned documents (Fig. 1, right side) is capable of image rotation,
zooming, listing documents metadata, and entering the full-screen mode.

Browser of Search Results. The application’s core feature is searching for a
textual phrase in a vast database of scanned documents, namely with no or a rea-
sonable time delay. The GUI provides a search frame accepting a Unicode phrase
with additional settings of the search scope with options: 1) the whole database,
2) the currently opened archive, 3) the currently viewed document. Additionally,
a Russian virtual keyboard is available for entering special characters.

After sending the search query to the backend, the results are returned and
listed in the lefthand side of the interface (see Fig. 1). Every single occurrence of

https://cechoslovacivgulagu.kky.zcu.cz/en
https://cechoslovacivgulagu.kky.zcu.cz/en
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Fig. 1. GUI - showing results for search phrase “Praha” (Lit. Prague). The system
found various Czech inflexion forms (Praze, Prahy) in many documents. Left: A tree
structure of sorted results. Right: A multi-tool document viewer.

the requested phrase is returned with a confidence score. The documents then
can be sorted by the highest score of contained occurrences, by the number of
occurrences or hierarchically into a structured tree, which is the default option.
Furthermore, results from unwanted archives can be filtered out when using the
whole database scope. The list of occurrences on the lefthand side (Fig. 1) is
connected to the bounding boxes in the document viewer; hence we can easily
find the correct place in the image by clicking on the desired result in the list.
Search results can also be downloaded into a well-arranged .csv file.

4 Conclusion

The presented demo system currently includes only a relatively small portion
of the data collected by the cooperating historical institute ISTR. However, the
backend solution has been proven to scale up in other tasks with much larger
data sets. It is also important to stress that the current GUI design results from
several rounds of graphical and functional design changes that were consulted
with—and often initiated by—the actual target users, mainly the historians from
the ISTR. Such changes include the addition of the Russian virtual keyboard or
automated cropping of scanned documents.
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