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Abstract. Diabetic retinopathy is a major issue faced all over the world peoples
that causes permanent blindness. With the onset of symptoms of diabetic retinopa-
thy and the illness advances to an extreme level, it is difficult to recognize diabetic
retinopathy at an earlier level. This paper presents the automatic detection of blood
vessel segmentation based on U-net architecture. First, the retina blood vessels
were segmented using a U-Net Architecture with the encoder/decoder module
of multiple convolutional neural networks. For segmentation, binary conversion
techniques are used. For the classification, deep learning models were proposed,
namely ResNet50, Inception V3, VGG-16, and modified CNN. The final results
are measured on a standard benchmark DRIVE dataset that contains 2865 reti-
nal blood vessel images. For image classification, the proposed modified CNN
performed better for DRIVE datasets with an accuracy score of 98%. Precision
of 98%, Recall is 94.5% and F1-score is 95%. This paper evaluates the percep-
tional quality of segmented retinal images using SSIM. In this study pixel intensity
was measured using RMSE, and PSNR to assess the quality of the retinal vessel
segmented image.
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1 Introduction

Analyzing retinal fundus images has become more important in diabetic retinopathy
detection, obtaining essential information underlying the condition of eyes in diabetic
patients and early diagnosis of specific illnesses such as cataracts and diabetic retinopathy
[1]. The human eye is one of the most important and delicate parts of the human system.
The fundus, which contains the retina, optic disc, macula, and fovea, is the area of the
upper eyelid facing the lens. When in an eye test, it can be noticed by peering through
the retina. The principal structural components apparent from color fundus imaging
are the retinal blood vessels [2]. Color fundus imaging can reveal hemorrhages in the
retina arteries, fundus hemorrhage, edema, and other disorders. Medical experts rely on
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these foundations to recognize and effectively treat disorders. They form the founda-
tion on which eye doctors identify and treat disorders. Early detection, early diagnosis,
and treatments of diabetic retinopathy illnesses all require precise segmented retinal
blood vessel images. Manually segmentation is a time-consuming process, difficult, and
needs advanced skills. When various specialists segment identical blood vessel images
in medical practice, the outcomes are inconsistent, resulting in inaccuracies in vessel
segmentation [3]. The retinal vascular segmentation technique can ease eye specialist
diagnosis stress and efficiently handle the concerns of unskilled medical experts. As a
result, automated retinal vascular segmentation is critical for the medical detection and
treatment of ocular illnesses.

There are various difficulties in segmenting retinal blood vessels is exacerbated by
the extremely complicated design of retinal blood vessels, poor contrast between both
the retinal targeted artery and the foreground image, and noise contamination when
obtaining retinal images. Though there are numerous obstacles to achieving correct
retinal vascular segmentation, it is critical for early detection of DR and therapy [4].

The main contribution of the paper is given below.

e We use preprocessing methods such as image augmentation to increase the number
of images and to enhance the number of training instances and data normalizing
to denoising to accurately forecast classifications to create the best massive retinal
datasets for training the proposed model.

e We proposed the U-net architecture for retinal blood vessel segmentation of detecting
the DR at early

e Measuring the perceptual quality of segmented images to improve the accuracy of
detecting DR at an early stage after vessel segmentation.

e We train the proposed CNN model (Resnet50, InceptionV3, and VGG16) to distin-
guish the minor variations among retinal images for diabetic retinopathy detection.

2 Related Work

By detecting and recognizing diabetic retinopathy using a segmentation strategy, sev-
eral investigators have contributed to a considerable increase in detection and diagnosis
approaches. The method for optical disc segmentation based on the histogram matching
approach were suggested in [5]. In this approach, portions of the retinal fundus images
were utilized to generate a framework, and then the mean of histograms for every col-
ored element was determined to locate the optical disc’s center. The association between
several RGB elements of the source image and the framework is also calculated, and
the location with the highest significance level is chosen as the optical disc center. The
author in [6] suggested the model for automatic retinal Hard Exudates recognition using
the fuzzy c-mean clustering approach and SVM classifier to classify the retinal images.
The proposed model was trained using ophtha EX and tested on the DIARETDBI1
dataset. The cross-validation were performed using 10 folds. In [7] author suggested the
automatic Diabetic Retinopathy Diagnosis Method analyzed fundus images of a com-
parable level as angiograms to improve the visibility of abnormalities. The optical disc
is segmented utilizing fast powerful features, and blood vessels are extracted utilizing
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morphological image processing methods. For automated optical disc recognition, the
researchers in [8] used a clustering technique with a unique correction mechanism and
vessel transformation. The suggested approach were used scale-space analysis to detect
the optical disc’s borders. In [9] suggested the hybrid approach for optical disc segmen-
tation based on the vessel vector phase portrait analysis approach and used the modified
clustering analysis for vessel transformation. In [10], another tree-based graph cut app-
roach were suggested for retinal blood vessel and optic disc segmentation and achieve
a better performance of the suggested model. The graph cut approach were suggested
in [11-12] for extracting the retinal vascular tree and blood vessel information was used
to recognize the location of the disc which is useful for training the neural network. In
[13], several image processing methods were used for detecting the blood vessel and
optical disc. The morphological operation and thresholding techniques were utilized for
effective performance. In [14], suggested another model for blood vessel segmentation
based on adaptive histogram and distance transformation. The adaptive histogram was
used for preprocessing and distance transformation was used for segmentation. In [15],
suggested the convolutional model with number of augmented retinal images and then
preprocessed using normalization, transformation for blood vessel segmentation. In the
work [16] presented the deep neural network model for segmentation of retinal blood
vessel images and resolve the problem of cross modality. In [17], suggested the deep
learning for classification of diabetic retinopathy based on inception-v3 architecture.
Extract the retinal features using local binary pattern and classify the retinal images
using convolutional neural network [18-27]. Another work on retinal images classifica-
tion used TLBO [19] approach for binary and multiclass classification. In [20], suggested
the hybrid approach of vessel segmentation and morphological operations for extrac-
tion of vessels. Several models were suggested based on hybrid approach [21-23]. After
examination of some of previous studies, it was discovered that poor luminance and res-
olution of retinal dataset images make it impossible to examine it using image processing
methods. As a result, image pre-processing approaches are critical for improving clarity
and brightness for subsequent image analysis and interpretation such as Optical disc
classification and segmentation, Optical disc elimination, and retinal blood vessel iden-
tification. As a result, the investigators of this study devised a method for optical disc,
and retinal blood vessel segmentation to aid optometrists in the accurate identification
of retinal illnesses utilizing retinal fundus image processing. In this paper, implemented
and classify the grade of retinal images critically analysed segmentation methods and
proposed a Mathematical Morphology based efficient extraction of blood vessels. This
paper uses the U-Net architecture for retinal funds images segmentation and then use
mathematical model to extract a feature based on Gaussian filters. Because extracting
just relevant blood vessels, segmentation enables a more accurate examination of struc-
tural information of vessels, which is one of its main ad-vantages. Funds images obtained
from the standard publicly available DRIVE database.
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3 Material and Methods

Dataset: In this study used the publically available benchmark retinal DRVIE [23]
datasets that contains2865 retinal blood vessel images which are extracted from the
Kaggle website.

1. Mild NPDR 3. Severe NPDR

2. Moderate NPDR with DME 4. Proliferative PDR

Fig. 1. According to the severity of various diabetic retinopathy images

The Fig. 1 shows the labels are assigned according to the rank 0, 1, 2, 3, 4 of DR
images for recognizing the diabetic retinopathy. Each labels have special meaning Mild
NPDR, Moderate, Severse NPDR, and Proliferative PDR.

Figure 2 shows the classification of DR severity in dataset. it shows the percentage
of various severity of various diabetic retinopathy images.

3.1 Preprocessing and Image Augmentation

The original dataset of retinal images could not provide the necessary resolution for
a thorough study of retinal blood vessel segmentation because of noise is present in
images. By overcoming the unclear edges of blood vessels in image, the retinal layers
can be used augmenting approaches. The original retinal images have large noise and
low SNR value. Figure 3 shows the schematic block diagram of proposed model with
several steps. Some preprocesing step of proposed model.
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Severe NPDR Classification of DR Severity Proliferative
2% PDR
Moderate 2%
NPDR with
DME
15%
Mild NPDR
7%
Fig. 2. Classification of severity of DR
Retinal Image
Pre- Feflture .Ex- Segmenta-
> . .| traction using _ s
»| processing and Gaussian Filter > tion
Augmentation Using U-Net
v
Retinal Im-
Predicted | age
Result h Classifica-
tion

Fig. 3. Block diagram of proposed system

1. Removal of noise from retinal image.

2. Retinal image flattening for contour adjustment on morphological diversity of blood
vessel image scanning.

3. Binary transformation to detect the lower and upper boundaries of vessels and extract
the detected boundary of vessels.

4. Resize retinal images and provide input to the U-Net architecture.
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1. Normal Vertical Flip 3. Grid Distortion

4. Horizontal 5. Elastic Trans- 6. Optical Distor-
Flip form tion

Fig. 4. Various augmentation techniques

Figure 4 shows the various augmentation techniques used for increasing the number
of retinal images to overcome the over-fitting problem and improve the performance of
proposed model. it assists in the creation of a well-balanced training data and enhanced
effectiveness of model.

3.2 Feature Extraction Using Modified Gaussian Filter

Because retinal blood vessels have great contrast, the Gaussian functional concept for
retinal imaging is derived on the uses a comprehensive of the retinal fundus image.
Several examples of the vessel shape, as well as the adjusted Gaussian curves using
the least square error condition. The features of the vessel segment and fit curve have
been reversed for clarity. Equation 1 shows the Gaussian function that was utilized for
matching.

g(x) = Ag~ (/2w (1)

Here x is indeed the linear vector, A is the intensity, z is the place of the profiling
peaks, and w is a Gaussian functional variable that determines the width. Fitted relative
residual errors are smaller than 4 Gy - level on average. The formula for calculating error
is {Z |(m; — v,-)|} /n. Here, m; and v; are the framework data and real data’s profiles
scores, accordingly, and n represents total pixels present in blood vessel image.
Equation 2 describes the revised Gaussian filter with values between 0 for vessel
identification.
_ 1 2 2) —x2/202
1) = (¥ = o?)e @
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Here o is a Gaussian filter functional variable that regulates the size of filter, such as the
w. Equation 3 shows how to update the functions f (x).

fx) = (xz . O,Z)efx2/2<72 3)

If element is adjusted furthermore to reasonable levels, as illustrated in Eq. 4, the o
amplitude value of element is altered to 3.

fx) =

1 (xz _ 0_2)87)62/202 (4)
V2ol

It means that for a certain vessel, this filter might provide the best reaction. As
a result, using a modified Gaussian filter, it is better to improve the vessel. When
both the peak values such as Gaussian vessel and Gaussian filter are overlap, get the
maximum convolution. Equation 5 depicts the maximum convergence peak.

+o00
h(t) = ! <x2 — 02>e_x2/2(w2+02)/w202)dx )
V2ol
—00

here, ¢ is amplitude parameter of filter to assign the power of second order filter. 1
is assigned to vessel for evaluation. Equation 6 can be rearranged by substituting the
exponentially ordering element by 1/52.

+00

1

h = / Nerr (2 =8)e 1 =02 s ©)
—0o0

The 2nd order generalized Gaussian functional value is first element in the integrant,
as well as its integral value is equals zero. Used this association as a tool.

+oo
/ e 2dx = 7w (7
! V(s — )5 = e (8)
/27TO'Z (w2 _ 0_2)1‘5

The convolutional peak intensity of a blood vessel segmentation associated with
factor and 2nd order Gaussian filter related with factor are given in Eq. 8. Equation 9
shows how when variable t varies, the value in the previous equation modifies as well.

1.5
h= — )
(CL)2 _ 0_2)1.5

It is simple to determine that convolutional peak value reaches its highest. Further

situations’ maximum value conditions can also be determined. The conditions are max-

imal when ftis5, 4, 3, and?2, for example. Consequently, when the modified Gaussian

filters with parameters t = 4andt = 3 have been employed, the related filters yield the

highest convolutional peaks. Processing is performed with a proposed revised Gaussian
filter.
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3.3 Segmentation Using U-Net Architecture

Figure 5 shows the U-net architecture used for retinal blood vessel segmentation. It
consists of encoder and decoder blocks with four convolutional layers (Channel). Each
layer of encoder block mapped (Copy & Crop) with each layer decoder block. Initial
value of channel is 64. The channel changes from 64- > 512, as convolutional process

. 4
64 s 64
—
3 @
128 —> 128
——
$ @
256 —> 256
—
) 4 @
512 —> 512
—
Encoding Decoding
1024
Convolutional
Layer

Fig. 5. Proposed U-Net architecture for segmentation
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is increased step by step in downward direction. The arrow shows the max-pooling
operation.

In decoding phase, convolutional process are decreased by step by step in upward
direction called as up sampling approach that increases the size of retinal images. The
arrow indicates the padding operation. The last layer of U-net architecture uses a filter
for vessel segmentation.

After converting the all the retinal image to grayscale. For the linear motion used
motion filter for approximation. The difference between the initial image and filtered
image is calculated, yielding the final image. The final output image is obtained by taking
the differences between the images bit by bit.

Let, P is the initial image, and M is the represents the motion filter , D is difference
of final image and initial imageD = M — P.

Image Adjustment: The retinal images were enhanced via image alterations.
Numerous factors such as image levels of intensity, luminance, and contrast adjust-
ment were modified. The modifications increased the image quality, which leads to
greater feature extracted. Color casts were removed using image intensity levels. Simple
brightness and contrast adjustments were rapidly change the quality of an image. Color
balance were enables for colors changes to rectify white balance issues.

Binary Conversion: To transform the basic pre-processed image to binary sequence
in that step. B binary image is a computer image in which each pixel has just two distinct
values. A binary image is often made up of two color: black and white, however the
certain color may be utilized. The image intensity determines whether the pixel is black
or white, and a threshold is determined appropriately.

Condition Check: To determine the blood vessels, the conditions is examined. The
criterion is that a pixel in the image normalized differential image should be white,
while the identical pixel in the binary transformed image should be black. If a pixel
meets both of these criteria, it is chosen and sent for subsequent analysis, which involves
the morphology encoding procedure. The little portions under a predefined threshold are
deleted after erosion is complete, and the other pixels were collected.

Fig. 6. Segmented blood vessel retinal image

Figure 6 depicts the retinal image final appearance following post-processing.
Figure 6 (b) has less noise than Fig. 6 (a), the image taken before post-processing,
and the vessels’ widths are closer to the actual value.
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3.4 Classification

ResNet50: Featured pictures are fed into the input layer of the ResNet50 architecture,
which is subsequently fed into convolution block-1, which contains conv2d, batch nor-
malisation, relu activation, and max pooling processes. These techniques are used to
map and filter images in order to detect context similarity. ResNet50 is made up of 50
weighted layers, each of which is connected to the next block in the same way that
block-1 is connected to the next block. It changes the dimensions of 32, 64, 128, 256,
512, 1024, and 2048 forms internally. To reduce overfitting in the model, two dense
layers with dropout layers have been included. Relu activation, L2 kernal regularisation
with penalty value 0.01, and dropout value 0.5 are all present in the dense layer. Finally,
a sigmoid activation function is applied to the output layer. Hyper-parameters such as
the Adam optimizer with a learning rate of 0.0001 and the binary cross-entropy loss
function are used to compile the model. Model is tested on batch sizes of 32 and 40
epochs, but at epoch 10, the model becomes stagnant and overfits.

InceptionV3: The InceptionV3 architecture uses convolutions, average pooling, max
pooling, concatenations, dropouts, and fully connected layers to feed featured images
from the input layer to the model, which is built up of symmetric and asymmetric
building blocks. The activation inputs are batch normalized, and batch normalization is
employed extensively throughout the model. This structure is made up of 42 weighted
layers in which blocks are connected in a sequential manner. Two dense layers with
dropout layers are also added to this model to reduce overfitting. Relu activation, L2
kernal regularization with penalty value 0.01, and dropout value 0.5 are all present in
the dense layer.

VGG-16: The VGG-16 design takes featured images in the input layer and feeds
them to the covl layer, which is 264 x 264 pixels in size. The image is loaded into
a convolutional layer stack, where filers are used to capture the smallest image in the
left/right, up/down, and centre positions. The convolution stride is set to 1 pixel, and
the spatial padding of convolution layer input is set to 1 pixel for 3 x 3 convolution
layers in order to maintain spatial resolution after convolution. Five max-pooling layers
do spatial pooling after some of the conv. Layers. Stride 2 is used to max-pool over
a 2 x 2-pixel section. Three Fully-Connected (FC) layers are added after a stack of
convolutional layers, the first two of which each have 4096 channels, and the third of
which conducts 1000-way classification and so has 1000 channels. Two thick layers
with dropout layers are also added to this model to reduce overfitting. Relu activation,
L2 kernal regularization with penalty value 0.01, and dropout value 0.5 are all present
in the dense layer.

Proposed CNN Architecture: Conv2D, MaxPooling2D, Relu activation, Dropout
operations, and a fully linked layer are among the eight layers that make up the CNN
model [24, 25]. A featured image with dimensions of (264,264, 3) is applied to the first
convolution layer, with node weights of 32. The convolution layer performs striding and
padding to ensure that the output image has the same dimensions as the input image.
The pooling layer receives the output of the convolution layer, which is used to lower
the size of the convolved feature map and hence the computational expenses. This is
accomplished by reducing the connections between layers and operating independently
on each feature map. The MaxPooling2D operation with pool size (2, 2) is utilized to
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pool the largest element from the feature map in this study. Following pooling, a dropout
player is introduced to reduce overfitting, with a dropout value of (0.5), implying that
50% of neurons are dropped throughout the training phase. At the convolution layer,
the Relu activation is used. The same procedure is used with the other 7 CNN layers,
which have varied node weights of 64, 128, 256, 128, 64, 32, and 16. After flattening
the vector, one dense layer with relu activation and node weight 16 is employed, and
this layer is represented as a fully linked layer. The model is tested with batch sizes of
16 and 100 epochs, but it becomes stagnant and overfits around epoch 25.

4 Performance Metrics

Accuracy, sensitivity, and specificity are the performance evaluation parameters used to
measure the effectiveness of different deep learning classifiers. Accuracy is defined as
the proportion of overall accuracy of the models.

TN + TN
Acc. = (IN +1N) (10)
(TP + TN + FP + FN)
.. TP
Precision = ——— (11)
(TP + FP)
P
Recall = ———— (12)
(TP + FN)
2TP
F1 — Score = (13)
(2TP + FP + FN)
’%
! ‘ 2
RMSE = N Z Z 21: (Outputlmage — Inputlmage) (14)
maxvalue®
PSNR = 10log10 : > . (15)
v 22 > 1 (Outputlmage — Inputlmage)
2 +c1) 2oy + ¢
SSIM (x,y) = 2ty +€1) 20wy + €2) 6

(u)% +u2 + cl)(ox2 +07 +c2)

where ux, ny, ox, oy, andoxy are the local means, standard deviations, and cross-
covariance for the input image x, and output image y. SSIM values greater than 0.95
indicate the high perceptual quality in the objective evaluation.

5 Result Analysis

Table 1 and Fig. 8, 9, 10 shows the performance evaluation of proposed U-net archi-
tecture for retinal blood vessel segmentation. The total area of segmented image was
calculated. In Table 2 measured the RSME, PSNR, and SSIM and total execution time.
The SSIM shows the perceptional quality of segmented retinal image with the range 0 to
1. The 0.8781 is the maximum achieved values. In this study pixels intensity measured
using RMSE, and PSNR to assess the quality of retinal vessel segmented image. The
effectiveness of all the vessel segmented images in the Dataset is evaluated only for the
9 retinal segmented image.
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Table 1. Classification results of various classifiers

Classification models Accuracy Precision Recall F-Score
ResNet50 75.5 56.7 75.4 64.6
InceptionV3 75.6 72.6 75.2 73.6
VGG16 64.4 69.4 64.5 66.8
Modified CNN 98 98.2 94.5 95
Accuracy
120
98
100
® 80 755 75.6
£ 64.4
g
g 60
8
< 40
20
0
ResNet50 InceptionV3 VGG16 Modified CNN
Classifiers

Fig. 7. Bar chart represent the Accuracy score of Deep learning models
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Fig. 8. Bar chart represent the Precision score of Deep learning models
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Fig. 9. Bar chart represent the Recall score of Deep learning models
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Fig. 10. Bar chart represent the F1-Score of Deep learning models

Table 2. The performance evaluation of proposed U-Net architecture for blood vessel segmenta-
tion on DRVIE

Image Pixel RMSE PSNR SSIM Time (Sec)
Imagl 2013 0.9519 47.45 0.8707 2.678
Imag2 2030 0.9438 47.53 0.8739 2.045
Imag3 2034 0.9565 47.41 0.8689 2.125
Imag4 2040 0.9303 47.65 0.8781 2.745
Imag5 2060 0.9406 47.55 0.8744 3.065
Imag6 3020 0.9473 47.49 0.8721 2.023
Imag7 3294 0.9447 47.52 0.8736 2.853
Imag8 3945 0.9398 47.56 0.8750 3.256
Imag9 4528 0.9470 47.50 0.8725 3.145

6 Comparative Analysis

Table 3 indicate that the proposed strategy is more accurate in segmentation phases. This
approach also shows that it can get a good performance whiteout the use of a training
stage.
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Table 3. Comparison results with related works for vessel segmentation

Methods DRIVE

accuracy Precision Recall F1-Score
Primitivo Diaz et. al. 2019 [29] 94 .41 - - 94.93
Ambaji S. Jadhav et. al. 2020 [28] 93.185 86.36 - 86.36
Muhammad Mateen et al., 2020 [27] 97 96 94 95
Proposed CNN 98 98 94.5 95

Table 4. Comparative analysis of perceptional quality of segmented image of proposed model
with previous methods

Sr. No Method RMSE PSNR
1 Adaptive median filter 10305 8.00
2 CLAHE 129 27.00
3 Mathematical Morphology [30] 0.96 48.53
4 Proposed CNN 0.95 50.01

Table 4 shows the Comparative analysis of perceptional quality of segmented image
of proposed model with previous methods. It is observed that proposed model gives the
smaller the value of RMSE for better the segmentation performance of retinal segmented
image as compare to the previous methods. The proposed model gives the better values
of PSNR.

7 Conclusion and Future Scope

This paper presents the segmentation techniques for blood vessel retinal images segmen-
tation. The modified CNN approach is proposed based on the U-net architecture of deep
learning by applying the binary conversion mechanism for segmentation. The experi-
mental results were carried on all the images of DRIVE dataset obtained from Kaggle. It
is found that proposed approach is effective for detecting the blood vessel used for early
diagnosis of DR. For the major analysis part of this study is to measure the perceptional
quality of segmented retinal image using SSIM. In this study pixels intensity measured
using RMSE, and PSNR to assess the quality of retinal vessel segmented image. The final
results are measured on standard benchmark DRIVE dataset that contains 2865 retinal
blood vessel images. For image classification, proposed modified CNN performed better
for DRIVE datasets with the accuracy score 98%. Precision of 98%, Recall is 94.5%
and F1-score is 95%. The future work of this study is to compare the retinal blood vessel
analysis for feature selection and extraction, and classification to recognise the optical
disc, excluded, HEMs etc. for the other various standards benchmark datasets for early
detection diabetic retinopathy.
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